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Preface

It is with great pleasure that I welcome you to Lake Tahoe for the 2005 Inter-
national Symposium on Visual Computing (ISVC). ISVC provides a common
umbrella for the four main areas of visual computing: vision, graphics, visual-
ization, and virtual reality. The goal of ISVC is to provide a common forum
for researchers, scientists, engineers, and practitioners throughout the world to
present their latest research findings, ideas, developments, and applications in
the broader area of visual computing.

The program consists of six oral sessions, two poster sessions, seven special
tracks, four keynote presentations, and one invited presentation. The response to
the call for papers for the general ISVC 2005 sessions was very good. We received
over 110 submissions from which we accepted 33 papers for oral presentation and
26 papers for poster presentation. Special track papers were solicited separately
through the organizing and program committees of each track. A total of 32
papers were accepted for inclusion in the special tracks.

All papers were reviewed with an emphasis on their potential to contribute
to the state of the art in the field. Selection criteria included accuracy and
originality of ideas, clarity and significance of results, and presentation qual-
ity. The review process was quite rigorous, involving two or three independent
double-blind reviews followed by a one-week discussion period. During the dis-
cussion period we tried to correct anomalies and errors that might have existed
in the initial reviews. Despite our efforts, we recognize that some papers worthy
of inclusion may not have been included in the program. We offer our sincere
apologies to authors whose contributions might have been overlooked.

I wish to thank everybody who submitted their work to ISVC 2005 for review.
It was because of their contributions that we succeeded in having a technical
program of high scientific quality. In particular, I would like to thank the ISVC
2005 area chairs, the organizing institutions (i.e., UNR, DRI, LBNL, and NASA
Ames, the industrial sponsors (i.e., Intel, DigitalPersona, and Equinox), the In-
ternational Program Committee, the special track organizers and their Program
Committees, the keynote speakers, the reviewers, and especially the authors that
contributed their work to the symposium.

I sincerely hope that ISVC 2005 will offer opportunities for professional
growth. I wish you a pleasant time in Lake Tahoe.

September 2005 George Bebis
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An NPR Technique for Pointillistic and Mosaic
Images with Impressionist Color Arrangement

Linlin Jing, Kohei Inoue, and Kiichi Urahama

Kyushu University, Fukuoka-shi, 815-8540 Japan
{k-inoue, urahama}@design.kyushu-u.ac.jp

Abstract. A simple non-photorealistic rendering (NPR) technique is
presented for creating pointillistic and mosaic images with color arrange-
ment resembling the impressionist paintings. An input image is parti-
tioned into rectangular tiles which are grouped into blocks. The color of
tiles is changed to ones maximally far apart from each other while their
local average approximates the color of the input image. The resultant
mosaic image with the tile size of only one pixel is used for creating
pointillistic images like to ones by George Seurat. Their blending with
the original image produces a mosaic image resembling that by Chuck
Close. Some modifications are also incorporated into the color transfor-
mation to improve the reproducibility of mosaic images blended with a
collection of tiny images.

1 Introduction

In this paper, we focus on the color arrangement in non-photorealistic rendering
(NPR) techniques especially for pointillistic and mosaic images. Most NPR tech-
niques are devoted to generation of stroke textures, while their colors are naively
copied from the input photograph only with small random perturbation. This
is also the case with photo-mosaics[1, 2, 3] and more elaborated artificial mosaic
images[4]. Little attention has been attracted to isoluminant properties in NPR
color modulation techniques[5, 6]. No systematic procedure has been reported
for color modulation in NPR methods for pointillistic and mosaic images.

On the other hand, it has been well-known to artists that color configuration
is artificially altered from natural views to impressive ones where nearly isolu-
minant but largely different hue colors are painted adjacently, for instance the
famous dull color of the sun in the “Impression Sunrise” in Fig.1(a) by Claude
Monet, the pointillistic painting “Le Grande Parade” in Fig.1(b) by George Seu-
rat, many mosaic images by Chuck Close as shown in Fig.1(c), and so on. In these
images, we show only the green channel for monochromatic printing. This paper
with color images can be seen in our homepage: http://www.design.kyushu-
u.ac.jp/̃urahama/. We can observe nearly isoluminant color configuration in
those color images by converting them to gray-scale ones.

Recently Luong et al.[7] have presented an approach for making mosaic im-
ages where adjacent tiles are almost isoluminant. Although the images created
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(a) “Impression Sunrise” (b)“Le Grande Parade” (c) Chuck Close

Fig. 1. Paintings with impressionist color arrangement

with their method is interesting, their procedure is complex and includes numer-
ical solution processes. In this paper, we present a simple technique for making
mosaic images where the hue of colors of neighbor tiles is maximally different
while they are isoluminant and approximate locally the original color of the in-
put image in average. We also apply this technique to generation of pointillistic
images like the one by George Seurat. Images created by our method satisfy the
following three requirements:

(1) Adjacent colors are isoluminant.
(2) Adjacent colors are maximally far apart from each other in the 3-dimensional

color space.
(3) Local averages of colors are equal to those of the input image.

2 Color Arrangement of Blocks

In the method proposed in this paper, we partition an image into equally-sized
rectangular tiles and several tiles are grouped into blocks as shown in Fig.2(a).
The tiles are rectangular boxes of several (possibly one) pixels and blocks are
sections composed of several tiles. We arrange the colors of tiles in a way that
the average color of tiles in blocks coincides with those in the input image. For
simplicity, we adopt 2× 2 grouping, i.e. 2× 2 = 4 tiles constitute one block.

(a) tile (thin line), block (thick line) (b) color arrangement for tiles

Fig. 2. Image partition
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Let the average color in a block be C̄= (R̄, Ḡ, B̄) from which we calcu-
late four colors C1= (R1, G1, B1), C2= (R2, G2, B2), C3= (R3, G3, B3), C4=
(R4, G4, B4) as folloows:

The average luminance in this block is Ȳ = αR̄+ βḠ+ γB̄ (we adopt the Y
in the YIQ color hence α = 0.299, β = 0.587, γ = 0.114). We draw two mutually
orthogonal lines on the isoluminant plane αR + βG + γB = Ȳ and pick up four
points on these lines equidistant from the center color C̄. One example of such
four points are C1=C̄+tu, C2=C̄-tu, C3=C̄+tv, C4=C̄-tv with mutually
orthogonal unit vectors u=(δ, δ,−ε) and v=(λ,−μ, ν) where δ = 1/η, ε = (α +
β)/γη, λ = [β(α + β) + γ2]/γ(β − α)ξ, μ = [α(α + β) + γ2]/γ(β − α)ξ, ν = 1/ξ,

η =

√
2 + (

α + β

γ
)2, ξ =

√
1 +

[β(α + β) + γ2]2

γ2(β − α)2
+

[α(α + β) + γ2]2

γ2(β − α)2
(1)

These four colors are isoluminant and (C1 + C2 + C3 + C4)/4 = C̄ for ar-
bitrary t(> 0). We set the value of t as large as possible for these four colors
staying within the color cube [0, 255]3. Such value of t is given by the minimum
among

(255− R̄)/δ, (255− Ḡ)/δ, B̄/ε, R̄/δ, Ḡ/δ, (255− B̄)/ε,
(255− R̄)/λ, Ḡ/μ, (255− B̄)/ν, R̄/λ, (255− Ḡ)/μ, B̄/ν

(2)

The above procedure is summarized as:

(1) We compute the average color C̄ of each block.
(2) We compute twelve values in eq.(2) and denote their minimum tm.
(3) We compute C1=C̄+tmu, C2=C̄-tmu, C3=C̄+tmv, C4=C̄-tmv and paint

them to four tiles as illustrated in Fig.2(b) where only the numbers are
written.

All rows and columns in Fig.2(b) contain 1, 2, 3 and 4 once in order to avoid
perception of artificial horizontal or vertical stripes in output mosaic images.

We perform this color processing at every block independently and paint
obtained colors in the arrangement shown in Fig.2(b) for every section of 2× 2
blocks. This color processing transforms the input image into a color mosaic
image.

3 Application to Pointillistic Images

A mosaic image obtained with the above procedure from the famous image “lena”
is shown in Fig.3(a) where the tiles are composed of only one pixel. Though we
cannot see each tile in this print-size, colors vary drastically as is zoomed up in
Fig.3(b) (these images are also the green channel for monochromatic printing).

Fig.3 is, however, close to a dither image because the tile size is only one
pixel. Hence its NPR effect is subtle, but as is shown in the following, it is useful
as a basic image for creating pointillistic pictures.
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(a) tile image (b) partial zoom-up

Fig. 3. Color tile image of “lena”

(a) disk dots (b) ellipsoidal dots

Fig. 4. Pointillistic image of “lena”

We transform Fig.3(a) into a pointillistic image in the following way. We
adopt disk dots and set their radius arbitrarily. We paste colored dots according
to the Poisson disk sampling, i.e. we sample pixels randomly and adopt them
as centers if no pixel has been adopted yet within their disk. After this random
search, we paste dots with colors of adopted center pixels. A result is shown in
Fig.4(a) where the radius of the dots is five pixels. In Fig.4(a), the color of nearby
dots is very different but they are isoluminant hence the color arrangement
in Fig.4(a) is resemblant to that in Fig.1(b). Fig.4(b) is a similar result with
ellipsoidal dots instead of circular ones. The orientation of ellipsoids is aligned
to the gradient of the luminance of pixels. The fidelity of Fig.4(b) to the original
image “lena” is superior than Fig.4(a), i.e. errors in gray-scaled images from the
gray-scaled original “lena” is smaller in Fig.4(b) than that in Fig.4(a).
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4 Mosaic Images

We described above the color transformation technique which produces a color
tile image where each tile is painted with one color. We next blend other small
images with these color tiles after this color transformation. Such blending pro-
duces an interesting NPR mosaic image.

4.1 Color Transformation

We divide an input image into tiles of m ×m pixels and group 2 × 2 = 4 tiles
into one block. We average the colors in the block and compute four colors
C1, C2, C3, C4 and arrange them as in Fig.2(b). A mosaic image with color
tiles made from a photograph in Fig.5(a) is shown in Fig.5(b). Blending the
input image in Fig.5(a) with the mosaic image with m = 36 is shown in Fig.5(c)
which seems like Fig.1(b).

(a) input image (b) mosaic (m = 18) (c) input+mosaic (m = 36)

Fig. 5. Input image, its mosaic and their blending

4.2 Blending with Small Images

We next prepare four small images with the size m×m and blend them with four
color tiles. Let us consider the first tile denoted by “1” at the upper-leftmost in
Fig.2(b). Its color is C1= (R1, G1, B1). Let the color of the (i, j) pixel in a small
image be (rij , gij , bij) and their average be (r̄, ḡ, b̄). From them, we compute

r′ij = rijR̄/r̄, g′ij = gijḠ/ḡ, b′ij = bijB̄/b̄ (3)

and we paint the color R′
ij = (R1+r′ij)/2, G′

ij = (G1+g′ij)/2, B′
ij = (B1+b′ij)/2

to the (i, j) pixel of the first tile in the output image. Other tiles are similarly
processed. Thus blended tiles are still isoluminant in each block and their average
is preserved at C̄.

The image shown in Fig. 6(a) is the result of blending the image in Fig.5(b)
with four small images of insects. Fig.6(b) is a zoomed portion in Fig.6(a).
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(a) mosaic image (b) partial magnification

Fig. 6. Mosaic image blended with tiny pictures

4.3 Improvement of Reproducibility

The NPR effect in Fig.6(a) is interesting, however the original image in Fig.5(a)
is blurred in Fig.6(a). This blur is caused from two factors: blocky partitioning in
mosaics and color transformation. Smoothing by blocky division is unavoidable

(a) mosaic image (b) partial magnification

Fig. 7. Mosaic image obtained by using eq.(4)
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(a) mosaic image (b) partial magnification

Fig. 8. Mosaic image with higher fidelity

but we can improve the color transformation scheme for raising the reproducibil-
ity by converting eq.(3) into

r′ij = rijR̄1/r̄, g′ij = gijḠ1/ḡ, b′ij = bijB̄1/b̄ (4)

where (R̄1, Ḡ1, B̄1) is the average color of the tile “1h in the input image. This
conversion breaks the isoluminantness of four tiles while their average color is
still preserved at C̄. Since the color of the tiles are adjusted to the input image
through eq.(4), its reproducibility is expected to be raised. The result of this
modification is shown in Fig.7(a) and its partial zooming is shown in Fig.7(b).
Errors in smoothed images from Fig.5(a) is smaller in Fig.7(a) than that of
Fig.6(a). However as is seen in Fig.7(b), the local color variation is more flat in
Fig.7 than Fig.6 where the tiles are more colorful.

4.4 Improvement of Luminance Fidelity

Though the reproducibility of Fig.7 is improved from Fig.6, the contrast in both
images is decreased from the original image. Hence we further modify the color
transformation scheme to improve the luminance reproducibility. The colors of
four tiles C1, C2, C3, C4 before blending with tiny images are identical in both
of the above subsections 4.2 (Fig.6) and 4.3 (Fig.7) and their luminance is equal to
that of C̄. The difference between Fig.6 and Fig.7 is caused by the difference in the
color of the pasted tiny images, i.e. eq.(3) versus eq.(4). We proceed further and
break the isoluminantness of C1, C2, C3, C4, to improve the luminance fidelity.

In section 2, we set C1=C̄+tu, C2= C̄-tu, C3=C̄+tv, C4=C̄-tv, i.e.
these four colors depart from C̄ equidistantly on the isoluminant plane. In this
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section, we set C1=C̄1+tu, C2= C̄2-tu, C3=C̄3+ tv, C4=C̄4-tv where C̄i is
the average color in the tile i. In this case, the four colors depart from the average
of each tile on each isoluminant plane separately. Their stopping rule is the
same as in section 2, i.e. t is stopped when any one of R,G,B of C1, C2, C3, C4

reaches the surface of the color cube. Additionally the blending is extended to the
weighted one R′

ij = (w1R1 +w2r
′
ij)/(w1 +w2). Though this modification breaks

the isoluminantness of four tiles as is the same as section 4.3, their average color
is still preserved at C̄. A result of this improved method with w1 = 1, w2 = 5 is
shown in Fig.8(a) which is partially magnified in Fig.8(b). Fig.8(a) is closer to
Fig.5(a) than Fig.7(a) and its contrast is also regained. However the colorfulness
of tiles deteriorates further from Fig.7, much inferior than Fig.6.

In summary, we recommend the scheme in section 4.2 if the colorfulness of
tiles is desired, while the scheme in this section is recommended if the repro-
ducibility of the input image is crucial. The scheme in section 4.3 is moderate
between them.

5 Conclusion

We have presented a simple NPR scheme for generating a novel type of mosaic
images where small images are blended after color transformation of tiles re-
semblant to the impressionist color arrangement. The increase in the number of
colors of tiles, the combination of various forms of tiles and the application of
the present method to video mosaics[8] are under study.
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Abstract. This paper introduces a novel method to automatically generate 
camera animation for scenes with objects in motion.  A means of bounding the 
scene is first discussed, in order to provide a restricted surface for the camera to 
move along.  Methods for generating static views of a scene are then developed, 
based on prior literature in the field of optimal camera views.  Methods for 
producing smooth animations for camera paths are developed.  This is broken 
up into two constraints; the minimum distance constraint and the minimum 
angle constraint.  Finally, a camera path is produced based on the two prior 
constraints.  This framework is then applied to the problem of facial tracking 
and visualizing a large scene. 

1   Introduction 

Automatic view optimization is a very useful tool in the visualization of 3D scenes.  
With standard 2D or 3D input devices it is very difficult to navigate to an optimal 
view effectively.  During the course of manual camera navigation the user has to 
know a priori where all the important objects already are in order to place the camera 
effectively.  This problem is confounded when they are obscured or out of sight, 
making automatic view optimization essential. While the problem of automatic 
camera placement in static scenes has been researched for many years, there are many 
instances in which a scene consists of objects in motion.  Once objects are in motion, 
naively choosing the optimal view using the aforementioned research can result in 
large changes to the camera’s location and orientation.  This can lead to being 
disoriented and create visualizations with little value.  These types of dynamic scenes 
pose a more difficult problem for maintaining an optimal view.  It is often crucial to 
be able to visualize the relationship between multiple mobile objects.  For instance, in 
car accident recreation the entire problem consists of understanding and being able to 
portray the dynamic relationship of the vehicle’s locations.  The object of this paper is 
to create a framework for solving this type of problem. The first portion of the 
algorithm describes a method of bounding the scene, in order to restrict possible 
camera positions to a defined surface.  Metrics are then developed to help define what 
is considered an optimal static view. There are three different metrics being 
considered; the object normals metric, the frustum volume metric, and the object 
occlusion metric. The novel portion of the algorithm is automatically generating a 
non-disorienting smooth animation through the optimal static views over the entirety 
of the scene. Based on the surface definition and the static view metric solver, 
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candidate camera positions are generated on the surface to represent where optimal 
static views are considered.  Two constraint solvers, the minimum distance constraint 
and the minimum angle constraint, determine the most appropriate camera path to 
follow.  These constraints are aimed at minimizing the amount of disorientation that 
may occur when a camera is moving around the scene, in addition to maintaining 
optimal dynamic views at all times over the scene. 

2   Related Work 

The related work in the field of automatic camera manipulation can be divided 
between producing optimal views and producing optimal camera animations [4, 5].  
The main issue with producing optimal views is in the definition of optimal.  There is 
no universal standard of an optimal view: it is rather subjective.  Regardless, there is 
an extensive amount of literature providing a variety of different constraints as to 
what is considered an optimal static view.  In contrast, there is very little work done 
on producing optimal camera animations. Regarding camera animation for static 
scenes, Salomon et al. [1] proposed an algorithm for clustering areas of interest 
together in order to visualize large information spaces.  The clustered areas of 
interests are based on a few constraints including distance parameters between data.  
The clustered data points then form graphs under Delaunay triangulation.  Various 
graph algorithms are then applied to map out a specific camera path to follow.  Once 
the path is found, the paper uses a partial constraint solver to define metrics that 
represent how exactly to orient, not locate, the camera at each point.  A major 
problem inherit with the clustering is the absence of measuring how well the view 
may be at each area of interest.  Thus, even though the partial constraint solver will be 
used to find the best orientation, the view may still be insufficient due to poor camera 
placement. Dennis et al [2] proposed a method of navigating complex environments 
via path planning.  The environment is restricted to a surface for an avatar to walk 
upon.  The entire surface that the avatar can walk on is then heavily random sampled.  
A global roadmap is computed using the idea of reachable and unreachable nodes, via 
distance heuristics.  The global roadmap produces all paths for which the camera can 
navigate around.  Although optimal views are disregarded for this algorithm, the 
paper proposes a novel method of efficiently navigating an environment.  The graph 
construction method, as described in section 5, was influenced by this work. For 
camera animation for dynamic scenes, there has been very little research in this area. 
Stoev et al [3] provided a means of visualizing time-dependent historical data.  The 
paper, much like [1], makes use of a partial constraint solver to find the best static 
optimal view for portions of the scene.  Regarding camera motion, the paper proposes 
to bind active data into a bounding box.  The camera views this dynamically changing 
bounding box over time.  The algorithm fails to mention the specifics of the time 
interval used.  For large time intervals, the algorithm will likely produce poor static 
views, as the active data will change too much.  However, for small time intervals, the 
animation of the camera will likely be very rough and disorienting.   This is caused by 
the fact that the bounding box to view will always be changing, and there is no 
mention of smoothing out the camera path. 
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3   Bounding the Scene 

The 3D scene must first be bounded for potential camera placement at any given time.  
The scene is bounded by first determining the minimum and maximum values of all 
objects, in order to produce a bounding box, similar to [3].  The distance between the 
center of the box and any corner of the box is then taken to be the radius of a 
bounding sphere, whose center is the center of the box.  This bounding sphere 
represents all locations where the camera can be placed. 

4   Optimal Static View Metrics 

Optimal static view metrics are developed in order to measure the quality of a view at 
a particular time.  Three metrics are defined: the normals metric, the camera frustum 
metric, and the object occlusion metric.  Each metric is quantified in the range of [0, 
1] where each metric is of equal significance to the overall effectiveness of the camera 
view metric.  The metrics can have different weights however, depending on what the 
user wants to see. 

(1) Normals Metric: The normals metric N is designed to obtain how much detail an 
object has for a given view.  The metric is calculated for a particular camera position 
and orientation and a particular object.  For each polygonal patch on the object, the 
angle between the camera view and the normal of the patch is calculated.  There is an 
inverse relationship between the angle and the metric, an angle of 0 results in the 
value 1 for the metric.  Intuitively, the higher the metric is, the more of the surface of 
the model will be shown.  The following calculations are done to normalize the N to 
be in the range of [0, 1], where the number of normals a model has is weighted, 
making all models of equal significance: 
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 j refers to all objects in the scene and i refers to all polygonal patches on a model.  x 
is the vector formed from the camera location to an object j and n is the polygonal 
patch’s normal.  ang is the minimum angle between vectors x and n. This metric 
generally produces good results for scenes where models have a wide distribution of 
normals.  For scenes where models all have very similar normals, the optimal view 
will be considered the view facing straight down on these normals, giving very poor 
depth perception of the environment.  As a more concrete example, flat terrain would 
likely result in this metric to provide an optimal view that looks straight down on the 
terrain, with poor depth perception regarding all other models in view. 

(2) Camera Frustum Volume Metric: The camera frustum volume metric is 
designed to measure how much information is contained within the camera’s view for 
a camera position and orientation.  It measures how close all objects are to the 
camera.  The computation done to quantify this is the ratio between the total volume 
of the objects in the scene and the total volume of the camera frustum.  Bounding box 
intersection tests must be done to account for objects overlapping in computing the 
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total volume for objects. This metric has a strong inverse relationship on the 
complexity of the scene.  For a scene with few objects that have a large distribution in 
their location over time, this metric will give poor results.  This is partially due to the 
spherical surface that bounds the environment regarding where the camera can be 
positioned.  Since the camera can not zoom in and out, the camera has the potential to 
always be far away from the main concentration of the scene. 

(3) Object Occlusion Metric: The object occlusion metric is designed to quantify the 
amount of objects that are seen from a particular camera position and orientation.  The 
greater the metric ϑ, the less objects are occluding other objects.  In order to efficiently 
quantify this metric, an algorithm approximating angular obstructions between objects 

is used.  The metric is quantified by:   6/),,(1=
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i refers to the center of one of the six sides of the bounding box, i goes from 1 to 6.  j 

is all objects excluding k, k is the object being tested. The vector as denoted by 
ki

v
r is 

the vector formed from the camera position to the center of the ith side of the kth 

bounding box.  The vector as denoted by
k

cenLook is the vector formed from the camera 

position to the center of the kth object.  The vector as denoted by 
ji

v
r is the vector 

formed from the camera position to the center of the ith side of the jth bounding box.  
totalOcc is a constant defined as the number of objects squared minus the number of 
objects. For a given object k, this algorithm first determines the angle between 

vectors
k

cenLook and 
ki

v
r . That angle is then divided by the angle between 

vectors
k

cenLook and 
ji

v
r .  If this ratio exceeds 1, then the value is clamped to 1.  This 

metric is testing object occlusion where 0 implies complete occlusion and 1 is not 
occluded.  Therefore, values greater than 1 are clamped as to not over bias 
excessively non-occluded objects.  That summed angle relationship is then divided by 
6 in order to normalize the value between 0 and 1.  If the summation is 0 then there is 
complete occlusion of object j with object k. Despite the fact that this is an 
approximation to test object-to-object occlusion, it produces very accurate results.  It 
is able to disregard how large objects are and their depth from the camera, focusing 
on their relationships to one another.  Occasionally the metric fails however, as a 
result of the bounding box inaccurately representing the true shape of an object. 

5   Smooth Camera Path Generation 

Now that the optimal static view metrics have been defined, the next step is to 
generate the camera path.  The camera path will be represented in terms of five 
degrees of freedom, a look at / look from pairing.  The lost degree of freedom is the 
roll of the camera.  Furthermore, the path will be represented by key-frames; that is, 
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for a given time step, a camera look at / look from pair will be plotted, and 
interpolation will occur between the key-frames to give the path.  The main goal is to 
generate a camera path that results in as little disorientation as possible and providing 
the optimal static view. Setting up the camera look at points is fairly trivial.  For each 
time step, the current bounding box of all objects in the scene is obtained and the 
center of the bounding box is taken as the look at point.  The camera look at key-
frames will linearly interpolate between time steps.  Obtaining the optimal camera 
look from positions is not so trivial.  This is accomplished through first representing 
the spherical surface in terms of a graph, and then applying the two smooth camera 
path constraints to this graph: the minimum distance constraint and the minimum 
angle constraint.   

5.1   Graph Representation 

For each time step, the graph is constructed via random sampling of the spherical 
surface.  Only a certain percentage of camera positions are accepted; these will be 
referred to as candidate camera positions (CCPs).  The CCPs are assumed to be 
camera look from points where an optimal static view of the scene is obtained.  For all 
random sampled points, the metric process described in section 4 is applied.  A 
predefined percentage of these points are kept as being the candidate camera 
positions.  Refer to figure 1 for an illustration of the sampling.  The edges of the graph 
are formed by connecting all nodes between each time step.  Note that this gives a set 
of bipartite graphs between each time interval, which is helpful in computing the 
constraint solvers. 

 

Fig. 1. This image represents the bounded scene with the darker squares representing CCPs at 
time step n and the lighter squares representing CCPs at time step n+1 

Note that at this point three critical heuristics must be accurately defined: the time 
step, the total number of random sampling to do at each time step, and the percentage 
of points to keep at each time step.  The time step dictates how much time in between 
CCPs.  The greater the time step is the more the optimal view will suffer, but the 
smaller the time step is the more difficult it will be to find the optimal path.  As the 
number of random sampling per time step increases, the performance and execution 
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time of the algorithm will increase.  When the percentage of CCPs taken at each time 
step is large, it will be easier to find the optimal camera path at the cost of the views 
being semi-optimal.  Thus much caution must be taken in choosing these heuristics. 

5.2   Minimum Distance Constraint 

The minimum distance constraint is based on the idea to minimize the amount of 
“jumpiness” the camera path may encounter.  This jumpiness is caused by the lack of 
uniformity between the distances of all the candidate camera position pairs.  It is 
possible that for time step n, the distance to the next CCP is very large.  It is also 
possible that the distance to the next CCP is very small.  Therefore, the minimum 
distance constraint solver determines the smallest distance paths that exist from all 
CCPs at time 0, to all other CCPs at the end time.  It is assumed that the minimum 
distance it takes to get from time 0 to the end time will result in as little “jumpiness” 
between time steps as possible. The algorithm developed for the minimum distance 
constraint solver is a variation of Dijkstra’s algorithm.  The algorithm is applied 
separately to every candidate camera position at time 0, resulting in the shortest-
distance path to all CCPs at the end time.  First, all distances to the first time step n 
are initialized, such that we can assume that this is the shortest distance to each of 
these CCPs.  At the next time step, the CCP with the shortest distance is added to the 
current path.  The reason this holds true is due to the property of the entire graph 
being a set of separate bipartite graphs.  Therefore, there is no way for a CCP at time 
step n+1 to have any other edges coming into it, other than edges formed by CCPs at 
time step n.  As in Dijkstra’s algorithm, this method of adding CCPs to paths is 
incremental, and can be repeated for all time steps.  Refer to Figure 2(a) for an 
illustration of this algorithm. 

 

Fig. 2. The two constraint solvers.  (a)  the minimum distance constraint solver will compare all 
CCPs at each time step, and choose the one resulting in minimum distance; (b)  the minimum 
angle constraint solver will find the straightest path. 

5.3   Minimum Angle Constraint 

The minimum angle constraint is based on the idea to minimize the amount of 
“jerkiness” the camera path may encounter.  This “jerkiness” refers to the following 
example: at time step n to time n+1, a smooth camera animation will always be 
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observed.  However, going from time step n+1 to n+2, if the direction taken to get to 
n+2 significantly differs from n to n+1, the camera motion will experience a sharp 
tug.  The minimum angle constraint solver finds the path that will result in as little 
angle variation between time steps as possible. The algorithm for the minimum angle 
constraint solver is very similar to the algorithm for the minimum distance constraint 
solver.  The obvious difference is that it compares angles between vectors instead of 
distances.  Furthermore, it must keep track of the previous vector for each time step, 
for comparison purposes.  Otherwise, the algorithm strictly follows the minimum 
distance algorithm.  Refer to Figure 2(b) for an illustration of this algorithm. 

5.4   Path Matching Algorithm 

The last phase of the algorithm is to narrow down the specific path to choose.  The 
two sets of paths are based on the results of the minimum distance constraint solver 
and the minimum angle constraint solver.  For each CCP at time 0, the constraint 
solvers are used to produce two separate sets of paths to each CCP at the end time.  
These sets are compared as to ensure that the chosen path will share as many nodes as 
possible with the two constraint solvers.  The number of shared points in these sets is 
summed and the path with the most shared points is chosen as the best path.  This 
path represents the best possible animation, for which the “jumpiness” and “jerkiness” 
described above will be minimized and additionally maintains near optimal views 
throughout.  This process is repeated, finding the matched path that contains the 
shortest distance, ultimately reducing the “jumpiness” even further. 

6   Experiments and Evaluation 

This framework was applied and modified to perform two separate applications.  The 
first application dealt with providing automatic camera animation for 3D scenes with 
multiple object movement.  The second application dealt with automatic facial 
tracking, for faces that can move around in any manner. 

6.1   Visualizing Large 3D Scenes  

In visualizing scenarios with multiple 3D objects moving around, the bounding sphere 
of the scene is constant: it is the sphere encompassing all bounding boxes of all 
objects over all times.  This will provide smoother camera position interpolations, as 
opposed to a constantly-changing bounding sphere.  All other aspects of the 
framework remain unchanged. The algorithm is very effective for scenes with 
uniform object motion.  That is, the objects are all moving in a general direction.  This 
makes it easier for the algorithm to find a smooth path.  Another advantage of the 
algorithm is its consistency in finding a single optimal path.  For instance, when the 
algorithm is applied to the same scene multiple times, the camera paths produced tend 
to converge into a single path.  

6.2   Automatic Facial Tracking  

In automatically tracking facial movement, the only input given is the vertex 
information of the face over time (no translation/rotation factors).  For this application 
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the bounding sphere of the scene is dynamically changing.  The optimal static view 
metrics described in section 4 are also modified.  In this application, it is assumed that 
the user sets up the optimal view of the face to begin with, and that this will be 
considered optimal throughout the tracking.  Therefore, the object occlusion and 
bounding volume metrics are not effective in this situation.  The normals metric is 
modified as follows: the angles between the normals of the face and the initial view 
vector are considered to be the optimal angles.  For any given time step, the view 
vector produced compares the angles with the face with these angles, measuring view 
quality.  The minimum angle constraint is not used in this application since it is 
assumed that the face will be moving in any manner. The modified algorithm tracks 
the face rather well, as shown in the supplemental video.  The minimum distance 
constraint bounds the camera to better view the face over interpolations.  
Unfortunately the removed degree of freedom described above results in the camera 
not being able to view the head roll in any manner. 

7   Conclusions and Future Work 

This paper presents a unique approach for automatically calculating an optimal 
camera animation between optimal static views.  The algorithm presented takes into 
consideration how smooth the produced animation is instead of solely focusing on 
optimal views. The future work will be to use a damping function or control points to 
guide the path for reducing disorientation, and use a different means of random 
sampling for solving the face-roll problem. We will also apply the algorithm to 
visualizing a car chase scenario. Regardless of the particular application, this 
framework can adjust and adapt to the scene and provide sufficient camera animation. 
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Abstract. Most character motion capture data does not contain secondary mo-
tions like detailed hand motion, therefore the resultant animation looks unnatu-
ral due to the stiffness of hand motion. In this paper, we analyzed the pose 
space distance from the character’s motion capture data and used stepwise 
searching algorithm to find the key poses for hand motion synthesis. We adap-
tively changed the contrast of the local distance map to capture the small mo-
tions.  If an appropriate hand motion data available, temporal alignment with 
speed matching and spatial warping of motion data can produce realistic hand 
motion. If there is no motion capture data available, key frame with cubic or 
gaussian based interpolation can be used to generate in between frames.  

1   Introduction 

Motion capture based character animation has become major trend in the computer 
animation and computer game industry. The skeleton driven mesh deformation is an 
efficient approach for real-time applications like computer games and virtual reality.  
Although the motion capture technology can capture realistic human character motions, 
there has been less effort to simultaneously capture the secondary motions, like hand 
motion. There are some difficulties to capture gross body motion and intricate hand 
motion simultaneously. For the vision based motion capture device, the simultaneous 
capturing of hand motion is restricted due to the occlusion and capturing volume. Fur-
ther more, most of currently available motion capture data does not contain the detailed 
hand motion.  If we use motion data with no detailed hand motion, the skeleton driven 
character animation will look unnatural due to the stiffness of hand motion.  Current 
researches in motion capture based character animation concentrate on utilizing existing 
motion capture data to synthesize new motion. Secondary motions, like hand motion is 
often neglected in motion synthesis research. Animation of human hand motion has 
been studied separately in regard to the full body animation. Early works in human hand 
animation focused on grasping and gesture motion using inverse kinematics and hand 
motion constraint. Recent works in hand animation concentrated on ASL (American 
Sign Language) animation, music driven hand animation and realistic hand deformation. 
Data glove and Cyber glove can be used to capture the hand motion in real time. How-
ever, by our knowledge, there has been no work reported for adding hand motion detail 
to the full body motion capture based character animation.  

Local arm motion is closely related with the hand motion. This type of motion in-
cludes basketball dribble, catching and throwing motion but not limited to. We have 
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analyzed the pose space distance map and found out that the local extreme points in 
the pose space distance map are the important transition point for the hand motion 
synthesis.  Some of the hand motions are not closely related with the arm motion, like 
counting with fingers. If we use the global pose space distance map, these small fea-
tures will be neglected. In order to capture these small changes in the motion capture 
data, we give more weight to the hand tip difference and increase the contrast of the 
local region in the pose space distance map. Using adaptively changed pose space 
distance map, we can detect the local extreme point for small hand motions. 

If the hand motion and character animation is closely matched, for example, throw-
ing and catching hand motion to the same throwing and catching character motion, 
temporal alignment with speed matching is used to seamlessly combine hand and 
character motion. With similar but not exactly same hand motion, like throwing and 
catching hand motion to the basketball batting motion, we have used spatial warping 
of hand motion data to approximate the basketball batting motion. If there is no hand 
motion capture data available, we defined some key frames and used hermite curve 
based and gaussian based interpolation to generate in between hand poses.  

2   Related Works 

Motion synthesis from existing motion capture data has been studied for many years. 
Early works in motion editing includes motion warping, motion retargeting, motion 
interpolation, and motion signal processing. Motion warping [1] can make small 
changes to the end effect of existing motion clip. Motion interpolation [2] method 
uses pre-existing motion samples to generate new motion clip with linear interpola-
tion. Motion retargeting with space-time constraint [3] [4] has been proposed to map a 
character’s motion to different character while maintaining important constraint. Mo-
tion signal processing approach [5] [6] can be used to modify locomotion like exag-
gerating the motion or changing the step size.  Noise based [7] method used proce-
durally defined motions to simulate nervousness. Recent approaches try to find the 
closet transition point among various motion clips to synthesize natural long sequence 
of new motion. Motion graph [8] is used to organize the motion clip into graph struc-
ture and automatically generate a transition between the graph nodes.  

Introducing secondary motion (like hand motion) to the motion captured character 
animation has not been reported. But this work is closely related with motion transi-
tion and key pose selection work. A seamless transition point is detected using dis-
tance between point clouds driven by the skeleton [9]. Another approach uses the 
translation and weighted average of joint rotation vectors to detect the transition point. 
[4] An affinity matrix composed of joint position, joint angle, joint velocity and joint 
angular velocity is used to detect the global key poses for illustrating an animation 
with a few key poses [10]. 

In motion transition, the minimum distance between two poses is good candidate 
point for motion transition. In our case, we are interested in the maximum distance 
between two poses, which will be potential hand motion transition point. Our key 
pose detection method for hand motion synthesis is closely related with key pose 
illustration work [10]. However, for our purpose, only the local arm motion will be 
considered for the key pose selection. Another difference is the key pose illustration 
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work [10] pays more attention to the global extreme poses, while for hand animation 
we only need to consider the locally continuous and related transition positions. By 
adaptively changing the weight of local area of pose space distance map, we can de-
tect subtle motions that could have been neglected by global pose space distance map. 

Early works in hand motion animation has discovered a commonly used joint angle 
dependency θDIP=2/3θPIP [11]. More detailed hand constraint is reported in [12]. They 
defined the lower and higher bound of finger joint angles and discovered that the 
transition from one hand pose to another pose is a linear transformation. We have 
used the joint angle dependency θDIP=2/3θPIP to capture the hand motion using electro 
magnetic trackers. Procedural algorithm and neural net approach have been intro-
duced to synthesize the hand motion of playing musical instrument [13] [14]. Realis-
tic hand skin deformation methods have been reported using bone and muscle struc-
ture [15] and pose space deformation [16]. 

3   Skeleton Structure and Vertex Weight Calculation 

We manually choose the feature points on the 3D surface mesh to generate human 
skeleton structure for limbs, torso and hand.  We select the major joint position on the 
front and backside of 3D mesh model. The skeleton structure can be generated using 
median position of front and backside feature points. The vertex to skeleton weight is 
automatically calculated using angular median of skeleton vectors. For every vertex, 
we choose the shortest and second shortest distance skeleton as weight calculation 
candidate. The dot product of the angular median vector and vertex to skeleton joint 
vector is used to calculate the weight for each skeleton. Each mesh vertex has two 
weights (w1,w2) for two nearest skeletons. The constraint is: 0≤ w1≤ 1, 0≤ w2≤ 1,and  
w1+ w2=1. Random color is assigned to each skeleton to show the controlling ver-
texes. For the vertexes that affected by two skeletons (w1>0, w2>0), the vertex color 
was alpha-blended to show the region controlled by two skeletons.  

  

Fig. 1. The first two images show the feature point selection on front and backside of 3D 
model, the third image shows the skeleton structure from these surface points, the last image 
shows the result of vertex to skeleton weight calculation  

4   Key Pose Selection from Character Motion Capture Data 

We are interested in the key poses that are closely related to the hand motion. For this 
purpose, we only consider local arm motion for key pose selection. We choose the 
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shoulder, elbow, wrist and hand tip position to calculate pose space distance map. 
Since the global translation and pelvis rotation will affect the joint location, we modi-
fied the motion data so that the global translation and pelvis rotation remain un-
changed. We used the corresponding joint distance between two frames in motion 
sequence to generate a pose space distance map. Pt

i, Pt
j is the 3D position of certain 

joint in ith and jth animation frame. wt is the weight for each different joint. A dis-
tance map pixel value Di,j is calculated using equation (1). 
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Fig. 2. The sequence of basketball dribble animation and the standing and counting animation 

We have computed pose space distance map of right arm for dynamic motion such 
as basketball dribble and static arm motion like standing and counting (Figure 2). Ini-
tially, we give the same weight to the different joints (shoulder, elbow, wrist and tip).  

   

Fig. 3. Left image pair is pose space distance map of basketball and counting motion and right 
image pair is stepwise searching for key poses from them 

For the highly dynamic motions, the resultant pose space distance map shows the 
clear cue of the maximum distance between two arbitrary frames (Figure 3). For the 
static arm motion, the distance map could not provide clear cue of counting motion 
with fingers, only the big movement is indicated (Figure 3).  

In order to catch the small motions related with hand tip movement, we give more 
weight to the hand tip distance and increased the intensity contrast with certain areas: 
where the mean distance value is less than certain threshold. By doing so we can 
discover the small motion details like tiny hand tip movement (Figure 4). For the real 
static frames, increasing the contrast will not provide more cues of motion (Figure 4). 
Using adaptively weighted and contrast increased pose space distance map, we can 
detect the key poses from both high dynamic and static arm movement. 
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Fig. 4. The pose space distance map of counting motion and contrast increased maps 

 

Fig. 5. Automatically calculated key poses from basketball batting motion (upper) and differ-
ence of two consecutive key poses in standing and counting motion (lower) 

Searching for the key poses from pose space distance map works as follows: we 
started from the first frame and search for the first local maximum distance with first 
frame, we searched for local area around this extreme point to find if there is higher 
local maximum value in this area. The local maximum point Dij(i<j) indicates the  
frame i and j have maximum distance in pose space. We jump over to the next frame  
 j, and repeat the search with same method. The figure 3 shows the stepwise searching 
algorithm from basketball batting motion and local contrast increased standing and 
counting motion.  The result of key pose selection is shown in figure 5. 

5   Hand Motion Synthesis 

In order to add realistic hand motion to the full body motion capture data, we need the 
hand motion that matches with the character motion. We started from the simple case:  

 

Fig. 6. Capture of catching (upper image) and throwing (lower image) motion 
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Fig. 7. Extracted motion cycle from the catching and throwing motion 

adding catching and throwing hand motion to the catching and throwing motion of 
character animation. The captured hand motion is illustrated in figure 6.  

The extracted key poses (Figure 7) from pose space distance map indicate the mo-
tion cycle such as starting and ending pose of catching motion.  If we simply add the 
hand motion cycle to these key poses, the animation will look strange due to the speed 
mismatch. The motion capture data contains the frame rate information, and we can 
use this information to calculate the speed of these motion cycles. Another constraint 
is that: the end pose of hand motion and end pose of arm swing motion should be 
matched. By matching the end poses and the speed, we can align hand motion capture 
data to the character animation in temporal domain. 

If there is no exact hand motion that matches the character animation, we can use 
the similar hand motion with spatial warping to synthesize new hand motion. We can 
use the catching and throwing hand motion to synthesize basketball-batting motion. 
The main difference in basketball-batting and throw-catch motion is the flexion de-
gree of fingers. We warped the flexion degree of throwing and catching hand motion 
to approximate the basketball batting motion.  

If there is no similar hand motion that can be used with the character animation, 
key frame interpolation between several predefined hand poses will generate smooth 
hand motion. For a finger bending motion, the angular velocity at start and end pose is 
smaller than the velocity at the middle of bending motion.  We have experimented 
with linear, hermite curve and gaussian based interpolation.  In hermite curve based 
interpolation, the interpolation parameter t(0 ≤ t ≤ 1) is not a constant time interval. 
Suppose X is time axis and Y is the finger angle axis, the interpolation between two 
hand pose can be expressed as: X(t) = f(t), Y(t) = g(t) (f(t), g(t): cubic function). We 
solved general cubic function for f(t) = x(certain time), and used the resultant t to get 
the interpolation value g(t). A gaussian function with appropriate standard deviation 
will generate good interpolation curve. Both the hermite curve based and gaussian 
based interpolation generate good result.  

6   Results and Discussions 

The figure 8 is the animation result of our approach. The resulting hand motion is 
smoothly integrated into the original human character animation. However, one limita-
tion in our approach is: the predefined hand motion should be close enough to the real 
hand motion in human character motion capture data. Some of the character animation  
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does not show clear cue of hand motion, or the rough hand motion is missed due to the 
occlusion in motion capture device. In this case, it is hard to apply our method. Inverse 
Kinematics based approach is a good candidate when the end constraint of hand tip is 
already known. But in most case, motion capture data does not contain this kind of 
constraint. Inverse Kinematics or the Neural Network based optimization for hand 
motion synthesis usually takes long time to calculate. For our approach the calculation 
of pose space distance map is done during the preprocessing stage, and the merging of 
hand animation to the motion capture data can be done in real time. 

 

Fig. 8. Catching motion with hand animation, Basketball batting motion using spatial warping, 
Counting motion with key frames and gaussian based interpolation kernel 

7   Conclusions 

We have proposed a stepwise searching algorithm to capture key poses from local 
pose space distance map.  The pose space distance map can be locally adjusted to 
capture subtle motions. Temporal alignment with speed matching and spatial warp-
ing was used to add hand motion capture data to the character motion capture data. If 
there is no hand motion data available, we can use key frame based interpolation 
with hermite curve or gaussian kernel to generate in between frames. The future 
research will be focused on more practical and general method: like dubbing a 
movie, while playing the character animation, simultaneously capture hand motion 
using data glove. The main challenge will be the seamless synchronization of two 
motions. 

The character motion capture data, which we used in our experiment, are 
downloaded from http://www.animazoo.com/bvh/. The 3D human character and hand 
models are downloaded from INRIA Gamma Team Website Collections. (http://ftp-
rocq.inria.fr/Eric.Saltel//download/download.php) The hand motion is captured using 
3D Articulograph from Carstens Medizinelektronik. (http://www.articulograph.de/) 
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Abstract. Traditionally, B-rep geometric kernels possess oriented data
structures, i.e. they possess oriented cells (e.g. half-edges, co-edges, face
uses, etc.). The use of explicit oriented cells makes these data structures
quite verbose and expensive in terms of memory space. Although orien-
tation is important for visualization and engineering analysis purposes, it
gives rise to difficult issues at the representation level; for example, keep-
ing inclusion relationships between incident surfaces at a non-manifold
vertex. Instead, we propose a non-manifold B-rep data structure whose
cells are not oriented. This facilitates the design and implementation of
its associated Euler operators, each one of which then reduces itself to a
sequence of insertion and removal operations of cells into or from a list.
Besides, these Euler operators call a single query operator to retrieve
all incidence and adjacency information through a minimal number of
accesses. As a result, we obtain a simple, responsive, concise and general
non-oriented, non-manifold B-rep geometric kernel.

1 Introduction

3D data structures can be classified in three main categories: boundary repre-
sentation (B-rep), celular decomposition (for example, octrees) and CSG trees
[1][2][3][4][5]. Traditionally, B-reps have been used as geometric kernels of CAD
systems, but they are also used to support the development of virtual real-
ity and animation systems, and more recently multiresolution schemes. Usually,
B-reps incorporate oriented data structures, but recently some non-oriented data
structures have appeared in the literature (e.g. cell-tuple data structure [6], PSC
(Progressive Simplicial Complexes) [7] and DiX data structure [8]). The emer-
gence of non-oriented B-rep data structures enables the development of geometric
kernels that are easier to develop and use, which in a way constitutes a return
to Baumgart’s spirit [3, 9].

The rationale behind oriented boundary representation data structures (Win-
ged-Edge [3], Half-Edge [1], Quad-Edge [10] or Radial Edge [2]) is in part to
enable speeding up traversal algorithms for retrieving adjacency and incidence
information as fast as possible. However, they need more storage space to cope
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with oriented cells. In a way, these oriented cells are redundant. For example, in
the Radial Edge data structure, each face has two associated loops, one for each
face side; hence, three faces incident along an edge require six oriented edges.
Lee and Lee [11] proposed a new data structure, called Partial Entity structure,
that reduces in half the storage burden of the Radial Edge data structure.

This paper presents a non-oriented, non-manifold B-rep data structure (in
short, NNB-rep) and its corresponding Euler operators. The NNB-rep data struc-
ture represents only cells, not their oriented counterparts, as described in [12].
Thus, it does not include loops or any oriented entities. In this way, we have
reduced the storage size of the NNB-rep data structure to a minimum, though
preserving its time efficiency. In fact, as shown later, it is an optimal C9

4 data
structure. On the other hand, Euler operators are ruled by the most general Euler
formula for 2-dimensional inhomogeneous, non-manifold geometric objects with
complete boundaries in R

3. Despite its generality, the computational complexity
(number of steps or operations) of these Euler operators is rather small. Alto-
gether, they form a new geometric kernel that was designed to satisfy four major
important requirements, namely: simplicity, responsiveness, conciseness, and
generality.

This paper is then organized as follows. Section 2 describes the NNB-rep data
structure. Section 3 presents its companion query operator, called mask operator,
for fast retrieval of adjacency and incidence information. The Euler operators
for NNB-rep appears in Section 4. At last, Section 5 draws some conclusions and
future work.

2 NNB-Rep Data Structure

The NNB-rep data structure explicitly implements a C
(n+1)2

2n representation, i.e.
it represents 2n out of (n+1)2 adjacency and incidence relations between cells of
a n-dimensional complex (Fig. 1). In particular, it represents 4 out of 9 relations
between cells of a 2-dimensional complex, namely: two basic adjacency relations,
V ≺ E and E ≺ F , and their inverse relations or incidence relations, E � V
and F � E. These four basic relations can be compound to form those nine
adjacency relations introduced by Weiler [13]. According to Ni and Bloor [14],
these four basic relations form the best representation in the class C9

4 in terms of

V E F

E V F E

V E E F

Higher incidence
relations

Higher adjacency
relations

Fig. 1. NNB-rep diagram
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information retrieval performance, i.e. it requires a minimal number of direct and
indirect accesses to the data structure to retrieve those four explicit topological
relations and the remaining five implicit topological relations, respectively. A
direct access involves a single call to the query operator, while an indirect access
requires two or more calls.

In this paper, we are interested in presenting and constructing 2-dimensional
objects in NNB-rep data structure. Each NNB-rep object is defined by means
of a triple M = {V,E, F}, where V is a finite set of vertices, E is a finite set of
edges, and F is a finite set of faces. Recall that all NNB-rep objects have complete
boundaries. That is, they follow the construction principle that attaching any
cell requires that its bounding cells are already in the data structure.

A vertex v ∈ V is represented by a non-ordered k-tuple of its incident edges,
i.e. v = {e1, e2, e3, ..., ek}, where ei (i = 1...k) is an incident edge at v; hence,
E � V relation is embedded in the NNB-rep data structure. For an isolated
vertex, its set of edges is empty. The set of edges is also empty in the degenerated
case of a single vertex in a face; in this case, a set with a single face must be
considered in the representation of v.

An edge e ∈ E is a pair of tuples e = {{v1, v2}, {f1, f2, ..., fk}}, where the first
tuple contains the vertices v1 and v2 bounding e, and the second tuple consists
of the faces f1, f2, ..., fk incident on e. So, we have V ≺ E and F � E relations.
An isolated ring edge appears as an empty set of vertices and an empty set of
faces.

A face f ∈ F is represented by a k-tuple of its bounding (adjacent) edges,
i.e. f = {e1, e2, e3, ..., ek}, where each ei (i = 1...k) is an edge bounding f ; hence,
the E ≺ F relation. A self-closed face homeomorphic to a 2-sphere is represented
with an empty set of edges. In the degenerated case of a surface homeomorphic
to a 2-sphere having a face bounded by a single vertex, we have to consider a
singular set with such a vertex in the representation of f .

As described above, the NNB-rep data structure is not an oriented topolog-
ical data structure viewing that it does not include any oriented cells. Instead,
NNB-rep is an orientable data structure. That is, an orientation can be topo-
logically induced over an object as a way of computing a geometric orientation
(a normal vector for each face). Inducing an orientation on a face f begins by
traversing its frontier either clockwise or counterclockwise. For that, we use a
query operator, called mask operator, for retrieving vertices and edges bounding
f alternately. This procedure is repeated again and again for all faces using the
same order, either clockwise or counterclockwise. After that, the object is said
to be consistently oriented.

3 Mask Operator

Let us now pay attention to the incidence scheme of the NNB-rep. It can be
described in terms of a set of cell-tuples T={vi, ej , fk}, where fk is a face incident
on an edge ej (symbolically, fk � ej) and ej is incident at a vertex vi (ej � vi).
Conversely, vi is adjacent to ej (vi ≺ ej) and ej is adjacent to fk (ej ≺ fk).
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Fig. 2. Manifold and non-manifold objects

This incidence scheme can be considered as a data structure on its own. It is
known as the cell-tuple data structure, and is due to Brisson [2]. The NNB-rep
data structure has then the same adjacency and incidence descriptive power as
the cell-tuple data structure, but it is more concise and less time-consuming in
retrieving topological information. This is so because NNB-rep model consists
of a set of cells (not a set of cell-tuples), with each cell representing one or two
explicit topological relations.

Retrieving topological information from the NNB-rep data structure is car-
ried out by means of a single query operator, called mask operator. It is defined
by ��d : V ×E×F → C, being C = V ∪E∪F the union of the set V of vertices,
the set E of edges, and the set F of faces, such that ��d(vi, ej , fk) = {cd

l }, i.e.
a set of d-dimensional cells.

The arguments of ��d are cells in the set V × E × F . These arguments
establish adjacency and incidence relations between them. Let x a cell argument
of dimension n. If x = NULL, there is no restrictions on the cells of dimension
n, i.e. all the n-cells are being considered. If x �= NULL, all n-cells are being
considered, except x itself. So, the ��d operator returns all the d-cells incident on
the (d−1)-cells and adjacent to the (d+1)-cells, after considering the restrictions
imposed by non-NULL arguments.

Let us show how the query operator works in conjunction with the NNB-rep
data structure. For that, let us consider the manifold object in Fig. 2(c):

1. ��1(v1,NULL,NULL) = {e1, e2, e3} directly returns all edges incident at v1.
2. ��2(v1,NULL,NULL) = {f1, f2, f3} indirectly returns all faces incident at

v1. This requires an intermediate call to ��1(v1,NULL,NULL) to return all
edges e1, e2, e3 incident at v1. Then, the operator ��2(NULL, ei,NULL) is
called for each edge ei in order to compute faces incident on ei and v1.

3. ��0(NULL, e1,NULL) = {v1, v2} directly returns bounding vertices of e1.
4. ��2(NULL, e1,NULL) = {f2, f3} directly returns faces incident on e1.
5. ��0(NULL,NULL, f1) = {v1, v3, v4} indirectly returns all vertices bounding

f1. This requires an intermediate call to ��1(NULL,NULL, f1) to first de-
termine all edges bounding f1. Then, the operator ��0(NULL, ei,NULL) is
called for each edge ei in order to determine vertices bounding ei and f1.
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6. ��1(NULL,NULL, f1) = {e2, e3, e5} directly returns all edges bounding f1.
7. ��2(v3, e1,NULL) = {f3} directly returns faces incident on e1 and v3.
8. ��1(v1, e2, f1) = {e3} directly returns all edges bounding f1 and incident at

v1, with the exception of e2.
9. ��0(v1,NULL,NULL) = {v2, v4, v3} indirectly returns all vertices neighbor-

ing v1. This requires an intermediate call to ��1(v1,NULL,NULL) to first
determine all edges incident at v1. Then, the operator ��0(v1, ei,NULL) is
called for each edge ei in order to determine vertices bounding ei, with the
exception of v1.

Note that the operator ��d needs not handle all the data structure con-
stituents to retrieve local topological information. It handles a model locally
by using the adjacency and incidence relations stored in the cells of the data
structure. Thus, its time performance holds independently of the model size.
This is very important for handling large models, in particular in operations at
interactive rates.

4 Euler Operators

The Euler operators were introduced in the geometric modeling literature in
the 70s. They provide a method for constructing geometric objects that are
topologically valid (i.e. closed and orientable) and satisfy some Euler formula.
The operators proposed here follow the Euler formula given by

v − (e− eh) + (f − fh + fc) = C − Ch + Cc (1)

where f , e and v denote the number of faces, edges and vertices; eh, fh, Ch

stand for the number of holes or handles of an edge, a face, and an object
component, respectively; fc and Cc stand for the number of voids or interior
cavities of a face and object components, respectively. This Euler formula is valid
for any 2-dimensional non-manifold objects with complete boundaries in R

3. It
generalizes the formula proposed by Lee and Lee [11] because we have considered
two more variables for self-closed edges eh and self-closed faces fc which are
homeomorphic to 1-spheres and 2-spheres, respectively. The nine variables of
the formula (1) form a base of a vector space such that we only need a minimal
set of nine Euler operators (and their inverses) to construct any NNB-rep objects
in R

3.
In Table 1, we present such a minimal set of Euler operators, whose names

are defined according to the Baumgart’s convention [9]. These operators causes
the addition/subtraction of a cell (that is, vertex, edge or face) but, as shown
in the third column of Table 1, the equality of the Euler formula (1) is kept for
topological validity. The first three operators change the local and global shape
of the object that is being constructed, while the remaining operators only alter
the local shape of the object. In fact, a careful glance over the formula (1)
shows that its left side denotes the shape of cells (here called local shape) of a
geometric object, while its right side represents the global shape, i.e. the shape
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Table 1. Minimal set of Euler operators

Name Description (v, e, eh, f, fh, fc, C, Ch, Cc)

mvC make vertex and component (1, 0, 0, 0, 0, 0, 1, 0, 0)
meCh make edge and component hole (0, 1, 0, 0, 0, 0, 0, 1, 0)
mfCc make face and component hollow cavity (0, 0, 0, 1, 0, 0, 0, 0, 1)
mvkeh make vertex, kill edge hole (1, 0, 1, 0, 0, 0, 0, 0, 0)
mvfh make vertex and face hole (1, 0, 0, 0, 1, 0, 0, 0, 0)
mvkfc make vertex, kill face hollow cavity (1, 0, 0, 0, 0, 1, 0, 0, 0)
mve make vertex and edge (1, 1, 0, 0, 0, 0, 0, 0, 0)
mvf make vertex and face (1, 0, 0, 1, 0, 0, 0, 0, 0)
meehffh make edge, edge hole, face and face hole (0, 1, 1, 1, 1, 0, 0, 0, 0)

of a geometric object as a whole. Thus, Euler operators are essentially shape
operators, as they change the local and global shape of a geometric object.
They use the mask operator to access to adjacency and incidence information
to reasoning about connectivity and geometry of objects.

Ø vimvC (vi, ci) Begin
vi <- new vertex
ci <- new empty component
ci <- add vi
vi <- assign ci

End.

 eivvmeCh (v, ei) Begin
ei <- new empty edge
v <- add ei
ei <- assign v

End.

v  fi
vmfCc (v, fi) Begin

fi <- new empty face
v <- add fi
fi <- assign v

End.

 e  e 

vi
mvkeh (e, vi) Begin
vi <- new vertex
vi <- add e
e <- add vi

End.
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 f  f vi

mvfh (f, vi) Begin
vi <- new vertex
vi <- add f
f <- add vi

End.

 f  f 
vi

mvkfc (f, vi) Begin
vi <- new vertex
f <- add vi
vi <- add f

End.

e vi

ei

e
mve (e, vi, ei) Begin
vi <- new vertex
ei <- new empty edge
lfaces <- MaskOperator(2, Null, e, Null)
v_aux <- get vertex v1 from e
e <- add vi to v1 of edge e
ei <- add v_aux and vi
vi <- add e and ei
v_aux <- remove e
v_aux <- add ei
for each f of lfaces
f <- add ei

End.

vi
e e

ei

mve (v, vi, ei) Begin
vi <- new vertex
ei <- new empty edge
ei <- add v and vi
vi <- add ei
v <- add ei

End.

 v 

 vi

ei

 v 

 f 
mve (v, f, vi, ei) Begin
vi <- new vertex
ei <- new empty edge
ei <- add v and vi
ei <- add f
vi <- add ei
v <- add ei
f <- add ei

End.
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ei

 fi
mef (v, ei, fi) Begin
ei <- new empty edge
fi <- new empty face
v <- add ei
ei <- add v and fi
fi <- add ei

End.

ei fi

eemef (e, ei, fi) Begin
ei <- new empty edge
fi <- new empty face
fi <- add ei and e
ei <- add fi
e <- add fi

End.

v2

v1

v2

ei

 fi

 f 

v1

mef (v1, v2, f, ei, fi) Begin
ei <- new empty edge
fi <- new empty face
if (v1 != v2) {
iedges <- MaskOperator(1, v1, Null, f)
e <- get edge from iedges
v <- MaskOperator(0, v1, e, Null)
while (v != v2) {
f <- remove e
fi <- add e
e <- MaskOperator(1, v, e, f)
v <- MaskOperator(0, v, e, Null) } }

ei <- add vertices v1 and v2
fi <- add ei
f <- add ei

End.

ei

 fi

vvmeehffh (v, ei, fi) Begin
ei <- new empty edge
fi <- new empty face
ei <- add fi
fi <- add ei and v
v <- add fi

End.
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ei

e
 fi

emeehffh (e, ei, fi) Begin
ei <- new empty edge
fi <- new empty face
ei <- add fi
e <- add fi
fi <- add ei and e

End.

 f 
 f ei

 fimeehffh (f, ei, fi) Begin
ei <- new empty edge
fi <- new empty face
ei <- add f and fi
fi <- add ei
f <- add ei

End.

Due to space limitations, we have only presented the nine operators that
allow us to build up non-manifold objects. However, their nine inverses would
be simple to code likewise. As an example, the object represented in Fig. 2(d)
might be construct through the following sequence of Euler operators:

mvC(v1, c1) // vertex v1
mve(v1, v2, e4) // v2 and e4
meCh(v1, e3) // e3
mve(v1, v3, e5) // v3 and e5
meehffh(v1, e1, f1) // e1 and f1
meehffh(v1, e2, f2) // e2 and f2

5 Conclusions and Future Work

The geometric kernel proposed in this paper is based on the NNB-rep data
structure. As shown above, it is an non-oriented, responsive, concise and generic
data structure for 2-dimensional inhomogeneous non-manifold geometric objects
in R

3. Besides, it is a optimal C9
4 data structure. Consequently, we have a very

efficient query operator to retrieve incidence and adjacency information. The
result is a set of oversimplified and efficient Euler operators to model geometric
objects.
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Abstract. This paper identifies the total number of gaps of object pixels
in a binary picture, which solves an open problem in 2D digital geometry
(or combinatorial topology of binary pictures). We obtain a formula for
the total number of gaps as a function of the number of object pixels
(grid squares), vertices (corners of grid squares), holes, connected com-
ponents, and 2 × 2 squares of pixels. It can be used to test a binary
picture (or just one region: e.g., a digital curve) for gap-freeness.

Keywords: digital geometry, 2D binary pictures, gaps, gap-freeness.

1 Introduction

This paper identifies the total number of gaps of object pixels in a 2D binary
picture, which are defined in analogy to the topological concept of tunnels. Tun-
nels in topology are rather counted than identified; the number of tunnels is a
topological invariant. In 2D or 3D binary pictures, gaps have been defined based
on separability properties, and the total number of gaps is also a property char-
acterizing the “topological” structure of a binary picture. Gaps in 3D binary
pictures have also been studied in the context of rendering voxelized scenes [5].
Arising questions are, for example, as follows: is a binary picture gap-free or
it has gaps of certain type. This is particularly interesting when dealing with
digital curves or surfaces in image analysis and geometric modeling.

With this in mind, our objective was to obtain a formula for the total num-
ber of gaps based on basic parameters of a 2D binary picture (such as the
number of object pixels, vertices, holes, or connected components). Results of
this kind belong to the area of combinatorial topology, which originated with the
Descartes-Euler formula α2−α1 +α0 = 2 that (in its first occurrence) combined
the number of vertices (α0), edges (α1), and facets (α2) of a convex polyhe-
dron. For results in combinatorial topology in the context of image analysis, see
Chapters 4 and 6 in [7].
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The main result of this paper is the formula g = v − 2(p+ c− h) + b, where
g is the number of gaps, v the number of vertices, p the number of pixels, h
the number of holes, c the number of connected components, and b the number
of 2-blocks (i.e., 2 × 2 pixels squares) of all object pixels in a binary picture.
This equality implies corollaries for the important cases of simple digital curves,
simple digital arcs, or for the general case of digital curves.

The next section introduces basic notions and notations. Section 3 presents
our main results, including a proof, and we conclude in Section 4.

2 Preliminaries

2.1 Basic Definitions

In this section we recall some basic notions of digital geometry following [7]. The
reader is also referred to [1, 2, 8, 11, 15].

A regular orthogonal grid subdivides R
2 into unit squares called pixels, that

are centered at the points of Z
2. A unit square is a 2-cell (note: “2” as “two-

dimensional”), whose frontier contains four 1-cells (edges) and four 0-cells (ver-
tices). Two non-identical pixels are called 0-adjacent iff they share a vertex, and
1-adjacent iff they share an edge. We identify a binary picture S with its fi-
nite set of object pixels (e.g., all those having value 1 in the picture). We use
0-adjacency for object pixels, and 1-adjacency for non-object pixels. It is known
that this corresponds to a topology on binary pictures, where 0-adjacency defines
closed sets, and 1-adjacency defines open sets [7].

In the following definitions, we have k = 0 or k = 1. A k-path in S is a
sequence of pixels from S such that every two consecutive pixels on the path are
k-adjacent. Two pixels of a digital object S are k-connected (in S) iff there is a
k-path in S between them. A subset G of S is k-connected iff there is a k-path
connecting any two pixels of G. The maximal (by inclusion) k-connected subsets
of a binary picture S are called k-components of S. Components are nonempty,
and distinct k-components are disjoint.

Let M be a subset of a binary picture S. If S \M is not k-connected then
the set M is said to be k-separating in S. Now let M be a finite set of pixels that
is k-separating in Z

2 (note: k = 0 or k = 1). The infinite 1-component of Z
2 \M

is called the background component of M , while the other (finite) 1-components
of S \M are called 1-holes of M (see Fig. 1).

Let a set M of pixels be 1-separating but not 0-separating in a digital object
S. Then M is said to have 0-gaps (see Fig. 1a, top-left). For a set M of pixels
that is not separating in another set of pixels we can identify a gap with a vertex
that is incident with two and only two pixels of M , and it is the only common
point of these two pixels (see Fig. 1a, top-right). A digital object without any
0-gaps is called gap-free (Fig. 1a, bottom).

2.2 Pixel Language

To facilitate the further description, below we present a simple graphical lan-
guage (similar to Venn diagrams in set theory), which we call the pixel language.
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(a) (b) (c)

Fig. 1. (a) Top: digital curves with 0-gaps. Bottom: gap-free digital curves. Both ‘0’s
define one 1-hole each. (b) A general digital curve with three 1-holes. (c) Pixel language
configuration (top) representing two different digital pictures (middle, bottom).

This language is defined by different configurations of pixels, where in each of
them there will be a key pixel, highlighted in grey, whose neighborhood is stud-
ied. For illustrations, see Figures 1c,2,3, and 4. A few rules define the graphical
pixel language.

0-adjacent pixels of the key pixel will be drawn with normal continuous lines.
Pixels that may or may not exist in a configuration will be drawn with dashed
lines. Any subset of such pixels (in particular, no one or all of them) may belong
to the configuration or may be missing. Sometimes (i) at least, (ii) at most, or (iii)
exactly one (or more) of these pixels will have to exist in a configuration. In order
to keep our pixel language simple, we will prefer to add relevant explanations in
the text rather than to introduce further special graphical markings. Positions
of pixels that are excluded from the configuration will be marked by ×.

Additionally to these standard rules, sometimes we also assign labels to pixels
for a more detailed analysis of certain possibilities. The existence of a path in a
binary picture which connects two pixels in a configuration and does not intersect
or “touch” other pixels from it is marked by connecting both pixels with an arc
(as in some cases of Figures 3 and 4; see also Fig. 1c).

3 Gap Formulas

3.1 Total Number of Gaps in a Binary Picture

Theorem 1. Consider a finite set D ⊂ Z
2, which contains p pixels, v vertices,

h 1-holes, c 0-connected components, and b 2-blocks. Let g be the number of
0-gaps of D. Then we have the following:

g = v − 2(p + c− h) + b. (1)
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Proof. We use induction on the number of pixels. The statement is obviously
true for a set consisting of a single pixel. We have p = 1, v = 4, c = 1, and
h = b = g = 0; those values satisfy formula (1).

Assume that the statement is true for a set composed of p pixels, where
p ≥ 1. We will show that it is then true for any set composed by p′ = p + 1
pixels. Consider such a set D′ and remove an arbitrary pixel P from it. Then
D = D′ − {P} is a set of p pixels to which the induction hypothesis applies.
Let the number of its vertices, 0-components, 1-holes, 2-blocks, and 0-gaps be
v, c, h, b, and g, respectively. Then g = v − 2(p + c − h) + b. We will see how
adding pixel P to D can influence this last equality. We aim to show that

g′ = v′ − 2(p′ + c′ − h′) + b′, (2)

where p′ = p+1, v′, c′, h′, b′, and g′ are the counts of pixels, vertices, 0-components,
1-holes, 2-blocks, and 0-gaps of D′, respectively. In doing so, we distinguish be-
tween 43 essentially different configurations which we group into 10 cases, some
of which involve subcases1. We analyze all of them with the help of illustrations
using our pixel language. For the sake of better readability of the paper, we display
the illustrations within Figures 2, 3, and 4, where labels of subfigures match the
numeration of the cases considered below. Everywhere, pixel P is in dark grey. We
outline the main points of the proof. For full details we have to refer to a forthcom-
ing full length paper.

Remember that throughout we have p′ = p+1. Upon adding P to D, for the
other parameters v′, c′, h′, b′, and g′ we may have various possibilities. Depending
on how the parameters c, h, and b change, we distinguish the 10 basic cases. For
the first two we also indicate how v and g change, while for the remaining eight
cases this trivial operation is skipped for brevity.

Case 1. c, h, and b do not change.
The only possible configurations under these conditions are displayed in Fig.

2. We have c′ = c, h′ = h, and b′ = b.
In Case 1a we have v′ = v+2 and g′ = g. In Case 1b, v′ = v+3 and g′ = g+1.

In Case 1c, v′ = v + 1 and g′ = g − 1. In Case 1d, v′ = v and g′ = g − 2.
Case 2. h and b do not change, while c increases by 1.
Obviously, adding P to D can increase the number of components of D′ =

D ∪ {P} only if P is disjoint from D. Then c will increase by 1, while h, b, as
well as g will not change (see Fig. 2 (2)).

We have v′ = v + 4, c′ = c + 1, h′ = h, b′ = b, and g′ = g.
Case 3. h and b do not change, while c decreases by 1, 2, or 3.
The possible configurations are displayed in Fig. 2. We have h′ = h and

b′ = b.
In Case 3a we have c′ = c− 1, which is possible for the seven configurations

displayed in Fig. 2 (3a). In Case 3b we have c′ = c−2. The possible configurations
are given in Fig. 2 (3b). In Case 3c we have c′ = c− 3 (Fig. 2 (3c)).
1 Note that any configuration containing dashed pixel(s) and/or path(s), actually rep-

resents a number of different configurations, one for each possibility, as all of them
feature analogous characterization.
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(1a) (1b) (1c) (1d) (2)

1

(4)(3c)(3a) (3b)

Fig. 2. Illustrations to the proof of Theorem 1. Cases 1, 2, 3, and 4.

(6a) (6b) (6c) (7)

(5a) (5b) (5c)

Fig. 3. Illustrations to the proof of Theorem 1. Cases 5, 6, and 7.

Case 4. b and c do not change, while h decreases by 1.
The only possible configuration is displayed in Fig. 2 (4). We have h′ = h+1,

c′ = c, and b′ = b.
Case 5. c and b do not change, while h increases by 1, 2, or 3.
The possible configurations are displayed in Fig. 3. We have c′ = c and b′ = b.
In Case 5a we have h′ = h + 1, for which there are seven possible configura-

tions displayed in Fig. 3 (5a).
In Case 5b we have h′ = h + 2, which is possible for the four configurations

displayed in Fig. 3 (5b).
In Case 5c we have h′ = h + 3, which may occur in the configuration in

Fig. 3 (5c). Note that if the dashed path is missing, three new 1-holes may
appear in a hole-free component, while if the dashed path exists, an existing
1-hole is partitioned into four 1-holes. (In both cases v′ = v and g′ = g + 4.)
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1 1

1

1

2
(9) (10a) (10b) (10c)

(8a) (8d)(8c)(8b)

Fig. 4. Illustrations to the proof of Theorem 1. Cases 8, 9, and 10.

Case 6. c and h do not change, while b increases by 1 or 2.
In the former case there are two possible configurations displayed in Fig. 3

(6a,b). We have c′ = c, h′ = h, and b′ = b + 1.
In the latter case, we have the configuration displayed in Fig. 3 (6c). We have

c′ = c, h′ = h, and b′ = b + 2.
Case 7. c does not change, while h and b increase by 1.
The only possible configuration is displayed in Fig. 3 (7). We have h′ = h+1,

b′ = b + 1, and c′ = c.
Case 8. c does not change, h decreases by 1, and b increases by 1,2,3, or 4.
The possible configurations are displayed in Fig. 4. We have c′ = c and

h′ = h− 1.
In Case 8a we have b′ = b + 1 (Fig. 4 (8a)); in Case 8b we have b′ = b + 2

(Fig. 4 (8b)); In Case 8c we have b′ = b+3 (Fig. 4 (8c)); and in Case 8d we have
b′ = b + 4 (Fig. 4 (8d)).

Case 9. h does not change, while b increases by 1 and c decreases by 1.
The only possible configuration is displayed in Fig. 4 (9). Note that before

adding P to D, the pixel marked by 1 is not connected to the component to
which the other pixels of the configuration belong. We have h′ = h, b′ = b + 1,
and c′ = c− 1.

Case 10. b does not change, while h increases by 1 and c decreases by 1
(Case 10a), or h increases by 1 and c decreases by 2 (Case 10b), or h increases
by 2 and c decreases by 1 (Case 10c).

The two possible configurations for Case 10a are displayed in Fig. 4 (10a).
Case 10b features the configuration displayed in Fig. 4 (10b), and Case 10c the
ones in Fig. 4 (10c).

Note that in all figures differently numbered pixels belong to different com-
ponents that are not connected to the pixel P .

Having all possible cases determined, simple substitution in (2) for the re-
spective values of h′, b′, and c′, as well as for v′ and g′ show that this last equality
holds in all cases.

It is easy to realize that the considered cases are the only possible (up to
certain symmetries). Simple reasoning reveals that adding a pixel to D can
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neither result in decreasing b, nor in increasing both h and c, nor in increasing
both b and c, nor in decreasing h and changing c. This completes the proof of
the theorem. 
�
Corollary 1. Let M be a gap-free finite set of pixels. Then v−2(p+c−h)+b = 0.

3.2 Gaps in Curves

A digital curve admits various equivalent definitions [3]. One of them is the
following. A simple digital k-curve is a set ρ = {c1, c2, . . . , cl} of pixels that
satisfy the following two axioms: (A1) ci is k-adjacent to cj iff i = j±1(modulo l),
and (B1) ρ is one-dimensional with respect to k-adjacency, for k = 0 (Fig. 1a,
top-left) or k = 1 (Fig. 1a, bottom-left). To get acquainted with the classical
definition of dimension of a digital object the reader is referred to [10]. For
further developments and various results see [3, 7] and the bibliography therein.
For example, we have the following:

Fact 1. Let M be a finite set of pixels which is one-dimensional with respect to
adjacency k ∈ {0, 1}. Then M does not contain any 2-block.

Any connected subset of a digital simple k-curve is a simple digital k-arc
(Fig. 1a, right). More in general, by analogy to the classical definition of a curve
in the plane2, a digital curve can be defined as a set of pixels that is connected
and one-dimensional with respect to k-adjacency (see Fig. 1b). Applied to digital
curves, Theorem 1 and Fact 1 imply the following:

Corollary 2. Let M be a general digital curve. Then g = v − 2(p + 1− h).
If M is gap-free, then v = 2(p + 1− h).
If M is a simple digital arc, then g = v − 2(p + 1).
If M is a simple gap-free digital arc, then v = 2(p + 1).
If M is a simple digital curve, then g = v − 2p.
If M is a simple gap-free digital curve, then v = 2p.

4 Conclusions

In this paper we derived a formula for the total number of gaps in a binary
picture, which contributes to combinatorial topology in the context of image
analysis, pattern recognition, or geometric modeling. In particular, it can be
used to test a binary picture (e.g., a digital curve) for existence of gaps. As al-
ready mentioned, the number of gaps characterizes the topological structure of a
binary picture. The parameters involved (i.e., g, v, p, c, h and b) are either locally
defined (namely, g, v, p, b) or global topological values (h and c). Quantitative
interrelationships between local and global properties are of potential value in
2 A curve in R

2 is a one-dimensional continuum, where continuum is any nonempty
subset in a given topological space that is compact and topologically connected
[9, 14].
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property-based image analysis. The identification of gaps is of particular interest
when characterizing different ways of defining digital surfaces (2D manifolds) in
3D imaging, e.g., if they exclude the existence of gaps or not (see [4]). In 2D, this
corresponds to the question whether a way of defining borders (see [7]) ensures
gap-freeness of a digital picture. Work in progress is pursuing extension of the
given results to higher dimensions.
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Video Codec for Classical Cartoon Animations
with Hardware Accelerated Playback
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Abstract. We introduce a novel approach to video compression which
is suitable for traditional outline-based cartoon animations. In this case
the dynamic foreground consists of several homogeneous regions and the
background is static textural image. For this drawing style we show how
to recover hybrid representation where the background is stored as a
single bitmap and the foreground as a sequence of vector images. This
allows us to preserve compelling visual quality as well as spatial scal-
ability even for low encoding bit-rates. We also introduce an efficient
approach to play back compressed animations in real-time on commod-
ity graphics hardware. Practical results confirm that for the same storage
requirements our framework provides better visual quality as compared
to standard video compression techniques.

1 Introduction

Generations of children and adults enjoy classical cartoon animations and want
to see them again and again in the best possible quality. However, the lifetime
of traditional archive formats (such as celluloid negative) is strongly limited.
Variety of physical degradations may significantly reduce visual quality or com-
pletely destroy the original artwork. When one decides to rescue these amazing
works, it is necessary to perform telecine [1], i.e. to transfer motion picture from
film negative into a digital video format. During this process two important fac-
tors leverage the final visual quality and the amount of required storage space:
resolution and compression technology.

In the movie industry cartoon animations are typically intended for televi-
sion broadcasting or DVD production, therefore PAL or NTSC resolution is used for
digital conversion. Regarding compression the most popular format for broad-
casting is Digital Betacam tape [2] that can run up to 124 minutes of high-quality
video with nearly lossless 2:1 compression. For DVD production MPEG-2 [3] is used
with average bit-rates around 3.5 Mbps which is lower quality but still accept-
able for most cases. However these commercial standards produce video stream
that requires large storage space and is not simply spatially scalable.

In this paper we adopt well known concept of layered compression which
has been standardized in MPEG-4 video compression scheme [4]. We show how
to detach the dynamic foreground layer and how to reconstruct the static back-
ground layer in outline-based cartoon animations. We also introduce a novel
space-saving vectorization scheme which allows to preserve high visual quality

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 43–50, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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and resolution independency even for low encoding bit-rates. Finally an effi-
cient decompression scheme is addressed to play back compressed animations in
real-time on consumer graphics hardware.

The rest of paper is organized as follows. First we present a brief overview
of related work on video compression. Next, we describe our method including
implementation details and optimization issues. Finally we present several results
on real cartoon animations to confirm the efficiency of proposed solution and
conclude with plans for future work.

2 Related Work

For decades video compression was and still is a very active research area (for
survey see [5, 6]). However to our best knowledge there has been only one method
published [7] which takes into account visual aspects of cartoon animations. In
this approach each region is first represented as a 3D volume by sweeping its
2D shape through the time. Then edge-breaker compression scheme is used to
encode volume geometry. Decoding is done by intersecting compressed volume
with image plane using GPU-based solid clipping technique. Unfortunately this
compression is suitable only for regions that change their shape and/or position
slightly. Authors also did not address the problem of region shape extraction for
more complicated color and gray-scale image sequences.

Standard approaches to video compression such as MPEG-2 assume that strong
discontinuities are not frequent in natural image sequences and thus 2D dis-
crete cosine transform (DCT) [8] can by used to efficiently encode small image
blocks. However blocking and ringing artifacts may arise when DCT is applied
to cartoon images that contain lots of sharp edges. Even promising discrete
wavelet transform DWT [9] does not overcome this problem while quantization
errors still produce visible ringing artifacts. To suppress such degradations var-
ious post-processing techniques have been developed [10, 11]. However they are
usually computationally expensive and thus not tractable for real-time appli-
cations. Another possibility is to completely avoid coding along strong edges
as in segmentation and object-based compression techniques [12, 13]. Here the
aim is to divide the input image into a set of homogeneous regions and then
compress each of them separately. Unfortunately these methods require usually
much higher encoding bit-rates due to over-segmentation.

3 Framework

Shortcomings of previous approaches lead us to develop our novel framework. It
consists of five independent phases: unsupervised segmentation, background re-
construction, foreground vectorization, temporal coherency issues and playback.
In this section we describe each step in more details.

3.1 Segmentation

First we need to separate the original image into a set of regions. For this task
we adopt image segmentation technique first presented in [14] and later refined
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in [15, 16]. This approach has been designed directly for outline-based cartoons.
The main idea is to exploit negative response of Laplacian-of-Gaussian (L ◦G)
to locate outlines. Similarly to [16] we additionally perform interpolation in the
L◦G domain to reach fourfold sub-pixel precision [17]. In this case unsupervised
σ-fitting [15] helps us to suppress spurious regions that arise inside outlines when
extrapolating L ◦G response to the higher resolution.

Next we want to detach foreground regions and reconstruct one single image
of the whole background layer. To do that we first roughly estimate whether a
given region belongs to the background layer using region area size thresholding
as in [15]. Then a hierarchical motion estimation [18] helps us to register parts of
the background layer using consecutive animation frames. After the registration
fragments of background are stitched together and stored as a single image
using standard JPEG compression [19]. We also store estimated camera motion
vectors. Later this information allows us to extract currently visible portion of
the background layer.

In the second phase we refine classification of smaller regions. We accumulate
normalized sum of absolute differences between region pixels and corresponding
pixels in the reconstructed background. When this sum falls under a specified
limit then the region is classified as a background. This approach may fail to
classify very small regions while anti-aliased outlines can significantly bias the
sum of absolute differences. However such regions are usually homogenous and
thus from the visual point of view it does not matter when they remain in the
foreground layer.

Finally, it is necessary to assign visually dominant color to each region in
the foreground layer. To avoid flickering due to biased mean color estimation we
apply mean-shift clustering [20] to obtain static palette of most used colors.

3.2 Vectorization

After the segmentation we need to convert shapes of homogeneous regions into
a scalable vector representation. There are various techniques suitable for this
task. In our framework we experiment with cubic B-splines [21] and 1D DCT [22].
B-splines are optimal in the sense of rate distortion and DCT representation is
more suitable for scalable compression.

In order to combine advantages of both approaches we first apply standard
contour tracing algorithm [23] to fit a set of cubic B-splines to the raster repre-
sentation of the original shape. Then we perform curvature sensitive subdivision
using central differencing [24] to obtain adaptive sampling of the original shape
that is much more suitable for compression in the frequency domain than uni-
form sampling (see Figure 1). Moreover in our experiments we found that there
is a high correlation between the optimal number of DCT coefficients and the
optimal number of control points in the original B-spline representation. We use
this feature to estimate the number of DCT coefficients needed to store vector
representation without significant loss of precision.

Finally, when DCT coefficients are extracted, we normalize them and quan-
tize uniformly to 16-bit representation. Burrows-Wheeler block transform [25]
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Fig. 1. Compare the efficiency of 1D DCT-based vector compression for uniformly (top)
and adaptively (bottom) sampled shape. For the same number of DCT coefficients adap-
tive sampling produces better approximation.

together with Huffman coding [26] is used to store them into the output stream.
In contrast to the original B-spline representation DCT-based compression can
save up to 50% of storage space with negligible loss of precision.

3.3 Temporal Coherency

Usually it is not necessary to store foreground layer for each frame since in
cartoon animations lots of frames are identical. To alleviate tedious manual
inbetweening artists usually decide to significantly reduce frame rate. Typi-
cally only every second frame is different. For long animations they also use
repetitive sequences of same frames. In our framework we exploit this redun-
dancy by maintaining pool of already stored frames in which we search for
duplicities.

The search itself is hierarchical and the similarity is computed only for
outline-extracted images. We use phase correlation [27] to align and preselect
similar down-sampled thumbnails of past frames. Then we apply bitwise XOR
and distance transform [28] to obtain weighted difference bitmap which empha-
sizes large changes against small global shifts. Finally we sum up weights in this
bitmap and if the sum falls under the user-specified threshold we store only the
identification number of the corresponding frame. By tuning this threshold we
can further lower encoding bit-rate by omitting frames containing insignificant
changes.
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3.4 Playback

In order to reach compelling visual quality as well as real-time performance
during the playback, we implement a simple OpenGL-based player that utilizes
GPU to render anti-aliased background and foreground layer for each animation
frame. See our web-site1 where this player is available together with short testing
sequence.

During the playback we first activate hardware accelerated full screen anti-
aliasing (FSAA) to preserve smooth polygon boundaries. Then the background
layer is rendered as a textured rectangle with proper shift and scale according
to the estimated camera motion vectors. In front of this background we put the
foreground layer. For each region we first apply zero-padding in the frequency
domain to increase the resulting number of control points. Then we use IDCT to-
gether with proper normalization to obtain coordinates of control points. Thanks
to prior adaptive sampling this process yields a good piecewise linear approxima-
tion of the region shape that can be directly used for polygon rendering. Extra
processing is required only for non-convex polygons that have to be tesselated
into convex triangle strips.

Rendering phase itself is time critical since we need to generate all control
points and tessellation of non-convex polygons in real-time (typically tens of
polygons with hundreds of vertices 25 times per second). To achieve this perfor-
mance it is necessary to utilize fast FFT-based implementation of the IDCT [29].
For tessellation of non-convex polygons we exploit standard framework gluTess*
[30]. However for larger polygons we recommend to use FIST [31].

4 Results

In this section we present several results obtained on real cartoon animations
scanned in PAL resolution (720x576) from the original celluloid negative of Czech
cartoon O loupežńıku Rumcajsovi. We encode five different sequences using our
codec and using DivX with comparable storage requirements. We set the pa-
rameters to reach average encoding bit-rate of 256 kbps. Using AMD Athlon A64
2800+ with ATI Radeon 9700 and 6x FSAA it takes in average 10 seconds to
compress and 30 milliseconds to decompress and render one frame. See our web-
site1 and compare visual quality with accompanied AVI encoded using DivX
codec.

In Figure 2 three still images from different sequences are presented. To
render them we use the original PAL resolution. However the resolution itself can
be much higher (to see this try to maximize rendering window in our player).
The limiting factor is bilinear interpolation of the background texture which
is fortunately not so disturbing while the background layer usually does not
contain sharp edges. In Figure 2 no blocking or ringing artifacts are visible in
the output of our codec, only several shape details are omitted. There are also
a few examples of small misclassified regions that are not disturbing during the
playback while the background layer is almost homogeneous at the same position.
1 http://www.cgg.cvut.cz/~sykorad
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Fig. 2. Still image results – in each column see: the original image (top), vectorization
of the foreground layer (middle), and detail views of different compression techniques
(bottom). Small nested columns: detail views of DivX with comparable storage require-
ments (left), the original image (middle), and the output of our codec (right). In the
vectorization of the foreground layer see misclassified foreground regions (e.g. small
region between general’s boot and leg). They are not disturbing during the playback
while the background layer is homogeneous at the same position (images in this figure
are published with permission of c© Vı́t Komrźı, Universal Production Partners and
Lubomı́r Celar, Digital Media Production).
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5 Conclusions and Future Work

A novel video compression scheme for traditional outline-based cartoon ani-
mations has been presented. Practical experiments performed on real cartoon
animations confirm that for comparable encoding bit-rates our approach achieve
better visual quality as compared to standard video compression techniques.

As a future work, we plan to significantly speed up compression phase and
further lower encoding bit-rates by estimating warping transformation between
corresponding regions. Next we also contemplate to adopt our approach for other
drawing styles e.g. cartoon animations that contain only outlines and homo-
geneous regions. Another issue is an automatic sequence annotation which is
desirable for consistent background reconstruction.
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Abstract. This paper presents a retinal image registration approach for
National Institute of Health (NIH)’s Early Treatment Diabetic Retinopa-
thy Study (ETDRS) standard. The ETDRS imaging protocol specifies
seven fields of each retina and presents several major challenges for image
registration. The proposed method effectively combines both area-based
and feature-based methods in three steps. First, the vascular tree is ex-
tracted by using a local entropy thresholding technique. Next, zeroth-
order translation is estimated by maximizing mutual information based
on the binary image pair (area-based). Specifically, a local entropy-based
peak selection and a multi-resolution searching schemes are developed
to improve accuracy and efficiency of translation estimation. Third, we
use two types of features (feature-based), landmark points and sampling
points, for affine/quadratic model estimation. Simulation on 504 pairs of
ETDRS retinal images shows the effectiveness of the proposed algorithm.

1 Introduction

A broad range of image registration methods have been proposed for different
medical imaging applications including retinal image registration. Typically, reti-
nal image registration techniques are classified as feature-based and area-based
methods. Area-based techniques are generally based on pixel intensities and cer-
tain optimized objective functions. Feature-based methods are somewhat similar
to manual registration. The approach assumes that point correspondences are
available in both images, and the registration process is performed by maximiz-
ing a similarity measure computed from the correspondences. In [1], the bifur-
cation points of a vascular tree, also called landmark points, are labeled with
surrounding vessel orientations. An angle-based invariant is then computed to
give a probability for every two matching points. After that, the Bayesian Hough
transform is used to sort the transformations according to their respective likeli-
hoods. In [2], the similarity matrix for all possible correspondences is computed
based on the orientations of vascular centerlines, and the transformation is esti-
mated in a hierarchical way, from the zeroth-order model to the first-order model
and finally to the second-order model. In [3], the dual-bootstrap iterative clos-
est point (dual-bootstrap ICP) algorithm was introduced. The approach starts
from one or more initial, low-order estimates that are only accurate in small
image regions called bootstrap regions where the method iteratively refines the
transformation estimation, expands the bootstrap region, and tests to see if a
higher-order model can be used.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 51–59, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. ETDRS seven-standard fields (right eye)

In this paper, we study retinal image registration in the context of the Na-
tional Institutes of Health (NIH), Early Treatment Diabetic Retinopathy Study
(ETDRS) standard protocol. The ETDRS protocol defines seven 30◦ fields of
each retina with specific field coverage, as shown in Fig. 1. There are two moti-
vations to develop a specific retinal image registration method that can (1) assess
image quality in terms of ETDRS field coverage, and (2) support ETDRS-based
disease diagnosis. Three challenges exist here. First, small overlaps between adja-
cent fields, which lead to inadequate landmark points for feature-based methods.
Second, the contrast and intensity distributions within an image are not spatially
uniform or consistent. This can deteriorate the performance of area-based tech-
niques. Third, high-resolution ETDRS images contain large homogeneous nonva-
scular/textureless regions which result in difficulties for both feature-based and
area-based techniques. In this work, we propose an ETDRS compliant regis-
tration algorithm which effectively combines both area-based and feature-based
methods and is evaluated based on 504 ETDRS image pairs in the simulation.

2 Preliminaries

2.1 ETDRS Protocol and IQA

The ETDRS protocol standardizes retinal imaging and disease diagnosis, and
it also develops an internationally recognized disease severity scale for diabetic
retinopathy. As shown in Fig. 1, the overlap of fields 1 and 2 (or fields 1/2)
as well as that of fields 2/3 are roughly 50% of the image size. For other field
pairs, the overlapping parts are typically less than 25%. It is worth mentioning
that the field displacements are not always consistent and depend on patient
cooperation and photographer skills. The importance of the ETDRS protocol
and the challenges in its practical implementation call for automated software
tools for image quality assessment (IQA) that checks the relative positions, i.e.,
horizontal/vertical displacements, of every image pair according to Fig. 1. By
comparing the offset, which is the difference between the ideal vertical/horizontal
displacements and actual ones, i.e., To, with the diameter of optic disc (DD), an
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image pair is categorized as good (To < 1/2DD), fair (1/2DD ≤ To ≤ 1DD), or
poor (To > 1DD). Therefore, the IQA of ETDRS field definition boils down to
a problem of image registration followed by displacement verification.

2.2 Area-Based Retinal Image Registration

We focus on mutual information (MI) that shows the similarity between one
image pair based on the histograms and the joint histogram. The definition
of mutual information can be presented in various ways. For the registration
purpose, the MI is computed for the overlapping parts of the images. It is,
therefore, sensitive to the size of the overlapping parts. The entropy correlation
coefficient (ECC) is a normalized measure of MI [4], which is less sensitive to
area changes in overlapping regions, as defined in the following:

ECC(Iu, Iv) = 2− 2H(Iu, Iv)
H(Iu) + H(Iv)

, (1)

where H(Iu) and H(Iv) represent the global entropy of images Iu and Iv respec-
tively, and H(Iu, Iv) is the joint entropy between them.

2.3 Feature-Based Retinal Image Registration

Feature-based methods rely on correspondence points in both images. The match-
ing process identifies reliable correspondences by maximizing an objective func-
tion related to features. Then the transformation is estimated by minimizing the
correspondences’ displacement, i.e., the registration error, defined as follows:

M̂ = argmin
M

medianp∈P min
q∈Q

‖p− T (q;M)‖2, (2)

where P and Q denote the feature point sets from two images. T (q;M) rep-
resents the transformation operation of point q given model M. As listed in
Table 1, the transformation models often used include the translation model,
the affine model, and the quadratic model [2, 3]. The estimated transformation
model, M̂, can be further adjusted by using the Iterative Closest Point algo-
rithm (ICP) to refine correspondences [5]. The ICP is a procedure for iteratively

Table 1. The Transformation Models

Model Transformations DoF

Translation
px

py

1
=

1 0 m2

0 1 m8

0 0 1

qx

qy

1
2

Affine
px

py

1
=

m0 m1 m2

m6 m7 m8

0 0 1

qx

qy

1
6

Quadratic
px

py
=

m0 m1 m2 m3 m4 m5

m6 m7 m8 m9 m10 m11
qx qy 1 q2

x q2
y qxqy

T 12
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matching a set of points in two images. Given an initial transformation model,
for p ∈ P, we need to find the closest point q ∈ Q by following:

d(p,Q) = min
q∈Q

‖ p− T (q; M̂) ‖, (3)

where d(, ) is a distance metric. Then the transformation model will be re-
estimated according to (2) after correspondence refinement, and so on. The
iteration will be terminated when d(, ) in (3) is stable.

3 Proposed Algorithm

In this work, we propose a hybrid registration approach for ETDRS image, which
takes the advantages of both area-based and feature-based methods, and adopts
the idea of hierarchical model estimation used in [2, 6], as shown in Fig. 2.

Quadratic Model
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Length Filtering
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Fig. 2. The flowchart of the proposed algorithm (LPCs: landmark point correspon-
dences and SPCs: sampling point correspondences)

3.1 Vascular Tree Extraction

Vascular tree extraction plays an important role in most retinal registration
algorithms since the vascular tree is the most prominent anatomical structure
in the retina. Vascular tree segmentation can be very useful for various pur-
poses such as diagnosis and registration. As mentioned in [1], the vascular tree is
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considered to be the most appropriate representation for retinal image registra-
tion due to: 1) it maps the whole retina; 2) it does not move except in very
few diseases; 3) it contains enough information for the localization of some an-
chor points. We develop an efficient method to extract the vascular tree which
is composed of four steps. First, a match filter is applied to enhance the promi-
nence of blood vessels [7]. Second, a local entropy-based thresholding scheme
is used which takes into account the spatial distribution of gray levels and can
well preserve the spatial structures in the binarized image [8]. Subsequently, a
length filtering technique is used to remove misclassified pixels or insignificant
small segments. The binary vascular tree will be used for area-based translation
estimation. Then the morphological thinning is used to obtain the centerline of
the vascular tree. Finally, crossover/bifurcation points, which will be used for
feature-based registration, are located by a window-based probing process.

3.2 Translation Estimation

The translation estimation here is implemented by an area-based method which
is based on a binary vascular tree due to the following three reasons. 1) The
vascular tree is the most prominent structure and spans all ETDRS seven fields.
2) The computation of ECC may not be robust when the contrast/intensity
distributions are not consistent within each image (invaliding the statistical de-
pendency across images). 3) Geometric distortion in ETDRS image pairs usually
are not significant due to negligible rotation and scaling. Given two binary vas-
cular trees images, I

′
u, and I

′
v, we estimate the translation model between Iu and

Iv by maximizing the ECC between them, as defined in the following:

M̂ = arg max
M

ECC(I
′
u, T0(I

′
v;M)), (4)

where T0(I
′
v;M) translates image I

′
v with model M. We also tested XOR which

fails to give a distinguishable narrow peak as ECC does. Moreover, in the case
of retinal images with moderate geometric distortions, XOR does not provide
the noticeable peaks, or it sometimes fails to locate the accurate translation.

It is possible that there are multiple competitive peaks in ECC outputs. Some-
times the highest peak does not necessarily represent the optimal translation due
to the geometric distortion and the dissimilarity of binary image pairs. We use
the local entropy to evaluate resemblance between two overlapping parts. Let
I(u) and I(v) represent the overlapping parts from binary vascular tree images
I

′
u and I

′
v respectively. The unique optimal translation is obtained by

M̂ = arg min
M∈Ω

∣∣∣H(2)(I(u))−H(2)
(
T0(I(v);M)

)∣∣∣ , (5)

where Ω = {M1, . . . ,MN} is a set of possible translations with significant ECC
values, and H(2)(I) is the second-order local entropy of image I [8].

Moreover, a multi-resolution searching scheme is developed in order to im-
prove the efficiency and accuracy of translation estimation. A binary image is first
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represented in a pyramid of multiple resolutions from the coarsest scale to the
finest scale. Let I

′
u = {I(0)

u , I(1)
u , I(2)

u , . . . , I(J)
u } and I

′
v = {I(0)

v , I(1)
v , I(2)

v , . . . , I(J)
v }

represent the finest to the coarsest scales of binary images I
′
u = I(0)

u and I
′
v = I(0)

v ,
respectively. First, the algorithm finds a binary-ECC peak, an optimal transla-
tion, at the coarsest scale, i.e., I(J)

u and I(J)
v , M(J) = {(r(J)

u , s
(J)
u ), (r(J)

v , s
(J)
v )}

where (r(J)
u , s

(J)
u ) and (r(J)

v , s
(J)
v ) are two coordinates in two images showing the

optimal translation between them. Then M(J) can specify a constrained search-
ing neighborhood at the finer scale, i.e.,N (M(J)) = {(2r(J)

u +i, 2s(J)
u +j), (2r(J)

v +
m, 2s(J)

v + n)|i, j,m, n = −5, ..., 5}. where the optimal translation at scale J − 1
scale can be obtained as follows:

M(j−1) = arg max
N (M(J))

ECC(I(j−1)
u , I(j−1)

v ), (6)

where j = J, J − 1, ..., 1. This procedure starts from the coarsest scale, and it is
repeated until the finest scale is reached where an optimal translation, M(0), is
achieved at the pixel-level for two images, i.e., I(0)

u and I(0)
v .

3.3 Affine/Quadratic Transformations

Usually, feature-based methods are supposed to be more reliable than area-based
approaches if sufficient and accurate feature points are available. Specifically, two
types of feature points, i.e., landmark points and sampling points, are involved
for higher-order model estimation, as illustrated in Fig. 2.

Landmark points are the crossover/bifurcation points of vascular tree. The
initial translation model and landmark points are employed as the rudimentary
guideline to establish the initial set of Landmark Point Correspondences (LPCs),
C

′
, which is used to estimate the first-order affine model.

C
′
= {(pi,qj)|dist(T (qj ; M̂),pi) ≤ err,pi ∈ P,qj ∈ Q}, (7)

where P and Q are the sets of Nu and Nv landmark points from I
′
u and

I
′
v, respectively, M̂ is the initial translation model, dist(, ) denotes the Eu-

clidean distance, and err is a threshold (e.g., 30). We create a similarity matrix,
S = {si,j |i = 1, ..., Nu; j = 1, ..., Nv}, with the purpose of assuring one-to-one
matching for every LPC. The similarity between pi and qj , si,j is defined below:

si,j =
{

xi · yj , (pi,qj) ∈ C
′

0, otherwise
(8)

where xi and yj are obtained by placing a 9× 9 window centered at pi and qj

on the thinned binary images. One-to-one LPC matchings are achieved by

C = {(pi,qj)|j = arg max
j∈1,...,Nv

si,j , i = 1, ..., Nu}. (9)

After C is obtained, we need to examine the reliability of LPCs. Let σx and σy

be the second central moments of vertical/horiztonal coordinates of LPCs in the
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overlap of size Ho ×Wo. We define Ho/
√
σx, Wo/

√
σy to show how the LPCs

spread. If they are large (e.g., > 4.0), LPCs are likely to cluster together in a
small area. Then sampling is needed to involve more feature points for image
registration. Sampling Point Correspondences (SPCs) are acquired by imposing
grid lines on the thinned vascular tree which may facilitate feature-based reg-
istration. However, SPCs are usually less trustable compared with LPCs, since
they are acquired from the thinned vascular tree which often exhibits strong lin-
earity characteristics and SPCs are likely be linearly dependent if the vascular
tree is sparse. Therefore, SPCs are only involved when it is necessary.

Both LPCs and SPCs are the input for the ICP algorithm which is an iterative
procedure to refine the model estimation by finding the closest point q ∈ Q for
every p ∈ P given transformation M. During the ICP iteration, the LPCs/SPCs
with significant error (e.g., 5 pixels) after the transformation are eliminated. The
affine model is re-estimated at each iteration, and the iteration is terminated
when the model is stable or there is no change to LPCs/SPCs. We will proceed
to the quadratic model if the registration error of the affine model is significant
and we have at least 6 LPCs. However, in the case of ETDRS, we prefer not to
proceed to the second-order when overlapping regions between two images are
very limited, since it may not be robust to estimate the transformation of the
whole image based only on small overlapping parts.

4 Simulations and Discussions

504 ETDRS image pairs (600× 900) were used in the simulation (Table 2).
The error of the translation model is 21.30 which is acceptable for the IQA

purpose, since DD is usually near 200 pixels. Out of 504 registered pairs, 39 pairs
are rejected by manual validation, and the success rate of translation estimation
is 92.3%. Two criteria (energy concentration and peak distinction) are derived
from the ECC output to determine the credibility of the translation model. The
ETDRS IQA can be performed based on the translation model (Fig. 1). Then the

Table 2. The registration error and overlaps between fields. Totally, there are 84
image pairs for each field pair. (N1, N2) : N1 indicates the number of image pairs are
registered. N2 specifies the number of registered pairs after manual validation.

Field Pairs Median Registration Errors (pixels)
(overlap, %) Translation LPCs Only LPCs+SPCs Proposed

Affine Quadratic Affine Quadratic Algorithm
1/2 (53.0%) 19.2(84,82) 3.2(78,76) 2.4(78,76) 2.9(82,78) 2.1(82,78) 2.2(82,78)

1/6 (18.9%) 27.8(84,68) 2.4(47,43) 1.4(34,32) 2.3(69,66) 1.9(69,58) 1.9(69,66)

1/7 (22.5%) 22.6(84,72) 2.6(53,49) 1.8(32,30) 2.3(73,68) 2.1(73,61) 2.0(73,68)

2/3 (44.2%) 20.8(84,78) 3.6(68,63) 3.0(68,66) 3.4(79,74) 2.4(79,72) 2.6(79,74)

2/4 (25.4%) 19.1(84,84) 2.0(76,75) 1.1(62,59) 2.0(84,81) 1.2(84,80) 1.8(84,81)

2/5 (32.2%) 18.4(84,81) 2.4(67,66) 2.0(62,59) 2.7(81,78) 2.0(81,74) 2.1(81,78)

Mean 21.3(504,465) 2.7(389,372) 1.92(336,322) 2.6(468,443) 1.9(468,423) 2.0(468,445)



58 T. Chanwimaluang and G. Fan

Fig. 3. One registration result. The quadratic model is applied to fields 2/3. The affine
model is applied to other field pairs. SPCs are used fields 1/6, 2/3 and 2/4.

accepted 468 pairs proceed to higher order models. The error of the affine model
(at least 3 LPCs) is 2.68, and the success rate is 79.5% (372/468). The error
of the quadratic model (at least 6 LPCs) is 1.92, and the success rate is 68.8%
(322/468). After involving SPCs, all 468 pairs can proceed to affine/quadratic
models, among which 443 pairs (94.7%) and 423 pairs (90.4%) are manually val-
idated for the affine and quadratic models, respectively. Moreover, SPCs slightly
reduce for the registration error of the affine model. SPCs also improve the ac-
curacy of the quadratic model in fields 1/2 and 2/3 with sufficient LPCs, and
SPCs have some negative effect in other field pairs with limited LPCs. Therefore,
three if-then conditions are developed to control the algorithm process.

– Condition 1. If Ψ3 > 13% (the energy percentage of top three peaks) or
Φ > 2.0 (the ratio between top two peaks), the translation model is ac-
cepted based on which the IQA is performed, and the registration proceeds
to higher-order models. Otherwise, the algorithm terminates.

– Condition 2. For ETDRS images, the affine model is usually sufficient in
most field pairs, and the quadratic model is only applied when there are at
least 6 LPCs.
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– Condition 3. SPCs have to be involved: (1) When the number of LPCs is less
than 3; (2) Or if LPCs cluster together in a small area, i.e., Ho/

√
σx > 4.0

or Wo/
√
σy > 4.0.

By incorporating above three conditions, we can develop an ETDRS compli-
ant image registration algorithm by combing both area-based and feature-based
methods into one flow. The major contribution of this work is to study ad-
vantages and limitations of traditional registration methods in the context of
ETDRS and to integrate them together to obtain the best registration perfor-
mance, i.e., the highest success rate (95.1%) and the lowest registration error
(2.0 pixel). The proposed method can be used for the ETDRS IQA purpose and
to facilitate the implementation of ETDRS protocols in clinical trails.
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Abstract. Magnetic resonance angiography (MRA) produces 3D data
visualizing vascular structures by detecting the flowing blood signal.
While segmentation methods generally detect vessels by only process-
ing MRA, the proposed method uses both MRA and non-angiographic
(MRI) images. It is based on the assumption that MRI provides anatom-
ical information useful for vessel detection. This supplementary informa-
tion can be used to correct the topology of the segmented vessels. Vessels
are first segmented from MRA while the cortex is segmented from MRI.
An algorithm, based on distance maps and topology preserving thin-
ning, then uses both segmented structures for recovery of the missing
parts of the brain superficial venous tree and removal of other vessels.
This method has been performed and validated on 9 MRA/MRI data of
the brain. The results show that the venous tree is correctly segmented
and topologically recovered with a 84% accuracy.

1 Introduction

Magnetic resonance angiography (MRA) proposes non-invasive and non-irradiant
techniques providing 3D images of flowing blood. These techniques are frequently
used to study the vascular structures of the brain. Indeed, the availability of precise
information about brain vascular networks is fundamental for detecting patholo-
gies or to use the vessels as anatomical landmarks.

Despite the development of numerous methods to perform blood vessel seg-
mentation of 3D angiographic data (see [1] for an overview), there is still none
that is able to provide completely satisfactory results. In order to improve the
segmentation accuracy, methods have been designed to process multimodal an-
giographic data (DSA and MRA in [2], or DSA and IVUS in [3]), taking advan-
tage of the supplementary information provided by each image. More recently,
a new kind of vessel segmentation strategy involving angiographic and non-
angiographic data has been developed. This new approach enables to consider
a priori knowledge concerning relations between vessels and non-vascular struc-
tures, and to use this knowledge for guidance of segmentation algorithms. The
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first method based on this approach has been proposed in [4] for segmentation
of the superior sagittal sinus from cerebral MRA and T1 MRI.

In this paper, a new segmentation method devoted to the cerebral superficial
venous tree is proposed. The main purpose of this method is to provide a correct
representation of this structure prior to transcranial stimulation procedures. For
such procedures, an accurate segmentation of the cerebral superficial venous tree
is fundamental, since vessels can be used as landmarks for determining specific
cerebral areas. More especially, it is important that the segmented tree presents
correct topological properties.

The method described in this paper is based on a preliminary step, provid-
ing segmentation of brain vessels. It then uses a priori knowledge about relations
between cerebral vessels and the cortex to discriminate superficial venous struc-
tures from other vessels and to recover a topologically correct representation
of the whole cerebral superficial venous tree. This method is inspired from a
strategy based on topological thinning proposed in [5], but is however quite new
since it uses multimodal angiographic and non-angiographic data, and high level
anatomical knowledge for guidance of the segmentation process.

This paper is organized as follows. In Section 2, related work on topology
preserving vessel segmentation is discussed. The main purpose leading to the
method proposed in this paper is then detailed, justifying the chosen strategy.
The successive steps of the method are described in Section 3. In Section 4, the
method is tested and analyzed on a 9 image database. Discussion and further
works are presented in Section 5.

2 Related Work and Purpose

Angiographic data acquisition processes such as MRA or computed tomography
angiography (CTA) enable to visualize complex 3D vascular structures. Several
methods devoted to vessel segmentation from such 3D data have been proposed.
Although few of them can deal with topology modifications (some can detect
junctions or bifurcations [6], or can generate a graph of the segmented vessels [7]),
nearly none of them have been designed to preserve correct structural properties
when applied on complex vascular structures.

To the best of our knowledge, there exists only one method, proposed in
[5], enabling to segment a whole vascular tree presenting correct topological
properties. By assuming that a vascular tree (i.e. a structure composed of one
connected component with no hole and no cavity) is topologically equivalent to
the volume of the whole image, it proposes to apply a thinning algorithm starting
from this whole image and iteratively removing simple points. This method has
been applied for liver vascular tree segmentation from CTA.

A topologically correct segmentation of the cerebral superficial venous tree1

can be quite useful for determining specific brain areas for transcranial magnetic
1 The whole superficial venous structures of the brain can present cycles generated by

anastomoses. However, MRA of the top of the head only visualize a part of them
really presenting a tree topology.



62 N. Passat et al.

stimulation. The angiographic data provided for such applications are gener-
ally MRA visualizing vascular structures of the top of the head. Unfortunately,
the method proposed in [5] presents many limitations making it inapplicable to
MRA. First, it assumes that all the vessels located in the image belong to a
same vascular tree. However, this is not true for cerebral images where intra and
extracranial veins and arteries are organized in a more complex way. Second,
the proposed thinning process is guided by the angiographic data intensity, as-
suming that the whole vascular tree presents a higher signal than the remaining
tissues. This is no longer true for MRA where data signal loss can be caused by
turbulences of the blood flow.

A correct segmentation of the cerebral superficial venous tree from MRA
then requires to be able to discriminate the vessels belonging to this tree from
the other ones, and to recover their correct topology despite signal loss in the
angiographic data. A possible way to solve this problem can then consist in
using a priori anatomical knowledge concerning these vascular structures. It is
proposed here to use knowledge about the spatial relation existing between these
searched venous structures and the cortex. This approach requires to determine
information not only on vascular structures but also on non-vascular ones. To
do so, the method described hereafter uses both MRA and MRI data.

3 Method

3.1 Input and Output

The method takes as input two MR data. The first one is a classical MRI of the
whole head, denoted by fmri : I → Z (with I ⊂ Z

3). The second one is a MRA of
the top of the head, only containing information about the flowing blood, denoted
by fmra : I → Z. Both MRA and MRI have to be correctly registered (if they were
not generated during the same image acquisition, a rigid registration is sufficient
since both images correspond to the same patient). In the proposed application,
the used images are T1 MRI and time-of-flight (TOF) MRA of the top of the head
which are already correctly superimposed (Fig. 1). The method provides as output
a binary image Vseg ⊂ I of the segmented cerebral superficial venous tree.

Fig. 1. Sagittal slices of the processed data. Left: T1 MRI of the whole head. Right:
TOF MRA of the top of the head.
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3.2 Preliminary Step: Vessel and Brain Segmentation

This first step consists in computing preliminary segmentations of the vessels
from fmra and of the brain from fmri (middle and left parts of Fig. 2).

Fig. 2. Left: gray matter (CGM ) segmented from fmri. Middle: vessels (Vini) segmented
from fmra. Right: segmented vessels belonging to the cerebral superficial venous tree
(Vmin).

All the vessels (i.e. the flowing blood) visualized in fmra are segmented using
a region-growing method described in [8]. The obtained segmentation is a set
Vini ⊂ I, assumed not to contain false positives, composed of several connected
components corresponding to deep cerebral vessels, superficial venous vessels
and scalp vessels. It has to be noticed that these components do not contain
any holes or cavities, since the region-growing segmentation uses topologically
simple points.

The brain is segmented from fmri, using an energy minimization method
proposed in [9]. This method discriminates the intracranial volume into three
categories corresponding to white matter (WM), gray matter (GM) and cerebro-
spinal fluid (CSF). The result (CCSF , CGM , CWM ) ⊂ I3 is composed of three
sets respectively corresponding to these three kinds of tissues.

3.3 Vascular Tree Reconstruction

Vessel Labeling. Let Vseg ⊂ I be the vascular tree being searched (Vseg has
to present a tree topology, being composed of one connected component with no
hole and no cavity). Correct initialization and termination of the vascular tree
reconstruction require to determine two sets Vmax, Vmin ⊂ I such as:

Vmin ⊆ Vseg ⊆ Vmax, (1)

with Vmax having the same topology as Vseg and Vmin containing no hole and
no cavity. As already proposed in [5], it is possible to assume that Vmax = I.
The determination of Vmin is now described.

The set Vmin is assumed to only contain vascular structures which will con-
stitute the basis for the topology recovery procedure. The preliminary segmen-
tation step provides a set Vini containing all the vessels of fmra. However, Vini is
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composed of connected components corresponding not only to superficial venous
vessels but also to scalp and deep cerebral vessels. A vessel labeling procedure
is then necessary to determine the vessels belonging to Vini.

Several assumptions can be made about the position of these vessels with
respect to the different brain structures. Indeed, deep cerebral structures are
located far from the skull (i.e. far from the external border of the CSF). More-
over, superficial venous vessels are located close to the cortex (i.e. close to the
external border of the GM), while scalp vessels are located far from it.

In order to classify the connected components of Vini, two distance maps
are computed. The first one (dCSF ) indicates the signed distance to the external
border of the set CCSF (distances positive inside the brain and negative outside).
The second one (dGM ) indicates the signed distance to the external border of
the set CGM (distances positive outside the brain and negative inside). For each
connected component vini ⊂ Vini, the distance d to the CSF (resp. to the GM)
is defined as the minimal value between the CSF (resp. the GM) and any voxel
of vini:

d(Cα, vini) = min{dα(p) | p ∈ vini}, (with α = CSF or GM). (2)

The set Vmin (right part of Fig. 2) can then be defined by:

Vmin =
⋃

d(CCSF ,vini)<20 mm and d(CGM ,vini)<5 mm

vini. (3)

The threshold values of this formula have been established for brains presenting
a volume of 1200 cm3. They can then be adapted to the size of any brain by
applying a correction coefficient 3

√
V/1200 where V cm3 is the current brain

volume estimated from CGM and CWM .

Topology Recovery. The topology recovery step consists in determining the
vascular tree Vseg which has to contain the segmented structures Vmin and to
present correct topological properties. Although Vmin can contain several con-
nected components, Vseg must be composed of only one connected component
with no hole and no cavity. This can be done by iteratively removing simple
points from Vmax until obtaining set uniquely composed of voxels belonging to
Vmin or being non-simple. Such a strategy then enables to reconnect the dif-
ferent branches of Vmin. However, it does not guarantee that these branches
will be reconnected according to the anatomical reality. In [5], the CTA image
was used as a weight function to indicate which voxels had to be removed first.
This strategy was justified by the assumption that the likeliness of a voxel to
belong to a vessel was proportional to its gray-level intensity. This assumption
is no longer true for MRA data where signal losses are frequent, making such
a strategy unusable. It is then necessary to define a new weight map modeling
a vessel-likeliness measure for each voxel, then providing a correct priority for
their removal from Vmax.

Still assuming that the vessels of the cerebral superficial venous tree are
located at the surface of the cortex, it is proposed to use a weight function fweight
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defined as the geodesic distance map providing the distance of each point to the
closest connected component of Vmin inside the mask I \ (CGM ∪ CWM ). This
weight function fweight : I → Z is then defined by:

fweight(p) =

⎧⎨⎩
0 if p ∈ Vmin

+∞ if p ∈ CGM ∪ CWM

dg otherwise
, (4)

where dg is distance of the shortest path between p and Vmin, not intersecting
CGM ∪ CWM .

The vascular tree reconstruction can then be summarized as follows.

1. L = {Fi}maxI fweight

i=minI fweight
(L is a set of empty FIFO lists).

2. Vcur = Vmax.
3. For all voxel p belonging to the border of Vcur , p is put in Ffweight(p).
4. While ∃i ∈ [minI fweight,maxI fweight], Fi �= ∅:

(a) get p from Fmax{i|Fi �=∅};
(b) if p is a simple point of Vcur and p /∈ Vmin then Vcur = Vcur \ {p} and

for all neighbors q of p not already in Ffweight(q), add q to Ffweight(q).
5. Vseg = Vcur.

4 Experiments and Results

A database of 9 MRI/MRA cases has been used to validate the efficiency of
the proposed algorithm. Both TOF MRA and T1 MRI exams (see Fig. 1) were
performed on a 2 Tesla whole-body imager (Tomikon S200 Bruker) using a head
transmitter and receiver RF coil. The algorithm presented in this paper has been
implemented by using the ImLib3D [10] open source C++ library. The obtained
results, summarized in Tables 1 and 2, have been validated by an expert. An
example of segmented vascular tree is illustrated in Fig. 3.

Table 1. Validations of the labeling step. Mean values of the classification obtained by
the method (Results) compared to the real classification of the connected components
(c.c.) of Vini (Reference).

Set Results Reference False positives False negatives
voxels c.c. voxels c.c. voxels c.c. voxels c.c.

Vmin 11197 15.3 11223 15.8 0 (0%) 0 (0%) 26 (0.2%) 0.5 (3.1%)
Vini \ Vmin 2191 21.3 2165 20.8 26 (1.2%) 0.5 (2.4%) 0 (0%) 0 (0%)

Table 2. Validations of the topology recovery step. From left to right: mean number
of reconnections, number and ratio of correct and incorrect reconnections.

Reconnections Correct Incorrect
14.3 12.1 (84.6%) 2.2 (15.4%)
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Fig. 3. Cerebral superficial venous tree (Vseg) segmented by the proposed method.
(brain (CGM ∪CWM ) in dark gray, initial segmentation (Vmin) in light gray, topological
reconstruction (Vseg \ Vmin) in white).

One can observe that the results are quite satisfactory for the labeling step.
The set Vmin generated by the method then constitutes a reliable basis for the
topology recovery. The results obtained for this topology recovery step are also
satisfactory, even if not perfect. Most of the vessels have been correctly recon-
nected. However, approximately 16% of the reconnections are erroneous. These
errors can be classified into two categories. The first ones are composed of false re-
connections (i.e. reconnections of vessels which should not be connected). These
errors occur when the distance between vessels which should be connected is
high (generally more than 30 mm). The second ones are composed of reconnec-
tions which are topologically correct (i.e. reconnections of vessels which should
be connected) but which does not exactly correspond to the real vessel trajec-
tory. This analysis seems to prove that the use of geodesic distance between the
vessels allows to correctly recover most of the venous tree topology but is not
sufficient to deal with the most difficult cases, corresponding to very tortuous
vessels and largest signal loss in MRA. A solution could then consist in also
considering the signal of vessels, no longer in MRA but in MRI and to fuse it
with geodesic distance information to provide a most representative weight map.

5 Conclusion

This paper has presented a novel method using both MRI and MRA for seg-
mentation and topology recovery of the cerebral superficial venous tree. The
algorithm uses a priori anatomical knowledge concerning the spatial relations
between vessels and brain structures, to discriminate the cerebral venous tree
from non-cerebral vessels and to recover the topology of vessel missing parts.
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The method has been tested on 9 patients, providing satisfactory results in most
cases. The main originality of this work consisted in using both angiographic and
non-angiographic images to model anatomical knowledge and integrate informa-
tion on non-vascular structures in a vessel segmentation process. Further works
will consist in improving the reliability of this method by using the MRI signal
of vessels as proposed in the previous section. Other methods, taking advantage
of multimodality and anatomical a priori knowledge are also being developed for
segmentation of the whole cerebral vascular tree.

References

1. Kirbas, C., Quek, F.: A review of vessel extraction techniques and algorithms.
ACM Computing Surveys 36 (2004) 81–121

2. Sanderson, A., Parker, D., Henderson, T.: Simultaneous segmentation of MR and
X-ray angiograms for visualization of cerebral vascular anatomy. In: International
Conference on Volume Image Processing - VIP’93. (1993) 11–14

3. Bloch, I., Pellot, C., Sureda, F., Herment, A.: 3D reconstruction of blood vessels
by multi-modality data fusion using fuzzy and Markovian modelling. In: Computer
Vision, Virtual Reality and Robotics in Medicine - CVRMed’95. (1995) 392–398

4. Passat, N., Ronse, C., Baruthio, J., Armspach, J.P., Foucher, J.: Using watershed
and multimodal data for vessel segmentation: Application to the superior sagit-
tal sinus. In: International Symposium on Mathematical Morphology - ISMM’05.
(2005) 419–428
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Abstract. The central path of the colon is an important tool in computer-
assisted diagnosis: it is an aid to navigation during a virtual colonoscopy
and allows an easier follow-up of the patient pathologies. However the com-
putation of this central path remains a difficult task: on both MR and CT
medical images, the wall of the colon is too thin with respect to the resolu-
tion of the acquisition and thus does not appear on images. Hence, when
two sections of the colon are in contact, a loop is created in the image, and
causes a wrong central path. In this paper, we propose an algorithm to
remove those loops, based on the tracking of the colon skeleton in a scale-
space. An evaluation of our algorithm on 20 patients showed that every
loop was successfully removed, yielding a centered, anatomically and topo-
logically correct central path.

1 Introduction

The central path of the colon is a very useful tool in computer-assisted diagnosis,
for virtual colonoscopy, and patient follow-up. Concerning virtual colonoscopy,
the convoluted nature of the colon makes the navigation complicated. The central
path, used either as a visual guide or in an automated navigation system, solves
this problem. Concerning the follow-up of a patient, the central path allows to
localize and match the pathologies with precision without having to process the
whole volume of the colon.

However, all central path algorithms strongly depend on the segmented, bi-
nary volume of the colon, since they have to preserve geometrical and topological
features of the colon. This dependency might be problematic in the case of the
colon: due to its complicated shape, one segment of the colon might pass very
close to another, the walls of both segments being in contact. On current images,
both CT and MR, the resolution is not sufficient to distinguish that wall, as it
is very thin. This results in a loop in the original image, which has no anatomic
counterpart, and which is kept in the central path as it is a topological feature.
Small loops often appear near haustrations [1], and larger loops often exist in
images of pathological colons. Examples of how these loops appear are presented
in Fig 1.
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Fig. 1. Loops in the central path of the colon. Left : loop around a haustration. Right :
loops in the whole colon.

As presented by Sadleir and Whelan [2], previous work concerning the com-
putation of the central path of the colon falls into two broad categories: methods
based on a distance map, and methods using homotopic thinning. The former
compute the distance of every point inside the colon to the colon wall, and then
compute the central path from this map, using clusters of points (e.g. [3, 4, 5])
or by computing the shortest path between two user-defined markers at the
extremities of the colon and then centering the given path using a snake [6, 7].

Methods based on homotopic thinning are less comonly used [1, 2]. These
methods involve an “onion peeling” process, where voxels are iteratively re-
moved from the surface of the object, without changing the topology of the
object. Homotopic thinning has been considered computationally expensive, as
it involves massive neighborhood scans, but such optimizations as binary deci-
sion diagrams [8] or the use of lookup tables [2] have solved the problem, with a
minor trade-off concerning the memory usage. The central path obtained by ho-
motopic thinning is centered when using Pudney’s distance-ordered homotopic
thinning [9]. As these algorithms preserve the topology of the original object, all
the loops appear in the central path.

The methods based on a distance map will either yield a path that is not
centered near the sharp turns of the colon or that is not anatomically correct,
taking every shortcut possible. As an erroneous central path cannot be used to
obtain a reliable diagnosis, we decided to use the homotopic thinning approach.
Indeed, this approach provides a skeleton that contains the correct central path,
albeit with loops. Provided an adapted loop removal algorithm, the central path
can therefore be extracted from the skeleton.

Concerning the loop removal, to our knowledge, the only methods are those
by Zhou and Toga [5], Ge et al. [1], and Sadleir and Whelan [2]. The first method
is based on the traversal of a directed acyclic graph, which misses some configu-
rations where one loop branches from another. The two last methods only deal
with small simple loops mainly caused by haustral folds, neglecting the more
“macroscopic” loops mentionned above.

In this paper, we present an algorithm able to remove both kinds of loops.
We first explain in section 2 a method to obtain a skeleton without unnecessary
branches. Then, we describe our algorithm and show how the tracking of the
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skeleton through a scale-space allows the removal of loops, whatever their size
is. Finally, we evaluate our algorithm on the images from 20 patients and show
its reliability, as it successfully remove every loop.

2 Computation and Pruning of the Skeleton

In the following, the colon is assumed to be already segmented, using a classical
region growing algorithm [10].In this section, we describe our method to compute
a pruned skeleton of the colon, which will be used in the loop removal algorithm.
Homotopic thinning is a simple yet powerful framework to obtain the skeleton of
a binary object: until stability, voxels are removed from the object if they satisfy
two conditions: (a) their removal does not change the topology of the object,
and (b) some of the geometrical characteristics of the object are preserved. The
first condition (homotopy) is easily tested using the topological numbers of a
point p in an object X [11], defined as:{

T6 (p,X) = #CC6 (N18 (p) ∩X)
T26 (p,X) = #CC26 (N26 (p) ∩X) , (1)

where the 6, 18, and 26 subscripts denote the connectivity of the object, Nn

denotes the n-neighborhood, and where #CCn(Y ) is the number of n-connected
components of object Y . Using these numbers, the removal of a point p does not
affect the topology of object X iff Tn (p,X) = 1 and Tn

(
p,X

)
= 1, where n = 6

if n = 18 or n = 26 and n = 26 if n = 6. Such a point is called simple.
The second condition depends on the application. In our case, we want to

obtain a one-dimensional skeleton, and thus preserve the voxels at the extremity
of a line, defined by having a single neighbor in the foreground, and every other
in the background.

This framework is a sequential one, as the parallel removal of simple points
might affect the topology of the object [12]. Depending on the order of the re-
moval, the result might not be centered, and thus be useless for the computation
of the central path. We use Pudney’s distance-ordered homotopic thinning [9]
to generate a centered skeleton.

Pruning. A skeleton still contains many branches, and most of them are useless
in our application, as we only want the central path. To prune these branches,
we perform a second pass of homotopic thinning, where only two simple points
are preserved, one at each end of the path. We propose to detect these markers
automatically. The first one is the lowest point of the skeleton, and thus is located
near the rectum. The second one is the farthest point in the skeleton from the
rectum marker, according to the geodesic distance in the skeleton. This second
marker is located near the cæcum, at the junction between the small bowel and
the colon.

These operations gives us a thin, topologically-correct central path with no
side branch, but which might still have loops.
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3 Loop Removal

Any loop present in the original image is preserved in the skeleton by the ho-
motopic thinning process. Topologically, the loops are called tunnels, defined by
the existance of a closed path that cannot be continuously deformed to a single
point. Our loop removal algorithm embeds the binary image of the colon in a
scale-space in which an increase of the scale parameters closes the tunnels. We
compute the skeleton of the object seen at two different scales by homotopic
thinning and pruning as described above, and match the branches of the skele-
ton at the smallest scale to the branches of the skeleton at the largest scale. If no
match can be found for a given branch, this means that this branch was part of a
loop that disappeared at the largest scale, and that the branch can be discarded.

We will now present the different blocks of the algorithm: the scale-space, a
graph representation of the skeleton, and the matching algorithm, working first
on the vertices, then on the edges.

3.1 Scale-Space

The scale-space is built using the topological hull algorithm of Aktouf et al. [13].
This algorithm closes tunnels and cavities in an object that are smaller than a
user-defined size θ. We will note Iθ the topological hull of object I where all
tunnels smaller than θ are closed. The object I0 is the same as object I and the
object I∞ is a superset of I with no tunnel. For any two scales θ1 < θ2, Iθ1 ⊆ Iθ2 .
The family Iθ, with θ ∈ Z∪∞, forms a scale space where an increase of the scale
parameter θ reduces the number of tunnels in the object I.

3.2 Graph Representation of a Skeleton

Our graph representation of the skeleton is close to the one described by Ge et al.
[1]. Vertices of the graph are defined by branching voxels, and the paths between
those vertices form the edges of the graph. Ge et al. defined a branching voxel as
a voxel having three or more neighbors, we define it through the topological num-
bers, where a junction point p is defined by Tn(p, I) > 2 and Tn(p, I) = 1 [14].

We note the graph of the skeletonG, its vertex set V and its edge set E. When-
ever this is possible, for clarity reasons, we assimilate a vertex in the graph to the
corresponding voxel in the skeleton, and an edge to the corresponding path.

3.3 Matching of the Vertices

Once the graphs Gθ1 and Gθ2 of the skeletons Sθ1 and Sθ2 of the objects Iθ1 and
Iθ2 , where θ1 < θ2, are computed, we will first match every vertex from Vθ2 to a
vertex in Vθ1 . Once this is done, we will back-project every un-matched vertex
from Vθ1 to Vθ2 , thus modifying Gθ2 so that its vertex set is similar to Vθ1 . This
step is presented in Figure 2.

Step 1. For every vertex of Vθ2 , we look for the closest vertex in Vθ1 , according
to the euclidean distance. Let Vmatched(Vθ2) be the set of vertices matched during
this step.
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Fig. 2. Steps of the vertex matching. Left : Gθ1 . Right : Gθ2 . Solid lines: first step,
matching of the vertices in Gθ2 to the vertices in Gθ1 . Dotted lines and circles: second
step, back-projection of unmatched vertices of Gθ1 on Gθ2 and edge splitting.

Step 2. For every vertex of Vθ1 \ Vmatched(Vθ2), we look for the voxel of the
skeleton Sθ2 that is the closest to the label of that vertex. If no vertex in Vθ2 has
such coordinates, we add one, split the edge of Eθ2 on which that voxel was and
adjust the labels of the two new edges. This step is made possible as the graphs,
corresponding to similar objects, will have almost the same topology.

3.4 Matching of the Edges

The vertices sets Vθ1 and Vθ2 are now similar, and the vertices of both graphs
are matched. For each edge of Eθ1 , we then determine if it is still present in Eθ2

and, if it is, to which one it corresponds.
For an edge e ∈ Eθ2 , we say that edge e′ ∈ Eθ1 is a possible match for e if

the vertices of e′ are matched to the vertices of e. For each edge e ∈ Eθ2 , we
compute its possible matches in Eθ1 and, from this set, compute the best match.
According to the number of possible matches – exactly one, more than one, and
none – three cases are possible.

Exactly One Possible Match. This is the simplest case: if there is only one
possible match for an edge e ∈ Eθ2 , then it is the best match. This is shown in
Fig. 3, where the edge w2, w3 is matched to the edge v2, v3.

More Than One Possible Match. When there is more than one possible
match for an edge e ∈ Eθ2 , every candidate is compared to e, and the closest is

Fig. 3. Matching of edges. Left : Gθ1 . Right : Gθ2 . vi is matched to wi. The edge (w2, w3)
is matched to (v2, v3). The edge (w1, w3) has no possible match in Gθ1 as the edge
(v1, v3) does not exist: (w1, w3) is matched to the path (v1, v2, v3).
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defined as the best match. This comparison is computed on the voxel sequences
labelling the edges, approximated by B-splines [15]. The mean distance between
the B-spline γ approximating a candidate and the B-spline γref approximating
the edge e is defined by

D(γ, γref ) =
∫

ω

|γ(u)− γref (u)| du , (2)

where ω is the domain of the B-splines. We approximate this integral by a mean
over 100 equally spaced values of the parameter u.

No Possible Match. If the set of possible matches for an edge e ∈ Eθ2 is empty,
two interpretations are possible. First, the edge e was not present in Gθ1 and
appeared in Gθ2 . This is not possible in our case, as the graph becomes simpler
when the scale increases. Second, some vertices might have been “swapped” with
the diminution of details, as shown in Fig. 3. In that case, we look for a path
in Gθ1 to match to the edge e. Note that this match is not the best one, but
is sufficient in our case, as we only want to determine the existence of a such a
match.

The paths in Gθ1 that could possibly be matched to an edge e ∈ Gθ2 are com-
puted using the Dijsktra algorithm [16]. If several such paths exist, the shortest
one is kept as the best match for the edge e.

3.5 Deleting Edges

At this point, every edge of Gθ2 is matched to an edge or to a path of Gθ1 . Any
unmatched edge of Gθ1 corresponds to an edge going around a tunnel that was
closed by the topological hull algorithm: all unmatched edges in Gθ1 are deleted,
yielding a graph – and hence a central path – with no loop.

4 Experimental Results

We have evaluated our loop removal algorithm on the images from 20 patients.
The small scale was set to θ1 = 0 and the large scale was set to θ2 = +∞. We
used the 6-connectivity for the foreground, for all topological operations, as the
26-connectivity causes problem for the detection of the junctions [14].

To verify the correctness, both versions of the central path (with and with-
out loops) were superimposed on a semi-transparent mesh of the segmented
colon.

Every central path contained loops before the loop removal algorithm. Every
path contained small loops, due to haustrations, and 8 contained larger loops.
Every loop was removed from the path, and the resulting paths are all anatomi-
cally correct. Figure 4 presents the results of our algorithm both for small loops
and for a complete colon with large loops.
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Fig. 4. Results of the loop removal algorithm (details). Black : final central path. Gray :
central path with loops. Left : small loops. Right : large loops.

5 Conclusion

We have presented a complete algorithm to compute a topologically and anatom-
ically correct central path of the colon. This algorithm includes a new loop
removal method based on the scale-space tracking of the skeleton which auto-
matically identifies spurious branches that remain in the skeleton obtained by
homotopic thinning. This algorithm was tested on images from twenty patients
and loops were successfully removed in every case. On a PC equipped with a
1.4 GHz CPU and 512 MB of RAM, the runtime for one patient is about 10
minutes.

In the future, we will validate this algorithm on a larger set of patients, with
the aid of an expert in radiology and/or colonoscopy. We will also investigate
the use of a classical gaussian scale-space [17], which should intuitively have the
tunnel-closing property we require. This would allow a speedup in the runtime
of the algorithm, the bottleneck being currently the thinning process and the
computation of the topological hull.
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Abstract. In this paper, we present a new Multiscale segmentation method 
based on an optical transfer function implemented in the Frequency domain and 
with this new segmentation technique, we demonstrate that it is possible to 
segment the HRCT (High Resolution CT) images into its various components at 
multiple scales hence separating the information available in the HRCT image. 
In the literature, several image segmentation techniques have been proposed for 
the segmentation of the medical images. However, there are few Multiscale 
segmentation methods that can segment the medical image so that various com-
ponents within the image could be separated at multiple resolutions or scales. 
We show that the HRCT image can be segmented such that we get separate im-
ages for bones, tissues, lungs and anatomical struc-tures within the lungs. 

1   Introduction 

There are a variety of lung diseases, for example, pulmonary emphysema, nodules, 
interstitial lung disease etc. And the objective is to successfully assess these diseases. 
Experienced observers typically make correct global diagnosis of parenchymal lung 
diseases in 40% to 70% cases. While on the other hand, High-resolution CT (HRCT) 
is capable of imaging the lung with excellent spatial resolution. Thin slice CT scans 
can capture the alterations in the lung anatomy caused by different lung diseases. 
Hence the advantage of HRCT image is increasingly better anatomic resolution be-
cause of very thin image slices. Therefore, the need arises for some type of automated 
segmentation technique to analyze the HRCT images. In this paper, we present a 
solution to this problem by proposing a technique for multiscale segmentation based 
on an optical transfer function implemented in the Frequency domain. 

2   Previous Work 

Bin Zheng et. al. [1] suggested a fully automated segmentation process that included a 
series of six simple steps. Jan-Martin Kuhnigk et. al. [2] used anatomy guided 3D 
watershed transform for lung lobe segmentation. Zhang et. al. [3] proposed an interac-
tive method to extract the oblique fissures using a fuzzy reasoning system followed by 
                                                           
1  Senior Member IEEE. 
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a graph search. They later [4] extended the same system to include 3D shape con-
straints. Hence, they used fuzzy reasoning system for 3D shape. M.S. Brown et. al. [5] 
used explicit anatomical knowledge to generate an anatomical model. They showed 
[8] that 86% of the lung segmentation was correct while 14% required manual correc-
tions while considering 104 data series comprising of 1313 images. S. Hu et. al. [9] 
used an iterative searching method to compute an optimal threshold value for each CT 
case and used conditional morphological operations to segment lung regions. Zhang 
and Valentino [10] suggested using artificial neural networks to classify each pixel in 
the CT slice into different anatomical structure. The method for image segmentation 
presented in this paper differs from the methods mentioned above. 

3   Method 

A new Multiscale segmentation method is proposed to split a range of anatomical 
structures in a HRCT image. This Multiscale segmentation technique is based on bipo-
lar incoherent image processing [11]. We introduce a transfer function which is used to 
find the segmented edges by classifying the sharp pixels with maximum intensity. 

Transfer function is based on optical image processing. We denote it with O . To 
calculate O , conside the following parameters: 

f = focal length of the lenses  
k0 = wave number of light 
kx, ky = spatial frequencies 
p1 = difference of Gaussian aperture function  
p2 = small pin hole aperture 

Using the above parameters, we find the transfer function O  as cross correlation 
of the two pupils (p1 and p2) in the incoherent optical system. The result is bipolar 
point spread function. O  is a filtering operation that provides the sharpness at pixel 
points in an image. The filtering operation depends upon two parameters 1 and 2. 
These values are adjusted to provide the desired filter shape and it can be adjusted to 
low pass, band pass and high pass filter operations. Therefore, the operator parameters 
can easily be adjusted to respond to the high frequency variations in the image 
intensity. The parameters 1 and 2 are given by the following equations: 

1 = a1 (f/ k0)
2 

2 = a2 (f/ k0)
2 

where a1 and a2 are constants, f is the focal length and k0 is the wave number of light 
(as mentioned above). Two pupil functions are given as: 

p1 = exp[-a1(x
2 + y2)]-exp[-a2(x

2 + y2)] 
p2 = (x,y) 

And finally, the transfer function  is given by the following equation: 

O  (kx, ky) = exp[- 1(kx
2 +ky

2)]-exp[- 2(kx
2 +ky

2)]  (1) 

For our algorithm, first the Fourier transform is applied to the input image so that 
we can simply multiply our transfer function O  with the input image. To apply the 
fourier transform, first we find out the spectrum of the intensity image by: 
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S = |S(x, y)|2    (2) 

Where S is the spectrum of the intensity image and S(x,y) is the input image. Then we 
apply fourier tranform to equation (1): 

Sf = F(S)    (3) 

Where F indicates Fourier Transform, S is the spectrum of the intensity image and Sf 
is the transformed image in frequency domain. Our transfer function has spatial 
frequencies denoted as kx and ky. Hence our transfer function is O  with spatial fre-
quencies kx and ky. So in time domain, the transfer function h (x, y) is obtained by 
taking the inverse Fourier transform of O  and hence it is given as: 

h (x, y) = F-1 {O (kx, ky)}   (4) 

where F-1 is for Inverse Fourier Transform. Now we multiply our transfer function O  
with the transformed image Sf (obtained from equation 2). Hence, the complex 
operation of convolution has been reduced to multiplication. So we get the convolved 
image by the following equation: 

If = (Sf)(O )    (5) 

Where If is the convolved image, Sf is the transformed image in frequency domain 
and O  is the transfer function in frequency domain that has spatial frequencies kx and 
ky. The final computed image I is obtained by taking the inverse Fourier transform of 
equation (5): 

I = F-1 (If)    (6) 

Simply, the above mentioned procedure can be explained by the following 
equation: 

I = Re [|S(x, y)|2 * h (x, y)}]   (7) 

where ‘*’ indicates convolution, Re indicates real part, I is the computed image, |S(x, 
y)|2 is the Spectrum of the Intensity Image and h (x, y) is the Transfer Function. 

The high frequency component of an image area is determined by processing in the 
Fourier domain and analyzing the frequency distribution. Fourier transform used to be 
computationally expensive but with high speed personal computers available today, 
this computational complexity has decreased exponentially and it is not a matter of 
concern anymore. The processing in the frequency domain is particularly useful for 
noise reduction too as the noise frequencies are easily filtered out. 

Once the transfer function is applied to the HRCT images, the next step is to select 
the boundary points for the segmented regions in the HRCT segmented image. So the 
selection at a point (i,j) is computed in a small window around (i,j) and value at (i,j) is 
replaced by the sum of computed values of all pixels in that window only after 
enhancing extracted edges and removing noise, if any. This operation is similar to that 
used for Sum of Modified Laplacian [6,7]. Window size of 3x3 was used for our 
experiments. Therefore, the segmented point is given as SO: 

+

−=

+

−=
=
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Nix

Nj
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4   Results and Discussion 

We tested our algorithm on a variety of images. A database of HRCT lung images of 
resolution 512x512 pixels was used to test the algorithm. All the images were of 
DICOM format. All the subsequent results shown in this paper are calculated when 
the HRCT image is processed using Fast Fourier Transform. We demonstrate the 
results with one slice only for clarity purposes. The original image slice that is used 
for demonstrating the results is shown in fig 1 below and we show all the subsequent 
results with this image slice. 

 
Fig. 1. HRCT Image Slice 

Now consider fig 2. HRCT image shown in fig 1 is processed using the Optical 
Segmentation technique (SO) given by equation 8. The corresponding filters are also 
shown in fig 2 with the values of 1 and 2 that were used for processing the HRCT 
image. It can be seen from the images in figure 2, the result changes with the variation 
of the two parameters, i.e., 1 and 2, of the filter. Consider the images of the filter in 
figure 2. It is evident that we can design a low pass filter, band pass filter and high 
pass filter by selecting different values for 1 and 2. We have organized the images 
in figure 2 in such a way that we start with low pass filtering and end with high pass 
filtering. The transition from low pass to band pass and then to high pass is smooth. 

The images in row one and row 2 of fig 2 are low pass filtered with no information 
from medium and high frequencies. As a result, the image does not have sharp edges 
and it has the blurring effect. As we move towards the images in row 3 of fig 2, some 
edge information is now accounted for in those images. Hence, the result is less blur-
ring and increased sharpness of pixel values. Another point is quite clear from the 
images depicted in row 1, i.e., the lungs are quite pronounced in these set of images 
while the other anatomical structures (bones, structures within the lungs etc) are not 
obvious. Hence, using the images in row 1, we can easily separate lungs from the rest 
of the image. Also, there is some tissue information present in the images in row 2. 
Hence, we can also separate tissues from the HRCT image using low pass filtering. 

In fig 2, we can also see the band pass filtered images when the parameter values 
fall in between 1=.09, 2=.1 and 1=.008, 2=.009. So they have medium frequency 
component present in the images. The bones start to appear in the images while lungs 
remain present in the image when the parameter values are in between 1=.09, 2=.1 
and 1=.06, 2=.07. However, the anatomical structures within the lungs are not so 
prominent in this range. The anatomical structures become prominent when the pa-
rameter values fall in between 1=.05, 2=.06 and 1=.008, 2=.009. The structure of 
bones becomes more obvious in between 1=.007, 2=.008 and 1=.001, 2=.002. 
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 1=10, 2=20 1=10, 2=15  

 
 1=5, 2=10 1=1, 2=5 

 
 1=1, 2=1.5 1=0.5, 2=1 

 
 1=.09, 2=.1 1=.08, 2=.09 

 
 1=.07, 2=.08 1=.06, 2=.07 

 
 1=.05, 2=.06 1=.03, 2=.04 

 
 1=.01, 2=.02 1=.008, 2=.009 

Fig. 2. Extracted regions from the HRCT image when filter with various values of 1 and 2 is 
applied 
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 1=.007, 2=.008 1=.005, 2=.006 

 
 1=.003, 2=.004 1=.001, 2=.002 

Fig. 2. (Continued) 

Now consider the filter designed with parameters falling in the range between 
1=.007, 2=.008 and 1=.001, 2=.002. These images are the result of allowing only 

the high frequency part of the image to remain within the image while eliminating all 
other frequency components. Hence, these images are filtered with high pass filter. 
There is one very interesting point that can be observed from these images, i.e., only 
the bones structure is visible in these images and we cannot observe lungs, tissues and 
other anatomical structures within lungs. So we can easily separate the bones from the 
rest of the anatomical structures present within the image.  

Therefore, it is possible to separate the tissues, lungs, bones and the anatomical 
structures within the lungs from the HRCT images with the usage of precise filter 
parameter values. Hence, we can perform the multiscale segmentation by using the 
filter based on optical transfer function to segment the HRCT image at various levels 
or scales. The white rings in the filter images in fig 2 indicate the region where the 
frequencies are allowed to pass while the rest of the dark region shows that the fre-
quency components present in that part are blocked. 

Similarly, fig 3 shows the different anatomical structures extracted by using a set 
of filters with different parameter values for 1 and 2 as compared to those used in 
fig 2. The difference between these filter values and those used earlier as shown in 
fig 2 is that these filters cover more frequency components while those used earlier 
provide narrow rings for filtering. The discussion made earlier for fig 2 is also valid 
for fig 3. 

Now consider fig 4. This is the post processing stage. The result shows the various 
anatomical structures separated from the HRCT image by further processing. We 
have simply used thresholding on images shown in fig 2 to separate and then label the 
anatomical structures. Much better processing techniques can be employed for sepa-
rating them and labeling each of the anatomical structure after obtaining the results as 
shown in fig 2 and fig 3. But, description and analysis of such techniques and process-
ing of images using such techniques is beyond the scope of this paper. However, it is 
part of our on-going research and their results will be presented in the future. 
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(a) First Row 

 
(b) Second Row 

 
(c) Third Row 

Fig. 3. Extracted regions from the HRCT image when another set of filters with different values 
of 1 and 2 is applied 

 

 

Fig. 4. Using thresholding to separate anatomical structures within HRCT image 
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5   Conclusions 

In this paper, we proposed a new algorithm for multiscale segmentation of High 
Resolution CT (HRCT) images. The algorithm convolves a filter with the input im-
age. The filter has two very important parameters which can be adjusted to make it a 
low pass or band pass or high pass filter. We demonstrated that various anatomical 
structures are segmented with the designed filter. For example, we gave examples of 
the extraction of tissues, lungs, bones and anatomical structures within the lung using 
the filter designed by optical transfer function at different resolutions. 
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Abstract. The diffusion tensor tractography has drawbacks such as low objec-
tivity by interactive ROI setting and fiber-crossing.  For coping with such prob-
lems, we are constructing a statistical atlas of white matter fiber tracts, in which 
probability density maps of tract structures are stored with diffusion tensor pa-
rameters on spatially normalized brain data.  In building the atlas, our fiber tract 
modeling method plays a key role, which is based on a novel approach of vec-
tor/tensor field reconstruction avoiding fiber-crossings.  In this abstract, we de-
scribe the modeling method, our statistical atlas, and the preliminary results. 

1   Introduction 

The diffusion tensor tractography (DTT) based on MR diffusion tensor imaging (DTI) is 
widely used as a powerful tool for visualizing and analyzing white matter fiber tract 
[1][2][3].  As is often discussed, however, one of the most important problems in DTT 
is tracking over fiber crossing.  Though many improvement methods have been pro-
posed [4], the problem still remains as a major weakness of DTT.  For instance, it be-
come clear when we try to extract a minor structure such as the auditory radiation fibers. 

Another important problem of DTT is its low objectivity due to interactive con-
figurations of regions of interest (ROI) for limiting structures for depiction.  It is natu-
ral that such variation of results is produced because current DTT methods are catego-
rized in the group of interactive segmentation methods [4]. 

Based on these backgrounds, we are currently constructing a statistical atlas in 
which probability density maps of fiber tract structures are stored with statistics of 
tensor parameters on spatially normalized brain data.  Such atlas can provide objec-
tive information for configuring ROI in DTT. Indeed, our final goal of this study is 
development of a fully automated DTT method based on the atlas.  In building the 
atlas, our tract modeling method plays a key role, which can cope with every specific 
structures of fiber tract even if it passes crossing area.  It is used both in an interactive 
way and in a fully automated manner. First, the method is used interactively for build-
ing our statistical atlas.  Then, once the atlas is constructed, it works in fully auto-
mated way for DTT.  Fig.1 shows the scheme of our automated DTT. 
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Fig. 1. Schematic Diagram of Our Automated DTT Method 

In this abstract, we focus on the following two topics; (1) Development of a new fi-
ber tract modeling method based on vector/tensor field reconstruction, and (2) Building 
a statistical atlas of specific fiber tract as probability density map and normalized DTI 
data.  Several important works related to ours are found in the literatures as followings. 

Regarding normalized DTI, Jones et al. have shown the first normalized DTI data 
with tensor statistics from 10 data sets [5], and then Park and his colleagues have 
presented a result with 16 DTI data sets by using registration algorithms of higher 
degrees of freedom (DOF) [6].  We follow their basic methodology regarding normal-
ized DTI map, except for our dispersion representation by covariance matrix.  In addi-
tion, we will build probability density maps of specific tract structures for our pur-
pose, which are our original contribution from this study. 

An anatomical atlas of specific fiber tract systems was built by Wakana et al. by 
using single DTI data set [7].  It seems that their atlas is missing several minor struc-
tures such as the auditory radiation fiber that is hard to depict with conventional algo-
rithms.  Our atlas covers such structures based on our modeling method, and describes 
further statistical information of spatial probability density and tensor parameters for 
each specific tract system based on multiple DTI data sets. 

Another important concept of statistical analysis of DTT similar to ours was used 
in the study by Corouge and her colleagues [8], in which statistical analysis of line 
data as fiber tract model is performed.  They presented a successful result of modal 
modeling of the cortico-spinal tract by eigen analysis of line data sets from multi-
subject.  In the viewpoint of describing variation of fiber tract shapes, it is effective 
and is applicable to segmentation or automated modeling of specific fiber tract.  One 
of our purposes includes, however, describing variations of tensor parameters.  There-
fore, our atlas should be in the form of volume data set. 

2   Materials and Methods 

2.1   Fiber Tract Modeling Based on Partial Vector/Tensor Field Reconstruction 

Our fiber tract modeling method is based on partial reconstruction of vector/tensor 
field that represent fiber orientation.  The reconstruction is performed by using radial 
basis function (RBF)-based interpolation.  The typical modeling process is as follows. 
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(1) Interactive selection of control voxels by ROI setting except for crossing area, 
and calculation of diffusion tensor (and its principle vector; e1)* for the voxels. 

(2)* Intra-ROI rectification, and inter-ROI rectification of the e1 vectors based on 
analysis of vector field topology. 

(3) RBF-based interpolation of vector/tensor field with limited number of control 
voxels in component-wise manner 

(4) Streamline propagation in the field from the location of control voxels.  Termi-
nation criteria, such as FA etc., are similar to conventional tracking algorithms. 

Note that * shows a process used only in the vector field reconstruction version [9].  
An example of the results is shown in Fig.2. 

The parts of fibers through the corpus callosum (CC) run across vertical tracts such 
as cortico-spinal tracts (CST).  A conventional e1 tracking started from the CC often 
merges the vertical tract group and mostly fails to pass through the crossing (Fig.2b).  
In our approach, by selecting ROI consisting of over 1000 voxels avoiding the cross-
ing part as shown in Fig.2c, fibers through CC and beyond the crossing can be also 
depicted as shown in Fig.2d.  The selected ROI voxels exist not only on the shown 
slice but also spread on several adjacent slices. 

             

Fig. 2. Modeling based on Partial Vector Field Reconstruction. (a) coronal section of color-
coded e1 image, (b) fiber tracking from the corpus callosum by conventional e1 tracking, (c) 
ROI (FA>0.3) used for vector field reconstruction, (d) a modeling result by proposed method 
(background in b-d is FA image), and (e) vector rectification considering vector field topology 
in two steps. 

One of the most important advantages of this technique is that fiber modeling can 
be performed smoothly over fiber crossing region by using original tensor information 
included in the data set without prior knowledge. 

The important difference between vector version and tensor version is that, as 
shown in the step (2) and in Fig.2, part of the control vectors must be rectified 
(flipped) so that whole vector field is smooth and has no singular point such as attract-
ing focus.  This condition is realized by analyzing vector field topology  [10, 11] so 
that the number of singular points is minimized. 
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2.2   Building Statistical Atlas of Fiber Tracts 

2.2.1   Normalized DTI Data of Whole Brain 
We construct our original version of normalized DTI data set for our purpose.  We 
currently employ SPM software for registration [12] of multi-subject DTI data sets.  
We performed registration with single channel of T2WI data sets.  For describing 
statistics of diffusion tensor, we adopted mean tensor and covariance matrix of the 
sample tensors.  Beyond the scalar metric for tensor dispersion, we introduced covari-
ance matrix for computing Mahalanobis distance used as tensor dissimilarity in classi-
fying control tensors for the subsequent tensor field reconstruction. 

A feature vector d(x) derived from a diffusion tensor is defined at a location x.  
The feature vector has six components corresponding to independent six components 
of diffusion tensor as; 

t
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The mean vector m and covariance matrix S of the diffusion feature vectors calcu-
lated from N samples are; 
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Thus, each voxel has statistical parameters of diffusion tensors in our DTI atlas. 

2.2.2   Probability Density Map for Fiber Tract Structures 
Probability density map is created for each structure of fiber tract system.  The results 
of interactive modeling by using our method are line node data in the first state.  Next, 
they are converted to a volume data set in which a voxel has non-zero value only if 
the line data pass through the voxel.  The voxel values are graded by the total inter-
section length of the voxel and lines for anti-aliasing purpose.  Then, same transfor-
mation as source DTI data for normalization is applied to each probability map.  
Finally, by averaging the maps of the samples and by proper scaling between 0 and 1, 
probability density map P(x) for each structure is completed.  In addition, the tensor 
parameters collected in the reconstructed tensor field are also stored. 

2.3   Tensor Dissimilarity Definition Based on Mahalanobis Distance 

In performing DTT with a new data set based on our automated scheme, it is neces-
sary to classify diffusion tensors in new data set for selecting tensors used for tensor 
field reconstruction.  It is determined based on the Mahalanobis distance (MD) [13], 
which is superior to other scalar metric such as Euclidean distance because parameter 
distribution  is  taken  into  account  in  MD.   The Mahalanobis distance D2

M between  
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Fig. 3. Examples of Semi-Automated Modeling based on Our Modeling Method. Left: CBT 
(red), CST from hand motor area (green), and CST from lower limb motor area (blue) are 
shown with coronal slice images of three different positions (the slice in the left is in the most 
front position). Right: The auditory radiation fibers with a slice of FA image. 

 
(a)                                                   (b)                                                    (c) 

Fig. 4. Probability Density Map of the CBT and the CST. CBT (red), CST from hand motor 
area (green), and CST from lower limb motor area (blue) are displayed by volume rendering 
with a slice of normalized brain in (a) side view and (b) front view. (c) a slice of the probability 
density map superimposed with the normalized T2WI. 

 
(a)                                   (b)                                    (c)                                    (d) 

Fig. 5. DTT based on Probability Density Atlas: example of the left CBT. (a) Probability den-
sity map, (b) isosurface of probability density map (PLCBT(x)>0), (c) captured diffusion tensors 
visualized by ellipsoids with anisotropic color coding, and (d) the result of DTT.  Except for 
(a), an axial slice of T2WI at the pons level is superimposed. 
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sample tensor as feature vector d and normalized tensor statistics (m and S) at the 
corresponding location is defined as; 

)()(),( 12 mdSmdmd −−= −t
MD . (4) 

The simplest way to pick up tensors based on our atlas is to select tensors that sat-
isfy D2

M(x) < TD, and P(x) > 0.  An example is shown in the next section. 

3   Results 

(1) Semi-Automated Modeling 
By using clinical data sets, fiber tract modeling was performed for several types of 
structures.  In Fig.3, examples of the corticobulbar tract (CBT), the CST from motor 
areas and the auditory radiation fibers are shown.  The numbers of ROI used for mod-
eling were typically from 3 to 5.  Note that the CBT and the auditory radiation fibers 
are often very hard to depict with the conventional tracking algorithms.  The CBT and 
CST from motor areas that are categorized in the pyramidal tracts are important for 
neurosurgery.  For our neurosurgical purpose [14][15], we have started our atlas con-
struction from the pyramidal tracts. 

(2) Building Atlas by 10 Data Sets 
By using 10 data sets of normal volunteers, we have constructed the first version of 
our statistical atlas.  The DTI data sets are in 256x256 matrix size of axial planes with 
30 directions of MPGS, which were virtually optimized by Jones et al. [16].  The left 
and right CBT and CST from the motor areas were modeled by using our interactive 
method.  The results were spatially normalized onto normalized brain.   Fig.4 shows 
the probability density maps of the CBT and CST visualized by volume rendering. 

(3) Semi-Automated Atlas-based DTT 
Though we did not reach to the fully automated DTT of our final goal, we performed 
our first atlas-based DTT, by using a new DTI data set that is not included in the atlas.  
DTT was performed for the left CBT after capturing tensors by probability density 
P(x) and MD threshold TD adjusted interactively (Fig.5).  The colors of tensors show 
degree of anisotropy (red is high, and yellow is low).  Several undesired trajectories, 
such as ones reaching to the sensory areas, were manually removed. 

4   Discussion 

Our modeling method has high flexibility and high DOF based on the vector/tensor field 
reconstruction.  In that sense, however, the method requires the user’s neuro-anatomical 
knowledge at expert level because it can create any shape of tracts by bridging several 
ROI apart.  In our study, all the modeling was done by experienced neuro-radiologists.  
In addition, the ROI configuration is performed quantitatively by using tensor parame-
ter-based region growing implemented in our software [17].  For more objective ROI 
configuration, we are currently developing a scheme for detecting fiber crossing inter-
face based on our extended definition of “tensor degeneracy” derived from tensor field 
topology analysis [18].  The method proposed by Donell et al. [19] may also be helpful. 
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In building our atlas, registration plays key role because it determines degree of 
dispersions.  It is natural that a registration method with low DOF yields high disper-
sion.  However, too high DOF in registration causes too low dispersion of statistical 
atlas, which is not useful for control tensor capturing.  It is needed a new scheme for 
determining optimal DOF for building such atlases, which is included in our future 
work.  For achieving our final goal of fully automated DTT, the methods for grouping 
trajectories such as [20] seem to be necessary as an additional processing for remov-
ing undesired trajectories.  Though such processes are needed to be automated, our 
scheme of atlas based DTT seems to be a promising approach for yielding objective 
and quantitative results of DTT.  It is expected that many applications are feasible 
with our atlas in addition to DTT.  Currently, we consider our application for analysis 
of aging, Alzheimer disease, schizophrenia, and infarction, in which deformation of 
white matter is rarely observed.  In such cases, tensor parameters, mainly diffusion 
anisotropy, can be significantly changed. 

Though the most important work is validation of our DTT, it is not so simple.  One 
solution can be the leave-one-out method for cross-validation between learning sam-
ples for the atlas and new data.  Currently, the validation study is in progress in paral-
lel with increasing the number of samples. 

5   Summary 

We have developed a novel fiber tract modeling technique based on vector/tensor 
field reconstruction, and built a statistical atlas of fiber tracts from 10 DTI data sets. 
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Interactive 3D Heart Chamber Partitioning with
a New Marker-Controlled Watershed Algorithm�
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Abstract. Watershed transform has been widely used in medical image
segmentation. One fundamental problem with it is over-segmentation. There
are mainly two approaches to deal with this problem: hierarchical segmen-
tation and segmentation with markers. The markers, either automatically
extractedor interactively generated, aremostlyused in thehomotopymod-
ification of morphological gradients prior to the watershed segmentation.
Most of the current techniques does not incorporate domain knowledge of
the data. In this paper, we propose a two-step marker-controlled watershed
segmentation algorithm with simple domain knowledge incorporated: (1)
Modified image foresting transform (IFT) algorithm is used to produce the
initial segmentation; (2) The marker-controlled watershed region merging
process is incorporated with domain knowledge. A min-cut criterion for re-
gion merging is proposed. This approach is effectively applied to the inter-
active 3D heart chamber partitioning.

1 Introduction

Image segmentation is a very important task in medical image analysis, which
provide important information for medical diagnosis, surgical procedures, and
realtime navigation. Various techniques has been developed for different medical
subjects from different imaging modalities. Cardiac imaging has been such a
subject, where heart chamber segmentation plays an essential role. Due to clinical
demands, left ventricle(LV) segmentation has attracted lots of attention, and a
vast literature exists for this subject, as shown in Suri’s survey [1].

In our medical application, we are interested in the segmentation of each heart
chambers, especially left and right atriums from 3D CT data. The result of the
segmentation is used for heart registration and surgical navigation.

There are several categories in segmentation techniques: point based tech-
niques, region based techniques, and contour based techniques [2]. Point based
techniques rely heavily on intensity values and is prone to noise. Contour-based
segmentation techniques such as active contours or level set methods are itera-
tive processes and computationally intensive. Simple image editing tools requires
lots of interaction of user, and is not effective for our application: the left and
right sides of the heart are usually connected in a way that is difficult to deter-
mine the connection by eyeballing. The fast competitive region growing feature
provided by watershed algorithm suggests a promising approach for this task.
� We are thankful to Dr. Chenyang Xu and Dr. Yiyong Sun for helpful discussions.
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Though fully automatic segmentation is desirable, it is not reliable in reality
due to variations in acquired image quality. Here we propose a semi-automatic
approach using watershed algorithm controlled by interactively placed markers.
Once the markers are in place, our algorithm can automatically segment the
heart into four chambers. Due to the effect of the contrast agent, the whole
heart can be easily extracted by interactively selecting a intensity threshold.
Then the proposed marker-controlled algorithm is applied on the binary heart
volume. The main contribution of this paper lies in the following aspects:

1) We incorporate domain knowledge, i.e. the shape property of heart into the
algorithm.The anatomy shows that the heart has ”neck-like” shape (or concave) in
the connections between left and right sides of the heart and between the chambers.

2) A min-cut criterion is proposed for the new marker controlled watershed
segmentation. The min-cut concept originally comes from graph-cut algorithms,
here we use it as a region merging criterion. Firstly, a modified image forest-
ing transform(IFT) is applied to produce primitive regions; then the regions,
treated as a graph, and controlled by markers, are merged by this criterion. The
segmentation cuts at the minimum-connection between neighbored regions.

3) Our algorithm has been successfully applied to heart chamber segmentation
and is currently being used in imaging product. And it is effective in partitioning
binary data where objects has neck-like concave shape.

The rest of the paper is organized as follows: Section 2 describes the related
work; Section 3 introduces our approach in detail; In Section 4, we discuss the
results. And finally, conclusion is drawn in Section 5.

2 Related Work

The watershed transform, generally defined in terms of SKIZ (skeleton by in-
fluence zone) [3] has been widely applied to image segmentation, especially for
medical images (e.g. [4]), ever since introduced by Lantuejoul and Beucher [5].
Watershed segmentation can be applied to both gray scale images or binary
images. For gray scale images, the watershed transform is applied to the mor-
phological gradient of the images. For binary images, the transform is applied to
the inverted distance transform. Basically, the watershed algorithm transforms
the image into local minima-based catchment basins and watersheds.

One problem of watershed segmentation is its severe over-segmentation. Two
approaches exist to overcome this problem: hierarchical segmentation [6], and
segmentation with markers [7, 8, 9]. In the former approach, the height of the
watershed (the lowest saddle point separating two neighbored basins), also called
dynamics, is used to control the region merging process. In the marker-controlled
approach, the markers, either automatically extracted or interactively placed, are
used in homotopy modification of the morphological gradient prior to watershed
transform, reducing the number of local minima of the image, and thus the
number of primitive regions.

The markers are usually applied in the pixel level, which controls the flooding
process. An alternative approach is to apply markers in a region level, controlling



94 X. Xue

the merging process of the primitive regions resulted from the initial watershed
transform. Haris [10] combined region adjacency graph (RAG) representation
of image regions and a nearest neighbor graph in the hierarchical segmentation.
Meyer [11] describes a unified framework for watershed segmentation with mark-
ers in both pixel and region level, and minimum spanning tree algorithm is used.
Markers in the region level, gives flexibility for interactive segmentation.

In terms of implementation, Vincent and Soille’s algorithm based on immer-
sion simulation [8] has been widely used in medical image processing. Roerdink
and Meijster [12] gives a survey of existing watershed implementation algo-
rithms. Recently, Lotufo and Falcao [13] developed an optimal watershed al-
gorithm based on the Image Foresting Transform(IFT), where the watershed
is seen as the solution of the shortest-path forest problem in the graph theory
framework. Nguyen et al. [14] reformulates the watershed segmentation as energy
minimization problem and boundary smoothness prior is incorporated.

Our algorithm is different from the algorithms available from literature.
Firstly, most of the existing watershed algorithms does not incorporate the do-
main knowledge of the image data. We incorporate simple yet effective domain
knowledge; Secondly, we propose a min-cut criterion for region merging, which is
different from measures like watershed height or its analogy [15], nearest neigh-
bor, or minimum distance, etc. Thirdly, we apply the marker in region-level with
a novel implementation.

3 The Proposed Approach

3.1 The 3D Heart Chamber Segmentation Work Flow

The work flow for the heart chamber segmentation is shown in Figure 1. The
input is 3D CT/MR gray-scale volume. The binary whole heart is first extracted
from the gray-scale image. Since the heart is solid structure, we can apply a
hole-removal algorithm on the binary image. Then the Euclidean distance trans-
form is performed on the holes-filled binary image. Prior to applying watershed
transformation, the distance map is filtered (by a median filter, for example)
and inverted. The local minima of the inverted distance map is detected. The
hole-removal and filtering process helps to reduce the number of minima in the
image, which, in turn, reduces the number of primitive regions generated by
the watershed algorithm. Finally the IFT watershed algorithm is applied, and
our marker-controlled region merging algorithm is performed on the primitive
regions. If four markers are placed in the four chambers area, then the final
output is a labeled volume with labels ranging from 1-4. We can then extract
each chamber by label. As shown in Figure 1, to the right of the dashed vertical
line, all the operations are performed internally and need only to perform once,
while the marker-controlled region merging part is an interactive process. The
user can visually manipulate markers to generate desirable results. If the result
is not satisfactory, the user can erase the old markers and place new ones.

The markers can be placed by picking marker points from 2D slice views or
from the 3D volume view. For each region of interest, the number of markers



Interactive 3D Heart Chamber Partitioning 95

Fig. 1. Heart Chamber Segmentation Work Flow

to be placed are not necessarily limited to one. Instead, a set of markers can be
used to represent one heart chamber, but with the same marker label. Thus we
can get robust segmentation.

3.2 The Modified IFT Watershed Algorithm

The flooding process in watershed segmentation starts from the original or mod-
ified local minima. The IFT algorithm [13] treats the image as a graph, each
pixel/voxel as a node. The watershed transform is solved as a shortest-path for-
est problem. It finds for each node the shortest path connecting it to the nearest
root node, which are the marker nodes or local minima nodes. Let C(u) denote
the cost along the path from its nearest marker up to node u, W (u, v) (here,
W (u, v) = InvDist(v)) denote the weight associated with the arc (u, v), L(p)
is the input marker image(the minima node of inverted distance transform are
initialized to different labels) and also the output of the watershed partitioning.
flag(p) indicates whether a node has been processed or not. The modified IFT
algorithm works as follows: The queue used in figure 2 is an ordered queue. More
detailed information about this algorithm can be found in [13, 16]. We chose IFT
watershed algorithm because it is specifically appropriate for segmenting binary
images, where the Euclidean distance transform is used. There is great similarity
between the Euclidean distance transform and the IFT flooding process.

We made several important modifications to the original IFT algorithm to
incorporate our shape prior. First, the markers nodes in the figure are the minima
nodes of the inverted distance transform. The cost of marker nodes are initialized
to its minima values. Second, we label the watershed pixels while labeling the
primitive regions, as shown in the bold font in Figure 2. For each newly labeled
pixel, if it has a neighbor labeled as belonging to another region, then it is
relabeled as a watershed pixel. To make sure that the watershed is one thin
layer of pixels, 6-connected(for 3D) neighborhood is used for labeling primitive
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Fig. 2. Modified IFT Algorithm Fig. 3. Region Merging with Markers

regions, while 26-connected neighborhood is used for watersheds. This algorithm
creates a list of primitive regions and a labeled image.

3.3 The Marker-Controlled Region Merging Algorithm

After applying the IFT watershed algorithm, we get the primitive regions and
watersheds. The regions are then merged according the min-cut criterion: the
neighbored regions with largest physical connection is merged first, while the
merging stops at the regions with minimum connections. Here the watershed
size, i.e. the number of pixels in the watershed that separates two neighbored
regions, is used as a measure of physical connection of the regions. Our new
approach to the marker-controlled region merging algorithm lies in the following
three steps:

1) Relabel watersheds.
Relabel watershed pixels according to the two regions it separates. The watershed
pixels that separates the same two regions, will be assigned to a unique label.
A list of watershed elements is created. Each watershed element records the
neighbored region label and watershed size. In the end, a watershed table is
produced.

2) Sort the watershed list in the descending order of watershed size.
The watersheds are processed in the descending order of their size. This is where
our shape prior knowledge and min-cut criterion are incorporated: the shape of
the heart indicates that connections between chambers is narrower than connec-
tions between regions residing in the same chamber, thus we can merge regions
with larger connections first and safely cut at the regions with minimum connec-
tions. Also, it is very important to process the larger regions earlier. This helps



Interactive 3D Heart Chamber Partitioning 97

to avoid mistakenly splitting large neighbor regions that belongs to the same
chamber. Usually the larger the neighbored regions, the larger the watersheds.
Thus, we can be sure that the segmentation will not result in major errors.

3) Marker-controlled region merging and relabeling.
In this step, the markers picked interactively are bound with the primitive regions
where they fall on. The corresponding region is assigned a label associated with
the marker. If the marker falls on a watershed, one of the neighbored regions
is selected and assigned the marker label. A region equivalency table(of regions
merged) is maintained during the merging process.

Starting from the watershed element list, the neighbored regions that are
separated by the largest watershed size are merged first. There are four cases
depending on the fact that whether the two neighbored regions has been rela-
beled with a marker label, as shown in figure 3. If the two primitive regions
were not assigned marker label previously, the watershed and the two regions
are placed on the equivalency table. If only one of them has a marker label, the
watershed, the other region and its equivalent regions are assigned to the same
new marker label. If the two primitive region have different marker labels, they
are not placed onto equivalent table, and the watershed is assigned to the marker
label of one of the neighbored regions. The merged regions will be updated to
the same marker label.

The merging process terminates when each watershed element in the list has
been processed. Thus the image is relabeled with the new marker labels. Each
region of interest(associated with a marker) can then be selected by specifying
a marker label.

4 Results and Analysis

The proposed algorithm has been successfully applied to the 3D heart cham-
ber partitioning task. Several 3D CT/MR heart datasets from different patients
have been experimented. The radiologists in a major hospital has done clinical
validation and show very positive results. We used a PC with 2.0 Hz CPU with
1GB Memory to measure the performance. The fairly optimized algorithm can
segment the 256x256x256 and 512x512x512 volumes in less than 20 seconds and
2 minutes respectively. Felkel et al. [17] discusses optimization methods of the
IFT algorithm to further improve performance. Figures from (a) to (h)in figure
4 shows the volume view of original CT, the extracted binary whole heart im-
age, the left side, right side, and the four chambers segmented by our algorithm.
Experiments have been conducted to compare the interactive segmentation
using our algorithm with the hierarchical watershed segmentation application
implemented in ITK (Insight Segmentation & Registration Toolkit) [18], and
our approach generates better result. The comparison pictures are not shown
here due to limited space. This algorithm can be applied to other images that
have similar shape property, and it is especially good for binary image
segmentation.
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Fig. 4. 3D Heart Chamber Partitioning. Whole heart (b) is first extracted from original
data(a): our algorithm can also be used to segment the whole heart (b) from (a) by
placing one set of markers in object, while another set on the background. Then left
side (c) and right side (d) are extracted from (b) by placing two sets of markers. The
four champers (e)-(h) are segmented by placing four sets of markers on (b).
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5 Conclusions

A new approach to the marker-controlled watershed segmentation algorithm in-
corporated with object shape property and min-cut region merging criterion has
been proposed. It is simple, yet very effective. The two-step segmentation algo-
rithm introduced in this paper has been successfully applied to the interactive
3D heart chamber partitioning problem. Extension of this algorithm to solve
other partition tasks with similar neck-like shape is readily available.
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Inferring Cause/Effect Relationships in Multi-sensor 
Ambient Intelligence Systems 
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Abstract. In this work a learning technique to provide an Ambient Intelligence 
(smart space) system with the capacity of predicting variation events in its own 
internal state is presented. The system and the interacting users are modeled 
through the instantaneous state vectors obtained as output of two trained Self 
Organizing Map-based classifiers. The information processed by the system is 
collected by two sensors sets monitoring several internal and external system 
variables. Starting from the hypothesis that the user actions have a direct influ-
ence on internal system state variables (e.g. work load on personal computers 
computation or storage devices in a University laboratory, in our current test 
implementation) we developed a statistical voting algorithm for inferring 
cause/effect relationships in these instantaneous variations. Logical connections 
are obtained in unsupervised mode with no a priori information and leads to the 
definition of a knowledge base the system can exploit to predict its own near fu-
ture internal state variations, given the observation of the lab users.  

1   Introduction 

Ambient Intelligence (AmI) technology defines a new paradigm in human/machine 
interaction: it offers the creation of an environment which is responsive to the activi-
ties and presence of people. Designing this type of environment needs a new ap-
proach: instead of thinking of technology as a resource inside a ‘black box’, the mean-
ing of Ambient Intelligence is that a distributed network presents facilities to people 
wherever they are in multiple forms which are offered through old, new and hybrid 
interfaces [1]. 

Ambient intelligence should also be “unobtrusive, often invisible: everywhere and 
yet in our consciousness – nowhere unless we need it. Interaction should be relaxing 
and enjoyable for the citizen, and not involve a steep learning curve” [2]. 

The metaphor of Ambient Intelligence tries to picture a vision of the future where 
all of us will be surrounded by intelligent electronic environments, and this ambience 
has claims of being sensitive and responsive to our needs. A multitude of sensors and 
actuators are already embedded in very-small or very large information and commu-
nication technologies, and it is only a question of time when better use can be gained 
from these complex (yet still primitive) technology systems. Yet early experimental 
results suggest design choices for new computer-enriched environments promising 
enhanced features (e.g. extending human capacity to remember, or imagine, or rede-
fine spatial positioning, navigation, and adapt to novel situations). 
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There are a number of application areas where such systems can be useful. Repre-
sentative examples could include specific areas (tele-operation, assembly, mainte-
nance and repairing, new working environments, biomedicine and neurosciences, 
education & training, surveillance, real time interactive gaming and entertainment, 
archiving, new communication standards, etc) [3]. Creating the needed sense of im-
mersion into the system remains a major challenge [4] and is strictly connected to the 
development of more and more complex human-machine interfaces where tomorrow 
only machines will have to learn how to serve users.  

Following this technological trend, after this introduction we describe the motiva-
tion guiding the study presented in this paper; then in section 3 we describe the imple-
mented system and in section 4 the proposed technique to infer cause/effects relation-
ships. Some results are proposed in section 5, while section 6 draws some conclusions.  

2   Motivation 

One of the key points of an Ambient Intelligence system is then the extended interac-
tion with users. Complex technologies are becoming more and more friendly and do 
not force the user to hard trainings to access them. This apparent simplification hides 
heavy consequences in the designing of such systems and the external interface re-
quires strong efforts to make such complex working logics easy to manage.  

In the direction of this user-centered paradigm, we are developing a smart space 
controlling a University laboratory where the vision system is augmented by two sen-
sors sets to monitor the activity of people entering and using laboratory resources (ex-
ternal sensors) and the internal activity of the devices themselves (internal sensors).  

In particular the approach of the present work is the study of the joint evolution of 
the two state vectors representing user and system. The definition of events occurring 
in the two opposite vectors and the properly filtered collection of these events yield 
data about delay and likelihood of the expected relationships and provide new and 
automatically found associations. In other words we define a learning technique in 
order to allow a smart space to be able to predict -with a reasonable probability- the 
logical consequence of a user action. This knowledge gives the system an inference 
capacity to try and foresee its own devices’ behavior and the user’s requirements and 
to adapt accordingly.  

3   System Description 

The base sensory system is represented by two calibrated partially overlapped cam-
eras providing the most important information to interact with the user: his position 
inside the controlled environment. Visual information however only provides data 
about the user and is definitely not enough for our purposes of studying human-
system behavioral relationships. Then a more complex sensory system is needed to 
observe also system behavior. Today the implemented system is then composed by 
two sensors sets, grouped according to their target: the adjectives internal and external 
do not refer to hardware features but to the nature of the observed quantity. That is to 
say the former group collects information about system behavior, the latter about the 
user. As instance this justifies the fact that a mouse activity sensor is an external sen-
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sor because it is useful to guarantee the presence of a human user in front of a per-
sonal computer.  

In the current implementation the interested machines are three: two computers 
used by the students (PC1-2) and a third (CU) collecting data and running the central 
fusion and processing tasks.  

The exerted sensors are partly hardware and partly software routines. For the ex-
ternal set we employ: a software simulated badge reader (BR); two video cameras 
with partially overlapped fields of view to cover the room and locate the users (TLC); 
2 mouse activity sensors (M); 2 keyboard sensors (KEY). On the internal variables 
sensing side we use: 2 login controllers (LOG); 2 CPU computational load sensors 
(CPU); 2 network adapter activity monitors (LAN); 2 hard disk usage meter (HD). 
They collect data at a rate of 1 Hz and send them to the CU where they are filtered 
and put in the two following vectors:  

1,2 1,2 1,2 1,2( ) [ ( ), ( ), ( ), ( )]IS t CPU t LAN t HD t LOG t=   (1) 

1,2 1,2 1,2( ) [ ( ), ( ), ( ), ( )]ES t TLC t M t KEY t BR t=   (2) 

Then the information are stored and processed to locate significant events as de-
scribed in the following section.  

4   Cause/Effect Relationships 

In the central elaboration unit, vectors (1) and (2) are processed to obtain two global 
system labels (I(t) and E(t)) defining the instantaneous situation of the two system 
sides (internal and external). I/E(t) labels was obtained thanks to appropriately trained 
neural network classifiers based on Self Organizing Maps (S.O.M.) [5].  

Table 1. I(t) labels 

I(t) LABEL MEANING
LOGIN New access to a PC

LOGOUT User disconnection
WL1 High load on PC1
WL2 High load on PC2
WF PC1 and PC2 in low load

WLA High load on both PCs
NULL No activity

Training the unsupervised internal map with real-time actual data, 7 significant 
clusters were identified and labeled with the corresponding I(t) listed in Table 1, as 
well as 7 E(t) clusters were found by the external SOM classifier and were labeled as 
in Table 2 (a portion of the trained and labeled SOM map used for internal state is 
shown in figure 1 as an example).  
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Table 2. E(t) labels 

E(t) LABEL MEANING 

EMPTY Empty lab 

ARRIVE New user entering 

EXIT A user exits the lab 

WH1 Users presence near to PC1 

WH2 Users presence near to PC2 

WHA Users presence near to both 
PC1 and PC2 

WA No users detected near to the 
machines 

Considering the classifiers provide the system with these 2 global states once per 
second, we are interested in evaluating which are the differential relationships con-
necting state changes occurring on the two maps.  

 

Fig. 1. Portion of the trained and labeled internal SOM map 

We define an event as the transition between two different clusters on the map, that 
is to say the changing of the global state label in the internal or external classifier 
output. Formally we have an event when:  

0t)-I/E(t -I/E(t) ≠Δ     (3) 

where tΔ is the sampling time (1 second in the proposed test application). 
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The activation is the changing of a global state but an internal global state event is 
represented by the initial and the final I(t) labels.  

{ }I(t) t),-I(t (t)eI Δ=      (4) 

For instance, writing 

{ } WLAWL1, (t)eI =     (5) 

we mean the global internal state is changing at time t from a situation in which PC1 
sensors observe a high working load state to the situation of high load on both the 
computers.  

Once the events of interests are defined, we are interested in finding how a user 
state change has an influence on the variation of the system internal state and how the 
perception of this change can be used to somehow predict a variation in the smart 
space state. 

With the aim of automatically find these relationships we exploit a properly de-
fined voting algorithm: without any kind of a priori knowledge, a voting algorithm 
can seize the actual logical connections among a large number of data and noise. The 
only hypothesis we make is that we look for internal state variations we can consider 
as consequences of the user activity. Frequently repeating { }t)(),( Δkete IE couples 

with a similar tΔk  time delay, can be definitely considered actual cause/effect rela-
tionships and a time distributed likelihood can be associated to the events couple if 
the obtained votes exceeds the established threshold (Th).  

In order to build a more informative data set, we do not simply collect {eE, eI} cou-
ples but we also take into account the most recent internal state event )( 2 tkteI Δ−  

preceding the activation event )(teE and we also store the time delay t1Δk . In this 

way we keep track of zero-order information (labels), of first order differential infor-
mation (events) and of second order differential information (variations of internal 
state variations). 

After having collected a training set in on-line working mode, we process the time-
ordered series of the internal and external SOM classifier output:  

for ∀ )(teE   
{ 
   find the time-closest )( 2 tkteI Δ− ; 

   if winkk <1  

     vote ∀ { }t t),(),(),( 112 ΔΔ+Δ− kktetetkte IEI
 

} 

with wink  heuristic time window extension, set to 30 seconds in our test application.  

A graphical representation of the voted quadruplet is shown in figure 2. 
After having processed the whole training set, noisy non significant votes are 

eliminated cutting all the sequences receiving a number of votes below threshold Th, 
set to preserve the 75 % of the assigned votes. What we obtain is a statistical knowl-
edge data base carrying information on logical cause/effect relationships together with 
the effect likelihood distribution along time axis. If the training set was properly col-
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lected, the AmI system can exploit this knowledge to guess its own near-future inter-
nal state activity and act proactively: given an )(teE  observed by the sensors, the 

time-closest (minimum k1) 1( )Ie t k t− Δ  stored is recalled and the prediction system 

returns the next most probable event in the internal state along with its time distribu-
tion. An example of the forecast response is shown in Table 3, where only the most 
likely internal event is indicated.  

2k2k

ct

2kt − 1kt +

)( 2kteI
−

(E t)e

)( 1kteI +

Internal state (t)

1k1k

External state (t)

 

Fig, 2. Graphical depiction of a voted quadruplet with e
E
(t) activation event 

Table 3. Examples of predicted events with likelihood and time delay 

.........................

13 s0.23WL1_LOGINARRIVE_WH1WL1_WL1 

26 s0.50WL1_WFWHA_WH1LOGOUT_WL1

5 s0.45WL1_WFEXIT_WH1WL1_WF

17 s0.24NULL_LOGINEMPTY_ARRIVENULL_NULL

Delay
Likelihood

Predicted

.........................

13 s0.23WL1_LOGINARRIVE_WH1WL1_WL1 

26 s0.50WL1_WFWHA_WH1LOGOUT_WL1

5 s0.45WL1_WFEXIT_WH1WL1_WF

17 s0.24NULL_LOGINEMPTY_ARRIVENULL_NULL

Delay
Likelihood

Predicted

)( 1 tkteI Δ+
)(teE)( 2 tkteI Δ−

tk Δ1

 

In figure 3 an example of the time distributed likelihood information contained in 
the obtained knowledge database is presented.  

In figure 3 an example of the time distributed likelihood information contained in 
the obtained knowledge database is presented. The probability of a new 

NULL_LOGIN event ( )1( ) | ( ), ( )I I EP e t e t k t e t+ − Δ  is provided as a function of 

relative time (t=0 is the external activation event instant). 
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Fig. 3. Example of predicted time distributed NULL_LOGIN internal event likelihood given an 
activation external event EMPTY_ARRIVE and no previous internal event (NULL_NULL) in 
the observation window 

5   Results 

Preliminary tests on a trained predictive system have been conducted to evaluate 
system performances: the knowledge base was built through an about 180 minutes 

long training set. 530 )(teE events and 1380 )(teI events were found by the system 

with a number of 2484 total votes assigned. Setting the voting filtering threshold to a 
minimum of 10 votes, approximately the 76% of the votes were saved.  

In real-time prediction mode, indicating only the most likely event and its most 
probable time delay we obtained the encouraging results summarized in Table 4. 

Table 4. Real-time prediction test results 

3secTIME OFFSET MEAN ERROR 

86%CORRECT PREDICTION RATIO

5 minTEST SESSION LENGHT

20NUMBER OF TEST SESSIONS

3secTIME OFFSET MEAN ERROR 

86%CORRECT PREDICTION RATIO

5 minTEST SESSION LENGHT

20NUMBER OF TEST SESSIONS

 

6   Conclusions 

In this work a learning technique based on a voting algorithm has been presented in 
order to train an Ambient Intelligent multi-sensor system and to create a knowledge 
base keeping track of the cause/effect relationships taking place in a system described 
in terms of instantaneous internal and external states. These states are obtained 
through a couple of trained neural network based classifiers. The knowledge provided 
to the smart space by the voting algorithm, can be used to predict near-future events 
occurring in the system internal state given the observation of the user activity 
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(mapped in the external state). Preliminary tests show interesting results in the predic-
tion of simple first order differential information but open even more interesting ways 
to automatic inference of complex consecutive events patterns, based on second order 
differential information. 
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Abstract. This paper presents a novel and effective Bayesian belief net-
work that integrates object segmentation and recognition. The network
consists of three latent variables that represent the local features, the
recognition hypothesis, and the segmentation hypothesis. The probabil-
ities are the result of approximate inference based on stochastic simu-
lations with Gibbs sampling, and can be calculated for large databases
of objects. Experimental results demonstrate that this framework out-
performs a feed-forward recognition system that ignores the segmenta-
tion problem.

1 Introduction

The recognition of objects in cluttered real-world scenes is a complicated task
for computer vision systems. Traditional approaches that first try to segment a
scene into its constituent objects and then recognize these objects have had little
success, since accurate segmentation is often a subjective measure derived from
a priori knowledge of an object. There are two potential approaches to over-
coming this problem. The first approach completely ignores the segmentation
problem and tries to directly detect or recognize objects in cluttered, unseg-
mented images. Under this approach, specific views of objects are frequently
modeled as constellations of localized features, e.g. [1]. Various formulations of
such techniques have achieved excellent performance, and some can also work
efficiently with large object databases by sharing features within and between
different object models [2, 3]. The second approach tries to simultaneously seg-
ment and recognize objects, an idea which seems consistent with our current
understanding of visual processing in primate brains [4] but has only recently
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been considered as a single inference problem [5, 6, 7, 8, 9]. Yu et al. used a graph
cut framework that combined object patches with spatial configurations and
low-level edge groups, to detect and segment people [9]. Leibe et al. integrated
local cues (e.g. image patches) and global cues (e.g. silhouettes) to detect and
segment multiple pedestrians in crowded scenes [7]. Ambiguities between over-
lapping hypotheses were solved by a serious of evidence aggregation steps: using
an implicit shape model [6] to generate hypotheses and initialize segmentation
of objects, Chamfer matching to enforce global constrains, and the MDL frame-
work. Tu et al. proposed a Bayesian framework that unites segmentation and
recognition based on a Data Driven Markov Chain Monte Carlo method [8].
Using two specific detection engines, they successfully segmented and classified
faces and text.

This paper proposes a novel probabilistic framework that merges object seg-
mentation and recognition in a Bayesian belief network. Instead of looking for
a joint interpretation of the whole image, we first obtain a set of promising
candidates using a one-pass model [2, 10] and then evaluate each candidate se-
quentially using a generative approach. Our model can simultaneously process
many objects using the same set of features to represent every object. We test
our system on a database of cluttered scenes, and demonstrate robust object
recognition and segmentation amid significant occlusions.

2 Problem Formulation

Given an observed image I, our goal is to detect the objects in the scene and
segment them from the background. Our system solves this problem by the
following steps. First, a set of promising object candidates are selected us-
ing a discriminative method proposed by Murphy-Chutorian and Triesch [2],
and the identities of these candidates are denoted as {Vk, k = 1 · · ·K}. K is
the number of object candidates. For each candidate, we construct a genera-
tive model with the same structure and use it to further evaluate whether this
candidate is really present. Denote the constructed set of graphical models as
{Ωk, k = 1 · · ·K;β}, Ωk associated with the object of the identity Vk. β is the
graphical structure shared by every element of {Ωk} and will be described in
Section 3.

Given Ωk, we want to decide whether the object of the identity Vk is present
as well as to compute its segmentation. We formulate this problem in the con-
text of Bayesian inference. The results are denoted as the object hypothesis H
and segmentation S (for simplicity, the subscript k is dropped.). This section
introduces all the observed and latent variables in a model Ωk.

2.1 Observations: I, Gi, and E

Let I be an image with c × r pixels (we use c = 640 and r = 480). Let E
be a corresponding edge map obtained with the boundary detection algorithm
developed by Fowlkes et al. [11].
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Let N I denote the number of detected interest points1 in I. The properties
of these interest points are represented by {Gi|i = 1, · · · , N I}, in which each
element, Gi, is a two-tuple vector, {gg

i , l
g
i }. lgi is the pixel location of the ith

interest point, and gg
i is a local feature vector at lgi , consisting of a 40-dimensional

Gabor-jet2 [2]. Two Gabor-jets J1 and J2 can be compared by calculating the
cosine of the angle between them:

Sim(J1, J2) =
JT

1 J2

||J1||||J2|| , (1)

where JT
1 denotes the transpose of J1 and || · || is the Euclidean norm.

2.2 Object Hypothesis H and Segmentation S

Assuming there are No types of objects in the database, Xh, is a random variable
indicating if the object Vk is present or not. An object hypothesis H can be
specified by

H ≡ {Xh, lh}, (2)

where Xh and lh denote object presence and its location in the test image, respec-
tively. Priors of Xh, lh are described as follows. P (Xh = 1) = P (Xh = 0) = 0.5.
In our system, lh is computed in a 2D-Hough transform space which partitions
the image space into a set of 32× 32 bins [2] and then converted back in c × r
space. We assume that the prior P (lh) is uniformly distributed in this c/32×r/32
2D-Hough space.

A segmentation S is represented by

S ≡ {ms, ls, cs, φs}, (3)

ls is the position relative to the location of the object hypothesis in the image.
ms is a discrete random variable indexing which of a number of trained contours
of the object Vk is present in the scene. Each index value is associated with
a set of contour points which are represented as their positions relative to the
reference point, ls. To generate a contour in the training stage, we first manually
choose a small set of the contour points. Then we interpolate the rest of the
contour points by fitting a B-spline to these points. We repeat this process for
NVk training views of each object, constructing the value space of ms as a set
of indexes of these NVk contours. Note the superscript, Vk, allows for different
objects to have a different number of contour models associated with them. cs

is the scale of the contour and we make P (cs) uniformly distributed between
0.5 and 1.5 in 21 steps. φs, the contour score of segmentation, is a continuous
random variable with a value domain between 0 and 1. Priors are all uniform
distributions: e.g. P (ms) = 1/NVk , P (ls) = 1/(rc), and P (cs) = 1/21.
1 We use the interest operator proposed in [12] with the minimum distance between

interest points set to five pixels and the eigenvalue threshold set to 0.03.
2 Our Gabor jets contain the absolute responses of complex Gabor wavelets at 8

orientations and 5 spatial scales. For details, see [2].
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2.3 Shared Features {Fi}
In order to expedite the process of object recognition and segmentation, we adopt
the feature-sharing method proposed by [2] to cluster a large set of Gabor-jets
into a shared feature vocabulary. Each cluster center corresponds to a shared
feature and is associated with many different objects. In the training stage,
Nf shared features are learned along with their relative displacements from
the centers of the different objects. In our system, we use a vocabulary with
(Nf = 4000) features.

Given an image I, each Gabor-jet extracted at each detected interest point
will activate a shared feature. Let F be a collection of these activated features
and denote them as

F ≡ {Fi} ≡ {f id
i , lfi |i = 1, ..., N I}. (4)

Each individual feature, Fi, contains the following attributes: f id
i denotes the

shared feature identity, and lfi denotes its location. As described in the last
paragraph, each shared feature has two attributes: the Gabor jet and the relative
displacements from the centers of the objects. We denote these two attributes: gf

i

as the Gabor-jet of the shared feature of the identity f id
i , and δfi as the positions

relative to the centers of all the object hypotheses that share this feature. Both
gf

i and δfi are learned in the training stage. The prior distribution, P (Fi), is
the product of P (f id

i ) and P (lfi ). We choose uniform distributions for both, i.e.
P (f id

i ) = 1/Nf and P (lfi ) = 1/(rc).

3 Graphical Representation

The right-most diagram in Figure 1 illustrates the structure of the Bayesian belief
network. Given this model, the following three important posterior probability
distributions can be decomposed into the following formulations,

P (Fi|{Gi}, H, S,E) ∝ P (Fi|H)P (Gi|Fi), ∀i

P (H |{Gi}, {Fi}, S, E) ∝ P (H)P (S|H)
NI∏
i=1

P (Fi|H), (5)

P (S|{Gi}, H, {Fi}, E) ∝ P (S|H)P (E|S),

Each posterior probability in Equation 5 captures the problems of feature
activation, object recognition, and segmentation, respectively. The probabilities
on the right hand side of Equation 5 can be readily evaluated. The formulation of
each likelihood is described in Section 3.1, and the inference process by stochastic
simulation is detailed in Section 3.2.

3.1 Likelihood Models

In this section we describe the conditional distributions of the graphical model
Ωk. Let Xfid

i
be a Bernoulli random variable describing the presence of feature
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f id
i in I. Let d be a location offset of object Vk from feature f id

i . d is a function
of object identity and shared feature identity, and this function is learned during
the training stage. P (Fi|H) is formulated as

P (Fi|H) ∝
{
P (Xfid

i
= 1|Xh) exp−α‖lh−lfi −d‖2

, ∀i, if ‖lh − lfi − d‖2 ≤ R
1

rcNf , otherwise
(6)

where P (Xfid
i

= 1|Xh), the associations between object models and shared
features, are learned during training [10]. R is a small constant which allows
small variations of positions. R is set to 2 in current implementation.

P (Gi|Fi) represents the likelihood of a shared feature, Fi, activated by the
interest point, Gi, and can be denoted as

P (Gi|Fi) ∝ expSim(gf
i ,gg

i ) δ(‖lfi − lgi ‖), ∀i. (7)

P (S|H) represents the probability distribution of the segmentation, S, given
an object hypothesis, H . P (S|H) can be denoted as

P (S|H) ∝ P (φs|Xh)
∑

(x,y)T∈A

δ(‖ls − (x, y)T ‖), (8)

where A is a 2D discrete space {−La, · · · ,+La}2. La = 10 in current implemen-
tation. We assume both P (φs|Xh = 0) and P (φs|Xh = 1) are Gaussian dis-
tributions parametrized by (μ0, σ0) and (μ1, σ1) respectively, which are learned
in the training stage. The learning algorithm of these two distributions is ex-
plained as follows. Given a training image, we used the same one-pass system [2]
to compute a set of image locations that each object is most likely present, i.e.
each object is associated with a image location, no matter whether the object
is present or not. Then for each object, we used our trained contours to match
edges in the image around the neighborhood of the associated location. We also
allow some transitions and scale variations during matching. Then we take the
average of the edge values at every point of a contour and call this a contour
score. This matching is repeated for all training images and for each object. In
the end we obtain two distributions of the contour score for each object, one
associated with its presence and the other associated with its absence. In this
paper, we will show that the associations between contour scores and object
presence help to improve recognition.

P (E|S) represents the likelihood of the segmentation, S, given an edge map,
E. Let Edge(E,S) compute the sum of edge values of E only at every point
location of the contour of identity ms, at a reference point ls and scaled by cs.
Let Length(ms) be the number of contour points of the contour ms. P (E|S) can
be denoted by

P (E|S) ∝ exp
1

Length(ms) Edge(E,S) . (9)
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3.2 Stochastic Simulation

So far we have presented our belief network. Stochastic simulations are used for
approximate inference. The simulation is based on Gibbs sampling, a scheme
of Markov Chain Monte Carlo, which is commonly used to approximate the
Bayesian inference of a high-dimension probability distribution. Our algorithm
consists of two steps. First, we obtain a set of promising object candidates from
Murphy-Chutorian and Triesch’s system [2]. The number of the candidates, de-
noted by K, determines the number of Gibbs sampling processes we need to run.
We construct K graphical models, {Ωk}, one model for each candidate. Second,
we perform Gibbs sampling for each model to determine the presence of each
candidate, and also obtain its segmentation if this candidate is determined to
be present. The sampling process is as follows. In the beginning of a Gibbs sam-
pling process, we pick an initial sample using the procedure described in Box 1,
Step 1 of Gibbs Sampling. Then we draw T + Tm samples sequentially based
on the conditional probability distributions described in Equation 5. The first

Obtain a set of promising object candidates
We pick a set of K object candidates based on the system proposed by Murphy-Chutorian and

Triesch [2]. A candidate is picked if the posterior probability of its presence of is larger than 0.1.
For each object candidate, k, we construct a graphical model, Ωk, to further verify whether this
object is present or not in an input image I.

Approximate the joint distribution of each model
Begin

Set a counter k = 1.
Set L, the number of the objects found in the input image I, to 0.

(*) In model Ωk,
Observations: (I, E, {Gi, i = 1 · · ·NI})

I: input image; E: edge map; {Gi, i = 1 · · ·NI}: Gabor-jets at interest points
Latent Variables: (H, S, {Fi, i = 1 · · ·NI})

H: object hypothesis; S: segmentation; {Fi, i = 1 · · ·NI}: a set of activated shared features
Gibbs sampling

1. Initialization: Set the iteration counter t = 1 and set initial values θ0 = (θ0
H , θ0

S, θ0
F1

, · · · , θ0
F

NI
).

θ0
Fi

is set to arg maxFi
P (Gi|Fi), ∀i. We initialize θ0

S as follows. ms is initialized by randomly

picking an integer between 1 and NVk . ls is set to 0, and cs is set to 1. φs is set to 0.2, which
is close to the average contour score for the training images. To initialize θ0

H , we set the value
of Xh to 1 and set lh to the location of the kth object candidate.

2. Obtain a new value θt = (θt
F , θt

H , θt
S) from θt−1 through successive generations of values

θt
Fi

∼ P (Fi|θt−1
H , θt−1

S , G, E), ∀i

θt
H ∼ P (H|θt−1

S , {θt
Fi

}, G, E)

θt
S ∼ P (S|θt

H , {θt
Fi

}, G, E)
3. Change the iteration counter t to t + 1. Loop back to Step 2 until t > T + Tm. (T=3000 and

Tm=1000).
Performing Recognition and Segmentation: Discard the first T samples and compute the
expectation value of the state using the next Tm samples. Denote this expectation as θ∗

k. If the
component, Xh, of θ∗

k is larger than 0.5, increase L by one and θ∗
k is a new detection. Set k = k +1.

Loop back to Step (*) to perform approximate inference for the next model, Ωk, until k > K.
End

Resolving Partial Occlusion (Optional): Please refer to Section 3.3.

Box 1. Summary of the proposed stochastic simulation algorithm



114 H.-J. Chen et al.

T samples are discarded, and then the rest of Tm samples are used to compute
expectation of the state value. Denote this expectation as θ∗. If the component,
Xh, of θ∗ is larger than 0.5, we determine that this object is present and also
obtain its segmentation simultaneously. The algorithm is summarized in Box 1.

3.3 Resolving Partial Occlusion

After all objects have been detected and segmented in the input image, the
partial occlusion can be further resolved by checking the edge consistency at
the boundaries of all the overlapped areas between each pair of objects. Ideally
the contour of a frontal object has stronger edge responses than that of the
occluded object does in the overlapped areas. By checking edge consistency we
can remove the overlapped areas from the segment of the occluded object and
achieve a better segmentation result.

4 Experimental Results

We evaluate our probabilistic framework using the CSCLAB [2] database, which
consists of 1000 images of (No = 50) everyday objects with significant occlusions
and 10 different cluttered backgrounds. Among the 1000 images are 500 single
object scenes and 500 multiple object scenes. Each multiple-object scene has 3 –
7 objects. Each object model is trained on all single-object scenes and the first
200 multiple-object scenes in which it appears. All the objects are presented in
different scales and positions and in slightly different viewing directions. Scale
varies over more than an octave.

Figure 1 and Figure 2 display several examples of successful segmentation and
recognition in different cluttered scenes. These results demonstrate the capability
of our system to deliver precise recognition and segmentation results for complex
objects with significant partial occlusions and scale variations. Further, note

Gi

Xh

lh

H

NI

Fi

I

ES

Fig. 1. Left: A simple scene with three objects (Nuts Can, Suisse Mocha Box, and
Becks Beer) on a table. Middle: The segmentation and recognition results from our
proposed algorithm. Right: Graphical representation of the proposed Bayesian belief
network. The shaded box nodes denote the evidences. The circles denote the hidden
variables. The ellipse denotes the hypernode composed of hidden variables. The big
plate around Fi and Gi comprises NI number of i.i.d. Fi and i.i.d. Gi.
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Fig. 2. Recognition and Segmentation results: the red lines depict the contour of each
object. The partial occlusion has been resolved correctly for each object.

Fig. 3. ROC curves of the integrated system (pink line) and the recognition-alone
system (green line) Left: Overall performance Middle: Performance comparison with
respect to the “Red Cup” object Right: Performance comparison with respect to the
“Scotch Tape Box” object

that even some of the transparent objects in our database, such as the clear
cup and the water bottle, can also be segmented and recognized well under this
framework.

The ROC curves in Figure 3 compare the performance of the unified model
with the feed-forward recognition system that has no segmentation and does not
compute contour scores for recognition. Our unified segmentation and recogni-
tion system performs well with a 87.5% true positive rate at a 5% false positive
rate on the difficult 50 object detection task. As can be seen, our framework,
by integrating segmentation, improves detection rate for any fixed false positive
rate. More interesting, the performance improvement is quite significant for some
most difficult objects with features like little texture, small sizes, and/or strong
occlusions. For example, for the object “Red Cup”, the detection rate increases
from 39% to 60% at 1% false positive rate, and from 87% to 96% at 5% false
positive rate. For the object “Scotch Tape Box”, the detection rate increases
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from 74% to 85% at 2% false positive rate, and from 85% to 96% at 4% false
positive rate. The results show that our integrated segmentation and recognition
framework achieves performance improvement for the majority of the objects.

5 Conclusion

In this paper we propose a novel probabilistic framework that integrates image
segmentation and object recognition based on a Bayesian belief network. Our
model consists of three latent nodes: object hypothesis, segmentation, and wavelet
features. The joint distribution is approximated by Gibbs sampling. Because the
system proposed by Murphy-Chutorian and Triesch achieves reasonably good
recognition performance in a very fast feed-forward fashion, we efficiently obtain
a good initialization point, which makes the stochastic simulation more likely
and quickly to converge to the true distribution. We expect the advantage of
this property to be more significant in our future work in which we increase
the state space of our model, such as allowing rotations in contour matching,
or allowing part of the contour points to move. Segmentation can be also fur-
ther improved using active contour algorithms such as Snakes [13]. Due to the
shared feature vocabulary, our system is scalable to recognizing large numbers
of objects. Experimental results demonstrate that our method outperforms a
feed-forward version of the system that does not try to segment the objects. Our
probabilistic framework can easily incorporate different types of features for both
recognition and segmentation, which could further improve performance.

Our current system can be extended to perform full 3-D object recognition and
segmentation (in contrast to the single pose version described here) by simply
adding more training images of different poses of each object. An important
direction for further research is to develop a method for learning the contour
models without manual segmentation of training images.

Acknowledgments. Parts of this research were supported by NSF under grant
IIS-0208451.
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Abstract. This paper presents the visual surveillance aspects of a dis-
tributed intelligent system that has been developed in the context of
aircraft activity monitoring. The overall tracking system comprises three
main modules — Motion Detection, Object Tracking and Data Fusion.
In this paper we primarily focus on the object tracking and data fusion
modules.

1 Introduction

This paper describes work undertaken on the EU project AVITRACK1. The
main aim of this project is to automate the supervision of commercial aircraft ser-
vicing operations on the ground at airports (in bounded areas known as aprons).
A combination of visual surveillance algorithms are applied in a decentralised
multi-camera environment with overlapping fields of view (FOV) [1] to track
objects and recognise activities predefined by a set of servicing operations. Each
camera agent performs per frame detection and tracking of scene objects, and
the output data is transmitted to a central server where data association and
fused object tracking is performed. The system must be capable of monitoring
a dynamic environment over an extended period of time, and must operate in
real-time (defined as 12.5 FPS with resolution 720×576) on colour video streams.

The tracking of moving objects on the apron has previously been performed
using a top-down model based approach [2] although such methods are generally
computationally expensive. An alternative approach, bottom-up scene tracking,
refers to a process that comprises the two sub-processes motion detection and
object tracking; the advantage of bottom-up scene tracking is that it is more
generic and computationally efficient compared to the top-down method.

Motion detection methods attempt to locate connected regions of pixels that
represent the moving objects within the scene; there are many ways to achieve
this including frame to frame differencing, background subtraction and motion
1 This work is supported by the EU, grant AVITRACK (AST3-CT-3002-502818).

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 118–125, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Distributed Multi-camera Surveillance for Aircraft Servicing Operations 119

analysis (e.g. optical flow) techniques. Background subtraction methods, such
as [3], store an estimate of the static scene, which can be accumulated over a
period of observation; this background model is subsequently applied to find
foreground (i.e. moving) regions that do not match the static scene.

Image plane based object tracking methods take as input the result from the
motion detection stage and commonly apply trajectory or appearance analysis
to predict, associate and update previously observed objects in the current time
step. The tracking algorithms have to deal with motion detection errors and
complex object interactions in the congested apron area e.g. merging, occlusion,
fragmentation, non-rigid motion, etc. Apron analysis presents further challenges
due to the size of the vehicles tracked, therefore prolonged occlusions occur
frequently throughout apron operations. The Kanade-Lucas-Tomasi (KLT) fea-
ture tracker [4] combines a local feature selection criterion with feature-based
matching in adjacent frames; this method has the advantage that objects can be
tracked through partial occlusion when only a sub-set of the features are visible.
To improve the computational efficiency of the tracker motion segmentation is
not performed globally to detect the objects. Instead, the features are used in
conjunction with a rule based approach to correspond connected foreground re-
gions; in this way the KLT tracker simultaneously solves the problems of data
association and tracking without presumption of a global motion for each object.

The data fusion module combines tracking data seen by each of the individ-
ual cameras to maximise the useful information content of the observed apron.
The main challenge of data fusion for apron monitoring is the tracking of large
objects with significant size, existing methods generally assume point sources [1]
and therefore extra descriptors are required to improve the association. People
entering and exiting vehicles also pose a problem in that the objects are only
partially visible therefore they cannot be localised using the ground plane.

In this paper, Section 2 introduces the use of visual surveillance in ambient
intelligence systems. Section 3 reviews the per camera motion detection, objects
tracking and categorisation. Section 4 describes the data fusion module and
Section 5 contains evaluation of the presented methods.

2 Visual Surveillance for Ambient Intelligence

A real-time cognitive ambient intelligence (AmI) system requires the capability
to interpret pervasive data arising from real-world events and processes acquired
from distributed multimodal sensors. The processing systems local to each sen-
sor require the capability to improve the estimation of the real-world events by
sharing information. Finally, this information is shared with the end users, sug-
gesting decisions and communicating through human terms to support them in
their tasks. The work presented on the AVITRACK project represents the initial
steps in the development of such a system, with intelligent interpretation of the
scene via distributed vision based agents. In the longer term it is anticipated
that the vision based agents will be able to share information with e.g. GNSS
location agents, PTZ camera agents, infra-red camera agents, radar-based agents
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and RFID tag agents etc. The sharing of information between multimodal sen-
sors provides a more accurate, more complete, representation of the events as
they unfold in the scene.

The long term aim of airport surveillance in this context is to provide the end
users with the capability to use the information distributed by the AmI system.
The cognition of human actions through aural, visual and neural sensors coupled
with intelligent processing is a fundamental part of such a system since it is this
cognition that allows such a system to detect and understand the behavioural
patterns of the human actors within the observed scene. Coupled with this is
the requirement that the end user can communicate with the system to facilitate
complex activities in the environment; this communication can be achieved either
through context aware mobile devices that can adapt to dynamically changing
environmental and physiological states or by external sensing and interpretation
of the end user actions.

The driving goal of this research is to improve the efficiency, security and
safety of airport based operations within the AmI paradigm. From a computer
vision point of view this means the requirement of distributed visual surveillance
and interpretation of a complex dynamic environment over extended time peri-
ods. In this paper we focus on the object tracking and data fusion modules from
such a visual surveillance system; more details of the complete system are given
in [5].

3 Scene Tracking

A motion detector segments an image into connected regions of foreground pixels,
which is then used to track objects of interest across multiple frames. The motion
detection algorithm selected for AVITRACK is the colour mean and variance
algorithm (a background subtraction method based on the work of [3]). The
evaluation process that led to this selection, is described in more detail in [6].
The colour mean and variance algorithm has a background model represented
by a pixel-wise Gaussian distribution N(μ, σ2) over the normalised RGB space,
together with a shadow/highlight detection component based on the work of [7].

For per camera scene tracking, the feature-based KLT algorithm is incor-
porated into a higher-level tracking process to group features into meaningful
objects; the individual features are subsequently used to associate objects to ob-
servations and to perform motion analysis when tracking objects during complex
interactions.

For each object O, a set of sparse features S is maintained, with the number
of features determined dynamically from the object’s size and a configurable
feature density parameter ρ. The KLT tracker takes as input the set of obser-
vations {Mj} identified by the motion detector, where Mj is a connected set of
foreground pixels, with the addition of a nearest neighbour spatial filter of clus-
tering radius rc, i.e., connected components with gaps ≤ rc. Given such a set of
observations

{
M t

j

}
at time t, and the set of tracked objects

{
Ot−1

i

}
at t−1, ob-

ject predictions {P t
i } are generated from the tracked objects. A prediction P t

i is
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then associated with one or more observations, through a matching process that
uses the individual tracking results of the features S of that object prediction
and their spatial and/or motion information, in a rule-based approach.

The spatial rule-based reasoning method is based on the idea that if a feature
belongs to object Oi at time t − 1, then it should remain spatially within the
foreground region of Oi at time t. A match function f is defined which returns the
number of tracked features of prediction P t

i that reside in the foreground region of
observation M t

j . The use of motion information in the matching process, is based
on the idea that features belonging to an object should follow approximately
the same motion (assuming rigid object motion). Affine motion models (solving
for wT

t Fwt−N = 0 [8]) are fitted to each group of k neighbouring features of Pi.
These motion models are then represented as points in a motion parameter space
and clustering is performed in this space to find the most significant motion(s) of
the object. These motions are subsequently filtered temporally and matched per
frame to allow tracking through merging/occlusion and identify splitting events.

On the apron, activity tends to happen in congested areas with several vehi-
cles stationary in the proximity of the aircraft. To differentiate between station-
ary and moving objects, the motion detection process was extended to include
a multi background layer technique. The tracker identifies stopped objects by
performing region analysis of connected ‘motion’ pixels over a time window and
by checking the individual motion of features of an object. Stationary objects are
integrated into the motion detector’s background model as different background
layers. The advantage this method has over pixel level analysis (e.g. Collins et
al [9]), is that for extended time periods (e.g. 30 minutes) pixel level methods
tend to result in fragmented layers that do not represent cohesive objects.

To improve reasoning in the data fusion module we introduce a confidence
measure that the 2-D measurement represents the whole object. The localisation
is generally inaccurate when clipping occurs at the left, bottom or right-hand im-
age borders when objects enter/exit the scene. The confidence measure ψ is esti-
mated in an n pixel border of the scene as ψe = max(|loce(Oi)− loce(It)| /n, 1.0)
where e ∈ {(left, x), (bottom, y), (right, x)} determines for which edge of the im-
age / object the confidence is measured, Oi is the object and It is the current
image frame. ψ is in the range 0.0 − 1.0, a single confidence estimate ψOi is
computed as a product over the processed bounding box edges for each object.

In the AVITRACK project both top-down and bottom-up approaches have
been applied to the problem of object categorisation. The challenges faced in
apron monitoring are the quantity (28 categories) and similarity of objects to be
classified e.g. the majority of vehicles have similar appearance and size; therefore
the simple descriptors used in many visual surveillance algorithms are likely to
fail. The top-down approach [10, 2] applies a proven method to fit textured 3D
models to the detected objects in the scene; the performance of this module is
excellent for many of the vehicle categories with few false matches; the disadvan-
tage of this method is the computational cost which is currently prohibitive. The
bottom-up alternative to this approach is similar to the eigenwindow approach
of Ohba and Ikeuchi [11]; this method has the advantage that objects can be
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classified even when partly occluded. The accuracy of the bottom-up method is
currently 70% for limited classes of object. A more detailed description of the
scene tracking process can be found in [12].

4 Data Fusion

The method applied for data fusion is based on a discrete nearest neighbour
Kalman filter approach [1] with a constant velocity model; the main challenge
in apron monitoring relates to the matching of tracks to observations; this is
not solved by a probabilistic filter, therefore the simpler deterministic filter is
sufficient. The (synchronised) cameras are spatially registered using coplanar cal-
ibration to define common ‘world’ co-ordinates. To localise objects in the world
co-ordinates we devised a simple heuristic strategy that estimates the ground
plane centroid using the camera angle to the ground plane, object category and
the measured object size.

The data association step associates existing track predictions with the per
camera measurements. In the nearest neighbour filter, the nearest match within
a validation gate is determined to be the sole observation for a given camera.
For multiple tracks viewed from multiple sensors, the nearest neighbour filter is:

1. For each track, obtain the validated set of measurements per camera.
2. For each track, associate the nearest neighbour per camera.
3. Fuse associated measurements into a single measurement.
4. Kalman filter update of each track state with the fused measurement.
5. Inter-sensor association of remaining measurements to form candidate tracks.

The validated set of measurements are extracted using a validation gate [1];
this is applied to limit the potential matches between existing tracks and ob-
servations. In tracking work the gate generally represents the uncertainty in the
spatial location of the object; in apron analysis this strategy often fails when
large and small objects are interacting – the uncertainty of the measurement is
greater for larger objects, hence using spatial proximity alone, larger objects can
often be mis-associated with the small tracks. To circumvent this problem we
have extended the validation gate to incorporate velocity and category informa-
tion, allowing greater discrimination when associating tracks and observations.

The observed measurement is a 7-D vector Z = [x, y, ẋ, ẏ, P (p), P (v), P (a)]T

where P (·) is the probability estimate that the object is one of three main tax-
onomic categories (p = Person, v = Vehicle, a = Aircraft). This extended gate
allows objects to be validated based on spatial location, motion and category,
which improves the accuracy in congested apron regions. The effective volume
of the gate is determined by a threshold τ on the normalised innovation squared
distance between the predicted track states and the observed measurements:

d2
k(i, j) =

[
HX̂−

k (i)− Zk(j)
]T

S−1
k

[
HX̂−

k (i)− Zk(j)
]

(1)
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where Sk = HP̂−
k (i)HT + Rk(j) is the innovation covariance between the track

and the measurement; this takes the form:

Sk =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

σ2
x σxy 0 0 0 0 0

σyx σ2
y 0 0 0 0 0

0 0 σ2
ẋ σẋẏ 0 0 0

0 0 σẏẋ σ2
ẏ 0 0 0

0 0 0 0 σ2
P (p) 0 0

0 0 0 0 0 σ2
P (v) 0

0 0 0 0 0 0 σ2
P (a)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)

For the kinematic terms the predicted state uncertainty P̂−
k is taken from the

Kalman filter and constant a priori estimates are used for the probability terms.
Similarly, the measurement noise covariance R is estimated for the kinematic
terms by propagating a nominal image plane uncertainty into the world co-
ordinate system using the method presented in [13]. Measurement noise for the
probability terms is determined a priori. An appropriate gate threshold can be
determined from tables of the chi-square distribution [1].

Matched observations are combined to find the fused estimate of the object;
this is achieved using covariance intersection. This method estimates the fused
uncertainty Rfused for N matched observations as a weighted summation:

Rfused =
(
w1R−1

1 + . . . + wNR−1
numcams

)−1
(3)

where wi = w′
i/
∑N

j=1 w
′
j and w′

i = 1/ψc
i . ψ

c
i is the confidence of the i’th associ-

ated observation (made by camera c) estimated using the method in Section 3.
If tracks are not associated using the extended validation gate, the require-

ments are relaxed such that objects with inaccurate velocity or category mea-
surements can still be associated. Remaining unassociated measurements are
fused into new tracks, using a validation gate between observations to constrain
the association and fusion steps. Ghosts tracks without supporting observations
are terminated after a predetermined period of time. To track objects that can-
not be located on the ground plane, we have extended the tracker to perform
epipolar data association (based on the method presented in [13]).

5 Experimental Results

The Motion Detection module is evaluated in previous work [6]. The Scene Track-
ing evaluation assesses the performance on representative test data containing
challenging conditions for an objective evaluation. Two test sequences were cho-
sen, Dataset 1 (2400 frames) contains the presence of fog whereas Dataset 2
(1200 frames) was acquired on a sunny day; both sequences contain typical
apron scenes with congested areas containing multiple interacting objects.

The tracker detection rate (TP/(TP+FN)) and false alarm rate (FP/(TP+
FP )) metrics defined by Black et al. [14] were used to characterise the overall
tracking performance (where TP, FN and FP are the number of true positives,
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Fig. 1. (Left) Results obtained from the scene tracking module showing (Top) Dataset
1 and (Bottom) Dataset 2. (Right) Result obtained from the data fusion module.

false negatives and false positives respectively). For Dataset 1 3435 true posi-
tives, 275 false positives and 536 false negatives were detected by the KLT based
tracker. This leads to a tracker detection rate of 0.87 and a false alarm rate of
0.07. For Dataset 2 3021 true positives, 588 false positives and 108 false nega-
tives were detected by the KLT based tracker. This leads to a tracker detection
rate of 0.97 and a false alarm rate of 0.16. Representative results of the scene
tracking module are presented in Figure 1. It can be seen that strong shadows
are tracked as part of the mobile objects such as the tanker from Dataset 1 and
the transporter from Dataset 2. In Dataset 1 a person (bottom-right of scene)
leaves the ground power unit and in Dataset 2 a container is unloaded from the
aircraft; these scenarios leave a ghost track in the previous object position.

The Data Fusion module is qualitatively evaluated for an extended sequence
of Dataset 1 (9100 frames). The data fusion performance is shown in Figure 1
where estimated objects on the ground plane are shown; it can be seen that many
of the estimated objects are contiguous. The results are encouraging, for many
scenarios the extension of the validation gate provides much greater stability,
especially when objects are interacting in close proximity. Track identity can be
lost when the object motion is not well modelled by the Kalman filter or when
tracks are associated with spurious scene tracking measurements.

6 Discussion and Future Work

The results are encouraging for both the Scene Tracking and Data Fusion mod-
ules; however, tracking is sensitive to significant dynamic and static object
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occlusions. Care must be taken to handle errors propagated from earlier modules,
which can influence later processing stages (e.g. ghosts). Future work will look
into using perspective projection motion models in the Scene Tracking module,
speeding up the model based categorisation and using robust descriptors for the
bottom-up method. In the Data Fusion module a particle filter based approach
will be evaluated to improve performance in the presence of noise.
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Abstract. The Ambient Intelligence (AmI) paradigm requires a robust
interpretation of people actions and behaviour and a way for automat-
ically generating persistent spatial-temporal models of recurring events.
This paper describes a relatively inexpensive technique that does not re-
quire the use of conventional trackers to identify the main paths of highly
cluttered scenes, approximating them with spline curves. An AmI system
could easily make use of the generated model to identify people who do
not follow prefixed paths and warn them. Security, safety, rehabilitation
are potential application areas. The model is evaluated against new data
of the same scene.

1 Introduction

This paper describes the first steps towards automatic crowd analysis. Machine
Vision research has been mainly concerned with accurate measurements of ob-
ject dynamics and many algorithms have been proposed to track one of more
individuals in more or less complex scenes. Not so long ago some researchers
started to work on behaviour analysis, mainly concerned with the building of
a reusable spatial-temporal model of a scene. Notable work is research carried
out to identify patterns in time series of people working in an office, people and
vehicles moving in a car park [1][2]. The basic problem with these approaches
is that they tend to rely on accurate information extracted by trackers [3], or
they make use of coarse information, extracted from video data of individuals or
small numbers of people frequenting the analysed environment. What we are in-
terested in are highly cluttered scenes, with many people moving about, with no
apparent structure, such as those of large crowds recorded in highly frequented
public spaces, such as railway or metro stations. This paper presents an ini-
tial study on how to tackle the described scenarios with simple machine vision
algorithms that do not require sophisticated image understanding processing al-
gorithms and that can be eventually implemented in hardware. Two examples
are shown in Figure 1.

The paper is the first step to bridge two worlds: on the one hand machine
vision research that attempts to deliver stochastic models of dynamics while on
the other hand mathematical modelling of dynamics, such as fluid or aerody-
namics, recently employed to describe the complex and apparent chaotic crowd
dynamics [4][5][6][7]. Here we make use of simple image processing techniques
to extract foreground data of a dynamic scene. We then build the probability
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Fig. 1. Two frames of typical video data

distribution function (PDF) of the occurrence of the detected foreground and
the motion orientation of the foreground so as to build a local model for it. We
then make use of the two PDFs to trace the main paths of people who frequented
the scene. These paths are then considered as the modes of paths in the scene
and uncertainty around them is used to estimate an error measure to evaluate
the performance of the proposed algorithm.

The paper is organised as follows. Section 2 describes the algorithm; Section
3 discusses how paths can be extracted, and spline curves can be employed to
interpolate the extracted paths. Section 4 reports on preliminary results of the
proposed algorithm tested on a few scenes. Concluding remarks are given in
Section 5.

2 Proposed Method

The proposed method can be summarised in the following steps, described in
later sections of the paper:

– Occurrence PDF: foreground detection, connected components, accumulator,
– Orientation PDF: correlation matrix, accumulator of block matching,
– Path discovery: previous orientation, probability calculation, path split.
– Path fitting: spline interpolators, path masks.

In step 1 a probability density function for occurrence of foreground is con-
structed. This entails building the now well known pixel-based multivariate
model of image dynamics, use of connected components to remove noise and
the populating of an accumulator that, normalised to unit volume, represents a
discrete probability density function of the occurrence of the foreground from
the single view. Attempts to segment such PDF have been tried before, but in
this paper we leave the PDF as is. This is because segmenting continuous paths
is not particularly interesting or useful. Also, we split the image into cells which
might be interpreted as a fine and unorganised segmentation of the PDF. Fi-
nally, we prefer to keep an implicit representation of the PDF. In step 2 a PDF
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is built on the direction of structure. Structure for us are foreground connected
components that move in the scene and whose local motion can be estimated by
some similarity measure between consecutive frames. In this first implementa-
tion, a conventional block matching technique was implemented to identify the
next position of the foreground data. Each cell/block in the image is then asso-
ciated with a discretised orientation histogram, representing the occurrence of
direction over the analysed sequence. In step 3 paths are discovered, by merging
the information of both PDFs. In step 4 paths are approximated by spline curves
and masks generated to rapidly calculate the foreground blob-path distance and
estimate fitting error.

The rationale of the outlined approach is justified by the need to identify
main paths of direction in a complex scene, regardless of individual dynamics.
Discovering modes of dynamics in a complex scene could be employed to build
a coarse natural language narration of the scene and used to identify anomalies,
such as people going in an unusual direction.

2.1 Occurrence PDF

It is unrealistic to precompile a background model of a complex real world scene,
such as those video recorded by security cameras in public spaces. This is because
of sudden or continuous changes in illumination, shadows and noise in the video
signals. We have therefore adopted the Gaussian mixture model proposed by
Stauffer [8] [9] that builds a dynamic and updatable background scene model
on a pixel basis. The use of Stauffers algorithm allows a robust identification
of foreground data. This foreground detector assumes background can be built,
and therefore that the background stationary part of the scene can be seen over
a large number of frames. This might not be the case in more complex scenes,
for which a crowd might make invisible the background. In such cases other
techniques will need to be employed. The foreground data is further processed
to reduce noise. In particular, connected components have been implemented.
Connectivity of foreground pixels gives more robustness to the foreground data
and assures that only large foreground blobs are accepted for further analysis,
while smaller blobs are rejected as likely noise.

For each frame we accumulate foreground features for every pixel, so that
after a relatively long video sequence we have the accumulator of the foreground
occurrence throughout the whole image. Figure 2 illustrates a typical occurrence
PDF. The image can be segmented into cells, to speed the process of estimation
of the PDF.

2.2 Orientation PDF

The image plane is segmented into a regular grid of cells (N×M). The dimension
of each cell is a multiple of 2 and each cell is square-shaped (K×K). The idea is to
speed up the matching process employed as a coarse estimator of motion between
frames. Motion is estimated between consecutive frames, using the foreground
blocks of the first frame as a reference/template and searching for an optimal
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Fig. 2. Typical occurrence PDF

match in the second frame. In the current implementation, block matching is
carried out in a 3 × 3 neighbourhood, around the selected foreground cell. A
cell is labelled as foreground if the majority of its pixels are indeed foreground.
Matching performance is improved by matching only between foreground cells,
ignoring background cells.

A correlation measure [10] is used to calculate the distance between cells.
Correlation for an entire cell is then calculated by summing over all the pixels
of the cell:

D =
∑

x,y∈C

1
1 + ‖P − P ′‖ (1)

where P and P ′ are respectively the pixel in the reference cell and the pixel
in the neighbouring cell. The measurement of the correspondence between two
cells uses the normalised cross correlation. This results in a distance falling in
the (0, 1] range. The distance is 1 when the two cells are exactly the same and
becomes very small when the two cells bear large differences.

Each cell is therefore associated with a histogram representing the eight pos-
sible directions of motion. The intention here is to build a local representation
of motion, similar to a discrete reinforcement learning technique [11] , where
each cell of the table has associated a quality array, indicating the likelihood of
transition from the current cell to a neighbouring cell. The final outcome is an ori-
entation PDF, which could be interpreted as the global optical flow of the scene.

3 Path Discovery

The work described in the previous sections provides two PDFs: one for the
occurrence and one for the orientation of a scene. To discover the main paths,
we need to combine the information and extract those corresponding to higher
likelihood/probability. Ideally we would like to identify the paths corresponding
to the modes of a probability density function that combines both occurrence
and orientation information.

In order to estimate the main paths we make a number of assumptions.

Path origin: we make the assumption that all paths originate from the bound-
aries of the scene. Consequently path discovery is started from a cell the bound-
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ary of the scene and having high occurrence probability. This assumption would
not work if the scene had an entrance or exit in the middle of the image, but
this can be overcome relatively easily by using user-defined boundaries.

Graceful continuation/Smooth trajectory: We observed that paths have a
high probability to maintain their orientation (e.g. people are more likely to go
on a straight line, and seldom go backwards.) So we model the expected direction
of motion with a Poisson distribution, with its maximum in the neighbouring
cell along the current direction of motion.

The idea is to spread the likelihood of change in direction unevenly, main-
taining the previous orientation as the one at highest probability and forcing
the other directions (change in direction) to have a lower likelihood. Table 1
illustrates the probabilities used given the distance from the current orientation.

Table 1. Likelihood as function of orientation distance

d 0 1 2 3 4
Pd 0.6830 0.1335 0.02 0.0045 0.0001

From the start point, we calculate the probability for each neighbouring block
using the occurrence pdf (PDFocc), the block matching accumulator represents
the orientation probability, that is PDFor, and also the direction likelihood P d.
Furthermore, to avoid repeating calculations from the same block, we mark the
visited cells, and set their probability to 0 each time the path discovery process
has to deal with them. The probability of each neighbouring cell i : i ∈ [0..8] to
be the next path cell is:

Pi =
mi · PDF occ

i · P d
i · PDF or

i∑
k mk · PDF occ

k · P d
k · PDF or

k

where k ∈ [0..8],mi =
{

1 marked
0 unmarked

The process will follow the highest probability block and stop at a probability
ε : ε → 0. We also devised a way of deciding when to split a trajectory in two
or more sub-trajectories. This technique works on a threshold that estimates
whether two or more paths are viable given their associated likelihoods. However,
we enforce only a single split along a trajectory, so as not to generate too many
branches.

Once all paths are identified, a fitting process takes place. This serves two
purposes: (i) to have a compact representation of the path, (ii) to have a faster
way of estimating the distance between a blob/bounding rectangle, identified by
new foreground data, and the spline, and consequently estimating an error. The
following figure (Figure 3) illustrates splines approximating the identified paths.
The scene of Figure 3 left is highly complex, due to clutter, poor illumination
and reflections. Although some of the paths are incorrect, most paths reflect
the main dynamics of the scene: people moving from the gates to the exit and
viceversa. Future implementations will include a refining process of the paths.
Apriori knowledge about the scene might also help, if semi-automatic analysis
was enabled.
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Fig. 3. Left: spline interpolators superimposed on a sequence frame. Right: The stripe.

4 Experimental Results

Paths extracted using the method described in the previous sections correspond
to the main modes of trajectories followed by people in the analysed scene.
Rather than using the two PDFs (occurrence and orientation) to estimate an
error and evaluate the performance of the technique, we provide a simplififed
evaluation. We employed the idea of a stripe along the discovered paths using a
decay factor (a Gaussian weighting) along the perpedicular to the trajectory.

4.1 Support Masks

The stripe is illustrated pictorially in the Figure 3 right. Suppose the black area
represents the discovered path f = f(x, y, t) . A Gaussian distribution G(μ, σ) is
then centred on the trajectory (μ corresponding to the generic path pixel), and
σ being a predetermined standard deviation directly proportional to the size of
the blobs estimated by the connected component process.

An approximated estimate of the error between a new sequence of the same
scene and the built model can then be calculated by weighting the contribution
of a foreground blob, making use of the described weighting scheme. Since error
estimation can be performed off-line, when the model already exists, a mask for
the entire image can be built before testing.

Masks are built once for all at the end of the path modelling process.

– We build an image look-up table (LUT), where each pixel is assigned a label,
identifying the closest path in the scene.

– For each path we build a stripe mask. The mask contains the weights, in-
versely proportional to the distance between a pixel and the path/spline. To
calculate the weights we sampled the curve of the path at equally spaced
intervals Δt and used the line segment between samples to calculate the
weight.

For each FG blob we detected, we examine it pixel by pixel with the image label
LUT, and determine the closest path by taking the most frequent label of its
pixels.
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4.2 Measuring Goodness of Fit: An Information Theoretic
Approach

A number of scenes have been analysed and following the conventional machine
learning approach each sequence was split in two halves, to build and test the
model. Different percentages of frames to build the model were used, and to test
the robustness of the approach. We chose the Kullback-Leibler (KL) dissimilarity
measure to estimate the similarity between the PDFocc and PDFor of the model
and the corresponding PDFs built using a fixed percentage of test data.

D̂KL = (D(PDFmodel||PDF test)⊕D(PDF test||PDFmodel)) (2)

where DLK(p||q) =
∑

t p(t) log2
p(t)
q(t) and, for PDFocc the sum is over the entire

image, and for PDFor is a weighted sum over all the cells. The following ta-
ble illustrates some preliminary results. Table 2 illustrates results for a scene,

Table 2. Result of goodness of fit

PDFocc PDFor

Nframes D(p||q) D(q||p) D(p||q) ⊕ D(q||p) D(p||q) D(q||p) D(p||q) ⊕ D(q||p)
200 1.38744 6.41181 3.89963 0.992265 3.71003 2.35115
400 1.22145 4.72941 2.97543 0.74336 2.3779 1.56063
600 1.30149 4.22187 2.76168 0.550128 0.870776 0.710452
800 5.32319 1.50177 3.41248 0.960938 0.405281 0.68311
1000 5.43141 1.37666 3.40404 1.61853 0.448835 1.03368
1200 5.83901 1.39313 3.61607 2.20614 0.508669 1.3574
1400 5.87275 1.38677 3.62976 2.48443 0.547993 1.51621

indicating the dissimilarity for PDFocc and PDFor independently. The com-
posit, shown with the symbol ⊕, is a type of balanced non-negative dissimilarity
measure that, in theory, is zero for p ≡ q, and should decrease as the model
is refined and better represents the studied scene. These preliminary outcomes
illustrate that a decresing trend is present for PDFor but not quite for PDFocc.
The number of frames we used is still fairly low. Our next goal will be to use
longer sequences, for instance as long as hours.

5 Conclusions and Future Work

In this paper we wanted to prove that a spatial-temporal model of the main
modes of dynamics can be captured simply, without the use of a tracker. This is
important, as a tracker might not work in very cluttered scenes. Approximating
the main paths, means generating a model of normality which can in turn be
used to identify anomalies. This is the very first step towards a formalisation of
crowd dynamics. We firmly believe that density estimation of dynamics can be
built and left in implicit form, the table shows some preliminary results and a
possible way of evaluating the goodness of fit of the estimated functions.
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Abstract. An effective human-robot interaction is essential for wide penetration 
of service robots into the market. Such robots need vision systems to recognize 
objects. It is, however, difficult to realize vision systems that can work in various 
conditions. More robust techniques of object recognition and image segmenta-
tion are essential. Thus, we have proposed to use the human user's assistance for 
objects recognition through speech. Our previous system assumes that it can 
segment images without failure. However, if there are occluded objects and/or 
objects composed of multicolor parts, segmentation failures cannot be avoided. 
This paper presents an extended system that can recognize objects in occlusion 
and/or multicolor cases using geometric and photometric analysis of images. If 
the robot is not sure about the segmentation results, it asks questions of the user 
by appropriate expressions depending on the certainty to remove the ambiguity.  

1   Introduction 

Service robotics is an area in which technological progress leads to rapid development 
and continuous innovation. One central aim is to enable future service robots to be in-
structed intuitively by laypersons, such as elderly or handicapped people, rather than 
needing to be programmed by experts, as is still the case with stationary industry ro-
bots utilized in factories. Recently, service robots which interact with humans in wel-
fare domain have attracted much attention of researchers [1][2]. Such robots need 
user-friendly human-robot interfaces. Multimodal interfaces [3][4] are considered 
strong candidates. Thus, we have been developing a helper robot that carries out tasks 
ordered by the user through voice and/or gestures [5][6][7]. In addition to gesture rec-
ognition, such robots need to have vision systems that can recognize the objects men-
tioned in speech.  It is, however, difficult to realize vision systems that can work in 
various conditions. Thus, we have proposed to use the human user's assistance 
through speech [5][6][7]. When the vision system cannot achieve a task, the robot 
makes a question to the user so that the natural response by the user can give helpful 
information for its vision system.  

In our previous work, however, we assumed that we could obtain perfect image-
segmentation results. Each segmented region in images corresponds to an object in 
the scene. However, we cannot always expect this one-to-one correspondence in the 
real world.  Segmentation failures are inevitable even by a state-of-the-art method. In 
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this paper, we address this problem. Although segmentation fails due to various rea-
sons, we consider two most typical cases here: occlusion and multi-color objects. If a 
part of an object is occluded by another object, these two objects might be merged 
into one region in an image. If an object is composed of multiple color parts, each part 
might be segmented as a separate region. We propose to solve this problem by com-
bining a vision process with geometric and photometric analysis of images and inter-
action with the user. 

There has been a great deal of research on robot systems understanding the scene 
or their tasks through interaction with the user [8][9][10][11][12]. These conventional 
systems mainly consider dialog generation at the language level. Moreover, all of 
them consider relatively simpler scene containing single color objects without occlu-
sion.   In this research, however, we concentrate on computer vision issues in generat-
ing dialogs for complex scenes where multicolor or occluded objects may exist. 

2   Problems of Segmentation  

The system first carries out image segmentation. We have proposed a robust approach 
of feature space method: the mean shift algorithm combined with HSI (Hue, Satura-
tion, and Intensity) color space for color image segmentation [13]. Our previous sys-
tem [7] can work as long as the segmentation results satisfy one-to-one correspon-
dence, that is, each region in the image corresponds to a different object in the scene. 
However, we cannot always expect this in complex situations. Two most typical cases 
that break this assumption are occlusion and multi-color object situations. If an object 
is composed of multiple color parts, each part might be segmented as a separate re-
gion. If a part of an object is occluded by another object, it is not clear that the regions 
are from the same object or from different objects. Segmentation failure means failure 
of object recognition, because recognition is carried out based on the segmentation re-
sult. In this paper, we solve this problem by using geometric and photometric analysis 
of the image in the interaction framework. 

3   Reflectance Ratio for Photometric Analysis 

The reflectance ratio, a photometric invariant, represents a physical property that is 
invariant to illumination and imaging parameters. Nayar and Bolle [14] presented that 
reflectance ratio can be computed from the intensity values of nearby pixels to test 
shape compatibility at the border of adjacent regions. The principle underlying the re-
flectance ratio is that two nearby points in an image are likely to be nearby points in 
the scene. Consider two adjacent colored regions r1 and r2. If r1 and r2 are part of the 
same piece-wise uniform object and have a different color, then the discontinuity at 
the border must be due to a change in albedo, and this change must be constant along 
the border between the two regions. Furthermore, along the border, the two regions 
must share similar shape and illumination. If r1 and r2 belong to different objects, then 
the shape and illumination do not have to be the same.  

If the shape and illumination of two pixels p1 and p2 are similar, then the reflec-
tance ratio, defined in Eq. (1), where I1 and I2 are the intensity values of pixels p1 and 
p2, reflects the change in albedo between the two pixels [14].  
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For each border pixel p1i in r1 that borders on r2, we find the nearest pixel p2i in r2. 
If the regions belong to the same object, the reflectance ratio should be the same for 
all pixel pairs (p1i, p2i) along the r1 and r2 border.  

We use this reflectance ratio to determine whether or not geometrically adjacent 
regions in an image come from a single object. If the adjacent regions come from a 
single object, the variance of reflectance ratio should be small. Otherwise, large.  In 
addition, we examine the reflectance ratio for isolated regions if their boundaries have 
discontinuous parts.  If the ratio varies much along the line connecting the discontinu-
ous points, multiple objects might form the region due to occlusion. 

4   Intensity Profile for Geometric Shape Continuity Analysis 

So far, we have discussed the shape compatibility between two adjacent regions using 
a measure based on the intensity values of border pixels. Now, we concentrate on the 
compatibility of the shape of adjacent regions by analyzing the intensity values within 
the two adjacent regions.  Actually, if two regions are part of the same object, then the 
surface form of two regions must have a continuous profile. Thus we should represent 
the surface profile of two regions and compare them in the matter of compatibility or 
non-compatibility of their form. The intensity value of pixels within the regions gives 
a good indication of the form of region surfaces. As a matter of fact, we have allowed 
all variations of pixel intensity values within the regions by solely using the chromatic 
components of HSI space to perform the segmentation. These variations (or intensity 
profiles) represent the shape of regions in the image. In general, the intensity profile 
of regions in the image form 3D patches and their analysis and modeling which are a 
challenging task are out of the subject of this work.  

Rather than observing the intensity profile in 3D case, we reduce the problem to a 
simpler domain by analyzing it along the horizontal or vertical line crossing through 
both regions. In other words, we convert the pixels to a line profile that records the pixel 
intensity as a function of position. To obtain the line profile for a region pair, we take 
into account the middle pixel (p1, p2) along the border of the adjacent regions r1 and r2. 
We then fit the line profile of the line segments s1 and s2 that are passing through this 
point and crossing both regions using quadratic regression. Fig. 1 shows an example. 

 

Fig. 1. Original image with the horizontal line in the middle of adjacent regions(left), the line 
profile of line segment s1(middle) and the line profile of line segment s2 (right) 

 
(p1, p2) 

 r2 

 r1 

 s1  s2 
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After calculating the parameters and fitting the line profile for each region, we ex-
amine the continuity between adjacent regions. One drawback of this test tool could 
be that it cannot, in general, be used on small regions of an image because it violates 
basic assumptions necessary for the tool to function properly. However, in this situa-
tion, the problem can be solved with the user interaction using the reflectance ratio 
(Experiment 4). 

5   Interactive Object Recognition 

The system applies the initial segmentation method described in section 2 to the input 
image to find uniform color regions in the image. Once the process of color segmenta-
tion is completed, the merging process of adjacent regions begins. The system exam-
ines one-to-one correspondence between a region and an object. A simple measure for 
this check is the variance of the reflectance ratio. If r1 and r2 are part of the same ob-
ject, this variance should be small (some small changes must be tolerated due to noise 
in the image and small-scale texture in the scene). However, if r1 and r2 are not parts 
of the same object, the illumination and shape are not guaranteed to be similar for 
each pixel pair, violating the specified conditions for the characteristic. Differing 
shape and illumination should result in a larger variance in the reflectance ratio.  

We performed experiments to examine the usefulness of this measure.  We meas-
ured the variance of reflectance ratio from 80 test images that were taken in different 
illumination conditions. The images consist of 40 multicolor object cases and 40 oc-
cluded object cases. Fig. 2 shows the result.  From this experimental result, we clas-
sify situations into the following three cases depending on the variance values of the 
reflectance ratio. 
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Fig. 2. Distribution of variances of reflectance ratio for multicolor and occluded objects 

Case 1: If the value is from 0.0 to 0.0020, we confirm that the regions are from the 
same objects. 

Case 2: If the value is from 0.0021 to 0.0060, we consider the case as the confusion 
state. 

Case 3: If the value is greater than 0.0060, we confirm that the regions are from dif-
ferent objects. 

In cases 1 and 3, the system proceeds to the next step without any interaction with 
the user. In case 1, the system considers that the regions are from the same object, 



138 M.A. Hossain, R. Kurnia, and Y. Kuno 

while in case 3, they are from different objects. In case 2, however, the system cannot 
be sure whether the regions are from the same object or different objects. The system 
must further investigate the image in such complex situation. We use intensity profile 
in addition to the reflectance ratio in this case. We use the quadratic regression to the 
intensity values along horizontal line for a straight line or curve. Then, we check the 
continuity of the straight line or curve of adjacent regions for their compatibility.  

It is helpful for the robot to segment and recognize the target object from the scene 
if it knows the number of objects in the scene. Thus the robot asks to know the num-
ber of objects or to confirm its investigation result regarding the number of objects in 
the scene. This kind of question is plausible if the number of multicolor or occluded 
object is not more than six in a cluster by considering user’s easiness. However, if the 
user’s response differs from the robot’s initial assumptions, it should reinvestigate to 
adjust the result. Thus, all region pairs that have lower reflectance ratios must undergo 
for further analysis because the higher values of reflectance ratios specify regions are 
definitely from different objects. The robot asks questions to the user as a last resort to 
disambiguate any complexities depending on the scene.  

6   Experiments 

We performed 80 experiments for various cases in different illumination conditions. 
Here, we show four typical example cases. They represent four different problems 
found in our experiments.  

6.1   Experiment 1: Robot’s Assumption Is Correct  

In the scene shown in Fig. 3, there exist three objects: two single color objects and 
one multicolor object. Two objects are partially occluded by the third object. After 
applying the initial segmentation technique, the robot obtained four connected re-
gions, R1, R2, R3 and R4. To confirm which regions are parts of the single or different 
objects, the robot examines the value of the reflectance ratio of the adjacent regions. 

According to the value of the reflectance (Fig. 3), the robot concludes that regions 
R1 and R2 are parts of different objects, because the value of the variance is greater 
than  0.0060  (case  3).  Regions  R1  and  R4  are parts of the same object, because the  

Robot:  “Are there three objects?”  User: Yes. 

 

Fig. 3. Image containing single color, multicolor and occluded objects (left), Intensity profile of 
region R2(middle) and R1 (right) 
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value of the variance is less than 0.0020 (case 1). However, the robot is not certain 
about the regions R1 and R3, because the value of the variance is in the range of case 
2. From the value of the reflectance ratio, the robot assumes that these two regions 
may be parts of a single object. However, after investigating the intensity profile 
along the horizontal line, it is certain that the regions are parts of different objects. So, 
the robot asks its user for confirmation. 

6.2   Experiment 2: Robot’s Assumption Is Wrong  

Fig. 4 shows six regions R1, R2, R3, R4, R5, R6. According to the value of the reflec-
tance, the robot concludes that region pairs (R1, R6), (R2, R6), (R4, R6) and (R4, R5) are 
parts of different objects. Regions R1 and R2 are parts of the same object. However, 
the robot is not sure about the region pairs (R2, R3), and (R1, R4). After investigating 
the intensity profile along the horizontal line for the region pairs (R2, R3), and (R1, 
R4), it will be sure that the regions are parts of different objects. So, the robot asks its 
user for confirmation. 

Robot:  “Are there five objects?”  User: No. 
Robot: How many object in the scene?  User: Six. 

 

Fig. 4. Image containing single color occluded objects (left), Intensity profiles of region R2 
(middle) and R1 (right) 

As the robot’s initial assumption is wrong, it should reinvestigate to adjust the re-
sult. Although the test using reflectance ratio has a strong ability to measure the com-
patibility of region shape, it only specifies which regions are definitely not compati-
ble. Thus, all region pairs that have lower values must undergo for further analysis. In 
this case, after investigating the intensity profile along the horizontal line for the re-
gion pair (R1, R2), it will be sure that the regions are parts of different objects. 

6.3   Experiment 3: Robot’s Assumption About the Total Number Is Correct But 
Segmentation Is not Correct 

In the occluded object case shown in Fig. 5, two regions, yellow and red are found af-
ter initial segmentation. Since the variance of the reflectance ratio in the region 
boundary is 0.0052, the robot needs further image investigation. From the analysis re-
sult of the intensity profile, the robot will come up into an assumption that there are 
two single color objects. To make sure it’s assumption, the robot asks: 
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Robot: Are there two single color objects? User: No. 

 

Fig. 5. Occlusion case where parts of two objects are merged into one region with intensity profile 

As the robot’s initial assumption is wrong, it will ask for the user’s assistance by 
considering all possible combinations. Since the robot generates dialogue based on 
one-to-one correspondence between regions, it makes the following dialogue to dis-
ambiguate the scene.  

Robot: How many object in the scene? User: Two. 
Robot: Choose the combination: User:B 

A: One yellow and another multicolor.  
B: One red and another multicolor. 
C: Both multicolors. 

Now the robot can identify the target as multicolor one. Still it is difficult for the 
robot to segment out two objects, red one, and multicolor one containing red and yel-
low parts. The robot concentrates on the yellow part to pick up the multicolor object. 

6.4   Experiment 4: Robot Cannot Conclude  

The robot obtained four connected regions (Fig. 6), after applying the initial segmen-
tation technique. To confirm which regions are parts of single or different objects, the 
robot examines the value of the reflectance ratio of the adjacent regions. According to 
the value of the reflectance, the robot concludes that both regions pairs (R1, R3) and 
(R3, R4) are parts of different objects. Regions R1 and R4 are parts of the same object. 
However,  the  robot can not tell the relation between the regions R1 and R2. The robot  

 

Fig. 6. Image containing single color, multicolor and occluded objects 
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needs further image investigation. However, the region R1 is too small for analyzing 
the intensity profile along the horizontal line of the two regions R1, R2. So, this profile 
is not reliable. The Robot interacts with the user in the following way, 

Robot:  “Are those regions parts of the same object?”  User: Yes. 

Then, the robot confirms that regions R1 and R2 are parts of the same object. Fi-
nally, the robot concludes that there are two objects, one single color and another mul-
ticolor.  

However, in complex cases like the above, the user may not know which part the 
robot is talking about. The robot should make this clear to the user. The system shows 
the regions of interest on the display screen to the user in the current implementation. 
We would like the robot to do this by speech and gesture as humans do. For example, 
the robot will point at the regions by its finger when they speak. And/or the robot will 
give more information by speech, such as saying, “I am talking about the objects be-
sides the blue one,” in the above case.  The user now knows that the robot is talking 
about the red and yellow objects. These are left for future work.  

The proposed method is expected to reduce the user’s verbal interaction through 
the analysis of image properties. We have examined our experimental results for 80 
cases composed of several objects from 17 single and multicolor objects from this 
point. Table 1 shows the result.  There were 335 adjacent regions, 81% of which were 
correctly judged by the method. The robot needed the user's assistance for 19% cases.  
This result confirms the usefulness of the method in terms of the reduction of user's 
burden. 

However, in some more complicated cases like similar color objects occluded by 
each other or more than two object regions merge into one region, it is difficult to find 
out the border for the robot. We are now working on this problem. We are planning to 
use the robot's arm to disambiguate the scene. 

Table 1. Experimental results 

Total 
experiments  

Adjacent 
regions in 
experiments 

Automatic re-
gion merging 
/splitting  

User assistance 
needed for merg-
ing / splitting 

80 335 81% 19% 

7   Conclusion 

Interactive systems such as the one proposed here are good in that they can be ex-
pected to work under various conditions owing to human assistance.  However, if they 
need too much human assistance, they cannot be used. This paper proposes to use 
photometric invariance and geometric analysis of images to reduce segmentation fail-
ure cases. This can reduce the amount of interaction and make the system more ac-
ceptable. 
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Abstract. We present a new hierarchical graph representation for vol-
ume data as well as its associated operations to enable interactive feature
segmentation for high-resolution volume data. Our method constructs a
low-resolution graph which represents a coarser resolution of the data.
This graph enables the user to interactively sample and edit a feature
of interest by drawing strokes on data slices. A subgraph representing
the feature is derived with a growing process, and is used to extract the
high-resolution version of the feature from the original volume data by
performing an automatic mapping and refinement procedure. Our three-
level, graph-based approach overcomes partial volume effects that are
introduced by downsampling the volume data, and enables interactive
segmentation of fine features. We demonstrate the effectiveness of this
approach with several challenging 3D segmentation applications.

1 Introduction

Modern 3D imaging techniques such as Computed Tomography (CT) used in
Non-destructive Testing (NDT) can generate very high resolution volume data,
as large as 2048×2048×1024 voxels, taking over 4GB of storage space. The high
resolution of the data provides more accurate information about the subject of
study, but also presents great challenges to the associated feature segmentation,
modeling and visualization tasks. Most of the conventional segmentation algo-
rithms, such as region growing, are computationally expensive and therefore fail
to offer the desired interactivity for large volume data.

In this paper we present an interactive segmentation technique for high-
resolution volume data. Interactivity is made possible by using a graph represen-
tation of a down-sampled version of the data. The graph becomes hierarchical
when those nodes belonging to the same feature are fused into a higher-level
graph node to represent the feature; meanwhile, these nodes can also be used
to construct a lower-level, high-resolution graph from their corresponding high-
resolution region in the original data. One problem caused by down-sampling is
the partial volume effects which introduce fuzzy boundaries due to multiple ob-
jects contributing to one boundary voxel. Our hierarchical graph representation
and its accompanying operations can effectively address this problem.

An MRI head data set (Figure 3) and two NDT CT data sets (Figure 4 and
Figure 5) were used to test our approach. Our test results show that the features
of interest in these three data sets can be correctly and efficiently segmented.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 143–150, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Related Work

Volume segmentation partitions a 3D image into regions in which the voxels
share similar characteristics. One popular segmentation approach is graph-based,
which represents an image as a graph and employs a graph-partitioning algorithm
to find a globally optimal solution for segmentation[1][2]. Our graph representa-
tion is different in that it is hierarchical so it can fuse mutiple resolutions of a
volume data and enable interactive segmentation of large volume data.

Another related technique called fuzzy segmentation can handle voxels that
belong to more than one object. For example, in a partial volume multiple objects
may contribute to the value of a voxel. One fuzzy segmentation algorithm is the
fuzzy-C means[3]. Another methodology is to model the statistical properties
of fuzzy regions and seek the global optimization of a metric, e.g. Maximum a
posteriori[4]. But all these methods are costly due to global optimization.

Multi-resolution techniques have been studied to handle large data sets. Loke
et al.[5] use an octree to smooth and organize multi-resolution data sets. The
initial segmentation obtained in low-resolution data is then refined by performing
filtering and interpolation along the tree until the highest resolution level is
reached. But their approach does not apply connectivity constraints and does
not consider partial volume effects, which can lead to inaccurate segmentation
results. The octree representation also lacks the flexibility to compactly represent
complicated features.

3 Data Representation

To gain interactive rendering and segmentation, a low-resolution version of the
data is generated and then partitioned to subvolumes each of which consists of
connected voxels that likely belong to the same feature.

3.1 Data Partition

Our data partition is based on a bottom-up merging process which starts from
an initial graph in which a node consists of a voxel, an edge connects two adja-
cent voxels and the edge weight equals the difference of their voxel values. The
graph nodes are merged iteratively based on a merge function M :

M(a, b) =
Na + Nb

Ng
(

Na

Na + Nb
ea +

Nb

Na + Nb
eb) +

Ng −Na −Nb

Ng
eg − eab

where a and b are the two graph nodes connected by an edge, Na and Nb are
their voxel number respectively, Ng is the total number of homogeneous voxels
in the data set, ea and eb are the average edge weight of a and b, respectively;
eg is the average edge weight of all edges connecting homogeneous voxels in the
data, and eab is the edge weight for a and b. Ng and eg are global variables
and calculated from homogeneous voxels which are thresholded by the average
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gradient magnitude of all non-zero voxels. So the merge function considers both
the local and global information of the data set.

A sorted list of the merge function values for all edges is maintained and
updated dynamically to decide the merging order. When all edges output non-
positive merge function values, the merging process stops and outputs the par-
titioned subvolumes of the data.

3.2 Graph Representation

The subvolumes are organized as a hierarchical graph to support feature seg-
mentation from high-resolution volume data. Each subvolume becomes a graph
node and an edge is created for every pair of adjacent subvolumes. The weight of
the edge equals the difference of the average voxel values of the two subvolumes.
Each graph node also caches the statistical properties and the boundary voxels
of the corresponding subvolume.

A three level graph can be constructed as shown in Figure 1(Left). First,
the low-resolution graph consists of the graph nodes generated from the down-
sampled data. Second, a group of low-resolution graph nodes that belong to
the same feature can be clustered into a feature node which becomes a part of
the feature graph. Finally, a low-resolution region represented by a set of low-
resolution graph nodes can be used to extract their corresponding high-resolution
region from the original high-resolution volume data. A high-resolution graph
then is generated from this high-resolution region with the method described
above. This graph can help segment the fine feature which is difficult with the
low-resolution graph.

Fig. 1. Left: three levels of detail based on the graph; Right: the data structure of a
graph node where node data stores the boundary voxels and the statistical properties
of the subvolume and the graph node maintains the pointers

Figure 1(Right) illustrates the data structure of a graph node. Compared to
other data structures supporting LOD, such as the octree, the hierarchical graph
representation is constructed based on the features of interest. Each graph node
associates a likelihood of belonging to one feature, and the hierarchical graph
representation is thus feature-centric, which is more flexible and intuitive for
feature segmentation.
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4 Interactive Feature Segmentation

The user segments a feature by interactively drawing on the slices of the down-
sampled data or original data while previewing the images of the segmented
volume. An uniformity metric is provided for the user to direct a greedy growing
process which starts from the seed nodes selected by the user. This subgraph and
the statistical properties of the feature are used to obtain the high-resolution
version of the feature from the original volume data through a mapping and
refinement procedure. Fine features inside blurry regions in down-sampled data
can also be segmented by partitioning the high-resolution graph constructed from
its corresponding high-resolution region. Figure 2 displays the user interface.

Fig. 2. The system interface while segmenting the watch in the Box data set. (a) Left:
sampling and editing the watch by drawing strokes on the low-resolution slice: adding
nodes with the red stroke; blocking nodes with the blue stroke; deleting nodes with the
cyan stroke; (b) Middle Left: the bounding voxel facets of the high-resolution watch
under segmentation; the 3D window defines the region which is used to generate a
high-resolution graph, and its intersection area on the slice is also shown in (a); (c)
Middle Right: the high resolution slice of the watch; the white boundary lines in (a),
(b) and (c) depict the intersection between the slice and the bounding voxel facets for
previewing; (d)Right: 2D transfer functions used to volume render the data.

4.1 Uniformity Criterion

An uniformity function U is defined to grow the feature based on the graph,
which measures the overlap of two subvolumes’ histograms and their edge weight:

U(a, b) =
1
2
[

n∑
i=0

MIN(
ha(i)
Na

,
hb(i)
Nb

)] +
1
2
(1− eab

emax
)

where a and b are the two subvolumes in evaluation, ha and hb are the corre-
sponding histograms, n is the maximum data voxel value, MIN is a minimum
function, Na and Nb are the voxel number of a and b respectively, eab is the edge
weight for a and b, and emax is the maximum edge weight in the data set.

The uniformity value has a range between zero and one. The larger the
value, the more likely the node belongs to one feature. Whenever seed nodes
are selected, the uniformity values of their neighboring nodes are calculated.
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The middle right window in Figure 2 shows the sorted uniformity values of the
neighboring nodes with line markers along the bottom slider. The height of a
marker is proportional to the number of voxels in the corresponding node.

4.2 Feature Growing and Editing

An automatic growing method based on the graph has been developed to segment
the feature of interest. Whenever a node is merged into the region, the automatic
growing step brings the node’s neighbors into consideration, and recalculates the
uniformity values of all candidate nodes. This procedure is performed iteratively
until no more nodes can be merged into the region. The uniformity threshold
used in growing is defined by moving the bottom slider shown in Figure 2(c).

The graph representation also supports editing operations including adding,
deleting, blocking, merging, and splitting nodes. Since the graph is invisible to
the user, the editing operations are applied to the graph according to the user’s
drawing on the slice with different types of strokes.

Adding and deleting have been discussed in section 3.2. The blocking opera-
tion prevents overgrowing by explicitly defining some nodes which are absolutely
out of the feature. Merging is similar to the merging in preprocessing to reduce
the graph size, or alternatively it uses a feature node to replace all its offspring
nodes. Splitting separates one graph node into at least two nodes and is used to
modify incorrect merging.

4.3 Fine Feature Segmentation

Fine features cannot be segmented directly with the down-sampled data and its
low-resolution graph. Due to their small size, more details from the original data
are extracted with a 3D window as in Figure 2(b) and are represented as a high-
resolution graph. The high-resolution slice of this region as shown in Figure 2(c)
is also provided to facilitate feature segmentation and editing.

4.4 Mapping and Refinement

The mapping procedure maps the boundary voxels of a low-resolution feature
to the original volume data, and then refines the fuzzy boundaries to obtain the
high-resolution ones. One voxel in the low-resolution data corresponds to a voxel
block whose position and size can be calculated with the down-sampling rate.

A refinement method is employed to obtain the accurate boundary of the
high-resolution feature. This process uses an inflation algorithm to refine can-
didate voxels including all mapped boundary blocks and all neighboring blocks
obtained by morphologically dilating the mapped boundary blocks[6]. The infla-
tion refinement grows the boundary voxels from the outer-most internal voxels
surrounded by the boundary blocks to the outer-most candidate voxel layer. The
criterion used in inflation is calculated from the average voxel value v and the
standard deviation σ of all internal block voxels.
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Segmented features can be displayed with surface rendering and hardware
volume rendering. When a segmentation is under way, the bounding facets of
segmented voxels are rendered for previewing. Smoother surfaces can be obtained
with a method described in [7]. In short, the boundary is low-pass filtered to
remove high frequency[8] and then the marching cubes method[9] is applied to
extract the feature’s surface.

5 Results

We present the test results with three data sets listed in Table 1 which also
includes the preprocessing time and memory usage for the low-resolution graphs.

The middle two images in Figure 3 shows the tumor and damaged brain tissue
segmented from the MRI head data with our method. The intersection lines of
the slice and the bounding voxel facets in Figure 3(Right) reveal the accuracy
of the results. Figure 4 shows the NDT Box data and the segmented watch with
our approach. The watch contains several materials and has low-contrast to
its neighboring objects. Figure 5 shows the segmented components of the flash
light. Each component shares fuzzy boundaries with at least one component.
Our approach can overcome the partial volume effects and can separate these
small components.

In our experiments, the tumor and the damaged tissue were segmented, re-
spectively, in about 30 seconds; the flashlight mechanics took around 1 minute
per component; the watch took 6 miniutes because the wristband contains fine
parts and consumes more time to operate on the high-resolution graph. Table 2
compares the performance of the feature growing plus the mapping to the per-

Table 1. Tested Data Sets

Data Set Dimension Feature Preprocessing Low-resolution Memory
MRI Brain 256x256x256 tumor 5.14 Sec. 64x64x64 11.65MB
CT Box 1024x1024x1024 watch 14.2 Sec. 256x256x128 57.354MB
CT Maglight 512x512x2048 mechanics 51.73 Sec. 128x128x512 111.157MB

Fig. 3. Left: the head tumor; Middle Left: surface rendering of the segmented tumor;
Middle Right: the volume rendering of the segmented damage brain tissue; Right: the
high-resolution slice of the segmented damaged tissue shown in the middle right image
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Fig. 4. Left: The Box rendered with hardware-accelerated NPR. Middle Left: Render-
ing of the watch using a conventional transfer function method; Middle Right: volume
rendering of the segmented watch; Right: its internal graph representation: the colors
differentiate grown nodes, candidate nodes and blocking nodes. Note that the graph is
invisible to the user.

Fig. 5. Left: the Maglight; Others: five components from the circled part

Table 2. Performance Results

Approach Region Growing Graph-based Method
Feature time(sec.) growing mapping
tumor 0.2327 0.002 0.024
damaged tissue 2.5658 0.03 0.787
watch 4.3712 0.048 1.052

formance of the region growing without criterion selection. The timing numbers
show that our method is faster than the region growing, and the feature growing
are always sub-seconds therefore the process is interactive.

The graphs can take more than 100MB memory as presented above. However,
since low-resolution datasets must fit in video memory and therefore have limited
size, the graph size is also limited.

6 Conclusions

The main contribution of our work is that we have developed a new hierarchical
graph representation for volume data and a set of associated operations to enable
interactive segmentation of high-resolution volume data on a single PC. With
such a hierarchical graph-based approach, volume segmentation is conducted
through interactively operating on the linked 2D and 3D displays of the data.
Hardware acceleration of both the segmentation and rendering steps gives the



150 R. Huang and K.-L. Ma

user immediate visual feedback, making possible more intuitive and editable 3D
feature segmentation. The capability to edit segmented features directly allows
the user to segment complex 3D features that previous methods fail to do well.

There are two promising directions for further research. First, we will study
how to automate the growing process as much as possible so the user can focus on
the results rather than the process. Second, we plan to exploit the programmable
features of commodity graphics cards to accelerate some of the volume segmen-
tation operations to increase interactivity further.
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Abstract. This paper presents a new method for projecting a mesh
model of a source object onto a surface of an arbitrary target object.
A deformable model, called Self-organizing Deformable Model(SDM), is
deformed so that the shape of the model is fitted to the target object.
We introduce an idea of combining a competitive learning and an energy
minimization into the SDM deformation. Our method is a powerful tool
in the areas of computer vision and computer graphics. For example, it
enables to map mesh models onto various kinds of target surfaces like
other methods for a surface parameterization, which have focused on
specified target surface. Also the SDM can reconstruct shapes of target
objects like general deformable models.

1 Introduction

Recent developments of measurement devices enable us to deal with 3D object
models. In the 3D modeling, users prefer to not only display original models but
also generate new models by editing original ones, or create animations from
them. However, the direct use of original models is computationally expensive
because they are composed of a large number of points on the object surfaces.

One of the solutions for this problem is a surface parameterization which is
to find a relationship between an object of complex shape and a primitive ob-
ject of simple shape. This relationship makes it possible to deal with the models
of complex shape efficiently and easily through their corresponding primitives.
Moreover, since objects can be represented by a unified form, it is easy to estab-
lish a correspondence between multiple models. Therefore, the parameterization
method is a powerful tool in the areas of computer vision and computer graphics
including 3D object morphing[1], object recognition[2], and texture mapping.

Many techniques for the parameterization have been reported. One of them is
to reconstruct object surfaces by using deformable models [2, 3, 4, 5]. Practically,
the initial deformable model is a mesh of plane or sphere. The mesh model is
deformed by moving its vertices so that it fits to a target object. The other
method for the parameterization is to compute a mapping function[6, 7], which
enables us to project the object mesh model onto a primitive object surface such
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as planar or spherical one. There are some types of mapping functions including
harmonic mapping and conformal one.

However, most of the traditional methods using a mapping function have
been designed only for their specific primitives. Users must choose the mapping
function according to the shape of the target object. This mapping technique
is desired to be able to map any mesh models onto arbitrary surfaces. On the
contrary, the fitting of a deformable model to a target object is formulated as
an optimization problem of an energy function that measures the deviation of
the model from the surface points of the target. Since the deformation of the
model from the points on the target surface uses a lot of points and vertices
of the model, it is necessary to find an optimum solution in the large search
space which includes many local minima. Accordingly, some initial conditions of
the deformable model greatly influence on both the computational cost of the
recovery and the accuracy of the obtained model. However, the estimation of the
initial model becomes more difficult when the shape of the object is complicated.
It is difficult for users to implement the preferable deformation. For example, the
inadequate movement may lead to some problems such as the self-intersection
of the model. Therefore, the traditional methods using deformable models are
required to find an optimal movement of vertices through trial-and-error.

This paper presents a new method for fitting a deformable model to the points
of a target object. The deformable model is called Self-organizing Deformable
Model(SDM), which can reduce the computational cost while keeping the quality
of the obtained model. Our proposed method is composed of two major steps:
1)generate the rough model of the object by deforming the SDM based on a
competitive learning, and 2)improve the accuracy of the model by minimizing
an energy function. Our SDM can specify a correspondence between an arbitrary
point and a vertex of the deformable model, while this specification is a difficult
task for traditional methods using deformable models.

2 Self-organizing Deformable Model

2.1 Notations

First, we describe some notations for our SDM. The SDM is a deformable mesh
model represented by triangular patches. The deformation of the SDM is made by
the combination of a competitive learning and an energy minimization method.
The purpose of deforming the SDM is to fit it to a target surface. The target
surface is represented by a set of points on the surface, called control points. We
can choose arbitrary shapes for both initial shape of the SDM and target surface.
As shown in Fig. 1, both of the initial SDM and the target surface can be selected
from various kinds of models including sphere, animals and human faces. Here
note that the SDM and the target surface must have the same topological type.

Using notations adopted in [8], the SDM M can be regarded as a two-tuple
M = (V,K), where V is a set of 3D positions vi (1 ≤ i ≤ Nv) of Nv vertices, and
K is an abstract simplicical complex which contains all adjacency information
of M. Moreover, K includes three types of subsets of simplices: a subset of
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Recovery of target surface from SDM

Final SDMinitial SDM

SDM

deformation

target surface

Target surface database Projection of SDM onto target surface

Final SDM

SDM

deformation

target surface initial SDM

Fig. 1. Concept of our proposed method

vertices i ∈ Kv, a subset of edges e = {i, j} ∈ Ke, and a subset of faces f =
{i, j, k} ∈ Kf . Therefore, K = Kv∪Ke∪Kf . Here, our edge representation has a
commutative property. For example, the edge e3 as shown in Fig. 2 is composed
of two vertices i3 and i4 (i3, i4 ∈ Kv), and is described as e3 = {i3, i4} = {i4, i3}.
We represent each face of the SDM with a list of its three vertices arranged in
counterclockwise direction, i.e., the face f2 as shown in Fig. 2 is described by
f2 = {i2, i4, i3} = {i4, i3, i2} = {i3, i2, i4}.

When two vertices in Kv are connected only by one edge in Ke, these vertices
are topological neighbors of each other. Given two vertices i1 and i4 as shown
in Fig. 2, a path from i1 to i4 is defined as a series of edges. Then, a topological
distance L(i1, i4) between them is defined as the number of edges of the shortest
path from i1 to i4. Hence, another topological distance L(i4, i1) from i4 to i1 is
equal to L(i1, i4). The shortest path between i1 and i4 is illustrated by dashed
lines, and the topological distance L(i1, i4) (= L(i4, i1)) is 2.

2.2 Formulation of SDM Deformation

There are two purposes of deforming the SDM: one is to fit the SDM to a
target surface S, and the other is to recover S from the SDM. Considering
our SDM notation, the first purpose of the SDM deformation is to project the
SDM onto S by changing the vertex positions in V while keeping the original
topology among vertices represented by K. This projection is called the topology-
preserving mapping. Given an initial SDM Mb and a final SDM Md, the
topology-preserving mapping Φ is formulated as

Φ : Mb = (Vb,K) �−→Md = (Vd,K) (1)

To formulate the second purpose of the SDM deformation, we define an error
function for reconstructing the target surface S from the SDM M. Each control
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Fig. 3. SDM Deformation

point pu on S is corresponded to its closest vertex among all vertices of M. Let
Ωi be a set of control points that are made correspondence with a vertex i. Also
we denote as Γi a set of faces fm ∈ Kf which include the vertex i. Then, the
error function is defined as a distance D(M,S) between M and S:

D(M,S) =
1
3

1
|Γi||Ωi|

∑
i∈V

∑
fm∈Γi

∑
pu∈Ωi

{H(pu, fm)}2, (2)

where |Γi| and |Ωi| is the total amounts of elements in Γi and Ωi, respectively.
A function H(pu, fm) returns the Euclidean distance between pu and fm.

From eqs.(1) and (2), the deformation of Mb is formulated by the optimiza-
tion problem of finding Md and Φ̃ which satisfy the following conditions:

Md = Φ̃(Mb); (3)

Φ̃ = argmin
Φ

D(Φ(Mb),S). (4)

3 SDM Deformation

3.1 Overview

This section explains how to deform a SDM. Generally, the projection function Φ
in eq.(1) is nonlinear, and a deformation from Mb to Md is not always unique.
Here, as shown in Fig.3, the SDM introduces a framework of Self-Organizing Map
(SOM)[9] so that the SDM and control points on a target surface are regarded as
a network and input data of the SOM, respectively. Then, vertices of the SDM
and their 3D positions correspond to units of the network and positional vectors
of units, respectively.

SOM is one of the well-known methods for finding a topology-preserving map-
ping. By using SOM, we can obtain a network which represents the distribution
of given input data. The network consists of units and edges. Each unit has a po-
sitional vector which provides a position in the input data space. The algorithm
using SOM consists of three steps. The first step is to compute the Euclidean
distance between an input data randomly selected and every unit of the net-
work. Next, the unit with the minimum distance is selected as a winner unit of
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the input data. For the winner unit and its neighbor units, their positions are
modified so that these units become closer to the input data. These processes
are repeated until all units are not modified. In the algorithm, the network is
deformed by moving units in the input data space.

From the geometrical point of view, the model resulting from SOM has the
character that the Voronoi region of each vertex of the SDM includes almost
the same number of control points. This means that the final SDM Md can not
always recover the object surface completely because Md may not be satisfied
with the equation (4). In order to cope with this problem, we further deform
the SDM by minimizing an energy function to improve the accuracy of the
reconstructed target surface by the SDM. The energy function in our method is
based on the error function in eq.(2). When the vertex i is located at the position
vi, the value of the energy function E for the vertex i is computed by

E(vi) =
∑

fm∈Γi

∑
pu∈Ωi

{H(pu, fm)}2. (5)

3.2 Algorithm

Our deformation of the SDM is composed of the following steps:

1. Initialize a time parameter t to t = 0.
2. From the set of control points on a target surface S, randomly choose a

control point p(t) at time t.
3. Determine a winner vertex k(t) ∈ K by

k(t) = argmin
i∈K

[np · (p(t) − vi)], (6)

where np is a normal vector at p(t). The expression ‖x‖ is the Euclidean
norm of a vector x.

4. For the winner vertex k(t) and its neighbors, adapt their positions according
to the topological distances from k(t):

vi ← vi + ε(t)λ(i|k(t))(p(t) − vi). (7)

where ε(t) is a learning rate which determines the extent to which the vertex
is adapted towards the point, and is defined by ε(t) = εb( εd

εb
)t/Tc . Here, εb and

εd are, respectively, an initial value and a final value of ε, and these values
are set to εb = 3.0 and εd = 0.1. Tc is the maximum number of repeating
from step 2 to 5.
The neighborhood function λ(i|k) in eq.(7) means an adaptation rate of an
arbitrary vertex i for a winner vertex k. It is a decreasing function of the
topological distance between two vertices. The value of λ() is computed by

λ(i|k) = exp[−1
2
{L(i, k)

σ(t)
}2]. (8)

The standard deviation σ(t) of the Gaussian is obtained by σ(t) = σb(σd

σb
)t/Tc

for a initial value σb and a final value σd. We empirically set σb and σd to
σb = 0.1 and σd = 0.005, respectively.
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5. If all vertices are not moved, or t ≥ Tc, then go to step 6. Otherwise, t← t+1
and go to step 2.

6. For each vertex i:
(a) Choose potential vectors ṽi by ṽi = vi + w(p−vi) for updating the

position vi of the vertex i. Then, pu included in Ωi is a corresponding
control point of the vertex i. The parameter w is a variable which gives
a rate for moving vi to pu.

(b) Find the vector v∗
i satisfying

v∗
i = arg min

ṽi

E(ṽi), (9)

where E(vi) is the energy function in eq.(5). And update vi by vi ← v∗
i .

7. If the SDM M is satisfied with D(M,S) < θe, the process is terminated.
Otherwise, go to step 6. Here, θe is a threshold.

Our algorithm can control the deformation of the SDM by changing the ways
how to choose a control point in step 2, and how to determine a winner vertex in
step 3. For example, a user can have the constraint that an arbitrary vertex i is
always selected as the winner of a special control point pu. Under this constraint,
the SDM is deformed so that the vertex i constantly moves toward pu. When
choosing probability of control points on a particular region of the target surface
is higher than that of other points, the vertices of the SDM tend to move toward
the region. Therefore, the way to choose points makes an influence on the density
of vertices of the SDM on the target surface.

4 Experimental Results

In order to verify the applicability of our proposed method, we made some
experiments of applying the SDM to various kinds of 3D object models. The
models “bone”, “venus” and “rabbit” downloaded from Cyberware webpage are
contained in the models used in our experiment. When a set of range points on
a target surface are given, these range points are directly used as control points.
On the other hand, when the target surface is represented by some parametric
functions, control points are calculated from the functions.

At first, a face model of a male is generated by applying the SDM to the range
data of the face as shown in Fig.4(a). The range data is composed of about 85,000
points on the facial surface. The initial shape of the SDM is the tessellated sphere
by subdividing each triangular facet of an icosahedron recursively [10]. Fig.4(b)
shows the surface resulting from our SDM at level 3, which is obtained by 4 times
subdivision. It takes about two minutes to obtain the result on a PC platform
with Intel Pentium IV 2.8[GHz]. To improve the accuracy of the model, we
increase the number of vertices by performing 1-to-4 subdivision for all patches
of the SDM twice, and obtain the SDM at level 5. The newly obtained vertices
are moved by repeating steps 6 and 7 in the algorithm of our SDM deformation.
The final result is shown in Fig.4(c). Here, an approximation error by the SDM
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(a) (b) (c) (d)

Fig. 4. Recovery of an object shape by SDM: (a)range data of a male face; (b)face
model obtained by deforming SDM at level 3; (c)face obtained by deforming SDM at
level 5; (d)reconstructed bone model

(a) (b) (c)

Fig. 5. Projection of object model onto some kinds of surfaces by our SDM. Top
row: mesh models of (a)venus, (b)pig and (c)rabbit; bottom row: models mapped onto
(a)plane, (b)spherical surface and (c)cylinder.

is defined as the average distance between each patch of the model and points
on the face. The errors of two models as shown in Fig.4(b) and (c) are 0.27 and
0.12[mm], respectively. Since these models is obtained by the recursive division
of patches, it is easy to generate the multiresolution model of the face. Our
SDM is applied to other kinds of models. Fig. 4(d) shows an example of bone
reconstructed from a spherical SDM.

The second experiment is to project some mesh models of objects onto simpler
surfaces such as plane and sphere. The top row in Fig. 5 shows the initial SDMs.
The model of the “venus” is projected onto a plane, where each grid point on
the plane is used as a control point. In the projection of both models of a “pig”
and a “rabbit”, all control points on the target surfaces are calculated from their
surface functions. The number of control points used in each projection is ten
times larger than that of vertices included in a mesh model to be projected. The
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bottom row in Fig. 5 displays the projected models. From these results, we can
conclude that our method can project mesh models onto some kinds of mapping
surfaces in a unified framework.

5 Conclusion

This paper proposed a new method for projecting mesh models onto a given
surface by Self-organizing Deformable Model(SDM). The basic idea behind the
SDM is the combination of the competitive learning and the energy minimiza-
tion. Some experimental results show that our SDM is a powerful tool for various
fields in computer vision and computer graphics. For example, the SDM enables
us to establish the correspondence between two mesh models by mapping them
onto a common target surface. One of its applications using this correspondence
is a morphing between the models. Now we have developed some applications
using the SDM.
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Abstract. We present a new method for deforming an object in a static
real scene, which interacts with animated synthetic characters. Unlike the
existing method - making a new synthetic object to substitute for the in-
teracting object in the real scene, we directly deform the object in image
space using an image-warping technique with assistance from a simpli-
fied 3D sub-model. The deformed image sequence is processed further
using the Expression Ratio Image (ERI) technique to apply the illumi-
nation changes generated by the deformation. Using this method, we can
maintain the photo-realistic rendering quality of the scene efficiently by
preserving the appearance of the object in the real scene as it is.

1 Introduction

Rendering synthetic objects into real scenes is a popular technique used in many
applications such as film production and augmented reality [1]. To render an
existing object in a real scene (we call this object an “image-object” in this
paper) that is being deformed by the interaction with a synthetic character,
the image-object should also be modelled and animated as another synthetic
object (we call this method “synthetic-copy” in this paper). The simulation
of interaction between the character and image-object can be rendered with
original textures and lighting conditions extracted from the real scene. Then, a
final animation would be created by the careful composition of the real and the
synthetic scenes.

When an image-object is complex enough as a part of a complex environment,
the object is strongly coupled with other objects in the environment. Separating
the object from the original scene is not easy. If the deformations of the object
generated by the interactions with a synthetic character are not too large, the
animator may want to find another method instead of using synthetic-copy. For
example, if an image includes a bed with very complex shapes and textures, and
a synthetic ball is thrown on the bedspread, we may try to find a more efficient
way rather than modelling and animating the deformations of the bedspread
synthetically. In the film making process, the interacting real objects are often
deformed with the aid of a virtual object such as a transparent glass stick. Before
the final composition of the real scene and synthetic characters, the glass stick
in the real scene is erased frame by frame.

In this paper, we suggest a new method for handling the interactions between
a synthetic character and an image-object in a static real scene. A simplified 3D
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sub-model representing the image-object is used in the simulation of the inter-
actions with the synthetic character. The geometric change of the 3D sub-model
generated by the simulation is used to deform the original image-object using
warping techniques in image space. To reflect the illumination change generated
by the deformation, we apply the Expression Ratio Image (ERI) technique to
the deformed image. Because we only need the change of silhouette and the ratio
of illumination in our process, a simplified white 3D sub-model can be used in
the simulation. Using this method, we can maintain the photo-realistic rendering
quality of the image-object by preserving the textures and lighting conditions in
the original real scene more effectively than the synthetic-copy method.

There are some assumptions and restrictions in our method. First, we con-
sider only a single static real scene as the background image; thus, the position
and orientation of the camera are always fixed during the animation. Second, we
assume the positions and directions of a camera and lights in the real scene are
already known. This is feasible because those parameters can be known when the
real scene is newly photographed for the animation. If not, we can use conven-
tional methods (see next section) to estimate the camera and light parameters.
Third, we assume the size of the deformation of the image-object is not too large,
so any special case such as “cloth folding” does not arise in the simulation.

2 Related Work

Various image-based lighting techniques [2] have been developed for recover-
ing reflectance properties of real surfaces under unknown illumination. Liu et
al. [3] proposed a method of capturing the illumination change of one person’s
expression. They map ERI to any different faces to generate more expressive
facial expressions. There have been many research projects for getting camera
attributes from several images, but it is still a challenge to extract camera pa-
rameters from a single image [4]. Much effort has also gone into the area of
deforming an image. According to Gomes et al. [5], the numerous warping meth-
ods can be roughly classified into parameter- [6], free-form- [7, 8], and feature-
based [9, 10] techniques. There have been a lot of research results of generating
animations from 2D pictures or photographs. Image-based rendering methods
generate new images having an arbitrary viewpoint, using a lot of 2D input im-
ages [11, 12, 13, 14, 15], or by creating 3D graphical models or animations from
an image [16, 17, 18].

3 Image-Based Deformation

3.1 3D Sub-model

To deform an image-object according to a given scenario, we need appropriate 3D
deformation data. In our method, a 3D sub-model (see Fig. 1) that corresponds
to the image-object is used in the simulation of interaction. This model can
be constructed using image-based modelling methods [16, 17] combined with a
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Fig. 1. The top left is an image-object. The rest are the frames in the animation
of a 3D sub-model corresponding to the change of geometry and illumination of the
image-object.

known camera position. The shapes of 3D sub-models should be similar enough
to those of the original image-objects, but some simplifications may be made as
follows:

– The back of shapes hidden from the fixed camera view can be omitted.
– The shapes, which are not deformed by the interaction, can be omitted. For

example, we can use the sub-model of the bedspread only, excluding other
parts of bed in the “ball on the bed” example in Section 1.

– The complex shapes, which do not have any serious effect on the change of
silhouette in the 2D view of the model, can be ignored.

The colors and textures of the 3D sub-model do not have to be considered
because the sub-model will not be rendered into the final rendered output. We
used plain white color for all sub-models in our experimental examples, which is
also helpful in measuring the illumination change in the ERI process.

3.2 Geometric Change

The two same 2D grids are generated: GI and GM , which cover the image-
object and the initial projected view of the 3D sub-model, respectively (see

Fig. 2. Geometric Change: The leftmost image shows the 2D grid on the image-object.
According to the deformations of 3D sub-model (middle white models), the image-object
is geometrically deformed (right).
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Fig. 3. (a) Grid GM for a 3D sub-model. (b) Vertices in GM are aligned to the feature
points. (c) Changed grid GM is in the middle of the simulation. (d) Initial static image. (e)
Aligned grid GI is identical to GM . (f) Warped image according to the grid change in (c).

Fig. 2 and 3). Some feature points are defined on the deformed surface of the
3D sub-model. Initially, GM is aligned to the feature points by moving each grid
vertex to the projected 2D coordinates of the closest feature point from the grid
vertex (see Fig. 3(b)). When the surface is deformed, some feature points are
moved, the corresponding grid vertices in GM can be moved automatically to
the changed projected coordinates of the feature points (see Fig. 3(c)). The grid
GI is deformed to be identical to GM for each frame, and the image-object is
warped using a conventional, two-pass warping method [7, 8] using the deformed
grid GI (see Fig. 3(f)).

We need to control the resolution of the set of feature points and grid so
that each feature point corresponds exclusively to a single grid vertex. Simulta-
neously, it is desirable to maintain the resolution of the grid as low as possible,
because the unbound grid vertices that do not correspond to any feature point
cannot move in the deformation process, which prevents the exact deformation
of the image-object. Sometimes the background pixels around the image-objects
should be warped together with the pixels that are included in the image objects.
Especially, in the “waving cloth” example shown in Fig. 2, the background pixels
near the boundary of the cloth object are shown and hidden alternately in the
animation. In this case, we make the grid cover a slightly larger region, including
some of the boundary pixels as well as the object. Then, the warping process
can generate the natural deformation of the background pixels, which prevents
annoying clipping and composition of the image-object from the background
scene, frame by frame.

We assume the deformation of the object is always local enough that the
degenerate cases, including self-intersections among the grid edges, do not arise
in the middle of the simulation. Because of this restriction, we cannot treat
scenes including large deformations, for example, a flapping flag in a strong
wind, using our method. If such a large deformation is needed, we need to use
the synthetic-copy method for the image-object.

3.3 Illumination Change

As Fig. 4 shows, the geometric warping alone cannot generate a convincing
deformation result. In the first row of the figure, we cannot see the realistic de-
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Fig. 4. Applying Illumination Change: The image sequence in the first row shows the
geometrically warped images. Applying the change of illumination, gives the result
shown in the second row, which looks more expressive and convincing.

formation effects because the resulting image sequence does not show the details
such as wrinkles and illumination changes. Using the known light positions, we
can construct virtual light sources to illuminate the 3D sub-model in the sim-
ulation process. The intensities and other properties of the lights are manually
controlled to be as similar as possible to the real scene. Because, we only measure
the ratio of illumination change, this rough approximation of light properties is
usually acceptable in most cases. The rendered white 3D sub-model shows the
illumination changes, which can be applied to the image-object using the ERI
technique [3].

Assume there are m light sources illuminating some point p on a surface. Let
n denote normal vector of the surface at p, and li and Ii, 1 ≤ i ≤ m, denote
the light direction from p to the ith light source and the intensity of the light
source, respectively. Suppose the surface is diffuse, and let ρ be its reflectance
coefficient at p. ERI (�) is defined as the ratio of light intensity at the same
point p between two arbitrary lightened images:

� ≡ I ′

I
=

ρ
∑m

i=1 Iin′ · l′i
ρ
∑m

i=1 Iin · li . (1)

From the above equation, we have I ′ = �I for a point p on the surface.
To apply the illumination change computed by ERI to the image-object at

the ith frame, we need the following images:

– A0: rendered image of the 3D sub-model at the initial frame.
– Ai: rendered image of the deformed 3D sub-model at the ith frame.
– A′

0: warped image generated by warping A0 to have the same geometry as
Ai.

– Bi: the geometrically deformed image-object at the ith frame.

As proven in [3], we can compute the ERI (�) easily by comparing two pixel
values at same position:

�(u, v) =
Ai(u, v)
A′

0(u, v)
, (2)
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where (u, v) is the coordinates of the pixel in image space. Then, we can apply
the ERI to compute a new intensity of the image-object at the pixel (u, v) as
follows:

B′
i(u, v) = �(u, v)Bi(u, v). (3)

Note that the algorithm requires a warping from A0 to A′
0, because the ERI

should be calculated at two points at the same position in two imagesA′
0 and Ai.

After computing a series of background real scene, including the image-
objects that are deformed appropriately, the composition of the background
scene and the animation of the synthetic characters using conventional compo-
sition techniques [19] produces the final animation.

4 Results

In the animation in Fig. 5, a ball is thrown on the laundry to shoo away a fly.
The time and position of each collision between the laundry and the ball are
predefined in a scenario, which also implies the collision force related to the
velocity and mass of the ball. We used a well-known mass-spring model [20] to
simulate the deformation of the laundry generated by the collision. We used a
23 × 23 grid for the geometric warping. The original real scene is an image of
1400× 1050 pixels.

Fig. 5. Example 1: (a) The original, fixed real scene. (b) Two synthetic objects: a
fly and a ball. (c) Composition result with proper deformations of the laundry object
interacting with the synthetic ball.

Fig. 6. Example 2: (a) The original fixed real scene. (b) A synthetic electric fan. (c)
The animation resulting from using our image-based deformation method. (d) The
animation resulting from modelling and animating the synthetic cloth model: the cloth
is rendered separately using texture mapping.
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Fig. 6 shows an example of a piece of cloth flapping in the wind generated
by an electric fan. A 23× 23 grid is used for this example. We can observe the
differences between the animations generated using image-based deformation
(Fig. 6(c)) and the synthetic-copy method (Fig. 6(d)). When both the electric
fan and a piece of cloth are synthetic models, the quality of the rendering for
the synthetic models depends on the animator’s skill and time invested in mod-
elling and animating the characters. Our result looks sufficiently expressive and
convincing compared to the result of the traditional method.

5 Conclusions and Future Work

This paper suggests a new method for rendering the deformations of an image-
object that is interacting with a synthetic character rendered into a real scene.
With the aid of a 3D sub-model, we can deform the image-object directly in
image space, using warping and ERI techniques. Some convincing experimental
results are shown in this paper.

The most important advantage of this approach is that we can maintain the
photo-realistic rendering quality of the image-object because we directly use the
original image-object to deform it. Doing so prevents going through the complex
process of extracting the exact lighting information from the original real scene.

The image-warping technique exploited for geometric deformation has some
limitations. A large amount of deformation cannot be handled with this ap-
proach. In that case, it still seems that there is no way to solve the problem
without using the synthetic-copy method. Moreover, when the deformed face in
the 3D sub-model is nearly parallel to the viewing direction, the face becomes
too small to be deformed with the image warping. We need more investigation
for these cases.

Applying our method to the real video scene with a dynamically changing
viewpoint and direction may be another extension. We are also trying to improve
our method to be applied to real-time environments like 3D games. When the
interaction happens, the 3D sub-model for the background object is deformed
with great rapidity, and other processes such as image warping and ERI should
be enough fast to support the real-time speed.
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Abstract. This paper presents a quantitative evaluation of the accu-
racy of different sphere-tree construction methods when they are used
in deformable bodies. The methods evaluated are Grid (an extension of
octrees), Hubbard, Adaptive Medial Axis and Spawn. We also present
a new approach to update the sphere-tree hierarchy that ensures lower
loss of accuracy than in traditional update techniques.

1 Introduction

One of the main concerns in surgery simulation is achieving a realistic frame-
work such that interactions between virtual human tissues are as natural as in
the real world. This implies to process, in real-time, the collision and contact re-
sponses between deformable virtual objects. Collision detection has always been
a bottleneck to obtain real-time simulations and an extensively research topic
in computer graphics. Most of the work has been focused on solving the rigid
body collision detection problem, but, in the last years, collision detection be-
tween deformable objects has become a hot topic of research. Typical algorithms
to detect the collision between deformable bodies are based on using bounding
volumes and spatial decomposition techniques in a hierarchical manner.

This work addresses the collision detection problem for deformable objects
when bounding sphere hierarchies are used. In the last years, the sphere-tree
construction process has been significantly improved [1]: the sphere-tree approx-
imations are tighter and the object’s surface is better covered by the leaf spheres
of the hierarchy. However, when an object deforms, the hierarchies need to be
updated at each time-step to keep the accuracy of the collision checking. This
update can be very slow and can affect the interactivity of the simulation.

1.1 Contributions and Outline

To the best of our knowledge, there is not a quantitative evaluation, in terms of
accuracy, for different sphere-tree hierarchies when they are used in deformable
objects. We present a quantitative evaluation of the accuracy of different sphere-
tree hierarchies by measuring the looseness with which the sphere-tree fits an
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object in a deformable body. Additionally, we develop different update techniques
for the sphere-tree hierarchies that keep the tightness to the object and we
compare their accuracy.

The rest of the paper is organized as follows. Section 2 gives an overview of
collision detection methods and a brief description of the different sphere-tree
hierarchies that we evaluate. Next, in section 3, we identify some aspects of the
sphere-tree hierarchies that affect the looseness of the spheres and present our
sphere-tree hierarchy update techniques. We also describe how we measure the
looseness of the spheres on the object. After that, experiments and comparisons
are presented in section 4. Finally, some possible future work and conclusions
that can be drawn from our comparisons are described in section 5.

2 Related Work

Refer to [2, 3] for recent surveys in collision detection for deformable objects.
Most of the algorithms developed for collision detection use bounding volumes
hierarchies such as oriented bounding boxes (OBBs) [4], k-dops [5], including the
6-dop special case: the axis-aligned bounding boxes (AABBs) [6], and sphere
trees [1, 7]. According to Van den Bergen [6], AABBs are better option than
OBBs for objects undergoing deformations, in terms of memory storage and
hierarchy updates. Larsson and Akenine-Möller [8] compared different methods
for the hierarchy updating process (i.e. bottom-up and top-down strategies).
They proposed an hybrid method that uses both strategies. Mezger et al. [9]
speeded up the process by updating only parts of the hierarchy where the vertices
have not moved farther than a given distance. Sphere-trees are a key factor in
time-critical collision detection [10] which has only been applied in rigid body
collision detection. Some works compared the performance of different bounding
volumes for rigid bodies [1, 4]. Recently, James et al. [11] presented a method
to update sphere-tree hierarchies by using reduced deformable structures. For
deformable objects there has been some evaluations for axis-aligned and oriented
bounding boxes [6, 8], but to our knowledge there is not evaluation of different
sphere-trees hierarchies when they are used for deformable bodies.

2.1 Background

A collision detection algorithm, based on sphere hierarchies, checks for collisions
between successively tighter approximations of the objects surface. These ap-
proximations are composed of a set of spheres that bound, in some manner,
primitives of the surface object (e.g. facets, vertices). The better fit of these
approximations to the surface object, the more accurate the collision algorithm
is. Each level of the hierarchy represents a tighter fit that its parent and the
children covering the object’s surface are totally wrapped by the parent sphere.
We describe some techniques to construct these hierarchies.

The Grid algorithm [12] is based on the octree algorithm [13, 14, 15] where the
bounding cube of the object is subdivided into 8 sub-cubes (nodes). Each sub-
cube can also be subdivided into another set of sub-cubes until a given depth.
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These cubes are used to generate the sphere tree. The grid algorithm instead
of producing an equal subdivision of the parent node as in the octree, allows
more freedom in the sub-division. The idea is to find a grid that produces the
fewest number of spheres to approximate the object. Thus, the spheres can be of
any dimension. The algorithm can therefore be seen as an optimization problem
by considering how well filled (by the object) each sphere is. The optimization
technique will aim to increase the area covered by some spheres so others spheres
can be discarded.

The Hubbard’s algorithm [7] generates the sphere-tree from an approximation
of the object’s medial axis surface. To span the surface, first a set of points are
uniformly placed on the object’s surface and used to construct a 3D Voronoi
diagram. Then, the Voronoi vertices inside the polyhedron are identified to span
the surface. Each of these vertices define a sphere, and these spheres tightly
approximate the object. Hubbard reduces the number of spheres while preserving
as much tightness of the approximation as possible by merging the spheres. The
Adaptive Medial Axis algorithm [1] is based on Hubbard’s algorithm. Hubbard
[7] uses a static medial axis approximation while Bradshaw et al. [1] proposed
to update the medial axis approximation during the construction of the sphere
tree by adding more sample points. Location of these new points is chosen so
that the worst sphere is replaced (or merged) with tighter fitting ones.

The spawn algorithm [12] distributes the error evenly across the approxima-
tion. Each sphere is expanded the same amount until they protrude past the
surface a given distance, a stand-off distance. A search algorithm is used to ob-
tain this distance that will yield the desired number of spheres. Additionally,
instead of using the object’s medial axis for the construction, a local optimiza-
tion algorithm is used to generate the set of spheres. For each sphere in the
set, the optimization algorithm chooses the location that best covers the object,
hence keeping small the set of spheres. The algorithm is named spawn as each
sphere grows from its predecessor.

3 Updating Hierarchies

The sphere-tree hierarchies, described previously, keep a constant accuracy dur-
ing collision detection between rigid bodies. However, for deformable objects,
where the hierarchies are modified (i.e. the radius and center of the spheres are
changed), there is a loss in the accuracy. A standard manner to obtain the new
position of a center is by adding to the original center the average displace-
ment vector of the enclosed vertices. James et al. [11] relocated the center by
the weighted average displacements of the vertices inside a sphere. The radius
is computed by obtaining the distance from the new center to the farthest en-
closed vertices. This might excessively increase the radius of the new sphere
and largely affect the accuracy of the sphere-tree hierarchy. Additionally, for
the latest sphere tree construction methods [1], in certain cases, the spheres do
not enclose any vertex. For example, when lots of long, thin triangles are being
used. We name these spheres void spheres. Next, we propose some approaches
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that avoid an excessive increment of the radius of the sphere, keeping suitable
levels of accuracy, and that take into account the vertices that are not inside the
spheres to relocate the sphere.

3.1 Update of the Center

We first correctly link all the spheres to the vertices of the object’s surface to
avoid the existence of void spheres. For each intersecting facet Fi with a given
sphere, s, we obtain the vertices vj such that vj ∈ Fi and associated to s. This
can include internal and external vertices with respect to s. Repeated vertices are
excluded. Next, let BB be the bounding box of the set of vertices vj associated
to s and cBB the center of BB. Let u be the displacement vector of the bounding
box center, i.e. u = cBBnew − cBBoriginal

. Thus, the new position of the center,
c, of the sphere is given by:

cnew = c + u. (1)

This process is repeated for all the spheres in the hierarchy.

3.2 Update of the Radius

Let dj be the distance from the associated vertices vj ∈ s to the sphere’s center,
c, in the undeformed configuration and let djnew the distance of the new positions
(i.e. in the deformed object) of vj to the new center position. Define the distance
increment ratio as αj = djnew/dj. Thus, for a given leaf sphere, the new radius,
rn, is computed as follows:

rn = rmax(αj) (2)

where r is the original radius. This is done hierarchically, so that for upper levels,
instead of using the vertices, we use the distance to its children spheres. Let dcj

be the distance between the centers of s and of its associated child sphere sj ,
and rj the original radius of sj . For non-leaf spheres, dj is calculated as follows:

dj = dcj + rj . (3)

Consequently, if dcjnew is the distance between the new center of s and the new
center of sj and rjnew is the new radius of sj, then djnew is calculated as follows:

djnew = dcjnew + rjnew . (4)

Hence the radius is obtained as in Equation 2.
Alternatively, we can modify the radius using the bounding box, BB, of the

elements (vertices or children spheres) associated to the given sphere. Redefine
dj as the distance from the original center of the sphere to the j corner of BB
and djnew the distance from the new center of the sphere to the j corner of the
new bounding box. Hence we can compute the radius as:

rn =
maxj(djnew)
maxj(dj)

r. (5)

For leaf spheres, the bounding box is calculated using its associated vertices and
for non-leaf spheres it is computed using its children spheres.
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3.3 Proposed Update Approaches

We have proposed two approaches based in how we update the radius and center
of each sphere of the hierarchy. Both approaches use our linking method to
associate spheres to the object’s surface and avoid the existence of void spheres.

– Approach 1: The center of the sphere is updated using the traditional ap-
proach, i.e. weighting the displacement of the sphere center and the radius
is computed using our method in Equation 2.

– Approach 2: The center of the sphere is updated using the displacement of
the center of the bounding box of the associated particles or children spheres,
Equation 1. Similarly, the radius update is based on the bounding box as in
Equation 5.

3.4 Accuracy Measure

We have measured the accuracy of a sphere-tree by measuring the looseness
of the spheres, that is, a measurement of how much of the sphere protrude
outside the object. Hubbard [16] uses Hausdorff distance from each sphere to
the object’s surface. However, when the object is non-convex, the distance needs
to be approximated. We measure the error by considering the volume outside
the object but inside the spheres. Both measures are computationally expensive
and prohibited for real-time simulations. Next, we explain how we measure the
volume between the object and the spheres.

Define a voxel grid, Gj , from the bounding box of the level j of the sphere
hierarchy. Let Δji be a unit voxel of Gj , VΔji the volume of Δji and cΔji the
center of the voxel Δji. Define Πj as the union of spheres of a level j in the
hierarchy. Assume that the sphere-tree approximations totally cover the object,
O. The error, eji, of the voxel, Δji, is calculated as follows:

eji =
{
VΔji cΔji ∈ Πj ∧ cΔji /∈ O
0 otherwise. (6)

Thus the total error for level j is:

ej =
∑

i

eji (7)

The resolution of the error can be increased by subdividing in more voxels the
grid Gj . We took the center of the voxel to test for intersections.

4 Results

We have constructed the sphere-tree hierarchies using Bradshaw’s toolkit [1]
(http://isg.cs.tcd.ie/spheretree/) with a depth of three (four levels including the
root) and a branching factor of eight. We have measured the looseness error of
different parametric deformations (bending, twisting, stretching), see Figure 1.
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Fig. 1. (Top row) Deformations: bending, twisting, stretching, and the original posi-
tion. (Middle row) Approach 2 for level 2. (Bottom row) Approach 2 for level 3 (leaves).

To evaluate the update approaches, we have used an Adaptive Medial Axis
approximation [1] for the object. Figures 2.a,b show how the accuracy of the
two deepest levels of the sphere-tree hierarchy, levels two and three (leaves),
evolves during a stretch deformation. Observe that the error obtained using
the update approach 1 (i.e. weighting the displacement for the center and ob-
taining a ratio of the distance from the vertices to the center to update the
radius) grows exponentially for a stretching deformation. The accuracy using
the update approach 2 (i.e. radius and center modified based on the bound-
ing boxes of the associated particles or children spheres) is largely better. In
both approaches, the center and radius of each sphere of the hierarchy can
return to their initial conditions if the object returns to its initial condition
as well.

Next, we compare the error of the different sphere-trees hierarchies when
they are exposed to deformations, see Figure 2.c,d. Sample zero shows the er-
ror of the hierarchy in a rigid body collision detection process and the next
samples show the error in intermediate deformed configurations. This accuracy
changes during deformations. Note that for the level two of the hierarchy, Hub-
bard and the Adaptive Medial approximations show better accuracy results.
However, surprisingly, for level three (leaves), the grid method resulted slightly
better than the others. This indicates that although it is more conservative for
rigid body collision detection, it can have better accuracy results for deformable
bodies.
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Fig. 2. Top Accuracy errors (measured in object dimensions) for the update approaches
in level (a) two and (b) three (leaves). Bottom Accuracy errors for sphere-three gener-
ators in level (c) two and (d) three (leaves).

5 Conclusion and Future Work

In this paper we have presented a simple method to measure the accuracy of the
sphere-tree hierarchy and we have used it to evaluate our proposed approaches to
update the sphere-tree hierarchy (i.e. the center and the radius of each sphere).
The approach based on the bounding box presented the best results. In terms of
computational cost, it might be similar to updating an AABB, however, the fact
that we update sphere-trees is particularly useful for time-critical collision detec-
tion or in cases where the contact response is computed using the leaves nodes.
Moreover, we have compared the different sphere-tree hierarchies using our best
update approach (bounding box based). The Adaptive Medial Axis approxima-
tion has turned out to have the best average accuracy for the different levels,
however, it was surprising to obtain low error results for a Grid approximation
in the leaves level.

Currently, we are investigating the accuracy of the hierarchy update when
we combine the approaches, one different for each level of the hierarchy. Addi-
tionally, we are also developing a method to measure, in an easy manner, the
error in the coverage of spheres on the surface’s object when it deforms.
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Abstract. Computer assisted procedures play a key role in the im-
provement of surgical operations. The current techniques in simulation
potentially lead to more accuracy, more safety and more predictability
in the surgical room. Despite the important number of algorithms pro-
posed for interactively modelling deformable objects such as soft human
tissues, very few methods have attempted to simulate complex anatom-
ical configurations. In this paper, we present a new approach for soft
tissue modelling whose novelty is to integrate the interactions between
a given soft organ and its surrounding organs. The proposed discrete
model is compared to finite element method in order to quantify its per-
formance and physical realism. The model is applied to the simulation
of the prostate-bladder set.

1 Introduction

The human body is a system of complex interactions between organs and tissues.
These interactions are particularly intricate in the case of soft tissues. Actually
soft tissues are undergoing deformations depending on their own physical char-
acteristics and contiguous organs motions. Two main directions are taken to
model human soft tissues: the biomechanical approach and the computational
discrete approach [1].

The biomechanical approach is based on continuum mechanics. The most
frequently used framework of this approach is the Finite Element Method (FEM)
which offers the advantage of being based on a strong theoretical background.
However researchers face two kinds of difficulties when applying this method
to computer aided medical simulation: high computational cost and awkward
construction and updating of complex anatomical environments where rigid,
elastic and active structures are present and interact.

Computational discrete approaches, such as mass-spring networks, offer a sim-
pler alternative to the construction of such complex structures and can be more
easily modified to match changing structures in a particular simulation. While
they are not computationally demanding, these approaches are difficult to con-
trol and assess.

For both methods, there are few examples for the integration of multiple
dynamic interactions between soft organs and their environment. This study
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presents a new soft tissue modelling method based on a discrete approach that
allows such interactions to take place. The method named Phymul is a volumetric
evolution of a surface model developed by Promayon et al. [2]. It allows to
model the objects with interior nodes. In addition, the method can integrate the
incompressibility constraint for each component of the environment. It has been
validated by comparisons with a finite element method as a “gold standard” of
soft tissue modelling.

Our medical aim is to model the prostate and the surrounding organs and to
simulate deformations in real time. Prostate cancer is the second leading cause of
cancer deaths in men in several countries. The prostate is therefore subject to an
increasing number of diagnostic and therapeutic procedures that are evaluated
by physicians for potential improvements in care. Modelling the interactions
between the prostate and its environment may allow more accurate procedures
to be developed and accepted by urologists.

The paper is structured as follows. At first, the model and its operation are
described. Then, comparisons with well-proven soft tissue modelling methods are
presented. Finally the modelling of the prostate and its environment is introduced.

2 Phymul: A Volumetric Evolution for a Soft Tissue
Modelling Method

In this section, a volumetric version of Phymul is presented. Phymul is a discrete
model based on computer graphics modelling. The new proposed approach allows
to define objects not only with surfacic nodes as in the original Phymul [2] but
with interior nodes. The first paragraph presents the geometrical description of
models with Phymul. Then, dynamics are described and finally, as soft tissue
modelling is one of the major interest in our application, the specific modelling
of elastic components is detailled.

2.1 Geometrical Description

Phymul allows building separated objects with their own properties and choosing
the interactions between them. The components of our model are all derived from
a main basis: a set of nodes describing the geometry of the object to model. Each
node has a position, a neighbourhood and different properties depending on what
kind of component it belongs to. The nodes can be placed by the user either on
the surface or inside the component. A mass is assigned to each node in order
to generate forces and dynamics. Moreover the user can choose to model each
component with a surfacic description (only nodes on the surface) or with a
volumetric description (nodes are present inside the component), depending on
their physical properties.

Living structures are governed by three main kinds of components: rigid
components to model skeleton, deformable components to model soft tissues
and active deformable components to model muscles. The latter inherit de-
formable components properties. Components with different properties can be
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Elastic Component E2Elastic component E1

Solid component S1

Elastic component E1

Solid component S2

Solid component S1

(a) Elastic-Elastic interaction (b) Solid-Elastic interaction (c) Solid-Solid interaction

Fig. 1. Interaction configurations: (a) Border nodes (bigger black nodes) of elastic com-
ponents belong to one component but have neighbours in the other elastic component.
(b) Border nodes of solid and elastic components are doubled but constrained to be in
the same position, whatever the forces applied on them. The forces on elastic compo-
nent can thus be transmitted to solid component (for example, a link between a bone
and a muscle). (c) Solid components are linked together by an elastic component (for
example, two bones linked by a ligament).

easily stitched together in Phymul. Figure 1 shows different configurations: inter-
actions between two elastic components or two rigid components and interactions
between an elastic and a rigid component.

2.2 Modelling Description

Besides the geometrical description, forces acting on each component and gen-
erating displacements and deformations have to be considered. Three kinds of
forces can be used in the model: force fields (e.g. gravitation force), locally ap-
plied forces (e.g. forces generated by the user) and local shape memory forces to
model deformable properties.

In addition to forces, constraints have to be implemented to model complex
behaviours and to maintain some conditions such as non-penetrating volume.
Phymul can deal with two kinds of constraints:

– local constraints that are applied to a single node, for example to keep a
node in a particular region of space

– global constraints that are applied to a set of nodes, for example to enforce
an object volume constraint.

The algorithm considers constraints as non-quantified force components: their
satisfaction is guaranteed by using a direct projection algorithm based on the
gradient vector of the constraint function. Position constraints can be easily
defined at each node. For example volume preservation can be satisfied with a
simple algorithm whose basis is detailled in [2]. In this method, nodes belonging
to the surface are distinguished from nodes located inside the component to
model. The algorithm works with all types of polyhedra: the mesh used for the
geometrical description does not interfer in the volume computation.
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Finally, to solve the system dynamics, at each time t, the forces on each node
are summed and the equations of motion are integrated taking into account
the local and global constraints. The discrete integration scheme used for the
equation of motion is Newton-Cotes scheme.

2.3 Elastic Component

Soft tissue modelling being our aim, let focus on the elastic component of Phy-
mul, and detail how the elasticity property is built and computed. The elastic
property is the ability for an object component to come back to its original
shape once deformed, independently of the global object position. The elasticity
in Phymul is described using an original formulation that has better stability
properties than mass-spring networks, as shown by Promayon et al. [2]. To model
the elastic property of a node we define a local elasticity memory. The local shape
memory force is generated on each node as follows: at each iteration, given the
neighbour positions, we compute a shape ideal position: “an attraction node”. Its
position is ensured to locally minimize the deformation energy. When the node
is at the shape nominal position, the local deformation and the shape memory
force are both zero.

The difference between a mass-spring network and the local shape memory
force is illustrated Fig. 2 with three nodes. Two nodes are fixed and a force
is applied on the third node. With mass-spring system, the elasticity force is
generated with two springs between the node and its neighbours. With the local
shape memory, the elasticity force is represented by a spring between the node
and its attraction node. The unique elasticity parameter of a given component is
the stiffness of the spring on each node. Like mass-springs, local shape memory
is easy to use for topological modifications.

Felast.

Felast.

(a) Mass-spring system (b) Local shape memory

Fig. 2. Difference between mass-spring system and local memory shape

To compute the elastic property, a local shape coordinate system is defined
on each node in order to find the shape ideal position whatever the object space
orientation. Each node position is defined in the local coordinate system rela-
tively to its neighbourhood at rest shape. During simulations, according to the
neighbouring nodes position, a target position is computed for each node of an
elastic component.
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3 Comparisons with the Truth Cube Data and FEM

New approaches of soft tissue modelling can be more easily experimented with
phantoms than with complex tissue structures. The validation through these
phantom studies are then considered to be applicable to various tissues using
their own biomechanical properties.

In 2003 in a project named “Truth cube”1, Kerdok et al. [3] validated their
finite element deformation using the volumetric displacement data of 343 beads
embedded in a silicone rubber cube and tracked by Computed Tomography.
Material properties and geometry were known and boundary conditions had
been carefully controlled while CT images were taken. Using this Truth cube
data, we have been able to compare real data with both Phymul and the Finite
Element Method.

A finite element model of the “Truth cube” has been built using commercial
FE modelling software (ANSYS 8.0 software, Ansys Inc., Cannonsburg, PA). The
material properties are isotropic and linear (with a Young Modulus of 14.9 kPa
and a Poisson ratio of 0.499). The cube edge dimension is 8 cm and the mesh
is made of 8-node solid hexahedral linear elements, as in the model used by
Kerdok. Large deformations are employed. For Phymul, the mesh was the same
as the FEM mesh. The nodes are linked to form hexahedra. Comparisons have
been achieved for three compression levels of 5%, 12.5% and 18.25%. We focus
on the distances between measured bead positions and those predicted by the
two modelling methods. As measurement, we used the following formula with d
the Euclidian distance:

d(realBeads position afterCompression, simulatedBeads position)
d(realBeads position init, realBeads position afterCompression)

× 100

(1)
to obtain a distance between real data and simulated date relative to the real
beads displacement. The latest results are in mean:

– for the 5% compression level (mean real displacement: 2.64 mm):
35.6% (Phymul) and 33.8% (Ansys),

– for the 12.5% compression level (mean real displacement: 6.12 mm):
21.5% (Phymul) and 20.2% (Ansys),

– for the 18.25% compression level (mean real displacement: 9.17 mm):
16.9% (Phymul) and 16.8% (Ansys).

FEM produces lower mean errors than our model. Nevertheless, distances are
very small compared to global characteristics. More precisely differences between
FEM and our model are less than 0.2 mm for 5% compression. Concerning
the computational cost, our method presents like other discrete approaches the
advantage to be linear in the number of nodes and so enables the building of
complex models with as necessary nodes as needed. On a Pentium 4 2.4 GHz,
it takes 0.017 ms per node for each iteration. The number of iterations depends

1 Data are available: http://www.medicalsim.org/truthcube/
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on the integration scheme. The FEM time results obtained with Ansys cannot
be directly compared with Phymul’s values, since a single step computational
cost cannot be determined. Indeed, simulation time strongly depends on the
hypothesis (non-linearity for example).

4 Prostate Modelling in Its Environment

After the validation with simple objects, more complex models containing several
objects and better fitting to the prostate shape have been introduced. Modelling
the prostate and its environment remains difficult because many factors are
influencing prostate motion and deformation. Indeed, measurements of prostate
position have demonstrated movements [4] and deformations [5] of the organ
mainly due to rectum and bladder filling and recently due to breathing [6] and
patient position.

In this paper, our aim is to simulate the influence of an endorectal echographic
probe on prostate shape in function of bladder filling. The model presented con-
tains three components: the prostate, the bladder and the rectum. An anatomic
view of the prostate and its environment during a biopsy is represented in Fig. 3.

The prostate and the bladder are represented by two deformed spheres. Blad-
der shape is deformed under gravity and is described with surfacic nodes (like an
envelope). Prostate has a volumetric description. The echographic probe inside
the rectum is simulated by the applied forces with a cylinder shape. Proportional
scales of all organs are respected. Bladder and prostate are stitched together with
a limited number of nodes. Top node of the bladder is fixed for each simulation
with a different bladder shape (see Fig. 3 b) simulating different bladder reple-
tions. During simulations, a pressure equivalent to real applied forces for biopsy
is applied inside the rectum upward to deform the prostate.

After simulations with variations of bladder volume, it appears that the mea-
sured deformations correspond to those observed during surgical gestures. The
prostate tends to deform more when the bladder is empty (10% of its height) than
when the bladder is full (5% of its height). The simulated deformations match
to experiment measurements performed during a biopsy or a brachytherapy.

(a) Prostate anatomy (b) Applied loads (c) Different bladder fillings

Fig. 3. Model of the prostate and different bladder fillings
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(a) Very small bladder (b) Small bladder (c) Full bladder

Fig. 4. Prostate and bladder in different states

5 Discussion and Conclusion

In this paper, Phymul model and first simulations have been validated with ob-
jects of simple geometry. The first validation is a comparison with the Truth cube
data and a finite element method. Results show that our method is relatively
close to the FEM in terms of accuracy. A second set of experiments concerning
the external shape of the cube has also been performed. Results show that our
method performs similarly to the FEM in predicting deformations. It is impor-
tant to note that there are a lot of other measurements to compare modelling
methods. The distance choosen in this paper, although emphasis on a particular
aspect, seems to us to be more relevant to compare both the discrete model
and FEM to real data. The difference, even for FEM, shows us that simplistic
modelling of object can induce relatively large difference in deformations, even
for simple real object such as Truth cube. In a future work it could be of major
interest to classify comparison measurements.

The second validation is directly linked to the prostate application. The model
presented here is very simplified but allows to demonstrate how more complex
models can be defined with simplicity with our method. We currently extend
the work to a more realistic prostate and environment in terms of shape.

The incorporation of physical parameters in the model is a key element of soft
tissue modelling. Even if it is possible to measure these parameters in isolated
tissue [7], their determination is still very difficult to perform in vivo, especially
since these parameters are patient and pathology specific. In addition the com-
plexity of tissue interactions makes it difficult to perform a backward validation
process. Prostate properties are reported in few papers [8]. Elastography has
opened new possibilities to determine elasticity. Recently, Kemper et al.[9] pub-
lished elasticity coefficients for the prostate. We have also performed another
parallel study concerning the ability to translate FEM parameters (Young mod-
ulus for instance) in a local shape memory force. We plan to directly introduce
Young modulus into Phymul through a force as a function of deformations.
Future work will deal with modelling interactions with needles and ultrasound
probe frequently used in biopsy or brachytherapy.
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Finally in this paper, a new approach to soft tissue modelling, well-suited to
model interactions between organs has been proposed. Our object-oriented based
method allows modelling several organs simultaneously. Contacts and interac-
tions between tissues can be described more easily than in FEM for example.
Compared to other discrete methods, we can define constraints like incompress-
ibility and express objects properties with more accuracy and stability. By in-
corporating the interactions with instruments and by modelling more realistic
organs, we will also be able to model the prostate behaviour by taking into
account not only the organ itself but also its environment.
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Abstract. We present a novel local-based face verification system whose
components are analogous to those of biological systems. In the proposed
system, after global registration and normalization, three eye regions are
converted from the spatial to polar frequency domain by a Fourier-Bessel
Transform. The resulting representations are embedded in a dissimilar-
ity space, where each image is represented by its distance to all the
other images. In this dissimilarity space a Pseudo-Fisher discriminator is
built. ROC and equal error rate verification test results on the FERET
database showed that the system performed at least as state-of-the-art
methods and better than a system based on polar Fourier features. The
local-based system is especially robust to facial expression and age vari-
ations, but sensitive to registration errors.

1 Introduction

Face verification and recognition tasks are highly complex task due to the many
possible variations of the same subject in different conditions, like facial expres-
sions and age. Most of the current face recognition and verification algorithms
are based on feature extraction from a Cartesian perspective, typical to most
analog and digital imaging systems. The human visual system (HVS), on the
other hand, is known to process visual stimuli by fundamental shapes defined
in polar coordinates, and to use logarithmical mapping. In the early stages the
visual image is filtered by neurons tuned to specific spatial frequencies and loca-
tion in a linear manner [1]. In further stages, these neurons output is processed
to extract global and more complex shape information, such as faces [2]. Eletro-
physiological experiments in monkey’s visual cerebral areas showed that the
fundamental patterns for global shape analysis are defined in polar and hyper-
bolic coordinates [3]. Global pooling of orientation information was also showed
by psychophysical experiments to be responsible for the detection of angular
and radial Glass dot patterns [4]. Thus, it is evident that information regarding
the global polar content of images is effectively extracted by and is available to
the HVS. Further evidence in favor of a polar representation use by the HVS
� This work was supported by FAPESP (03/07519-0, 99/12765-2) and CNPq
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is the log-polar manner in which the retinal image is mapped onto the visual
cortex area [5]. An analogous spatial log-polar mapping was explored for face
recognition [6]. One of the disadvantages of this feature extraction method is the
rough representation of peripheral regions. The HVS compensates this effect by
eye saccades, moving the fovea from one point to the other in the scene. Similar
approach was adopted by the face recognition method of [6].

An alternative representation in the polar frequency domain is the 2D Fourier-
Bessel transformation (FBT) [7]. This transform found several applications in
analyzing patterns in a circular domain [8], but was seldom exploited for image
recognition. In [9] we suggested the use of global FB descriptors for face recogni-
tion algorithms. The present paper is a major development of this idea. The main
contribution of the current work is the presentation and exhaustive evaluation of a
face verification system based of local, in contrast to global extraction of FB fea-
tures. Results show that such a system achieve state-of-the-art performance on
large scale databases and significant robustness to expression and age variations.
Moreover, we automated the face and eyes detection stage to reduce dependency
on ground-truth information availability.

The paper is organized as follows: in the next two sections we describe the
FBT and the proposed system. The face database and testing methods are in-
troduced in Section 5. The experimental results are presented in Section 6 and
in the last section we discuss the results.

2 Polar Frequency Analysis

The FB series [8] is useful to describe the radial and angular components in
images. FBT analysis starts by converting the coordinates of a region of interest
from Cartesian (x, y) to polar (r, θ). The f (r, θ) function is represented by the
two-dimensional FB series, defined as

f(r, θ) =
∞∑

i=1

∞∑
n=0

An,iJn(αn,ir) cos(nθ) +
∞∑

i=1

∞∑
n=0

Bn, iJn(αn,ir) sin(nθ) (1)

where Jn is the Bessel function of order n, f(R, θ) = 0 and 0 ≤ r ≤ R. αn,i is
the ith root of the Jn function, i.e. the zero crossing value satisfying Jn(αn,i) = 0
is the radial distance to the edge of the image. The orthogonal coefficients An,i

and Bn,i are given by

A0,i =
1

πR2J2
1 (αn,i)

θ=2π∫
θ=0

r=R∫
r=0

f(r, θ)rJn(
αn, i

R
r)drdθ (2)

if B0,i = 0 and n = 0;[
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Bn,i

]
=

2
πR2J2

n+1(αn,i)

θ=2π∫
θ=0

r=R∫
r=0

f(r, θ)rJn(
αn,i

R
r)
[

cos(nθ)
sin(nθ)

]
drdθ (3)

if n > 0.
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However, polar frequency analysis can be done using other transformations.
An alternative method is to represent images by polar Fourier transform de-
scriptors. The polar Fourier transform is a well known mathematical operation
where, after converting the image coordinates from Cartesian to polar, as de-
scribed above, a conventional Fourier transformation is applied. These descrip-
tors are directly related to radial and angular components, but are not identical
to the coefficients extracted by the FBT.

3 The Algorithm

The proposed algorithm is based on two sequential steps of feature extractions,
and one classifier building. First we extract the FB coefficients from the images.
Next, we compute the Cartesian distance between all the FBT-representations
and re-define each object by its distance to all other objects. In the last stage
we train a pseudo Fisher classifier. We tested this algorithm on the whole image
(global) or the combination of three facial regions (local).

3.1 Spatial to Polar Frequency Domain

Images were transformed by a FBT up to the 30th Bessel order and 6th root with
angular resolution of 3˚, thus obtaining to 372 coefficients. These coefficients
correspond to a frequency range of up to 30 and 3 cycles/image of angular
and radial frequency, respectively, and were selected based on previous tests on
a small-size dataset [9]. We tested FBT descriptors of the whole image, or a
combination of the upper right region, upper middle region, and the upper left
region (Fig. 1). In order to have a better notion of the information retained by

Gallery Expression Age

Normalized Inverse FBT

Fig. 1. 1st row: Samples from the datasets. 2nd row: Normalized whole face and the
FB inverse transformation. 3rd row: The regions that were used for the local analysis.
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the FBT, we used Eq. 1 to reconstruct the image from the FB coefficients. The
resulting image has a blurred aspect that reflects the use of only low-frequency
radial components. In the rest of this paper, we will refer to the FB transformed
images as just images. When using the PFT, the angular sampling was matched
and only coefficients related to the same frequency range covered by the FBT
were used. Both amplitude and phase information were considered.

3.2 Polar Frequency to Dissimilarity Domain

We built a dissimilarity space D (t, t) defined as the Euclidean distance between
all training FBT images t. In this space, each object is represented by its dis-
similarity to all objects. This approach is based on the assumption that the
dissimilarities of similar objects to ”other ones” is about the same [10]. Among
other advantages of this representation space, by fixing the number of features
to the number of objects, it avoids a well known phenomenon, where recognition
performance is degraded as a consequence of small number of training samples
as compared to the number of features.

3.3 Classifier

Test images were classified based on a pseudo Fisher linear discriminant (FLD)
using a two-class approach. A FLD is obtained by maximizing the (between
subjects variation)/(within subjects variation) ratio. Here we used a minimum-
square error classifier implementation [11], which is equivalent to the FLD for
two-class problems. In these cases, after shifting the data such that it has zero
mean, the FLD can be defined as

g (x) =
[
D (t,x)− 1

2
(m1 −m2)

]T

S−1 (m1 −m2) (4)

where x is a probe image, S is the pooled covariance matrix, and mi stands for
the mean of class i. The probe image x is classified as corresponding to class-1
if g(x) ≥ 0 and to class-2 otherwise. However, as the number of objects and
dimensions is the same in the dissimilarity space, the sample estimation of the
covariance matrix S becomes singular and the classifier cannot be built. One
solution to the problem is to use a pseudo-inverse and augmented vectors [11].
Thus, Eq. 4 is replaced by

g (x) = (D (t,x) , 1) (D (t, t) , I)(−1) (5)

where (D (t,x) , 1) is the augmented vector to be classified and (D (t, t) , I) is
the augmented training set. The inverse (D (t, t) , I)(−1) is the Moore-Penrose
Pseudo-inverse which gives the minimum norm solution. The current L-classes
problem can be reduced and solved by the two-classes solution described above.
The training set was split into L pairs of subsets, each pair consisting of one
subset with images from a single subject and a second subset formed from all
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the other images. A pseudo-FLD was built for each pair of subsets. A probe image
was tested on all L discriminant functions, and a “posterior probability” score
was generated based on the inverse of the Euclidean distance to each subject.

4 Database, Preprocessing, and Testing Procedures

The main advantages of the FERET database [12] are the large number of indi-
viduals and rigid testing protocols that allow precise performance comparisons
between different algorithms. We compare our algorithm performance with a
”baseline” PCA-based algorithm [13] and with the results of three successful ap-
proaches. The PCA algorithm was based of a set of 700 randomly selected images
from the gallery subset. The three first components, that are known to encode
basically illumination variations, were excluded prior to image projecting. The
other approaches are: Gabor wavelets combined with elastic graph matching [14],
localized facial features extraction followed by a Linear Discriminant Analysis
(LDA) [15], and a Bayesian generalization of the LDA method [16].

In the FERET protocol, a ”gallery” set of one frontal view image from 1196
subjects is used to train the algorithm and a different dataset is used as probe.
We used the probe sets termed ”FB” and ”DupI”. These datasets contain sin-
gle images from a different number of subjects (1195 and 722, respectively)
with differences of facial expression and age, respectively. The ”age” variation
subset included several subjects that started or quited wearing glass or grow
beards since their ”gallery” pictures were takes. Images were normalized us-
ing the eyes ground-truth information or coordinates given by an eyes detector
algorithm. This face detection stage was implemented using a cascade of clas-
sifiers algorithm for the face detection [17] followed by an Active Appearance
Model algorithm (AAM) [18] for the detection of the eyes region. Within this
region, we used flow field information [19] to determine the eye center. Approxi-
mately 1% of the faces were not localized by the AAM algorithm, in which cases
the eyes regions coordinates were set to a fix value derived from the mean of
the other faces. The final mean error was 3.7 ± 5.2 pixels. Images were trans-
lated, rotated, and scaled so that the eyes were registered at specific pixels
(Fig. 1). Next, the images were cropped to 130 x 150 pixels size and a mask
was applied to remove most of the hair and background. The unmasked re-
gion was histogram equalized and normalized to mean zero and a unit standard
deviation.

The system performance was evaluated by verification tests according to the
FERET protocol [12]. Given a gallery image g and a probe image p, the algorithm
verifies the claim that both were taken from the same subject. The verification
probability PV is the probability of the algorithm accepting the claim when it
is true, and the false-alarm rate PF is the probability of incorrectly accepting a
false claim. The algorithm decision depends on the posterior probability score
si (k) given to each match, and on a threshold c. Thus, a claim is confirmed if
si (k) ≤ c and rejected otherwise. A plot of all the combinations of PV and PF

as a function of c is known as a receiver operating characteristic (ROC).
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5 Results

Figure 2 shows the performance of the proposed verification system. The lo-
cal FBT version performed at the same level of the best previous algorithm
(PCA+LDA) on the expression dataset and achieved the best results on the age
subset. The global version of the FBT algorithm was inferior at all conditions.
Comparisons with the PFT representation indicate that this alternative features

Fig. 2. ROC functions of the proposed and previous algorithms. Left panels: using
semi-automatic FBT and PFT. Right panels: Using automatic FBT.

Table 1. Equal error rate (%) of the FBT, PFT and previous algorithms

Semi-Auto Auto
Algorithm Expression Age Expression Age
FBT-Global 1.6 7 4.5 16
FBT-Local 1.1 8 7.1 16
PFT-Global 4.1 16
PFT-Local 1.4 12

PCA 5.9 17 14 23
PCA+Bayesian 4.9 18
PCA+LDA 1.2 13
Gabor-EBGM 2.5 13
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are less robust to age and illumination variations. Automation of the eye de-
tection stage reduced the system performance by up to 20%. This reduction is
expected, considering the variance property of the FBT to translation [20], and
reflect sensitivity to registration errors typical to other algorithms, like the PCA.

We also computed the equal error rate (EER) of the proposed algorithms
(Table 1). The EER occurs at a threshold level where the incorrect rejection
and false alarm rates are equals (1-PV = PF ). Lower values indicate better
performance. The EER results reinforce the conclusions from the ROC functions.

6 Discussion

Most of the current biologically-inspired algorithms were validated only on very
small databases, with the exception of the Gabor-EBGM algorithm that is based
on Gabor wavelets transformation and can be viewed as analogous to human
spatial filtering at the early stages. Here we presented a novel face verification
system based on a local analysis approach and FBT descriptors. The system
achieving top ranking on both the age and expression subset. These results are
a clear demonstration of the system robustness in handling realistic situations
of facial expression and age variations of faces.

The local approach is also superior to the global, a fact that have direct
implication for the algorithm robustness for occlusions. In the local approach,
the mouth region is ignored, thus its occlusion or variation (ex. due to a new
beard) does not affect performance at all. From the computational point of
view, the local analysis does not imply much more computation time: the FBT
of each region consumes about half the time consumed by the global analysis.
Preliminary results (not shown) of the global version with reduced resolution
images indicate that computation time can be further with no performance loss,
but we still have not tested the effect of image resolution on the local version.

The system have an automatic face detection version, but the trade-off is
a certain performance loss. We currently work on the implementation of more
precise face and eye detectors algorithms. For example, [21] learned the subspace
that represents localization errors within eigenfaces. This method can be easily
adopted for the FBT subspace, with the advantage of the option to exclude from
the final classification face regions that gives high localization errors.

Currently, we are developing a series of psychophysical experiments with the
aim of establishing the relation of the proposed system with human performance.
The main questions are: (1) At what location and scale global spatial pooling
occurs? (2) Are faces represented in a dissimilarity space? (3) How does filtering
of specific polar frequency components affects the face recognition performance
of humans and the proposed system?

In conclusion, the proposed system achieved state-of-the-art performance in
handling problems of expression and age variations. We expect from future
tests to show robustness to illumination variation and partial occlusion and
our on-going work are focused on improving the performance of the automatic
version.
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Abstract. It is observed that only certain portions of the face images
that are affected due to expressions, non uniform lighting and partial
occlusions are responsible for the failure of face recognition. A method-
ology of identifying and reducing the influence of such regions in the
recognition process is proposed in this paper. Dense correspondence is
established between the probe image and a template face-model using
optical flow technique. The face image is divided into modules and the
summation of the magnitudes of the flow vectors in each module are used
in determining the effectiveness of that module in the overall recognition.
A low weightage is assigned to the modules whose summation of magni-
tudes of the flow vectors within that module is high and vice versa. An
eye center location algorithm based on adaptive thresholding is imple-
mented to align the test image with the face model prior to establishing
the correspondence. Recognition accuracy has increased considerably for
PCA based linear subspace approaches when implemented along with
the proposed technique.

1 Introduction

Over the past 15 years, research has focused on making face recognition sys-
tems more accurate and fully automatic. Significant advances have been made in
the design of classifiers for successful face recognition. Among appearance-based
holistic approaches, eigenfaces [1] and Fisherfaces [2] have proved to be effective
on large databases. PCA performs dimensionality reduction by projecting the
original ndimensional data onto the lower dimensional linear subspace spanned
by the leading eigenvectors of its covariance matrix. Its goal is to find a set
of mutually orthogonal basis functions that capture the directions of maximum
variance in the data and for which the coefficients are pair-wise de-correlated.
Unlike PCA, LDA encodes discriminating information in a linearly separable
space using bases that are not necessarily orthogonal. In addition to these meth-
ods there are other methods such as Independent Component Analysis. Kernel
methods such as Kernel Principal Component Analysis (KPCA) and Kernel
Fisher Discriminant Analysis (KFDA) [3] show better results in face recognition
than linear subspace methods. Nonlinear projection based methods have been
able to overcome the problem of expressions and lighting in face images to some
extent. But there has not been a significant improvement in the recognition ac-
curacy in situations where the face images undergo lot of variations including
expressions, partial occlusions and lighting.
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This paper implements a method of face recognition which is based on
weighted modules in reduced dimensional space. The weights assigned to the
image regions enhance the recognition accuracy by decreasing confidence in the
modules which are affected due to facial variations. There are recent publications
[4] [5] in this direction of expression, occlusion and lighting invariant face recog-
nition. The technique presented in this paper is computationally efficient and has
achieved a very high accuracy rates on certain freely available face databases.
The paper is organized as follows. The second section describes the effect of
facial variations on recognition accuracy and the role of modularization in re-
ducing those effects. Third and fourth sections provide the implementation steps
of the proposed technique along with the details of the face alignment technique.
Section five explains the testing strategy and the obtained recognition rate on
various databases.

2 Variations in Face Images

Variations caused in facial images due to expression, makeup and non uniform
lighting tend to move the face vector away from the neutral face of the same
person both in image space and reduced linear subspace. It has been observed
that the dimensionality reduction techniques on individual modules of the face
images improve the accuracy of face recognition compared to applying on the
whole image. Figure 1 shows the classification accuracies of the individual mod-
ules of the images in the database divided into three separate sets. All the face

Fig. 1. Percentage of accuracies of each module in the images affected due to par-
tial occlusion on mouth, partial occlusion on eyes, expression variation, and extreme
lighting conditions
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Fig. 2. Sample images affected due to partial occlusion on mouth, partial occlusion on
eyes, change of expression, and non-uniform lighting

images in the first set have their eyes or mouth partially occluded. The second
set consists of images with many expressions. The third set consists of face im-
ages whose mouth regions are partially occluded.Sample images from each set
are shown in figure 2. Each module is projected into a space spanned by the 20
principal components and then classified using minimum distance measure. The
result of classification indicates that the percentage of accuracy has worsened in
the regions affected.

3 Weighted Modules

Each module of the test image is classified separately and the final decision of
the overall classification of the test image is determined by employing a voting
mechanism on the modules of the image. The classification is done in favor of
the class or individual who obtains the maximum votes. Instead of a voting tech-
nique to classify the test image, a weighted module approach is implemented in
this paper to reduce the influence of the affected modules. Initially images in
the face database are divided into a predefined set of modules m. The directions
of maximum variance are calculated for each module separately using principal
component analysis and the weights are obtained after projecting the vectorised
modules of each training image into their respective subspaces. The algorithm
presented in this paper differs from the earlier works in using the image modules
more effectively for the overall classification of the image. A less weight or con-
fidence is given to those modules of the test image which are affected due to the
variations caused because of expressions, makeup or decorations, occlusions, and
lighting. Determination of the weights associated with each module is achieved
by the application of an optical flow algorithm between the test image and a
face template.

3.1 Optical Flow

Optical flow between the test image and a neutral face template is calculated to
determine the regions with expressions, partial occlusions, and extreme lighting
changes. The face model which is used as a reference image for a neutral face
is the mean of all the face images in the training database. Lucas Kanades
algorithm [6] is a classical technique and is implemented to find the optical flow
between the test images and the face model in this paper. A brightness constancy
constraint is assumed in the calculation of optical flow as given in equation 1.
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I(x, y, t) = I(x + uδt, y + vδt, t + δt) (1)

I(x,y,t) is the intensity at the image pixel (x,y) at time t. (u,v) is the horizon-
tal and vertical veclocities, t is a very small time interval. Tailor series expansion
of equation 1 results in the optical flow constraint as given in equation 2.

u
∂I

∂x
+ v

∂I

∂y
+

∂I

∂t
= 0 (2)

An additional smoothness constraint [6] is assumed to solve for the velocity
vectors at each pixel of the image.

3.2 Assignment of Weights

Variations caused due to the reasons explained above can be identified in the test
image by applying the optical flow algorithm with respect to the face template.
The modules enclosing the regions with maximum variations are assigned lesser
weight to minimize the influence of such modules on the overall accuracy of
classification. Equations 3 and 4 explain the process of assignment of weights.

wi =
(Gmax −Gi)

Gmax
for Gi > T (3)

wi = 1 forGi ≤ T (4)

where Gi is the sum of the magnitudes of the optical flow vectors within each
module. T is the magnitude threshold of the optical flow of the module, below
which the module is given full confidence during classification. T is specific to
each module and is set in such a way that variations that exist within the neutral
face images i.e., without any expressions or decorations or lighting variations are
not penalized.

Gk =
(N/m)∑

p=1

(N/m)∑
q=1

‖Fpq‖ for k = 1, 2, 3, ....m (5)

Where ‖Fpq‖ is the magnitude of the optical flow between the test image and
the average face template. The algorithm proposed by Lucas and Kannade for
estimating optical flow is used for the estimation of the magnitude of the flow
in this paper.

Gmax = Max(Gk)∀k (6)

The weights are set in such a way that the modules that enclose maximum
variations are given zero weightage or no confidence. The modules whose flow
magnitude does not exceed threshold T are given a weightage of 1 and the rest
of the modules that lie between the limits are assigned weights according to
equation 3.
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3.3 Threshold Calculation

Threshold T represents the maximum variations that can be caused between the
neutral face images of different individuals. The variations below this threshold
are not considered as the ones that are caused because of expressions, occlu-
sions and lighting. The mean image of the set of face images belonging to the
same individual is selected to represent the neutral face of that individual. Then
optical flow is calculated on the mean image of each individual and the face
template. Sum of the magnitudes of flow vectors within each module is calcu-
lated. Maximum magnitude obtained for each module is taken as the threshold
for that module. Equations 5 and 6 further explain the procedure of calculating
threshold T .

Gnr =
(N/m)∑

i=1

(N/m)∑
j=1

‖Fij‖ for r = 1, 2, 3, ..m and n = 1, 2, ..N (7)

Tr = Max(Gnr) (8)

Gnr is the summation of the magnitude of the optical flow vectors within each
module for all the mean faces of the individuals with respect to the face template.
Tr is the threshold for each of the module obtained by taking the maximum value
of Gnr.

4 Face Alignment

It is necessary that the test image is properly aligned with the template face
image before establishing the correspondence. In case of misalignment there is
possibility of false motion being reported between the two faces. Figure 3 illus-
trates this reasoning.Optical flow vector magnitude at each pixel is calculated
between the probe image and the face model as shown in the figure. The left-most
image in the figure is properly aligned with the face model at the center where as
the right-most image is not. The effect of misalignment can be clearly observed
from the magnitude images which show a false motion between the faces. In
order to overcome this problem a simple yet effective technique of alignment of
faces using eye centers is proposed. Eye centers are located in the probe image
and compared with those of the face model to align the faces.

Fig. 3. Illustration of the effect of misalignment of test image with the face model in
the center
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4.1 Eye Center Location

The approximate area around the eyes is selected and is subjected to an adaptive
thresholding technique explained in the next section. This step leaves an image
that has maximum value for all pixels except at the eye centers. A weighted
mean is obtained around each connected black region in the image giving the
desired eye center locations. Figure 4 illustrates the process of selecting the
region followed by thresholding and eye center location.

Fig. 4. Illustration of the process of thresholding and eye center location

4.2 Adaptive Thresholding

Adaptive thresholding approach presented here is robust against lighting varia-
tions and helps in locating the eye centers in images captured under non uniform
lighting [7]. The technique implemented depends only on the spatial character-
istics of the image. Given an image of size M × N pixels consists of L gray
levels, the total gray levels are divided into two classes P0 = {0, 1, 2 . . . t} and
P1 = {t+1, t+2 . . .L−1} at gray level t. The normalized between-class variance
(σ2

B/σ2
T ) is maximized to obtain the optimum threshold t∗. Where σ2

B is total
variance and σ2

T the between-class variance. A cumulative limiting factor (CLF)
is calculated for each progressive image as given in equation 9 and is compared
with the seperability factor recursively [7].

CLF (Δ) = σ2
B(Δ)/σ2

T forΔ ≥ 1 (9)

SF =

√
(μT )3

σ2
T

(10)

CLF (Δ) = SF (11)

where μT is the total mean. The process of recursive thresholding is stopped
when the condition in equation 12 is satisfied. The separability factor (SF) thus
helps in stopping the algorithm at a point where the pixels are present as dense
clusters, which is a characteristic of the negative binomial distribution. This
clustered nature of the pixels causes the object region to be prominent with the
background completely thresholded.

5 Experimental Results

PCA which is a linear subspace approach is implemented to prove the efficiency of
the proposed method in improving the recognition accuracy. The testing process
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is carried out on two face databases, AR and AT&T. In the case of AR database
only 30 individuals with 13 images each are used for training. A leave-one-out
strategy is implemented for testing. Probe image is aligned with the face model or
the template. This step eliminates the possibility of false motion between the two
images due to misalignment. A second step is to find out dense correspondence
between the two face images using optical flow technique and the magnitudes
of the flow vectors are calculated. The probe image is modularized and the
summations of the magnitudes of the vectors within each module are calculated
and the weight factor is assigned to each module. Each module of the probe image
is projected into the corresponding linear subspace created from the training set
and then a k nearest neighbor distance measure is used to classify that module.
A final score for each class or individual in the training set is calculated by
taking consideration of the weightage associated with each module. A winner
takes all strategy is followed in determining the final classification result. The
recognition accuracy comparison of PCA and the proposed WMPCA (weighted
modular PCA) techniques are shown in Table 1. Results indicate a very high
percentage increase in accuracy. It can be observed that the accuracy of the
recognition increased on both databases by applying the proposed algorithm.
The modules of the test image that vary a lot from the test image attributed
to lighting variations, expressions and occlusions are given less weightage or less
confidence in classification. Hence the good modules with high weightage or the
ones that are not affected due to the reasons mentioned, determine the result

Table 1. Accuracy of PCA vs. WMPCA methods on AR and AT & T databases

Database Percentage of Accuracy
PCA WMPCA-16 WMPCA-64

AR 61.15 98.46 98.85
AT&T 96 98.5 99.25

Fig. 5. Accuracy vs. number of dimensions of the subspace corresponding to AR
database
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of classification. This can be observed by the difference in accuracy levels of the
same PCA algorithm on two different databases. The accuracy on AR database
fell dramatically since the face images in this database are hugely affected due
to the facial variations. Figure 5 shows the recognition accuracy of PCA and
WMPCA algorithms on the AR database with respect to number of dimensions
of the subspace. Each face image is divided into 16 modules for this case. It
can be observed that a high level of accuracy is achieved for a low number of
dimensions in the case of WMPCA.

6 Conclusion

An efficient methodology of identifying and reducing the influence of regions
within the face images that cause a failure in the recognition process has been
presented in this paper. A method of alignment of faces which removes the
possibility of false variations has also been presented. The proposed technique
could improve the face recognition accuracy in standard face databases.
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Abstract. Face detection is a hot research topic in Computer Vision;
the field has greatly progressed over the past decade. However face de-
tection in low-resolution images has not been studied. In this paper, we
use a conventional AdaBoost-based face detector to show that the face
detection rate falls to 39% from 88% as face resolution decreases from
24 × 24 pixels to 6 × 6 pixels. We propose a new face detection method
comprising four techniques for low-resolution images. As a result, our
method improved the face detection rate from 39% to 71% for 6 × 6
pixel faces of MIT+CMU frontal face test set.

1 Introduction

In recent years, numerous methods for detecting faces in general scenes have
been proposed[1]-[4]. Those methods work efficiently under various conditions
such as illumination fluctuation and containing multiple face directions. On the
other hand, considering the security use of discovering suspicious persons from
surveillance images, it is better to detect a face immediately when a small face
is captured in the distance. Nevertheless, conventional face detection technique
usually detects face images larger than 20 × 20 pixel or 24 × 24 pixel. Face
detection from low-resolution images has not been explicitly studied.

There are two studies related to this field. One is Torralba’s psychological
experiment[5]. That result indicates that a human can recognize a face in a low-
resolution image better when using an upper-body image than using merely a
face image. We use this knowledge to improve the face detection rate in section
3. The other is Kruppa and Schile’s study[6]. They also used the knowledge of
Torralba’s experiment and applied ”local context detector” for half resolution
MIT+CMU ftontal face test set. However, the advantage of using ”local context
detector” is not clearly shown.

In this paper, we investigate the relation between resolution and the face de-
tection rate systematically in section 2. We made four kinds of evaluation images
from the MIT+CMU frontal face test set and trained four kinds of AdaBoost-
based detectors. These four kinds indicate four levels of resolution. We evaluated
face detection rates for these four kinds of detectors by plotting ROC curves as
relations between false positives and the face detection rates. This evaluation
shows that a detection rate decreases from 88% to 39% as the resolution of faces
decreases from 24 × 24 pixel to 6 × 6 pixel. Section 3 presents our new method
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Fig. 1. face size is from left 24 × 24, 12 × 12, 8 × 8, 6 × 6, 4 × 4 pixel

for detecting faces from low-resolution images. This method comprises four tech-
niques, ”Using the upper-body”, ”Expansion of input images”, ”Frequency-band
limitation of features”, and ”Combination of two detectors”. Our results showed
that a 39% face detection rate for 6 × 6 pixel faces increases to 71% by our
proposed method. In section 4, we summarize our research.

In this paper, ’resolution’ means the face size. We defined the face size as 2.4
times the interval between an individual’s eyes.

2 Conventional Method

We use an AdaBoost-based face detector by Viola[7] for our research because
it is used widely in face detection research[8]-[10]. We show the result of their
application to low-resolution images.

2.1 Application to Low-Resolution Images

First, we determine the resolutions to investigate. Cropping faces in various sizes
and observing, we judged that 6 × 6 pixel was near the boundary of resolution
for an image to be recognizable as a face. Therefore, we designate 6 × 6 pixel
as the minimum resolution to investigate in this study. Figure 1 shows cropped
faces as 24 × 24, 12 × 12, 8 × 8, 6 × 6, and 4 × 4 pixels. We selected 24 × 24
pixel as the maximum resolution. 12 × 12, 8 × 8 pixel were added. These are
the four kinds of resolution investigated here.

Next, we describe application of an AdaBoost-based face detector to low-
resolution images. Resolution of training data is the minimum size of face detec-
tion because, in the face detection process, an input image pyramid is produced
by scaling down. Consequently, it is necessary to lower the resolution of training
data for detecting low-resolution faces. In this regard, not only the AdaBoost-
based face detector but neural network-based face detectors and other devices
are similar. We used MIT+CMU frontal face test set which is known as a stan-
dard test set for face detection[11]. This set comprises 130 images containing 507
frontal faces. A histogram of sizes of 507 faces is shown in Fig. 2. Because the
minimum detectable face size is the size of the training data, most faces contained
in the MIT+CMU set can be detected using a 24 × 24 pixel face detector. How-
ever, our research treats face detection from low-resolution images. This study is
intended to detect faces smaller than 24 × 24 pixels. Therefore, the MIT+CMU
set, in which the small face is not contained, cannot be used as it is. Evaluation
images for face detection from low-resolution images were created as follows.
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Fig. 2. Face size histogram of the
MIT+CMU set

Fig. 3. Relation between resolutions and
face detection rates

Fig. 4. Examples of detection results: average face size is 24×24(upper left),
12×12(upper right), 8×8(lower left), and 6×6(lower left) pixels. Thresholds were set
to obtain almost the same number of false positives for 112 images.

– Eliminate 13 images that contain no faces and eliminate 5 images that con-
tain line-drawn faces. Thereby, 130 images become 112 images.

– The whole image will be reduced with bicubic so that the ”average face size”
of the face might become a desired standard size (24 × 24, 12 × 12, 8 ×
8, or 6 × 6 pixels). (Bicubic was chosen to perform the smoothest possible
reduction)

– The above is repeated for 112 images and four kinds of sizes.

That process yielded four kinds of evaluation images. Respective averages of
the face sizes contained in the four kinds of evaluation images are 24 × 24, 12
× 12, 8 × 8, or 6 × 6 pixels. Four kinds of detectors were made to evaluate the
relation between a resolution and a face detection rate. These detectors were
applied to four kinds of evaluation images. Four kinds of detectors were made
using 5131 face images of 24 × 24, 12 × 12, 8 × 8, and 6 × 6 pixels and 5316
non-face images as training data. Evaluation results for the four detectors are
shown in Fig. 3. This is the result obtained using conventional AdaBoost-based
face detectors applied to low-resolution images. In Fig. 3, at the point of 100 false
positives, the face detection rate declines from 88% to 39% as the face resolution
is reduced from 24 × 24 pixel to 6 × 6 pixel. Therefore, it can be said that we
can not obtain a sufficient face detection rate for 6 × 6 pixel faces merely using
6 × 6 pixel faces as training data. An example of detection results is shown in
Fig. 4.
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3 Proposed Method

When face size became 6 × 6 pixels, the detection rate fell extremely using
conventional AdaBoost-based face detector. We chose 6 × 6 pixels as the min-
imum face size to detect; in this study, only 6 × 6 pixel evaluation images are
used hereafter. In this section, we demonstrate that the face detection rate from
low-resolution images is improved by our proposed method comprising four tech-
niques.

3.1 Using Upper-Body Images

Getting a hint by Torralba’s psychological experiment, we attempted to use
upper-body images as training data. We choose 12 × 12 pixels as the size of
upper-body images. This is double the resolution of face images. 4191 upper-
body images of 12 × 12 pixels were prepared as training data; a detector was
made using these images and 5316 non-face images. Figure 6 is a 12 × 12 upper-
body image and a 6 × 6 face image. Each face size is the same.

Fig. 5. Effect of using upper-body images Fig. 6. Left:12 × 12 pixel upper-body
image. Right:6 × 6 pixel face image.

Figure 5 portrays the result of 12 × 12 upper-body detector applied to 6 ×
6 pixel evaluation images. For comparison, the result for a 6 × 6 face detector
applied to 6 × 6 evaluation images is plotted. At the point of 100 false positives,
the 6 × 6 face detector detects about 39% of faces, while the 12 × 12 upper-
body detector detects 52% of faces. We noticed that there are faces that only
the upper-body detector can detect and that only the face detector can detect.
This indicates that these two detectors complement each other. Therefore, we
use not only the upper-body detector, but also the face detector. Finally, we will
try to combine these two detectors into one system.

3.2 Expansion of Input Images

In face detection, two or more ”face coordinates candidates” usually occur
around one face. This is because a detector judges the image as a face even



Face Detection in Low-Resolution Images 203

Fig. 7. Effect of expansion: face detector Fig. 8. Effect of expansion: upper-body
detector

if the position and size vary somewhat. We counted number of face coordinate
candidates by respectively applying a face detector to 100 24 × 24 pixel face
images and 6 × 6 face images. For the 24 × 24 pixel face images, the average
number of face-coordinate candidates is 20. For 6 × 6 pixel face images, the aver-
age number of face coordinates candidates is two. This difference is the difference
of robustness for position and size changes.

Therefore, to detect 6 × 6 pixel faces, we propose to expand the whole in-
put image by bicubic, and to detect faces using a 24 × 24 pixel face detector.
Considering the size variation in 6 × 6 pixel faces, we choose six as a scaling
factor. We expanded 6 × 6 pixel evaluation images by a factor of six, and applied
the 24 × 24 face detector to these images. This result is depicted in Fig. 7. For
comparison, the result of a 6 × 6 face detector applied to 6 × 6 pixel evaluation
images is plotted. At the point of 100 false positives, the 39% face detection rate
is improved to 48% using this expansion. To evaluate the effect of expansion for
an upper-body detector, we made a 48 × 48 pixel upper-body detector using
4191 upper-body images of 48 × 48 pixels and 5316 non-face images. We applied
it to 6 × 6 pixel expanded evaluation images. The result is shown in Fig. 8. For
comparison, the result of the 12 × 12 pixel upper-body detector applied to 6 ×
6 pixel evaluation images is plotted. At the point of 100 false positives, the 52%
face detection rate is improved to 58% using expansion.

The face detection rate is improved through the use of expansion of input
images for both the face detector and the upper-body detector.

3.3 Frequency-Band Limitation of Features

A classifier that constitutes a detector uses four simple features. We use the
same features as Viola used. These features can take all positions and lengths
possible in a 24 × 24 pixel image. When 6 × 6 pixel face images are expanded
by a factor of four, fewer than 4 pixel cycle data in 24 × 24 pixel face images
are meaningless. Therefore, we produced a new face detector and upper-body
detector using conditions in eq. (1). H and W are shown in Fig. 9.

H ≥ 4,W ≥ 4 (1)
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Fig. 9. W,H of features

Fig. 10. Effect of frequency band limita-
tion: face detector

Fig. 11. Effect of frequency band limita-
tion: upper-body detector

These two detectors were applied to 6 × 6 pixel evaluation images. The re-
sults are shown as ”frequency-band limitation” in Fig. 10 and Fig. 11. In each
evaluation, 6 × 6 pixel evaluation images are expanded by a factor of six; then
a 24 × 24 face detector or 48 × 48 upper-body detector is used. For compari-
son, results before using frequency-band limitation are plotted as ”no frequency
band limitation” in Fig. 10 and Fig. 11. At the point of 100 false positives, the
face detection rate of the face detector is improved from 48% to 58%. The face
detection rate of an upper-body detector is improved from 58% to 67%.

3.4 Combination of Two Detectors

Because two detectors are used, two face-likenesses for the image are detected.
In our research, we make a final judgment based on this information. This is
achieved using a SVM. The face-likeness is defined as eq. (2). hi(x) is a weak
learner and αi is the weight of the weak learner. k is the number of ”face coor-
dinates candidates” and i is the number of weak learners.

pk =
∑

weak learners

αihi(x) (2)

Two or more ”face coordinate candidates” generated around one face are
merged. Then one set of coordinates is finally made to correspond to one face in
the detection process. When merging candidate locations,

P =
∑

k

pk (3)

is calculated, which corresponds to ”face coordinates” that were made by merg-
ing ”face coordinate candidates”. This value is inferred as a ”face-likeness”. Now,
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Fig. 12. Combination of two detectors in a
SVM

Fig. 13. Results of the proposed method as
applied to 6 × 6 pixel evaluation images

two detectors are applied independently to an input image and the 2D vector Z
is obtained for an image that is finally detected by further merging the result.
Final judgement is made by a SVM whose input is this 2D vector Z.

We applied the proposed method to 6 × 6 pixel evaluation images. The result
is presented in Fig. 12. The results before combined use are shown as ”48 × 48
upper-body detector” and ”24 × 24 face detector” in Fig. 12. At the point of
100 false positives, the face detection rates are improved to 71% from 58% (24 ×
24 face detector) and 67% (48 × 48 upper-body detector). The result of the 6 ×
6 face detector is plotted for comparison. The face detection rate is improved to
71% from 39% by our proposed method. Figure 13 is the result of our proposed

Fig. 14. Upper left: detected using a 24 × 24 face detector. Upper right: detected using
a 6 × 6 face detector. Lower left: detected by the proposed method.
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method applied to the lower left image in Fig. 4. In addition, although 6× 6 pixel
faces have been studied so far, the proposed method can also detect a higher-
resolution face image. Figure 14 shows this. An image in Fig. 14 consists of 10
layers. The top layer’s resolution is 6 × 6 pixels; the bottom layer’s resolution
is 24 × 24 pixels. The upper left is the detected result of 24 × 24 face detector.
Low-resolution faces are not detected at all. Upper right represents the detection
results of the 6 × 6 face detector. Faces of various sizes from 6 × 6 to 24 × 24
pixels are detected. However, the detection rate is very low. At lower left are the
detection results of the proposed method. Faces of various sizes from 6 × 6 to
24 × 24 pixel are detected well. Thresholds of the three detectors are set to have
the same number of false positives.

4 Conclusions

We proposed a new method comprising four techniques: ”Using upper-body im-
ages”, ”Expansion of input images”, ”Frequency-band limitation”, and ”Combi-
nation of two detectors” to detect faces from low-resolution images. A conven-
tional AdaBoost-based face detector can detect only 39% of faces in 6 × 6 pixel
evaluation images, but our proposed method can detect 71% of faces in those
same evaluation images.
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Abstract. Face recognition is a key biometric technology with a wide
range of potential applications both in government and private sec-
tors. Despite considerable progress in face recognition research over the
past decade, today’s face recognition systems are not accurate or ro-
bust enough to be fully deployed in high security environments. In this
paper, we investigate the impact of face categorization on recognition
performance. In general, face categorization can be used as a filtering
step to limit the search space during identification (e.g., a person cat-
egorized as a middle-aged, Asian male, needs to be compared only to
subjects having the same profile). Our experimental results demonstrate
that face categorization based on important visual characteristics such as
gender, ethnicity, and age offers significant improvements in recognition
performance including higher recognition accuracy, lower time require-
ments, and graceful degradation. Additional performance improvements
can be expected by implementing ”category-specific” recognition subsys-
tems that are optimized to discriminate more accurately between faces
within the same face category rather than faces between other categories.

1 Introduction

Recently, there has been an increased interest in developing computer vision
systems that can robustly and reliably recognize, track, monitor, and identify
people and interpret their actions. Face recognition is a key biometric technology
with a wide range of potential applications. Despite considerable progress in
this research area, today’s face recognition systems are not accurate or robust
enough to be fully deployed in high security environments. Advances in this
area are thus likely to make significant contributions in areas such as security,
monitoring, surveillance and safety. Motivated by cognitive evidence, we believe
that significant gains in recognition performance can be achieved by applying
face categorization prior to recognition and optimizing recognition within each
face category.

Specifically, there is cognitive evidence supporting the idea that humans uti-
lize information from multiple visual cues for face recognition. It is well known,
for example, that people are more accurate at recognizing faces of their own
ethnicity than faces of another ethnicity [1]. Humans can also judge the gen-
der of adults and children using feature sets derived from the appropriate face

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 207–218, 2005.
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age category, rather than applying features derived from another age category
or a combination of age categories [2]. It has been also found that adaptation
may routinely influence face perception and could have an important role in
calibrating properties of face perception according to the subset of faces popu-
lating an individual’s environment [3]. All this evidence suggests that people are
better skilled than machines in recognizing faces because they have developed
”specialized” perceptual processes through lifelong experiences while adaptation
self-calibrates the human vision system to faces in their environment. These
processes and the ability of the human visual system to adapt allow them to
be more sensitive to certain types of visual information (e.g., age or gender),
carrying more discriminative power for faces within the same category.

Despite the significant amount of evidence in this area, typical face recognition
systems do not exploit, at least explicitly, information from multiple visual cues
for recognition. In fact, in most cases faces are represented by extracting the same
type features regardless to differences in gender, ethnicity, and age (e.g., middle-
aged, Asian male vs young, Black female). Therefore, it is reasonable to expect
that face recognition suffers from irrelevant and/or redundant information. In
addition, many times face recognition systems yield inconsistent matches (e.g.,
matching a middle-aged, Asian male to a young, Black female). In principle,
inconsistent matches can be avoided or reduced by simply restricting search
only to faces having the same profile with the face in question.

Although some attention has been given to the problem of gender [4][5], eth-
nicity [6] and age classification [7], typical face recognition systems do not explic-
itly exploit information from such visual cues to limit the search space and reduce
the number of inconsistent matches. An exemption is the recent work of Jain et
al. [8] which shows that using ancillary information based on ”soft biometrics”
(e.g., gender and ethnicity) leads to improving the recognition performance of a
fingerprint system. However, they have used this information along with the out-
put of the fingerprint recognition system in order to verify the matching results,
rather than exploiting this information to reduce the search space prior matching.

Our emphasis is this work is on investigating the impact of face categorization
on recognition performance. In this context, we have designed and performed a
large number of experiments using the FERET database to demonstrate the
benefits of applying face categorization prior to recognition. Additional perfor-
mance improvements can be expected by designing ”specialized” (i.e., category-
specific) recognition subsystems that are explicitly optimized to discriminate
more accurately between faces in the same face category than faces in other
categories. Coupling face categorization with category-specific recognition is es-
sentially equivalent to incorporating an adaptation mechanism to the recognition
process, allowing recognition to self-calibrate itself to different types of faces in
the operating environment. Although we are not dealing here with the design
and implementation of face categorization and category-specific recognition, we
do discuss in Section 6 a number of important issues.

The rest of the paper is organized as follows: Section 2 presents a general
methodology for coupling face categorization with recognition. Section 3 briefly
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describes the face recognition approach used in this study. The datasets and our
evaluation methodology are presented in Section 4 while experimental results are
presented in Section 5. Finally, in Section 6, we analyze the results of our exper-
iments and elaborate on the design and implementation of face categorization
and category-specific recognition algorithms.

2 Methodology

The key idea of employing face categorization is dividing faces into different
categories prior to recognition using information from various visual cues. First,
the face database (i.e., gallery set) is divided into different subsets by assigning
faces into different face categories using gender, ethnicity and/or age information.
It should be noted that, the purpose of age classification is to assign a given
face to a particular age group (eg. between 20 to 40 years old) rather than
estimating the age of the subject exactly. Second, a given face (i.e., query) is
assigned to the appropriate face category using the same procedure. The query
is then matched against faces belonging to its assigned category only, instead of
being compared to all the faces in the database. A simple diagram illustrating
the above procedure is shown in Fig. 1.

Matching Algotrithm

Face
Database

Categorization*

query image

Found match
Assign face
category*

retrieve query's
category from

database

(* based on gender, ethnicity and/or age information)

retrieved
category

Query

Fig. 1. Categorization and matching procedure for a query image

Applying categorization prior to recognition restricts the search space from
the whole face database to the subset of images that belong to the same face cate-
gory as the query image. This way, not only the number of comparisons is reduced
to the size of the chosen face category, thus speeding up the matching process, but
also the risk of mismatching a given face to a face from a completely different face
category is reduced. In other words, it allows the system to degrade gracefully.

3 Recognition

To quantify the effects of face categorization on recognition, we performed recog-
nition using the popular method of eigenfaces [9], although any other recogni-
tion methodology could have been used. The eigenface approach uses Principal
Component Analysis (PCA) to represent faces in a low-dimensional subspace
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spanned by the ”largest” eigenvectors of the covariance matrix of the data, that
is, the eigenvectors corresponding to the largest eigenvalues or the directions of
maximum variance. To create the eigenspace, 400 images were randomly chosen
from the gallery set (see next section). In choosing the largest eigenvectors, we
preserve 97% of the information in the data. For matching, we used a minimum-
distance classifier based on Mahalanobis distance. Given a query face, we find
the top N faces having the highest similarity score with the query face. To eval-
uate matching, we used the Cumulative Match Characteristic (CMC) curve [10]
which shows the probability of identification against the returned 1-to-N candi-
date list size (i.e., it shows the probability that a given face appears in different
sized candidate lists). The faster the CMC curve approaches the value one, which
is an indication of that face being in the candidate list of a specified size, the
better the matching algorithm is.

4 Datasets and Evaluation

To test our approach, we used the FERET database [10], released in October
2003, which contains a large number of images acquired during different photo
sessions and has a good variety of gender, ethnicity and age groups. The lighting
conditions, face orientation and time of capture vary. In this work, we concentrate
on frontal face poses coded as fa (regular frontal image) or fb (alternative frontal
image, taken shortly after the corresponding fa image)1. In our evaluations, the
fa images were used as the gallery set while the fb images were used as the
query set (i.e., face images in question). All faces were normalized in terms of
orientation, position and size prior to experimentation. They were also masked
to include only the face region (i.e., upper body and background were cropped
out) yielding an image size of 48×60 pixels.

In order to evaluate the effect of different levels of face categorization, three
sets of experiments were designed. First, we wanted to see what kind of improve-
ments could be expected using one-level categorization where only one type of
information was used to categorize faces (i.e., gender, ethnicity, or age). Next,
we investigated a two-level categorization where two types of information were
used at a time (i.e., gender and ethnicity, gender and age, or ethnicity and age).
Finally, we investigated a three-level categorization where all three types of in-
formation (i.e., gender, ethnicity, and age) were used.

Before proceeding in describing our experiments and presenting our results,
two important issues must be clarified. First, in practice, face categorization
will be an automated process. In this study, however, face categorization was
implemented manually since our main objective was to investigate the impact
of categorization on recognition performance. Therefore, the results presented
here can be thought as ”best-case” performance since we have assumed error-free
categorization. Second, recognition has not been optimized for each face category
(i.e., we have applied the same recognition procedure for each face category). In
1 It should be noted that, shortly could mean up to two years after the fa pose had

been taken.
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general, one can expect higher performance by optimizing recognition within
each face category. There are important issues to be considered in both cases
which we discuss in Section 6. In the following subsections, we provide a detailed
description of our experiments.

One-Level Categorization: In one-level categorization, we only consider one
category at a time, that is, gender, ethnicity or age separately. This type of
categorization results in three different groups of experiments with the data
organization shown in Table 1. Our notation for ethnicity categorization is as
follows: Asian (As), Asian-Middle-Eastern (AME), Black-or-African-American
(BAA), Hispanic (Hisp) and White (Wh).

Two-Level Categorization: In two-level categorization, we consider combina-
tions of gender and ethnicity, gender and age, and ethnicity and age. This type

Table 1. Organization of data (total number of persons and, in parentheses, total
number of images) for the gallery set (fa) and the query set (fb) assuming one-level
partitioning

Gender Ethnicity
Male Female As AME BAA Hisp Wh

fa 501 (746) 365 (457) 130 (192) 40 (61) 72 (100) 51 (63) 558 (770)
fb 500 (740) 366 (456) 130 (190) 40 (60) 72 (99) 51 (63) 558 (767)

Age
07–13 17–23 27–33 37–43 46–53 57–63

fa 17 (18) 402 (484) 201 (296) 144 (251) 79 (120) 21 (30)
fb 17 (18) 403 (480) 200 (296) 144 (247) 79 (120) 21 (31)

Table 2. Organization of data (total number of persons and, in parentheses, total
number of images) for the gallery set (fa) and the query set (fb) after a two-level
partitioning

Gender+Ethnicity
fa fb

Male Female Male Female
As 83 (134) 47 ( 58) 82 (131) 48 ( 59)

AME 35 ( 53) 35 ( 53)
BAA 33 ( 47) 39 ( 53) 33 ( 46) 39 ( 53)
Hisp 23 ( 28) 28 ( 35) 23 ( 28) 28 ( 35)
Wh 321 (478) 237 (292) 321 (476) 237 (291)

Gender+Age
fa fb

Male Female Male Female
07–13 10 ( 11) 10 ( 11)
17–23 183 (239) 219 (245) 183 (235) 220 (245)
27–33 131 (239) 70 ( 97) 130 (199) 70 ( 97)
37–43 102 (181) 42 ( 70) 102 (178) 42 ( 69)
47–53 55 ( 86) 24 ( 34) 55 ( 86) 24 ( 34)
57–63 19 ( 28) 19 ( 29)

Ethnicity+Age
fa fb

As AME BAA Hisp Wh As AME BAA Hisp Wh
07–13 10 ( 11) 10 ( 11)
17–23 72 ( 93) 19 ( 34) 31 ( 36) 31 ( 34) 241 (277) 73 ( 92) 19 ( 33) 31 ( 36) 31 ( 34) 241 (275)
27–33 41 ( 69) 10 ( 11) 15 ( 22) 123 (177) 40 ( 68) 10 ( 11) 15 ( 22) 123 (178)
37–43 17 ( 30) 104 (179) 17 ( 30) 104 (176)
47–53 58 ( 93) 58 ( 93)
57–63 29 ( 20) 20 ( 30)
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of categorization results in three different groups of experiments with the data
organization shown in Table 2. It should be noted that all categories including
a small number of subjects (i.e., less than 10) have not been included in our
evaluations (e.g., Hispanics between 27 and 33 years of age).

There-Level Categorization: In three-level categorization, we consider all
three types of information (gender, ethnicity and age) together. This type of
categorization results in several groups of experiments with the data organization
shown in Table 3. Again, all groups containing less than 10 subjects have not
been included in our evaluations.

Table 3. Organization of data (total number of persons and, in parentheses, total
number of images) for the gallery set (fa) and the query set (fb) after a three-level
partitioning

Gender+Ethnicity+Age
fa fb

Male Female Male Female
As/17-13 33 ( 47) 39 ( 46) 33 ( 45) 40 ( 47)
As/27-33 35 ( 61) 34 ( 60)
AME/17-13 14 ( 26) 14 ( 26)
AME/27-33 10 ( 11) 10 ( 11)
BAA/17-13 11 ( 13) 20 ( 23) 11 ( 13) 20 ( 23)
BAA/37-43 10 ( 16) 10 ( 16)
Hisp/17-13 15 ( 17) 16 ( 17) 15 ( 17) 16 ( 17)
Wh/17-13 110 (136) 131 (141) 110 (134) 131 (141)
Wh/27-33 73 (109) 50 ( 68) 73 (110) 50 ( 68)
Wh/37-43 72 (128) 32 ( 51) 72 (126) 32 ( 50)
Wh/47-53 40 ( 68) 18 ( 25) 40 ( 68) 18 ( 25)
Wh/57-63 18 ( 27) 18 ( 28)

5 Experimental Results

To quantify the effect of face categorization, we compared the CMC curves in
two cases: (a) when search is restricted to a particular face category (best curve)
and (b) when searching the whole gallery set (worst curve). As mentioned earlier,
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Fig. 2. CMC curves for Males and Females (one-level categorization)
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Fig. 3. CMC curves for different ethnicities (one-level categorization)

when the CMC curve reaches the value one, then the face in question (query)
always appears in the candidate list. For example, the CMC curve for Asian-
Middle-Eastern faces (class 2) shown in Fig. 3, indicates that the query face
always appears in a candidate list of at least 27 persons assuming categorization,
whereas to have the same effect without categorization, the candidate list needs
to contain more than 100 persons.

Figs. 2–4 present the CMC plots obtained from experiments on one-level cate-
gorization. CMC plots obtained from experiments on two-level categorization are
shown in Figs. 6–8. Finally, the CMC plots obtained from three-level categoriza-
tion are given in Fig. 9. Fig. 5 shows several test cases where recognition failed
when comparing each of the test faces against the whole gallery set (i.e., without
face categorization). The purpose of the example is to demonstrate what kind of
matching errors one should expect (e.g., mismatching a male/BAA (#854) to a
female/Hispanic (#351)). Intuitively, one would expect recognition to degrade
gracefully, that is, mismatching people within the same face category but not
between different categories. Coupling face categorization with recognition has
the potential to reduce the number of inconsistent matches.

6 Discussion and Conclusions

All CMC plots in Figs. 2–9 illustrate that applying face categorization prior to
recognition leads to recognition improvements by reducing the search space and
increasing accuracy. It is worth mentioning that, face categorization is indepen-
dent of the recognition algorithm, therefore, it could be coupled with existing
recognition systems without requiring any changes to the recognition engine or
radical and costly changes in the current infrastructure.
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Fig. 4. CMC curves for different age groups (one-level categorization)
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Fig. 5. Examples of mismatches without assuming face categorization. These cases
were correctly matched assuming category-specific galleries.

There are a number issues related to implementing face categorization. One of
them is what cues to select to define the face categories. Another one is whether
to perform ”hard” or ”soft” categorization. ”Hard” categorization implies assign-
ing a face to a single face category while ”soft” categorization implies assigning
a face to several categories, each with a certain probability. In this study, we
used some of the most obvious visual cues (e.g., gender, ethnicity, and age), and
”hard” categorization. However, it might be possible to use additional visual
cues (e.g., face shape) or even cues that do not necessarily have an obvious vi-
sual interpretation (e.g., generate the face categories using unsupervised learning
[11]).

An other issue is the error introduced by the categorization step. As discussed
earlier, the results presented in this study assume error-free face categorization
(i.e., performed manually). In practice, however, face categorization is expected
to introduce some errors by assigning faces to wrong categories, leading to incor-
rect matches. Employing ”soft” categorization instead of ”hard” categorization
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Fig. 6. CMC curves for two-level categorization using gender and ethnicity information
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Fig. 7. CMC curves for two-level categorization using gender and age information

could help to reduce these errors. In general, however, it would be necessary
to design highly accurate and robust face categorization algorithms in order to
achieve high recognition accuracy. We believe that one way to deal with this
issue is by capitalizing on recent advances in pattern recognition and machine
learning.
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Fig. 8. CMC curves for two-level categorization using ethnicity and age information

First, we believe that it would be important to optimize the face representa-
tion scheme used for each category. Let us take, for example, the case of PCA
that was used here to represent faces. For each face category, we chose a sub-
set of eigenvectors by applying the same principle (i.e., choosing the ”largest”
eigenvectors). Although the ”largest” eigenvectors preserve most of the infor-
mation in the data, it is well known that they might not provide the best
possible discrimination power. Therefore, it would be essential to optimize the
face representation scheme for each category by selecting ”category-specific”
eigenvectors. This is essentially equivalent to performing feature selection. We
have done preliminary work on eigenvector selection for gender classification [5],
showing that it is possible to improve gender classification by selecting eigen-
vectors that encode mostly gender information. Alternatively, it might be more
appropriate to consider other representation schemes or combinations of them
such as Linear Discriminant Analysis (LDA), Independent Component Analysis
(ICA), Canonical Correlation Analysis (CCA) [11] and their kernel counter-
parts [12].

Second, it would be important to employ more powerful classification al-
gorithms such as Support Vector Machines (SVMs) and kernel methods [12].
Similar arguments can be made for the design of category-specific recognition
subsystems. In addition to the above issues, there are also other issues such as
how to deal with face categories containing a small number of subjects. As men-
tioned in Section 4, certain face categories in the FERET database contain less
than 10 subjects. Training a classifier on a very small dataset becomes problem-
atic and requires careful consideration. Our future work involves dealing with
these issues.
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Fig. 9. CMC curves for three-level categorization using gender, ethnicity and age in-
formation
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Abstract. This paper1 presents a novel view independent approach on
silhouette based human motion analysis for gait recognition applications.
Spatio-temporal 1-D signals based on the differences between the outer
of binarized silhouette of a motion object and a bounding box placed
around silhouette are chosen as the basic image features called the dis-
tance vectors. The distance vectors are extracted using four view direc-
tions to silhouette. Gait cycle estimation and motion analysis are then
performed by using normalized correlation on the distance vectors. Initial
experiments for human identification are finally presented. Experimen-
tal results on the different test image sequences demonstrate that the
proposed algorithm has an encouraging performance with relatively ro-
bust, low computational cost, and recognition rate for gait-based human
identification.

1 Introduction

The combination of human motion analysis and gait recognition based human
identification, as biometrics, in surveillance systems has recently gained wider
interest in the research studies [1][3][6]. There has also been considerable interest
in the area of human motion classification [12], tracking and analysis [4] in recent
years. Those are required as initial steps in gait recognition algorithms for human
identification applications [1][3]. The main purpose and contributions of this
paper are summarized as follows;

– We attempt to develop a simple but effective representation of silhouette for
gait-based human identification using silhouette analysis. Similar observa-
tions have been made in [7][8], but the idea presented here implicitly more
capture both structural (appearances) and transitional (dynamics) charac-
teristics of gait.

– Instead of width/length time signal of bounding box of moving silhouette
usually used in existing gait period analysis [10][11][3], here we analyze four
distance vectors extracted directly from differences between silhouette and
the bounding box, and further convert them into associated four 1D signals.

1 This work is suported by KTU (Grant No: KTU-2002.112.009.1).

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 219–226, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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– The proposed method also presents the motion cues which can be used to
determine human activities such as walking or running. Unlike other meth-
ods, this does not require on a geometrical shape models [9], not sensitivity
to small noisy on silhouette data [4]. The proposed algorithm is not pixel-
based implementation, and the idea can be applicable to real scenes in which
objects are small and data is noisy.

The method presented is integrated into a low-cost PC based real-time view
independent visual surveillance system for gait cycle estimation, human mo-
tion analysis their activities in monochromatic video, and then adapted into
initial studies on gait recognition for human identification. The novel approach
is basically to produce view directions based 1-D distance vectors represent the
distances between silhouette and the bounding box. Thus, four 1-D signals are
extracted for each view directions, they are top-, bottom-, left-, and right-views.
Then correlation-based a similarity function is executed to estimate gait cycle
of moving silhouette and to analysis human motions. The key idea in this work
is that simple, view independent, fast extraction of the broad internal motion
features of an object can be employed to analyze its motion and meanwhile for
gait-based human identification. Finally, gait recognition results are also pre-
sented to show applicable the proposed method for human identification.

2 Spatio-temporal Human Motion Representation

Spatio-temporal human motion representation is based on the view directions
to silhouette which is generated from a sequence of binary silhouette images
bs(t)= bs(x,y.t), indexed spatially by pixel location (x,y) and temporally by
time t. There are four different image features: top-, bottom-, left- and right-view
based distance vectors, as shown in figure 1. Form a new 2D image FT (x, t) =∑

y bs(x, y, t), where each column (indexed by time t) is the top-view distance
vector of silhouette image bs(t), as shown in figure 1.a. Each value FT (x, t)
is then a count of the number of the row pixels between the top side of the
bounding box and the outer boundaries in that columns x of silhouette image
bs(t). The result is a 2D pattern, formed by taking the differences from the top
view direction together to form a spatio-temporal pattern. A second pattern
which represents the bottom-view direction FB(x, t) =

∑
y bs(x, y, t) can be

constructed by counting the number of the row pixels between the bottom of
the bounding box and its silhouette, as shown in figure 1.a. The third pattern
FL(y, t) =

∑
x bs(x, y, t) is then constructed by taking the row differences (the

number of the column pixels) from the left side of the bounding box to silhouette.
The last pattern FR(y, t) =

∑
x bs(x, y, t) is also finally constructed by taking

the row differences from the right side of the box to silhouette (figure 1.c).
From the temporal distance plots, it is clear that the view distance vector

is roughly periodic and gives the extent of movement of the outer contours on
the view direction of silhouette. The brighter a pixel in figure 1.b and 1.d, the
larger value is the value of the view direction vector in that position. In this
study, silhouette extraction is achieved by simple background subtraction using



A Novel Approach on Silhouette Based Human Motion Analysis 221

�

�

� �

�

�

�

�

FT (x, t) =
∑

y
bs(x, y, t)

FB(x, t) =
∑

y
bs(x, y, t)

FL(y, t) =
∑

x
bs(x, y, t)

FR(y, t) =∑
x

bs(x, y, t)

(a) (b) (c) (d)

Fig. 1. Spatio-temporal motion representations. (a) Top-, bottom- (c) Left-, right-views
to silhouette, (b) and (d) temporal plot of the distance vectors.

a dynamic background frame estimated and updated in time, more details could
not given here because of page limitation of the paper, but it can be found
in [2]. Then a 3x3 median filter operator is applied to the resulting images to
suppress spurious pixel values. Once a silhouette generated, a bounding box is
placed around silhouette. Silhouette across a motion sequence are automatically
aligned by scaling and cropping based on the bounding box.

2.1 Features Derived from View Distance Vectors

The output of the detecting and tracking module gives a sequence of bounding
boxes for every object [2]. Reference signals Rv(x) and Rv(y) for v view distances
vectors at location column and row to silhouette are first obtained by assigning
the distance signals produced from previous frame, respectively. In other words,
the processes, Rv(x, t) = Fv(x, t − 1) and Rv(y, t) = Fv(y, t − 1), are executed.
Then the same manner is sequentially repeated for the following frames to up-
date the reference signals. In order to use in gait cycle estimation and motion
discrimination, normalized correlation is performed to obtain maximum similar-
ities between two view distance vectors produced from sequential two frames;
for instance FT (x, t) in the current frame and RT (x, t) from the previous frame
for top view. This is repeated for each view distance vectors.

3 Motion Analysis

We present a low-level approach to distinguish walking and running actions and
to estimate the frequency and phase of each observed gait sequence, allowing us to
performdynamic time warping to align sequences beforematching to achieve a gait
basedhuman identification.First, normalized correlationprocesses are executed as
explained in previous section, and some of the experimental results are also shown
in figure 2. For an input sequence (Fig. 2.a), once the person has been tracked for
a certain number of frames, its spatio temporal gait parameters such as the nor-
malized correlation based variations of the moving silhouette can be estimated.
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Fig. 2. (a) Example images used, (b) Normalized correlation results for walking and
running, (c) Aspect ratio signals (i.e width/height.) of the bounding box

The normalized correlation results on four view distance vectors in the image se-
quence includes walking and running person’s actions grabbed on different views
are acquired as shown in figure 2.b. In that, the reference signals are automatically
updated by copying the view distance vectors produced from previous frame in the
sequence. To be able to produce optimum similarities on the distance vectors, the
reference signals have naturally been normalized by selecting from previous frame
in order to eliminate the influence of spatial scale and signal lengths.

The last line in figure 2 (i.e. Fig. 2.c) shows the aspect ratio signals (i.e.
width/height in the bounding box) of the moving silhouettes. From the correla-
tion plot, it is noted that view distance vectors change with time as the person
transits through a period of view independent action, there is a high degree of
correlation among the distance vectors across frames. In the experimental studies
in the image sequence includes walking and running persons in lateral view, the
normalized correlation results obtained from the all view distance vectors pre-
sented in this paper have exhibited the periodical signals. For oblique views, the
top- and bottom-views distance vectors based normalized correlation processes
have given more robust results than the left- and right-views distance vectors.
The characteristics in their results on the test image sequences have given the
similar signal characteristics with the aspect ratio signals for both lateral and
oblique views, as shown in figure 2. For frontal view, the aspect ratio signals
have not given a periodical signal on both actions (walking and running). But
the view distance vectors-based correlation results have successfully exhibited
the periodical signal characteristics.
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Fig. 3. Gait cyclic Estimation: Signals after removing the background then auto-
correlation. (a) View distance based (b) Aspect ratio based auto-correlation results
for walking person in frontal view, (c) View distance based (d) aspect ratio based
auto-correlation results for running person in oblique view.

3.1 Gait Cycle Estimation

Human gait is a repetitive phenomenon, the appearance of a walking/running
person in a video is itself periodic. Several vision methods have exploited this
fact to compute the period of human gait from image features [10][11][3]. In
[10][11], width time signal or height time signals of the bounding box of moving
silhouette derived from an image sequence are used to analyze gait period. In
[3], the aspect ratio of the bounding box of moving silhouette as a function of
time is also used to determine the period of the gait. Different from them, here
this paper presents four view distance vectors based variations on the moving
silhouette as a function of time so as to enable them to cope effectively with
both lateral view and frontal view.

Figure 2 displays a clear cyclical nature in the correlation results obtained
on the view direction-based distance vectors. To quantify these signals, we may
first remove their background component by subtracting their mean and dividing
by their standard deviation, and then smooth them with a symmetric average
filter. We finally compute their autocorrelation to find peaks, as shown in figure
3. For frontal view, although the periodical characteristics of moving silhouettes
are correctly detected by left- and right-view distance vectors based gait cycle
estimation (as plotted in figure 3.a), there has not been able to achieved any pe-
riodical characteristics on the results of the aspect ratio signals on the bounding
box, as shown in figure 3.b. The proposed algorithm for gait cycle estimation
has achieved more robust experimental results than the aspect ratio for frontal
view. For oblique, as plotted in figure 3c-d, and lateral views, both the proposed
method and the aspect ratio can easily detect the gait cycles.
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3.2 Motion Discrimination

To determine if an object exhibits periodicity, an 1-D power spectrum, P (f),
of auto correlation is estimated. Periodic motion will show up as peaks in this
spectrum at the motion’s fundamental frequencies [5]. A peak at frequency fi is
significant if

P (fi) = μp + K ∗ σp (1)

where K is a threshold value (typically 0.7), μp is the mean of P, and σp is
the standard deviation of P. In order to distinguish walking and running, the
main motion frequency is estimated by determining the peak which has largest
impulse from the significant peaks (eq. 1) in the power spectrum. One cycle of
the movements is extracted using the indicated location of the largest impulse.
Smaller impulses may also be present (harmonics) at integer multiplies of the
fundamental.

Another point of interest to distinguish two actions from each other is that the
variance of running frequencies is greater than that of walking frequencies. For
each view distance vectors, the average variance of the amplitude in the power
spectrum was determined on the experimental video sequences produced from
different views (Lateral, frontal, oblique). Then the average variance values for
each view distance vectors have also been used as threshold data. The threshold
values for the variance of the motion, the running frequencies can be clearly
distinguished from the that of walking. Those values only correctly classify 88%
of the gaits (averaging of three different motion way). For the motion frequency
determined by the largest impulse from the significant peaks, the average walking
and running frequencies were found to be 3.571 (Hz)- 5.357 (Hz) for lateral,
3.521 (Hz)- 5.633 (Hz) for oblique, and 2.205 (Hz)- 2.941 (Hz) for frontal views,
respectively. The average threshold values in frequency were used to discriminate
the walking and running actions. At this work, typical threshold values were
taken the mean of the averaging walking and running frequencies for each view.
The values given were extracted from the video at a frame rate of 25 Hz. Then,
four decision values based implementation correctly classify 94% for lateral view,
88% for oblique view, 76% for frontal view, of the gaits.

Finally, both threshold values on the variance of motion frequencies and
largest impulses in the power spectrum were implemented to have more robust
decision for motion analysis, then averaging correctly classify 94% of the hu-
man motion analysis even the silhouette data is produced from in noisy environ-
ments. At the experiments for motion discrimination, the database has 17 person
(2 child, 15 adults), and their action includes walking and running in outdoor
environment with three different way. Example frames are shown in figure 2.

3.3 Gait-Based Human Identification

We convert a two-dimensional silhouette shape into four one-dimensional dis-
tance vectors. The distance vector sequence is accordingly used to approximately
represent a temporal pattern of gait. This process of original feature extraction
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is illustrated in Figure 1. To eliminate the influence of spatial scale and sig-
nal length of the distance vectors, we scale these distance vector signals with
respect to magnitude and size through the sizes of the bounding boxes placed
around silhouette. Next, eigenspace transformation based on Principal Compo-
nent Analysis (PCA) is applied to time varying distance vectors derived from a
sequence of silhouette images to reduce the dimensionality of the input feature
space. A normalized Euclidean distance based pattern classification technique is
final performed in the lower-dimensional eigenspace for recognition. The training
process used is similar to the studies in [3].

4 Experimental Results and Conclusion

The database mainly contains video sequences on different days in outdoor and
indoor environments. A digital camera (Sony DCR-TRV355E) fixed on a tripod
is used to capture the video sequences. The algorithm presented here has been
tried on a database includes 17 people walking and running for motion discrim-
ination, and frame rate was 25 fps and the original resolution is 352x240. Test
results given in section 3 encourage to implement this kind of parameters for
human motion analysis for real time video surveillance applications, as long as
human performs the same actions during the test sequence.

At the initial experiments on gait recognition, a gait database is established
for our experiments. The database has 22 people, and subjects are walking later-
ally to the camera, the directions of walking is from left to right and from right
to left. The database includes two sequences for each subject. One sequence in-
cludes 3 gait cycle for each direction, and the length of each gait cycle varies
with the pace of the walker, but the average is about 26 frames. The subjects
walk along a straight-line path at free cadence in lateral view with respect to the
image plane, and 15 subjects were walking outside, an example frame is shown in
figure 2.a-left, 7 subjects were walking inside, the inside platform is also shown
in figure 2.a, but the subjects were walking in lateral view.

The initial results obtained using the proposed method are given in figure
4. Figure 4 shows the cumulative match scores for ranks up to 22, where figure
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Fig. 4. Cumulative match score characteristics in the database, the subjects were walk-
ing (Left) from left to right, (Right) from right to left
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uses the normalized Ecludiean distance similarity measures for each distance
vectors and their fusion. Two cycles were used for training, and next one cycle
was used for testing. Walking from left to right and the other direction are
separately tested to obtain initial experimental results. The more details on
the cumulative match score can be found in [13]. While only using alone each
distance vectors without making a relationship between each others, we can see
from experimental observations that recognition errors often happen when the
two smallest values of the similarity function are very close for one view but not
other view(s). Therefore, to have more robust classification, the classification
processes of the distance vectors are finally re-implemented by fusing Euclidean
distance measures. Then an increasing performance for the recognition has also
been recorded at the initial experimental study, as shown in figure 4.

The novelty in the presented algorithm lies in its simplicity, the efficiency of
the implementation, the usefulness in real-time applications, the effectiveness in
view independent applications, the robustness to some factors such as motion
object size and regular noise effects, and new approach includes multi-view and
multi-purpose aspects to silhouette for silhouette based human identification.
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Abstract. We present a hybrid classification method applicable to
gesture recognition. The method combines elements of Hidden Markov
Models (HMM) and various Dynamic Programming Alignment (DPA)
methods, such as edit distance, sequence alignment, and dynamic time
warping. As opposed to existing approaches which treat HMM and DPA
as either competing or complementing methods, we provide a common
framework which allows us to combine ideas from both HMM and DPA re-
search. The combined approach takes on the robustness and effectiveness
of HMMs and the simplicity of DPA approaches. We have implemented
and successfully tested the proposed algorithm on various gesture data.

1 Introduction

Both Hidden Markov Model (HMM) and Dynamic Programming Alignment
(DPA) approaches have been used extensively for gesture recognition1. Using
HMMs, many good results have been achieved, for example with sign language
[1, 2, 3]. While HMM-based methods usually prove accurate and robust, they
require some effort in the proper training of the model (with notable exceptions
such as [1]), and the implementation of the algorithms is not trivial. DPA ap-
proaches are much simpler, but only seem adequate for less challenging tasks,
for example when the gesture vocabulary is small [4]. Although, there have been
many attempts to improve DPA methods for gesture recognition, such as [5, 6].

DPA approaches have a long history, and an enormous body of research re-
garding various application areas and different optimization methods. For exam-
ple, the Edit Distance problem [7], different kinds of DNA and protein sequence
alignment [8, 9], and sound pattern recognition [10] can all be solved using DPAs.
All of these areas offer common insights on various improvements, such as space-
efficiency [11], or optimal implementations for parallel computers [12].

As HMMs are slowly pushing out DPAs in many application areas (including
gesture recognition), improvements that have been developed in the context
� This material is based upon work supported by the National Science Foundation

under CISE-RI No.0403428.
1 Please note that many HMM algorithms can be implemented using Dynamic Pro-
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of DPAs have become less applicable. To facilitate the reuse of ideas from both
bodies of work, we attempt to provide a common framework for the two methods.
We do so by relying on the robustness of HMM theory, but deriving underlying
algorithms that are very reminiscent of DPA approaches. Applying this to gesture
recognition proved to result in a method both accurate and simple.

2 Problem Formulation

Since our method is general, we will formulate the problem in general terms, but
give specific examples from our experiments. For the initial part of the discussion,
we will assume that we are only trying to recognize a single gesture in the object
being observed. Extending this to multiple gestures will be explained later.

Let be a set of observations that we can witness by monitoring the object
whose gestures we are trying to recognize. For example, in one of our experiments
we monitor the direction of movement of a point in a 2D plane. We represent the
direction by a point on the unit circle, so =

{
(x, y)|x2 + y2 = 1

}⋃ {(0, 0)},
where (0, 0) indicates that the point is not moving.

We are initially given an example of the gesture to be recognized, expressed
as a sequence of observations M = M1,M2, . . . ,Mn−1 with each Mj ∈ . We
are also given a continuous stream or real-time observations of the object we are
monitoring, denoted by O1, O2, . . . with each Oi ∈ . Both of the observation
sequences are expected to be collected at a consistent frame rate, i.e. typical
time series data. We will refer to times at which they are recorded as time steps.

The goal is to find continuous parts of the real-time observation sequence O
that correspond to the gesture given by M . That is, we want to separate parts of
O that are similar to the example gesture given by M (instances of the gesture)
from parts that are not. We do so by modeling the gesture by a Hidden Markov
Model (HMM) λ = (S, a, π), defined by the set of states S, the state transition
probability distribution a, and the initial state probability π.

Each state in S = {S0, . . . , Sn} represents a phase in the execution of the ges-
ture. The initial state is governed by π = {π0, . . . , πn}, where πj is the probability
that the HMM will begin in state j. At each time step, the HMM changes its cur-
rent state according to the state transition probability distribution a = {ak,j},
with ak,j being the probability of transitioning from state k to state j.

S1 . . . Sn−1 correspond to the gesture example M = M1 . . .Mn−1. Upon en-
tering one of these states, the HMM emits an observation o ∈ , according to
a probability distribution function initialized from M . In our experiments, the
p.d.f. for a state Sj , which we denote implicitly by p(o|Sj), is initialized using a
Gaussian-based model with mean Mj and variance determined from the average
distance between successive observations in M .

States S0 and Sn do not produce an observation (and for consistency we set
p(o|S0) = p(o|Sn) = 1 for all o ∈ ), but are used to indicate the beginning
and completion of the gesture. Hence, we enforce that the HMM begins in state
0 by setting π0 = 1 and πj = 0 for j �= 0. We also assume that the gesture is
executed by going through the states in a left to right fashion, which we model
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using a simplified form of the transition probabilities. In particular, we choose
three constants, astay, anext, and askip, which determine all state transition
probabilities. astay gives the probability of staying in the same state from one
time step to another, so a high value will allow gestures executed slower than
the model to be recognized. anext gives the probability of going to the next
state, while the probability of going to the sth next state is given by as−1

skipanext.
Intuitively, askip is the probability of skipping a state, so a high value will allow
gestures that that have parts of the model missing to be recognized.

In terms of a, we can write for all k and j < n

ak,j =

⎧⎨⎩
0, if j < k
astay, if j = k

aj−k−1
skip anext, if j > k

, (1)

with the values for ak,n chosen so that
∑n

j=1 ak,j = 1. In our experiments, we
use astay + anext

∑∞
j=k+1 a

j−k−1
skip = 1, in which case ak,n = anext

∑∞
j=n aj−k−1

skip .

3 The Algorithm

With λ = (S, a, π) defined, the question of relating a part of the obervation
sequence to the model of the gesture becomes the question of finding the most
likely state sequence within λ to have produced it. In Section 3.1, we derive a
modification of the Viterbi algorithm, which is commonly used to accomplish
that task. In Section 3.2 we explain how we find the recognized gestures in the
real-time observation sequence O1, O2, . . .. Section 3.3 shows how the recognized
gestures are used to improve the model of the gesture, and Section 3.4 explains
how we deal with the recognition of multiple gestures.

3.1 A Modification of the Viterbi Algorithm

Given a particular sequence of v observations Ou+1, Ou+2, . . . , Ou+v, we seek
to find the most likely state sequence (s0 = S0), s1, . . . , sv, (sv+1 = Sn) of the
HMM λ that would have produced it. The Viterbi algorithm does so using a
dynamic programming variable, which captures the probability of partial state
sequence generating a partial observation sequence, which we write as

δ
(u)
i,j = max p ((s0 = S0) , s1, . . . , (sv′ = Sj) , Ou+1, . . . , (Ou+v′ = Oi) |λ) (2)

δ(u) can be thought of as an instance of λ that started its execution just prior
to producing observation Ou+1, with δ

(u)
i,j representing the maximum probability

of any partial state sequence starting with S0 and ending with Sj producing
the observation sequence Ou+1, Ou+2, . . . , Ou+v′ = Oi. It can be calculated as a
table with initialization and recursive relationship

δ
(u)
u,j =

{
1, if j = 0
0, otherwise (3)

δ
(u)
i,j =

n
max
k=1

δ
(u)
i−1,kak,jp(Oi|Sj), for i > u . (4)
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Using (1) and some simplification, we can separate (4) into

δ
(u)
i,j = p(Oi|Sj)max

{
astayδ

(u)
i−1,j

anext maxj−1
k=1 δ

(u)
i−1,ka

j−k−1
skip

. (5)

However, we have no knowledge of when an intended instance of the gesture
starts in the observation sequence O = O1, O2, . . ., and calculating the δ(u) table
for all u is prohibitive. To that end we define δi,j = max δ(u)

i,j , which corresponds
to choosing the optimal starting point (u value) at each point of the table, i.e.
if δi,j = δ

(u)
i,j then observations Ou+1 . . . Oi are best explained by the HMM that

started its execution just prior to Ou+1 being observed. Conviniently, it is easy
to show that δi,j can be calculated by compromising equations (3) and (4) with
the superscript (u) dropped:

δ0,j =
{

1, if j = 0
0, otherwise (6)

δi,j =
{

maxn
k=1 δi−1,kak,jp(Oi|Sj), for i > 0 and j > 0

0, for i > 0 and j = 0 . (7)

We now define γi,j = maxj−1
k=1 δi,ka

j−k−1
skip , and note that

γi,j = max
{
γi,j−1askip

δi,j
. (8)

Hence, δ values for row i can now be calculated by first computing γ values for
row i− 1, and then using

δi,j = p(Oi|Sj)max
{
astayδi−1,j

anextγi−1,j−1
. (9)

Instead of calculating δ we set αi,j = log δi,j , and work with

αi,j =
n

max
k=1

{αi−1,k + log ak,j + log p(Oi|Sj)} . (10)

This gives us

αi,0 = 0 (11)

αi,j = log p(Oi|Sj) + max
{

log astay + αi−1,j

log anext + βi−1,j−1
, forj > 0 (12)

βi,j = max
{
βi,j−1 + log askip

αi,j
, (13)

which is more efficient and numerically stable, and has similarities with certain
forms of DNA alignments and local alignments in particular[8].

Because ak,n is an exception to the rules given by (1), αi,n needs to be cal-
culated according to (4). Hence, we need three passes for each row of the table.
One is to calculate α for all columns but the last, one to calculate β values,
and for the last column of α. Since the work for each cell is constant, the time
complexity to calculate a row of α and β is Θ(n).
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3.2 Recognizing Gestures

The issues to address in relation to the gesture recognition are determining where
a recognized gesture ended, where it started, and the most likely state sequence
that generated the observations in between. To determine where a recognized
gesture ends, we monitor the values in the last column of the α table. Whenever
we encounter a local maximum at some row i, i.e. αi−1,n ≤ αi,n > αi+1,n, we
examine the value αi,n. If it is large enough, it means that a complete gesture
(ending with Sn) has been executed with high enough probability.

To decide the treshold, consider the probability of the HMM generating a
ficticious sequence of observations o such that logp(o|Sj) ≥ r for some constant
r and all j = 1, . . . , n− 1, with nskip states getting skipped and nstay times that
the HMM stays in the same state from time step to time step. Then,

αi,n ≥ nskip log askip + (n− nskip)(r + log anext) + nstay(r + log astay) (14)

After selecting appropriate values for r, astay, anext, askip, different values for
nstay, and nskip will give us the probabilities of different ficticious observation
sequences, which can be used to determine a reasonable value for the treshold.
In our experiments, we scale the probability distributions over so that for an
observation o that is one half of a standard deviation away from the mean of
the Gaussian p.d.f. of a state Sj , log p(o|Sj) is expected to be 0 (it can vary
slightly depending on the particular p.d.f.), so we set r = 0. We would also
like to allow the gesture to be executed somewhat slower than the example
M , and not allow a significant portion of the gesture to be omitted, so we set
astay = 0.75 and anext = 0.25, which gives askip = 1

11 . A borderline acceptable
instance of the gesture would have nskip = 1

11n, and nstay = 0.75n, yielding
αi,n ≥ 1

11n log 1
11 + 10

11n log 0.75 + 0.25n log 0.25. Anything more probable than
this will be accepted as a recognized instance of the gesture, and anything less
probable will be rejected.

Once a local maximum in the righmost column of α exceeds the treshold,
we employ a traceback technique to extract the correspondence between the
observations and the HMM states. This is a simple modification of the traceback
commonly used with the Viterbi algorithm. Basically, we maintain pointers along
with the α and β table calculations which tell us the progression of the states.
In our version of the algorithm, the pointers are maintained as follows:

β∗
i,j =

{
j, if βi,j = αi,j

β∗
i,j−1, otherwise. (15)

α∗
i,j =

{
j, if αi,j = astayαi−1,j

β∗
i−1,j−1 , otherwise. . (16)

If the end of the gesture was detected at αi,n, α∗
i,n tells us the previous state,

α∗
i−1,α∗

i,n
the state before that, etc. When we reach S0, that tells us where the

gesture started. If the maximum length of a gesture instance is m, this requires us
to keep m rows of the α table in memory, i.e. Θ(mn) space. However, the method
of Hirschberg [11] (given in the context of the maximal common subsequence
problem) can be adapted to reduce the space requirement to Θ(m + n).
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3.3 Updating the Model

Once it has been detected that a gesture has been completed in the observation
sequence, the traceback method tells us not only the most likely state sequence,
but also what observation was generated by what state. This induces a mapping
from the observations to the states of the model. In cases where the model was
predicted to produce multiple observations from the same state, all of these
observations are mapped to this state.

We can now update the model by incorporating the recently recognized ges-
ture, which is similar to the approach taken by Lee and Xu[1]. We do so by
updating each state which has an observation mapped to it. For each mapped
observation we modify the p.d.f. related to the state to incorporate informa-
tion given by the new observation. This can be done in many ways, for ex-
ample by running a few iterations of the Expectation-Maximization algorithm
with the new observation included. Here, we present a simpler approach as an
example.

Suppose we represent the p.d.f. for each state by a mixture of Gaussians, with
a given state Sj having g Gaussians, 1 through g, and each Gaussian i having
mean μk, variance σ2

k, weight γk, and p(o|Sj) =
∑g

k=1 γkN (o|μk, σk).
To update Sj given a new observation o, we use a simple probabilistic tech-

nique that modifies the μ, σ, and γ parameters. We first choose a Gaussian
from the mixture whose mean and variance we will update. The probability of
choosing Gausian k is proportional to γkN (o|μk, σk). If Gaussian i is chosen, we
decide the new μi and σi by randomly drawing R points from the old Gaussian
and adding o to the mix. Hence, R indicates how flexible the model is - a high
R results in slow changes in the model, while a low R modifies the model more
quickly. Furthermore, for well behaved observation sets the expected result of
the above probabilistic method can be evaluated or approximated analytically.

Finally, we can update the weights so that

γ′
k =

{
R+1
R+γk

γk, if k = i
R

R+γk
γk, otherwise .

(17)

3.4 Recognizing Multiple Gestures

Up to this point in our discussion, we have assumed that we are only trying to find
instances of a single gesture in the observation sequence. To recognize multiple
gestures, we simply run multiple instances of the single gesture algorithm.

Each instance of the algorithm is initialized by an example of its gesture, and
at each time step, a new row of each of the α tables is calculated using the newly
recorded observation. The time complexity of the algorithm becomes Θ(

∑
ni),

where ni is the number of observations given in the example of gesture i.
Once a gesture is found, each instance of the algorithm reinitializes its α table,

which corresponds to enforcing that no two recognized gestures overlap.



A Hybrid HMM/DPA Adaptive Gesture Recognition Method 233

4 Experimental Results

We have implemented the proposed algorithms into the Motion Analysis and
Visualization Engine (MAVE, http://randomaxis.info/research/mave/), which is
released under the GNU GPL. Our initial tests dealt with the recognition of ges-
tures of a point in a 2D plane, with the observations given to the algorithm being
the point position (scenario A, = 2), velocity (scenario B, again = 2), or
the direction of movement (scenarion C, =

{
(x, y)|x2 + y2 = 1

}⋃ {(0, 0)}).
The scenarios were each tested in a task involving recognition of 10 gestures

representing digits 0-9, with the results summarized as follows. Velocity as the
observation (scenario B) worked poorly, probably due to even slight changes in
the speed of the gesture execution having dramatic effects on the observations.
Position (scenario A) worked well, but only after incorporating a grid into the
user interface, allowing the user to place the gestures in a similar position as
the example gesture. Angle (scenario C) worked the best. In scenarios A and C,
nearly all expressed gestures were recognized, and no misclassifications occured.

To illustrate the effects of model updating, we created some more detailed
tests using scenario A and synthetic gestures of the form y = a sin t, x = t for
0 ≤ t < 2π (see Figure 1). The gesture sequence to be recognized was generated
by repeating the gesture y = a sin t with noise. Before every ten trials of the
noisy gesture, non-gesture data of the form y = 0, x = t was inserted. Also, we
slowed down the model updating to see its effects over a longer period of time.

With a = 0.3, and very low noise (uniform distribution noise of ±0.05 on
both x and y) in the first test, the gesture data and the non-gesture data were
very similar (Figure 1, left). The first 9 times the non-gesture was observed, it
was misclassified as an instance of the gesture. However, after the 9th time (after
observing 90 highly precise true gestures) it was no longer misclassified, showing
the ability of the model updating to discriminate between very similar gestures.

In the second test, we used a = 2.0 (Figure 1, middle and right), and very
high noise (±0.75). In this case, the gesture was barely recognizable, but the
recognition improved with time. The number of times it was recognized in each
set of ten gesture trials was (in order) 1, 0, 1, 9, 10, 10, 10, 10, . . .. However, after
recognizing these 51 instances of highly noisy data, the model became so flexible
that it misclassified the non-gesture straight line as the gesture, showing that the
model updating can adapt even to high noise, but at a cost in misclassification.

Fig. 1. gestures y = 0.3 sin t (left), y = 2 sin t (middle), and recognized portions of
y = 2 sin t with large noise (right)
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5 Conclusions and Future Work

We have presented a hybrid method applicable to gesture recognition, based on
Hidden Markov Model theory but reminiscent of other Dynamic Programming
Alignment methods. Our solution has both good accuracy (typical of HMM),
and minimal training/initialization requirements (typical of DPA).

In addition to the 2D point results presented here, we have also succesfully
applied the algorithm to 3D motion capture data, allowing us to recognize full
body gestures. We are currently working on adapting our algorithm to sign
language data[2], which will allow us to compare our approach to other methods.
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Abstract. In any multidimensional visualization, some information has
to be compromised when projecting multidimensional data to two- or
three-dimensional space. We introduce the concepts of dimensional and
object coherence and correlation to analyze and classify multidimensional
visualization techniques. These concepts are used as principles for our
design of Hifocon, a new multidimensional data visualization system.

1 Introduction

Multidimensional visualization is challenging because humans live in a three-
dimensional world and have no intuition of higher dimensional space. Therefore,
any attempt to visualize multidimensional data must find a projection from
the high-dimensional space to a two- or three-dimensional visual space that is
intelligible to humans. As a result, different multidimensional visualization ideas
have been proposed.

To classify multidimensional visualization methods in terms of their emphases
and tradeoffs, we introduce the principles of dimensional and object coherence
and correlation. We discuss the strengths and limitations of existing multidi-
mensional visualization techniques, and analyze and classify them using these
principles.

We then introduce Hifocon (High-Dimensional Focus+Context), a multidi-
mensional data visualization system designed to provide strong coherence and
correlation. We show how Hifocon helps users to gain useful and interesting infor-
mation. A particular strength of Hifocon is that it can be used to find hierarchical
clusters, and clusters which are outliers in other dimensions.

2 Object and Dimension Coherence and Correlation

In high-dimensional visualization, not only are there too many objects to visu-
alize at once, but there are also too many dimensions to visualize at once.

To discuss multidimensional visualization, we introduce a new concept: ob-
ject coherence and dimension coherence. In a visual representation with object
coherence, each object is represented as a single and coherent visual entity, such
as a point. Lack of object coherence happens when an object is visually repre-
sented as separate visual entities such as several points. In such a visualization,
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the user cannot see clearly the properties of the object all at once; therefore we
say that the visualization of the object is “not coherent”.

Dimension coherence is satisfied when the distribution of objects’ attribute
values in each dimension is clear. As we show in Section 3, many multidimen-
sional visualization methods do not satisfy object and dimension coherence.

In general, object coherence is desirable when the user is interested in know-
ing the object’s attribute values in many different dimensions and how they
relate to one another. Dimension coherence is desirable when the user wants
a clear picture of how objects are distributed in this dimension; for example,
whether there are clusters present.

Correlation is another important aspect of understanding data. We define
object correlation to be the property of a visualization that allows a user to tell
whether two objects are similar in their attribute values, and to visually group
similar objects. We say that a visualization has dimension correlation among a
certain number of dimensions when the user is able to easily tell whether these
dimensions are correlated according to the attribute values of the objects in the
dataset.

Object and dimension correlation are very desirable and useful properties
of a visualization, but because of the difficulty of visualizing high-dimensional
data, they are often not achieved.

3 Related Work

Some existing techniques serve as examples to illustrate the concept of object
and dimension coherence.

In parallel coordinates [6], each dimension is represented as a vertical line.
Each object is mapped to one point on each line according to its attribute value
in that dimension. A poly-line is then drawn to connect all the points. In parallel
coordinates, there is good dimension coherence because for each dimension, the
distribution of all the objects’ attribute values for that dimension is clear. Fur-
thermore, the correlation between adjacent dimensions is also visible. However,
object coherence is not achieved in parallel coordinates because from the visu-
alization, one cannot tell all the attribute values of any single oject. Similarly,
object correlation is bad in parallel coordinates. In this respect, the primary
focus of parallel coordinates is the dimensions, not the objects, and furthermore,
when the user looks at a certain dimension, the focus is on that dimension and
its adjacent dimensions because the relationship between those dimensions are
obvious while all the other dimensions are still visible in context. Yang et al. [21]
presented one way to enhance the perception of dimensional correlation in paral-
lel coordinate is to order the dimensions such that similar dimensions are placed
adjacent to each other.

Another popular multidimensional visualization method is the scatterplot
matrix. In each position (i,j) in the matrix, a scatterplot is drawn with dimension
i as the x-axis and dimension j as the y-axis. In this visualization, there is
no object coherence because each object is shown as multiple points and the
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user cannot tell all the object’s attribute values for any single object. There is
dimension coherence because the user can tell the distribution of all the objects’
attribute values for any dimension that the user is interested in. Furthermore,
the correlation between any two dimensions i and j is clear from looking at the
scatterplot in position (i,j). However, the user cannot simultaneously observe
the correlation between more than two dimensions.

Dimension-reduction techniques are also commonly used in visualization. For
example, Principal Component Analysis (PCA) [7] can be conducted on the data,
and a scatterplot is shown with the first two principal components as the x- and
y-axis. In such a visualization, there is no dimension coherence because each
principal component is a combination of different original dimensions and there-
fore, from the visualization, one cannot tell an object’s attribute value in any of
the original dimensions. There is very good object coherence because each object
is simple shown as a point, and the screen position of each object in relation to
other objects can be easily observed. Similarly, there is also good object cor-
relation because PCA tends to place objects similar in high-dimensional space
close together in 2-D display. Another dimension-reduction method, MDS [19],
is designed especially to preserve in 2-D the inter-object distances in higher di-
mensions. Projection Pursuit [5] methods provide more general projections of
high-dimensional to low-dimensional space.

There are other existing multidimensional visualization techniques. Some are
variants of the above-discussed methods, some combine different methods, and
some, such as the Grand Tour methods [3], use animation and interaction tech-
niques to enhance the visualization, linking multiple views. All these different
methods can be analyzed based on their choices of what to show in focus and
what to show in context, the smoothness of their transitions between focus and
context, and their trade-offs between object and dimension coherence. For ex-
ample, in animated visualizations, the correlation among the objects/dimensions
shown between two adjacent frames is more obvious than between two frames
separated by a long period of time.

Several multidimensional visualization systems have been built and are pub-
licly available for download and use. The XGobi [17] package includes many
built-in visualization tools such as scatterplots and parallel coordinates, and has
the ability to link different scatterplots. Xmdv [20] is similar, and also includes
dimensional stacking [12] and star glyphs [8]. VisDB [9] includes pixel-oriented
techniques, and is used for visually exploring large databases These systems al-
low the user to conveniently choose different visualization display methods to
explore the high-dimensional data.

4 Hifocon

Hifocon is the multidimensional visualization system we designed for improved
coherence and correlation. In Hifocon, there are two display areas, called “pri-
mary” and “secondary”. A scatterplot is shown in each. The user is allowed to
choose which dimensions to use on the 4 axes. For example, the user may choose
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to use the first principal component for the x-axis and the second principal com-
ponent as the y-axis in the primary display, and the original dimensions 5 and
8 as the x- and y-axes respectively in the secondary display.

Fisheye [4] magnification with star-glyph [8] are used to enhance coherence
and correlation. A typical use of fisheye magnification is as follows. The user
has chosen to display a scatterplot using MDS to layout the points. Then the
user places a fisheye magnification lens on the display. This focuses the user’s
attention on the magnified objects, and these objects can be shown in more
detail. Each magnified object is no longer shown as a single point, but as a
star-shaped glyph. This star has n sticks radiating from the center, where n is
the number of original dimensions the user has selected to focus on. The length
of each stick is determined by the object’s attributed value in the the stick’s
represented dimension; the larger the value, the longer the stick.

In this way, the user is allowed to select a subset of objects and a subset of
dimensions to focus on simultaneously. Fisheye magnification with star-glyphs
give good object coherence. However, there is not much dimension coherence
because if MDS is used as the layout, the attribute values of the objects in any of
the original dimensions cannot be discerned from the visualization. Furthermore,
in star-glyphs, the focus dimensions are shown as disparate sticks on each object,
so the distribution of the all the objects’ values in any dimension cannot be
clearly seen.

For better object coherence and dimension correlation, we designed another
visualization metaphor: Arcs. In the two-scatterplot Hifocon display, each object
is shown as two points, one in the primary and one in the secondary scatterplot.
For better object coherence, a curved line is drawn between these two points.
Now, an object is no longer two points, but one arc. Using arcs rather than
straight lines to connect points give better perception of their endpoints. The
arc representation has previously been used successfully in Thread Arcs [10].

Dimension correlation can also be enhanced in arcs. For example, if four
different original dimensions were chosen as the four axes in the two scatterplot
displays, dimension coherence is achieved for each of the four dimensions in
focus. Dimension correlation is satisfied between the two dimensions shown in
each scatterplot but not across the two scatterplots. Now, if arcs are drawn
to connect objects in the two displays, then the dimension correlation between
dimensions in the primary and secondary scatterplots becomes more obvious.

When there are too many objects in the display, the arcs can make it visually
cluttered. When that happens, the user is allowed to move a focus lens (like the
fisheye focus mentioned in the previous section). Only the objects covered by
the lens would have arcs drawn in full color. Other objects are either displayed
just as points, or have arcs drawn in less saturated color. These objects and arcs
provide good context to the objects in focus.

Sometimes, a certain choice of axes provides a scatterplot visualization of
the entire dataset that shows clearly the overall distribution of entire dataset.
However, the visualization of parts of the data may not be clear. In such cases,
Hifocon allows the user to paint a region of the display which the user is not



Hifocon: Object and Dimensional Coherence and Correlation 239

satisfied with. A new pair of scatterplots will be shown and all objects falling
on the painted region in the previous scatterplot will be re-displayed in this new
scatterplot-pair. Different axes can be selected for this new display that would
give a better visualization.

For example, a cluster in two dimensions (a,b) may become two clusters in
two other dimensions (c,d). In this case, the first two dimensions (a,b) can be
chosen for the parent scatterplot, and a region is painted over the cluster, and
a new scatterplot is plotted for the cluster, using dimensions (c,d). In this way,
hierarchical clustering can be observed.

PCA and MDS can also be performed only for this subset of data to more
accurately show the statistical distribution and covariance of the subset.

Painting is performed simply by clicking on the mouse and dragging over
the desired region of the display. The creation of regions and new scatterplots
results in a heirarchy of scatterplots. Hifocon allows the simultaneous display
of a scatterplot pair in focus together with its parent and children. Arcs can
also be drawn to connect points representing the same object in the different
scatterplots. This enhances object coherence and dimension correlation, so that
the context shown by the parent scatterplot is more intuitive.

5 Examples

The Segment dataset from the Statlog [13] database is used to evaluate Hifo-
con. Each object in this dataset represents an image. Each image is of one of
seven types: brickface, sky, foliage, cement, window, path or grass. These seven
types are thus the classes an object can belong to. Each object is defined in
19-dimensional space. An example of a dimension is the average red value over
the region. Another dimension is the contrast between vertically adjacent pixels,
used to detect horizontal lines.

We use some examples from the visual exploration of the Segment dataset
with Hifocon to illustrate how the visualization features of Hifocon can uncover
important knowledge in high-dimensional data.

The left picture in Figure 1 shows a scatterplot pair with its parent scat-
terplot. In the secondary scatterplot, two clusters of red points are clearly dis-
tiguishable. However, in the primary scatterplot, there is only one cluster of red
points. This shows that in the x-axis of the secondary scatterplot (which the
user has chosen to be the original dimension exred-mean ), there are two dis-
tinct clusters, however, in the other three axes (which the user has chosen to be
original dimensions region-centroid-row , wedge-mean , and exgreen-mean ),
there is only one cluster.

Looking at the distribution of the red points on the secondary scatterplot
along the y-axis, it is also clear that the left cluster has a higher value in the
y-axis (which is exgreen-mean). This shows that even though the two clusters
are not separately clustered in exgreen-mean, they are still separable. Now, the
user is interested in finding out if there is any such correlation with the two
dimensions used as axes in the primary scatterplot. This is done by drawing
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arcs and placing a focus point on one cluster and then the other, as shown in
Figures 1. The results show that these two clusters are also separable in the two
dimensions of the primary scatterplot, even though no clustering occurs in these
two dimensions. This shows that there are two different types of class brickface
surface type in this dataset, and these dimensions can be used to distinguish
between the two types.

Fig. 1. Annotated screenshots. No clustering in the primary scatterplot, but the two
clusters of the secondary scatterplot are separable in the primary scatterplot.

Another interesting discovery made in Hifocon visualization of the Segment
dataset is that clusters in one dimension can be outliers in another dimension.
This is shown when objects from one cluster in one plot has lines connected
to objects which are outliers in another plot. This shows the interesting phe-
nomenon that points in a cluster in one dimension can become outliers in other
dimensions.

Figure 2 visualizes the objects belonging to the sky class. In the parent scat-
terplot (with rawblue-mean as the x-axis and exred-mean as the y-axis), there is
a cluster with slightly larger value in exred-mean than rawblue-mean. By con-
necting the points in that cluster to the primary scatterplot (with rawred-mean
as the x-axis and intensity-mean as the y-axis) with arcs, the user observes that
the cluster also has slightly larger value in rawred-mean and smaller value in
intensity-mean. Connecting lines to the child scatterplot shows that this clus-
ter does not deviate in the two dimensions used for the child scatterplot. This
shows that sky images contains a cluster that is slightly more red than other sky
images.

6 Conclusions

We have defined the concepts of object coherence, object correlation, dimen-
sional coherence, and dimensional correlation to help discuss and analyze multi-
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dimensional visualization. We find that object and dimension correlation are not
satisfied in many existing multidimensional visualization methods. Using these
concepts, we have provided an analysis of well-known existing multidimensional
visualization methods.

Fig. 2. Annotated screenshot. A cluster is observed in the parent scatterplot. This
cluster is linked to the primary scatterplot and the child scatterplot. Deviation of the
cluster is observed in the primary scatterplot but not in the child scatterplot. Such
deviation is very hard to detect in parallel coordinates.

We then introduced Hifocon, a multidimensional visualization system we
designed for better coherence and correlation. We incorporated dimension-
reduction techniques like PCA and MDS to place objects on scatterplot dis-
plays, and used fish-eye magnification to show focus objects in detail with star-
glyphs. We also use an arc to link two points representing the same object in
two different scatterplots. This allows the relationship between four dimensions
to be observed. Arcs are drawn for all points within a focus area specified by
the user, while other points are shown as context. Coherence and correlation
for both objects and dimensions are improved with arcs. With arcs, many inter-
esting observations have been made. For example, we have shown an example
of hierarchical clusters and an example of a cluster which becomes outliers in
another dimension. Arcs are well-suited to discover such relationships because
arcs link multiple dimensions together.

The ability to plot a new scatterplot for a subset of the data is also provided
in Hifocon. This is important because axes can be custom-chosen to best reveal
patterns, clusters and outliers in the subset. Arcs can be drawn back to the
parent scatterplot for better object coherence and dimension correlation, so that
the context shown by the parent scatterplot is more intuitive.
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Abstract. Interactive network-based walkthroughs in large urban en-
vironments raise difficult problems due to the size and density of these
scenes. Thanks to the strong occlusion complexity of such environments,
visibility streaming is a particularly efficient technique for minimizing the
network load. In this paper, we present a solution which relies on client-
side processing of visibility information so as to minimize the server
workload. To solve the problem of transmitting the visibility data to the
client, we suggest a bi-level compression scheme for the visibility sets
that performs significantly better than previous methods. As a result,
the visibility sets can be efficiently transmitted on-demand to the client
and then used for adaptive streaming and rendering. Finally, we present
our experimental results for a virtual city walkthrough.

1 Introduction

Efficient and fast automatic modeling tools allow generating huge 3D city mod-
els. However, using these large databases in network-based applications is a chal-
lenging problem. The usual download-and-play method of most existing Web3D
applications is unworkable and the problem becomes even more difficult in the
case of mobile networks and terminals given their limited memory resources.
Furthermore, many applications require that viewing interactions begin once
the network connection is on, even if the image is rendered with raw LODs.

An extensive literature addresses the problem of visualizing large and com-
plex 3D databases [1]. Most of the proposed solutions use LOD and visibility
culling to generate a simplified view-dependent model of the scene. In the case
of urban walkthrough applications, visibility culling significantly reduces scene
complexity since the foreground façades hide large parts of the scene. By imple-
menting server-side visibility culling, network usage can be strongly decreased by
sending only visible objects to the client [2]. However, some form of pre-fetching
and caching is necessary to compensate for transmission lags [3]. Pre-fetching
entails the visibility set be computed within a superset of all observer viewpoints
possible within a given time period.

To avoid real-time server-side computation of the visibility set, these sets can
be pre-computed for all view cells that form a partition of the viewpoint space
[4]. Assuming that the potential visibility sets (PVS) have been pre-computed
for all view cells of the viewpoint space, two methods of client-server cooperation
are possible. In the first one, the client sends his viewpoint changes to the server
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that locates the corresponding view cell and updates the client data according to
the associated PVS. The drawback is that redundant data are sent to the client
because the server does not know which data are already in the client cache. This
problem can be solved if the client cache management procedure is known from
the server or if the client informs the server about its cache content [5],[6]. But
this is only possible with simple cache management procedures and nonetheless,
it significantly impacts on the server workload. In the other method, we assume
that the client has pre-fetched the PVS data for a sufficiently large area around
the current viewpoint. The client can then determine by itself the objects that
need to be requested from the server. This gives full freedom in the client cache
management procedure and greatly simplifies the server task. Furthermore, the
client renderer can take advantage of the local PVS data to perform visibility
culling. However, this raises the problem of sending the PVS data to the client.

In the following, we will describe a solution based on an efficient hierarchical
PVS data compression algorithm that allows sending visibility information at
low transmission cost.

2 Related Work

In his early works on virtual environments walkthroughs, Funkhouser [3] suggests
integrating visibility and detail control techniques for managing large amount
of data during an interactive walkthrough. Since then, a significant research ef-
fort has been concentrated on visibility computation. Comprehensive surveys
can be found in [4],[7]. Conservative methods in which for a given scene and
viewpoint the occlusion culling algorithm determines a superset of the visible
objects [8] are popular for urban environments. From-region algorithms parti-
tion the viewpoint space into cells, rather than attempting to build and store
a complex aspect graph. The main advantage of these techniques is that their
rather important computational cost can be transferred to a preprocessing step
[9],[10]. Another interesting asset is that they make pre-fetching easier which is
particularly useful for remote urban walkthrough systems as described in the
introduction. In [11], Marvie describes a VRML/X3D implementation of this
pre-fetching method through the introduction of new scene-graph nodes. How-
ever, the VRML syntax does not lend itself very well to the handling of very
large scenes, in particular as regards compression. This is an important factor
for urban walkthroughs since efficient objects pre-fetching requires fast trans-
mission of visibility data to the client. In the literature, the problem of PVS
data compression has mainly been considered under a storage point of view.
The storage and the management of PVS data is indeed a difficult issue for large
scenes involving millions of polygons. Most suggested compression techniques
starts from a boolean visibility array in which the visibility of an object (col-
umn index) for a given view cell (row index) is encoded by a binary digit. In
[12], van de Panne and Stewart suggest merging equal or similar rows/columns
and using run-length binary compression. In [13], Gotsman et al. address the
problem of visibility data compression in a 5D spatial hierarchy of the viewing
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space. They suggest reducing redundancies between hierarchy levels by creating
visibility arrays at each nodes in which a zero is assigned when the object is not
visible from the current node cell and all its descendants. Zach and Karner [14]
use a similar technique for multiresolution mesh visualization. In [15], Nadler et
al. make a theoretical analysis of visibility in urban scenes that leads them to
an optimal view cell size as regards storage considerations. They also suggest
using a hierarchical data structure to exploit cell-to-cell PVS coherency which
results in saving up to 25% on total storage. Instead of using a PVS for each
cell, Koltun [16] uses an intermediate representation called virtual occluder that
aggregates occlusion for a region. These virtual occluders are pre-computed. As
there are much less virtual occluders than individual occluders, this enables on-
line PVS computation before the rendering stage. Moreira [17] breaks the PVS
into several subsets according to geometric criteria so that the server can send
the most relevant data first by using a visual importance metrics. Recently,
Chhugani et al. [18] have suggested a new compression algorithm that they use
for interactive display of huge models. It consists in computing the difference
(the Δ sets) between the PVSs of adjacent view cells and compressing the Δs
using a variable length encoding method that exploits the sparse distribution of
the 1s.

3 Overview

Our goal is to allow interactive urban walkthrough applications in a mobile
client/server configuration, that is with reduced network bandwidth and termi-
nal resource. Furthermore, the server should be able to sustain thousands of
connected clients. In this context, we have shown in the introduction that the
best solution is a demand-driven client-server architecture in which the visibility
data are pre-computed and exploited on the client-side (see Fig. 1). Therefore,
the visibility sets serve three different purposes :

– reduce network and terminal resource usage by sending to the client a min-
imal subset of the scene and visibility data

– allow client-side visibility culling so as to minimize the client workload
– allow pre-fetching so as to cope with network latencies

The first two objectives lead us to minimize view cell size whereas the last one
is better fulfilled with large view cells. Note however that too small view cells
would bring about excessive protocol overhead and view cell management tasks.
A hierarchical structure such as described in [13],[15] is a good solution for this.
The low levels of the spatial hierarchy are appropriate for client-side visibility
culling whereas the high levels are mostly beneficial to pre-fetching. Furthermore,
this spatial hierarchy allows taking advantage of the strong cell-to-cell coherency
when encoding PVS data.

Our system uses a two-level view cell hierarchy. The lower level is obtained
through a Delaunay triangulation of the walkthrough area (i.e. all space left
between building footprints) as suggested by Wonka [10]. To limit the number
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Fig. 1. Client-server architecture for remote interactive walkthroughs

of potentially visible objects in a cell, the largest cells are divided whenever the
number of visible objects exceeds a fixed limit. The upper level consists in an
axis-aligned subdivision of the whole urban area.

As our client-server architecture requires sending PVS data to the client,
data compression is an important issue given that visibility data may be larger
than scene data. Our method combines a hierarchical coding approach similar
to Gotsman’s [13] with a bi-level image compression technique for the visibility
arrays so as to best take advantage of the cell-to-cell coherency. Pre-fetching
is performed through a process which consists into requesting and storing the
neighboring view cells within a viewpoint-centered lookahead area.

4 Visibility Data Compression

4.1 Original Visibility Data

The view cells have a triangular base and a constant height. The p view cells
and n objects of the scene are indexed by single ID numbers. As explained in
the previous section, the visibility data are structured in a two-level hierarchy.
For this, the scene is subdivided in axis-aligned parallelepipedal regions such as
provided by well-know tree structures (k-d tree, BSP,. . . ) or simple uniform grid
partitioning. We choose the later for the sake of simplicity.

A subdivision region takes in all view cells that intersect it. In most appli-
cations, the size of the subdivision regions is chosen so that each one contains
an average of one hundred view cells. Experiments have shown that this size is
sufficient to exploit cell-to-cell coherency for visibility array coding and it pro-
vides a good compromise between the data size of the subdivision regions and
the pre-fetch range. Figure 3 shows a 2D example of spatial subdivision.

The PVS information is computed for each view cell of the scene and is
stored in a boolean vector of n bits with each ith bit set to 1 to represent that
the ith object is visible from the current view cell. A visibility array is built in
which each row corresponds to one view cell and each column corresponds to one
object.
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4.2 PVS Compression

Dividing the global visibility array in as many visibility arrays as the number
of subdivision regions is easily performed. It creates a set of much smaller visi-
bility arrays though global redundancies are produced because some view cells
belong to several subdivision regions. However the visibility arrays associated to
the subdivision regions still have a prohibitive size because there is an entry for
each object of the scene. Nevertheless there is a large number of zeros because
many objects are not visible from any of the view cells included in the region.
Such objects show up as all-zero columns in the visibility array. To remove this
redundant zeros, we use a technique similar to Gotsmans’s hierarchical com-
pression scheme[13]. It consists in building a subdivision region visibility table
(called visibility table from now on) as follows. A visibility table is a n-dimension
boolean vector in which the ith entry is set to 1 when the object is potentially
visible from at least one of the view cell of the subdivision region or else set to
0. The 0 entries of the visibility table show the columns of the visibility array
which can be removed (see Fig. 2).

Fig. 2. Example showing columns removal in visibility arrays

Fig. 3. An example of a 2D ground
projection of the 3D scene with the
buildings in dark and navigation space
in white divided in triangular view cells

Fig. 4. A re-ordered visibility array
(bottom image) compared to the origi-
nal one (top image)
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Visibility data are thus structured in two tables: the visibility table and the
new compacted visibility array. Given the strong cell-to-cell coherency and the
densely occluded nature of urban scene, this compression method significantly
reduces the visibility data size. However, a lot of redundancies remain in visibility
arrays. To further compress these arrays, we apply a bi-level image coding algo-
rithm such as used in fax machines. Bi-level image coder such as JBIG are very
effective at capturing the patterns and structure of any type of bi-level image.
They provide much higher compression rate than run-length coder. However,
visibility arrays appear to be very noisy images since there is little correlation
between successive rows and columns. A reordering is necessary so that the bi-
level coder can best exploit the cell-to-cell coherency. Correlation between rows
can be improved if we permute them so that the Hamming distance between
two consecutive rows (number of bit positions in which they differ) is minimal.
If we take the sum of the Hamming distances between the r− 1 consecutive row
couples as an optimality criterion, an exhaustive search would lead to testing all
r! permutations (r is the row number i.e. the number of view cells included in
the subdivision region). Given the average number of view cells per subdivision
region, this appears to be too computationally expensive. The following simple
algorithm provides a sub-optimal solution that proves to be sufficient in practice.
A seed row is arbitrarily chosen and taken as the first row in the new visibility
array. The closest to the first one according the Hamming metrics is searched
among the remaining ones and moved to the second row, and so on until all the
rows have been re-ordered. Figure 4 shows the effect of reordering on bi-level
images and Fig. 5 summarizes the pseudo-code of the entire process.

This re-ordering algorithm requires (r − 1)! Hamming distance calculations.
We also compare our reordering algorithm with the brute force method which
consists in finding the row permutation which yields the smallest data size after
applying bi-level image compression. In most cases (97%), the simple reordering
algorithm leads to the same compressed array size as the brute force method.

As it can be expected, there is a strong correlation between row proximity
in the re-ordered visibility array and view cells geometrical proximity in the
viewing space (80% of adjacent rows correspond to adjoining cells) though no
topological considerations have been taken into account when re-ordering. Con-
cerning the columns of the array, it would cost a lot of CPU time to find the
optimal re-ordering because of the huge number of objects. While building the
scene database, we just try to number objects as coherently as possible using
local proximity rules.

Once the rows have been re-ordered, we apply a lossless bi-level image coder
or a binary compression algorithm. Four types of compression methods have
been experimented:

– The run length compression algorithm used by de Panne and Stewart in [12]
– The JBIG1 compression standard
– The PNG compression format
– The generic GZIP compression method
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Divide the scene in subdivision regions
For each region

Assign view cells to regions
Build the region visibility table
Discard all-zero columns in the
visibility arrays and build visibility tables
Reorder the rows of the array:

Build an empty new array called ”newarray”
Select a seed row
Move it to top of newarray
Current row = First row
While un-ordered rows remain

Search the closest row to Current row
Move it to Next row in newarray
Current row = Next row

Apply bi-level image coding on newarray

Fig. 5. Pseudo-code for visibility data compression

4.3 PVS Decompression and Pre-fetching

When a visibility data packet (a visibility table plus a compressed visibility
array) is received, the client builds an empty subdivision region visibility array
with n (number of objects) columns and r rows. The visibility table is used to fill
the columns which have only 0 values. The bi-level visibility image is decoded
and used to fill the columns that are marked with a 1 in the visibility table.
Whenever the observer moves to a new subdivision region, new visibility data
need to be requested from the server. To compensate for the network latencies,
the server sends in advance to the client the visibility tables of the adjacent
subdivision regions.

5 Results

We have implemented the client-server system described above so as to exper-
iment the architecture and the algorithms. All the results given below were
conducted on a PC platform with a 2.8GHz P4 CPU, 768MB of RAM.

The results with the virtual city of Rennes a view of which is shown in Fig. 6
are presented. PVSs have been computed with the method described by Wonka
et al. in [10]. The scene is composed of buildings modeled either in 2.5D or 3D,
façade textures and street furniture. The scene properties are described below
in Table 1. The last item of this table is the size of the uncompressed global
visibility table (one row for each cell and one column for each object). It is
obviously too large to be transmitted in the context of an on-line application.

Table 2 gives the compression ratios for the scene described above. The size of
the square subdivision regions is 50m which allows containing enough view cells
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Table 1. Scene characteristic data with a 50 meters subdivision region

Scene properties Rennes
surface of the city in km2 19
average view cell surface in m2 86
number of objects 22581
number of view cells 85210
avg. number of view cells in a subdivision region 43
avg. number of visible objects in a cell 428
avg. number of visible objects in a subdivision region 1475
global visibility table size without compression in MB 240.5

Table 2. Experimental results with the Rennes model. Compression ratios are given
compared to the original visibility array

Compression methods Average array size
Uncompressed binary 120541
M0: Uncompressed reduced 7891 (14.5x)
M1: Run-length encoding 5200 (23.2x)
M2: Gzip 2873 (42.0x)
M3: PNG 3263 (36.9x)
M4: JBIG1 2754 (43.8x)
M5: Gzip with reordering 2752 (43.8x)
M6: PNG with reordering 2474 (48.7x)
M7: JBIG with reordering 1989 (60.6x)

for the user to navigate during a few seconds without requesting new visibility
data from the server.

The first item gives the average size of the visibility arrays with uncompressed
binary coding (one column for each object of the scene). For M0, the size has
been reduced by removing the all-0 columns. As mentioned above, this com-
pression step requires sending a visibility table to allow the decoder to retrieve
the removed columns. In all tested compression methods, this table is gzipped
and sent in the same data packet as the view cells numbers and the compressed
visibility array. The results given for M0 to M7 take into account the total size
of the packets so as to allow a fair comparison between methods. The method
M1 is the one suggested by van de Panne and Stewart. It consists in run-length
encoding the TRUE entries of the visibility arrays. PNG compression (M3 and
M6) has been implemented with libpng version 1.2.8. For JBIG compression (M4
and M7), we use the JBIG-KIT by Markus Kuhn. Better compression results
are expected with a JBIG2 coder. The three methods M2, M3 and M4 lead to
similar compression ratios. The results of M6 and M7 clearly show the advantage
of re-ordering while M5 (gzip) is not very different from M2. The algorithm per-
forms better with JBIG (M7) since the sophisticated prediction methods used
by JBIG become effective only when image coherency is present. When applied
to the whole scene, the overall gain is significant: the sum of all the compressed



Efficient Compression of Visibility Sets 251

visibility arrays takes up only 6.7MB with M7 which is 36 times smaller than
the original table (240.5MB).

6 Conclusion

We have presented a client-server system for urban walkthrough in very large
and complex scenes. This system is based on visibility culling so as to minimize
network and terminal resource usage. PVSs associated to view cells are pre-
computed and transmitted on-demand to the client. The client is then responsi-
ble for its own visibility culling and for the management of its local scene data,
which minimizes data requests from the server. The cost of sending the visibility
sets is negligible thanks to the two-step compression algorithms that we sug-
gest. The last step uses a bi-level image coder which proves to be very effective.
Furthermore, our compressed PVS data structure allows solving effectively the
pre-fetching problem. Moreover, this client-side object selection method greatly
facilitates a peer-to-peer implementation in which clients may act as servers for
their peers. The above experimental results have been obtained on a PC plat-
form. A mobile phone implementation based on OpenGL ES is underway. Due
to the limited bandwidth of mobile network, further optimization is necessary
in the streaming method.
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Abstract. In virtual environments, head pose and/or eye-gaze estimation can be 
employed to improve the visual experience of the user by enabling adaptive 
level of detail during rendering. In this study, we present a real-time system for 
rendering complex scenes in an immersive virtual environment based on head 
pose estimation and perceptual level of detail. In our system, the position and 
orientation of the head are estimated using stereo vision approach and markers 
placed on a pair of glasses used to view images projected on a stereo display 
device. The main innovation of our work is the incorporation of uncertainty 
estimates to improve the visual experience perceived by the user. The estimated 
pose and its uncertainty are used to determine the desired level of detail for 
different parts of the scene based on criteria originating from physiological and 
psychological aspects of human vision. Subject tests have been performed to 
evaluate our approach. 

1   Introduction 

Virtual environments (VEs) are effective computing technologies that allow 
deployment of various advanced applications including immersive training systems, 
surgical simulations, and visualization of large data sets among others. Development 
of such computing environments raises challenging research problems. To allow high 
degree-of-freedom (DOF) natural interaction, new input modalities based on direct 
sensing of the hand, eye-gaze, head and even the whole human body motion are being 
incorporated. To create an immersion effect, advanced display technologies such as 
3D stereo displays or CAVE environments are being engineered and high quality real-
time rendering algorithms are being developed. 

Among different input modalities, head pose and/or eye-gaze estimation provide an 
effective input mainly for navigation tasks in VEs. During navigation, head pose 
information (i.e., 6 DOF) can help to optimize the computational load of rendering 
and increase visual quality at regions where the user is focusing on by estimating 
where the user is looking at. Technically, it is possible to employ adaptive level of 
detail (LOD) in rendering to improve the visual experience perceived by the user 
without a major increase in the computational load. 

In this study, we present a real-time system for rendering complex scenes in an 
immersive virtual environment based on head pose estimation and perceptual level of 
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detail (PLOD) [1]. In our system, the position and orientation of the head are 
estimated using stereo vision and markers placed on a pair of glasses that the user has 
to wear to view images projected on a stereo display device. The main innovation of 
our work is the incorporation of uncertainty estimates to improve the visual 
experience perceived by the user. The estimated pose and its uncertainty are used to 
determine the desired LOD for different parts of the scene based on criteria 
originating from physiological and psychological aspects of human vision. This work 
is part of a larger collaborative effort between our group and BioVis lab at NASA 
Ames to build a virtual simulator (i.e., Virtual Glove Box or VGX). VGX is intended 
to provide an advanced “fine-motor coordination” training and simulation system for 
astronauts to perform precise biological experiments in a Glovebox aboard the 
International Space Station [21][22].  

In the next section, we present a brief review of previous work on PLOD. In 
Section 3, we describe of our system. The implementation details of head-pose 
estimation and PLOD calculation are presented in Sections 4 and 5 respectively. In 
Section 6, we report and discuss the results of our experiments. Finally, Section 7 
contains our conclusions. 

2   Previous Work 

While the first work on PLOD dates back to '76 [1], most of the development has 
been done during the last decade. These advancements can be grouped into three 
areas, namely criteria, mechanism and error measure. The criteria are a set of 
functions that select areas from the objects that need to be drawn with a certain LOD.  
The mechanism is another set of functions that modify the geometry to achieve the 
desired LOD. They correspond to polygon simplification mechanisms that fall under 
four categories [5]: sampling, adaptive subdivision, vertex decimation and vertex 
merging. The error measure is an evaluation of the differences between the original 
object and the modified one, and it is used to control the mechanism. Measuring 
deviations from the original mesh to the modified mesh allows the quantification of 
the errors introduced when modifying the mesh. Common error measures in the 
literature include vertex-vertex, vertex-plane, vertex-surface, and surface-surface 
distances. Ideally, we would like these errors to be imperceptible to the user. 

The most important part of a PLOD system is the set of criteria used to modulate 
the LOD. These criteria are related to or based on physiological and psychological 
aspects of human vision [2, 3]. We list below several important criteria [4]: 

• Contrast sensitivity: The LOD is modulated depending on whether it is inside or 
outside of the Contrast Sensitivity Function (CSF) curve that shows the 
relationship between contrast and spatial frequency in human visual perception [4]. 

• Velocity: The LOD is modulated proportionally to the relative velocity of the eye 
across the visual field. 

• Eccentricity: The LOD is modulated proportionally to the angular distance of the 
object to the viewpoint. 

• Depth of field: The LOD is modulated proportionally to the distance to the 
Panum's fusional area [2]. This is used only in connection with stereo-vision. 
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There are several examples of systems that make use of eye-gaze for guiding 
perceptually motivated simplifications including Reddy [10], Luebke [3], Williams 
[18] and Murphy [17]. Both [3] and [17] make use of an eye tracker to estimate the 
eye-gaze vector. In [3], the user’s head is placed in a chin rest to avoid having to 
calculate the position of the eyes. Only [17] tracks the head and the eyes 
simultaneously allowing the user to move in a more natural way.  

3   System Design 

Immersive VEs can be implemented in various operational environments, mainly 
deermined by the output devices. In this study, we targeted a stereo display system 
[21]. An ideal system would require tracking both the head and eye-gaze 
simultaneously to allow arbitrary motion of the user; however, eye-gaze tracking 
could be very costly and intrusive. In our application, users need to wear a pair of 
polarized glasses which makes eye-gaze tracking challenging since the user's eyes are 
not visible. To keep things simple, we decided to obtain a rough estimate of eye-gaze 
by tracking the head and estimating its orientation. Developing a more accurate eye-
gaze tracking system (e.g., by mounting small cameras on the frame of the glasses) is 
a part of our future work. 

 

Fig. 1. Hardware setup: (a) camera setup on the computer, (b) eye-glasses with IR reflective 
markers, (c) camera close-up with IR LEDs 

To make head tracking fast and robust, we took advantage of the requirement that the 
users have to wear glasses by placing several markers on the frame of the glasses. This 
approach simplifies detecting the head without being intrusive. A challenging issue in 
designing the system was how to deal with illumination since any kind of external 
illumination could interfere with the stereo display device (e.g. projector-based) and 
disturb the user. To deal with this issue, we decided to use IR LEDs for illumination and 
IR reflective markers as shown in Figure 1. A high-pass filter was installed on the 
cameras to block visible light from entering the camera sensor. The filter used in our 
setup was the Kodak Wratten 97c filter which has a cut-off limit of 800nm. 

The system contains three modules as shown in Figure 2: (a) a vision module, (b) a 
PLOD module and (c) a rendering module. The vision module detects the position, 
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orientation and uncertainty of the user’s head and passes it to the PLOD module, 
which takes into account the physiological and psychological aspects of the human 
vision to calculate the LOD at which to draw the elements. Finally, the rendering 
module draws everything on the screen at the calculated LOD. 

 

Fig. 2. Block diagram of the whole system 

4   Head Pose Estimation 

The vision module includes three processing steps: (a) marker extraction, (b) pose 
estimation, and (c) uncertainty estimation. First, the markers are extracted in each 
image. Then, the head pose is estimated by reconstructing the location of the markers 
in 3D through triangulation. Finally, uncertainty associated with the estimated pose is 
calculated. 

 

Fig. 3. Negative of the images from each stage of the process starting with: a) input image; b) 
thresholded with a value of 100; c) smoothed with a 9-pixel Gaussian filter; and d) final image 
showing the centers 

4.1   Marker Extraction 

The combination of IR illumination and IR reflective markers allows for fast and 
robust feature extraction. In the input images (see Figure 3(a)) the background is 
already suppressed due to the use of the filter that blocks visible light, allowing the 
detection and extraction of markers through a simple thresholding operation as shown 
in Figure 3(b). The thresholded image is then processed using a Gaussian filter to 
eliminate noise (see Figure 3(c)).  

For each marker on the image, we estimate its center with sub-pixel accuracy (see 
Figure 3(d)). It should be noted that, it is still possible to get some extra blobs during 
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segmentation due to light reflections on the eye-glasses; however, the special 
arrangement of markers (see Figure 4) can help us to eliminate them (e.g., by 
requiring that the upper 3 markers lie roughly on a line). This special marker 
configuration also allowed us to identify uniquely each marker on a single image (e.g. 
establish correspondences between the left and right images). 

 

Fig. 4. Marker arrangement on the glasses 

4.2   Pose Estimation 

Once the markers have been extracted in each image, the center of each marker can be 
used to calculate its 3D location using triangulation. In our approach, the location of 
the head is estimated by the location of the middle marker P1 while its orientation is 
estimated by averaging the normal vectors corresponding to the three triangles shown 
Figure 4. We have validated the accuracy of our head pose estimate algorithm using a 
magnetic tracker with an accuracy of 1.8mm in the position and 0.5° in the orientation.  

4.3   Uncertainty Estimation 

It is possible to associate an uncertainty measure to both the position and orientation 
estimates of the head; however, we have observed that the uncertainty in orientation 
has a much higher effect on the LOD mainly due to the amplification of the error in 
the calculation of the point of interest on the screen (see Section 5). Therefore, we are 
only considered estimating orientation uncertainty. 

Uncertainty calculation in stereo vision is a well studied topic. In general, it is 
possible to propagate calibration and feature localization errors to the estimates of 3D 
position and local orientations [15]. However, estimating orientation uncertainty 
analytically in our system was rather difficult; therefore, we implemented a random 
sampling approach.  

Specifically, in matching two markers, we assume that the correspondences 
between pixels belonging to each marker are unknown. Using the epipolar constraint 
and the distance of the pixels from the center of the marker, we generate a cloud of 
3D points for each marker. Then, each cloud is randomly sampled and all possible 
combinations of the samples are used to generate orientation estimates by computing 
the covariance matrix of the samples. 

5   Perceptual Level of Detail 

We assumed that the scene is represented by a triangular mesh corresponding to the 
coarsest LOD. For each triangle in the mesh, we calculate the desired LOD and increase 
the resolution (i.e. generate smaller triangles) accordingly, using adaptive subdivision.  
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In the calculation of the desired LOD, we are interested in finding the highest spatial 
frequency that a person can see at a particular location under conditions determined by 
the triangle's contrast, eccentricity and angular velocity. The spatial frequency of a 
triangle is found by measuring the maximum angle between the vertices of the triangle 
projected on the screen plane with respect to the head position. The contrast level for a 
triangle is obtained by rendering the triangle at the coarsest level and examining the 
color content of the projection. To calculate the eccentricity, the triangle is represented 
by its geometric center. Uncertainty estimates mainly affect the eccentricity values.  

When the user is looking at the screen, the direction of his (her) head intersects the 
plane formed by the screen at a point called the Point of Interest (POI). Uncertainty in 
head orientation affects the location of the POI, which in turn affects the eccentricity 
values of the triangles. We have incorporated orientation uncertainty in the 
eccentricity calculations by modifying the triangle’s location with respect to the POI. 
Specifically, given a point P and the orientation uncertainty matrix Σ, an uncertainty 
corrected point Pu is calculated as follows:  
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where point P is shifted towards POI proportionally to the probability that P itself is 
the POI. 

The highest spatial frequency is determined by solving a system of equations given 
the contrast, angular velocity and the modified eccentricity values of triangles. Once 
the highest spatial frequency is known, it can be related to a certain LOD that is 
determined by the implementation. In our system, the depth of subdivision is taken to 
be the LOD measure. 

6   Subject Tests 

The objective of our tests was to quantify the improvement obtained by incorporating 
uncertainty correction on a perceptually oriented display system. The test application 
displays a terrain section or height map (see Figure 5), on which PLOD optimizations 
are applied. The user is shown three test cases (i.e. different views of the terrain), each 
containing three scenarios.  

The first scenario presents the user with common optimizations found in the 
literature; namely velocity, contrast and eccentricity. The second scenario uses a 
constant uncertainty correction to modify the way eccentricity behaves. The constant 
uncertainty matrix is chosen to contain the maximum uncertainty values obtained 
using our algorithm on a large number of experiments. The third scenario uses 
uncertainty corrections like before; however, the covariance matrix is continuously 
updated through the sampling algorithm presented in Section 4.2.  

In each case, the user was asked to judge the amount of changes perceived all over 
the screen while browsing the map by moving his/her head. The judgment of the user 
is constrained to be high, medium or low/no changes. This judgment is obviously very 
subjective but it helps establishing a baseline for comparing the results of different 
types of tests. We are only interested in the relative change rather than the absolute 
values of the responses. 
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Fig. 5. Terrain view for test case 2 

Our experiments were performed using 19 test subjects. Comparisons between 
different scenarios were performed, tabulating the increase and decrease rate of one 
test scenario versus the other. Our results are shown in Tables 1-4. In all tables, 
changes  in  user's  satisfaction across the three scenarios are listed in the first column.  

Table 1. Satisfaction comparison between test scenarios across all test cases 

All cases Increase No Change Decrease Total 
Fixed vs. None 63.16% 29.82% 7.02% 100.00% 
Variable vs. None 26.32% 54.39% 19.30% 100.00% 
Variable vs. Fixed 8.77% 33.33% 57.89% 100.00% 

Table 2. Satisfaction comparison between test scenarios for test case 1 

Case 1 Increase No Change Decrease Total 
Fixed vs. None 52.63% 47.37% 0.00% 100.00% 
Variable vs. None 21.05% 52.63% 26.32% 100.00% 
Variable vs. Fixed 10.53% 21.05% 68.48% 100.00% 

Table 3. Satisfaction comparison between test scenarios for test case 2 

Case 2 Increase No Change Decrease Total 
Fixed vs. None 63.16% 31.58% 5.26% 100.00% 
Variable vs. None 21.05% 63.16% 15.79% 100.00% 
Variable vs. Fixed 0.00% 42.11% 57.89% 100.00% 
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In all cases, a change in user's satisfaction could be an increase, no change or a 
decrease. Table 1 shows the average over all cases, while Tables 2, 3 and 4 show the 
results for test cases 1, 2 and 3 respectively. 

Table 4. Satisfaction comparison between test scenarios for test case 3 

Case 3 Increase No Change Decrease Total 
Fixed vs. None 73.68% 10.53% 15.79% 100.00% 
Variable vs. None 36.84% 47.37% 15.79% 100.00% 
Variable vs. Fixed 15.79% 36.84% 47.37% 100.00% 

From Table 1, we can see that the use of fixed uncertainty greatly improves 
performance. In the case of fixed uncertainty, only 7% of the time people perceived 
worse performance compared to not having uncertainty optimizations enabled. The 
results for dynamic uncertainty are not as good as those for fixed uncertainty. About 
55% of the time people did not notice any differences between using variable 
uncertainty and not using it. The direct comparison between dynamic and static 
uncertainty shows that dynamic uncertainty performance is clearly perceived as 
worse 57% of the time. Similar results can be observed for all test cases as shown in 
Tables 2-4.  

Further analysis of our system's performance revealed that the main reason for the 
underperformance of the variable uncertainty approach was the jitter in the 
uncertainty covariance matrix. In particular, the calculation of the covariance matrix 
was not very stable and its values oscillated. These oscillations made the triangles that 
lie on the outer edges of the high resolution region to change levels back and forth 
from one level to the next. Since the human eye has an increased sensitivity to 
movements on the periphery compared to the center, this effect made the users more 
aware of changes in the periphery. The main reason for the oscillations was probably 
our sampling strategy. For the sake of high processing speed, we assumed a uniform 
distribution over the cloud of points which might not be a valid assumption. Several 
techniques that can be used to solve this problem including Monte Carlo, Shifted 
Hammersley, Latin Hypersquare, Equal Probability Sampling and others.  

Another important observation was the increase in rendering speed when using the 
PLOD compared to rendering the same terrain at the highest LOD. The frame rate 
increased from 5 fps to 15 fps on a Pentium® 4 2.56MHz processor with 1 GB of RAM. 

7   Conclusions 

We have presented a real-time system that combines a vision module that estimates 
the user’s head pose with a PLOD module that optimizes image rendering based on 
perceptual parameters. The system was implemented on a fairly modest PC using off 
the shelf components and it was able to improve the frame rate significantly compared 
to rendering the same terrain at full resolution. Subject tests were performed to assess 
the benefits of using uncertainty estimates in conjunction with other parameters. Our 
results indicated that uncertainty estimates help in making optimizations more 
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seamless to the user. An approach for calculating orientation uncertainty was 
presented and employed as part of the vision module. However, the jitter in the 
uncertainty calculations prevented us from achieving the same level of performance 
compared to using fixed parameters.  More details about this work can be found in 
[23]. Future work includes further investigation of these issues as well as estimating 
eye-gaze more accurately. 

Acknowledgment 

This work was supported by NASA under grant #NCC5-583. 

References 

1. J. H. Clark. “Hierarchical Geometric Models for Visible Surface Algorithms”. 
Communications of the ACM, vol. 17(2), pages 547-554, 1976. 

2. T. Oshima, H. Yamamoto, and H. Tamura. “Gaze-Directed Adaptive Rendering for 
Interacting with Virtual Space”. Proceedings of 1996 IEEE Virtual Reality Annual 
International Symposium, pages 103-110, 1996. 

3. David Luebke et al. “Perceptually Driven Simplification Using Gaze-Directed Rendering”. 
University of Virginia Technical Report CS-2000-04. 

4. David Luebke et al. Level of Detail for 3D Graphics. Morgan Kaufmann Publishers, 1st 
ed., 2003. 

5. David Luebke. “A Developer’s Survey of Polygonal Simplification Algorithms”. IEEE 
Computer Graphics &Applications, May 2001. 

6. Stephen Junkins and Allen Hux.” Subdividing Reality”. Intel Architecture Labs White 
Paper, 2000. 

7. J. Warren and S. Schaefer. “A factored approach to subdivision surfaces”. Computer 
Graphics and Applications, IEEE, pages 74-81, 2004. 

8. David H. Eberly. 3D Game Engine Design. Morgan Kaufmann Publishers, 2001. 
9. J. L. Mannos and D. J. Sakrison. “The Effects of a Visual Fidelity Criterion on the 

Encoding of Images”. IEEE Transactions on Information Theory, vol. 20(4), pages 525-
535, 1974. 

10. M. Reddy. “Perceptually Modulated Level of Detail for Virtual Environments”. PhD. 
Thesis. CST-134-97. University of Edinburgh, Edinburgh, Scotland, 1997. 

11. Andrew T. Duchowski. “Acuity-Matching Resolution Degradation Through Wavelet 
Coefficient Scaling”. IEEE Transactions in Image Processing, vol. 9(8), pages 1437-1440, 
August 2000. 

12. Wilson S. Geisler and Jeffrey S. Perry, “Real-time Simulation of Arbitrary Visual Fields”. 
ACM Symposium on Eye Tracking Research & Applications, 2002. 

13. Jeffrey S. Perry and Wilson S. Geisler. “Gaze-contingent real-time simulation of arbitrary 
visual fields”. Proceedings of SPIE: Human Vision and Electronic Imaging, San Jose, CA, 
2002. 

14. Qiang Ji and Robert M. Haralick. “Error Propagation for Computer Vision Performance 
Characterization”. International Conference on Imaging Science, Systems, and 
Technology, Las Vegas, June, 1999. 

15. Don Murray and James J. Little. “Patchlets: Representing Stereo Vision Data with Surface 
Elements”. Workshop on the Applications of Computer Vision (WACV), 2005. 



262 J.E. Martínez et al. 

16. David A. Forsyth and Jean Ponce. Computer Vision A Modern Approach. Prentice Hall, 
1st ed., 2003. 

17. Hunter Murphy and Andrew T. Duchowski. “Gaze-Contingent Level Of Detail 
Rendering”. EuroGraphics Conference, September 2001. 

18. Nathaniel Williams et al. “Perceptually guided simplification of lit, textured meshes”. 
Proceedings of the 2003 Symposium on Interactive 3D graphics, Monterrey, CA, 2003. 

19. K. Arun et al. “Least-squares fitting of two 3-D point sets”, IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 9(5), pages 698-700, 1987. 

20. Robyn Owens. Lecture notes, http://homepages.inf.ed.ac.uk/rbf/CVonline/ 
LOCAL_COPIES/OWENS/LECT11/node5.html 

21. “VirtualgloveBox”, http://biorvis.arc.nasa.gov/vislab/vgx.htm 
22. "Effective Human-Computer Interaction in Virtual Environments", 

http://www.cse.unr.edu/CVL/current_proj.php 
23. Javier Martinez, "Rendering Optimizations Guided by Head-Pose Estimates and Their 

Uncertainty", M.S. Thesis, Dept of Computer Science and Engineering, University of 
Nevada, Reno, August 2005. 



Acceptance of Visual Search Interfaces
for the Web - Design and Empirical

Evaluation of a Book Search Interface

Olaf Thiele1 and Gunnar Mau

1 University of Mannheim, Germany
thiele@uni-mannheim.de

Abstract. Theoretically, visual search interfaces are supposed to out-
perform list interfaces for such task types as nonspecific queries because
they make use of additional semantic information (like price, date or
review for a book). But why are web sites like Amazon or eBay still us-
ing classical textual list interfaces? Many visual interfaces performed well
on objective measures (retrieval time, precision or recall). But subjective
factors (ease, joy, usefulness) determining their acceptance in practice are
often neglected. Therefore, we created a graphical interface for searching
books and evaluated it in a 51 participant study. The study builds on
the technology acceptance model which measures users’ subjective atti-
tude towards using an interface. We found that the variable enjoyment
is of higher relevance in both visual and textual search interfaces than
previously stated. Finally, the novel interface yielded significantly better
results for book searches than the textual one.

1 Introduction

Is “a picture worth a thousand words”? Blackwell tested this popular proverb
and found that a picture is in fact only worth 84.1 words [1]. Like him, existing
evaluation research focuses mainly on objective criteria (see [2] for a summary).
But even if a visual interface replaces thousands of words, would one want to
use or buy it? What subjective factors lead to the acceptance of visual search
interfaces once their objective benefits have been shown? This question was eval-
uated in a user acceptance study. We designed and evaluated a simple graphical
interface for searching books at Amazon. The well-tested technology acceptance
model served as the theoretical foundation. We extended it to incorporate the
factor joy of use because existing studies in adjoining research fields suggested
that enjoyment plays a significant role in the acceptance of novel interfaces. We
evaluated the extended model in a 51 participant experiment. An eye-tracking
study was conducted as a back up for usability testing.

The paper is organized in the following way. The next section presents previ-
ous work in the field of acceptance research. Section three introduces the graph-
ical book search interface built for the evaluation study. The fourth section
describes the study in detail. The results of the study are reported in section
five and are discussed in the subsequent section. The paper concludes with final
thoughts in section seven.
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2 Research on User Acceptance

In this section we present the theoretical model used in the study followed by a
description of related studies.

2.1 Theoretical Model

The technology acceptance model (TAM) is the predominant model used for the
evaluation of the acceptance of novel technologies. It was developed and initially
tested by Fred Davis in 1989 [3]. The model has been extended in numerous
evaluation studies over the last 15 years. Venkatesh et al. give a comprehensive
summary [4]. The technology acceptance model suggests that the two factors
‘perceived ease of use’ and ‘perceived usefulness’ determine the ‘intention to use’
which in turn influences the actual usage of novel technology. The technology
acceptance model is often extended to incorporate supplemental determinants.
Several studies added ‘perceived enjoyment’ to the standardized technology ac-
ceptance model ([5], [6], [7]). ‘Perceived enjoyment’ measures the user’s intrinsic
motivation as compared to ‘perceived usefulness’ which taps into the user’s ex-
trinsic motivation. Koufaris, for example, emphasizes the importance of a joyful
shopping experience, which typically leads to consecutive visits to the shop [6, p.
208]. Liaw and Huang explore the role of joy for using a classical web search en-
gine. Their findings support the influential role of enjoyment for the acceptance
of a new technology [7, p. 761].

2.2 Related Research on Acceptance

Even though many applications for information visualization have been devel-
oped, only some of them have been evaluated through a user study [8, p. 1594].
Thus, research on user acceptance in information visualization is still in an early
stage. Chen and Yu present an overview of existing studies[2]. Only a fraction of
the evaluations reviewed by them meets standardized criteria like those used in
other scientific disciplines (e.g. psychology) [2, p. 864]. However, some researchers
already apply subjective measurements to accompany objective results. Kobsa,
for example, measured user satisfaction in a study comparing five tree visual-
ization techniques to the built-in Windows Explorer [9]. While Kobsa’s findings
indicate that at least one of the visualization techniques is equivalent to the ex-
istent interface [9, p. 4], it remains unclear which interface users would choose.
In addition to the factor ease of use as measured by Kobsa, our study measures
both extrinsic and intrinsic motivation.

3 Book Search Interface

Following some background information in the next section, we describe both
the textual baseline interface as well as the visual search interface.
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3.1 Background Information

In a recent study, Hotchkiss et al. describe the search process as a series of
query refinements [10, p. 5]. Users type only few words without using logical
operators (e.g. and, or). If they cannot find the desired information on the first
page, they usually refine their search by entering more specific terms found in
the first result set [11, p. 20]. To ease this tedious process, White et al. propose
to display more information about the contents of the result pages [12]. Their
findings support our perception, that users like looking at a whole set of search
results (20-30) to evaluate their search instead of seeing only few results as it
is typical for today’s search engines [12, p. 227]. Kim backs these findings in
her cognitive study on information seeking characteristics on the web [13]. Her
results also suggest that nonlinear navigation between search results (in contrast
to checking results in order) is beneficial to the whole search process [13, p. 337].
Present search interfaces inhibit nonlinear navigation through the presentation
of search results in a vertical list. Interconnections between search results as in
our visual interface could facilitate finding the best results.

3.2 The Baseline Interface

Two interfaces were built for the study. The first is the baseline application
which emulates the core functionality of the Amazon web page omitting side
information. It presents search results in the same manner as the original Amazon
web site. The interface is structured in the following way. The list that contains
the search results is placed in the left half of the screen. In case one of the books
is clicked on (either title or image), supplemental information on the book is
given in the right half of the screen. The information presented corresponds to
the data presented on the original Amazon web page. Besides selecting book
information from the first result set, users can click on the appropriate option
to view the next or previous twenty results. Users may also add items to the
shopping basket. Its functionality is similar to that provided by the Amazon
web site.

3.3 The Visual Book Search Interface

The book search visualization is a graphical interface built with web technology.
It offers interaction features for exploring the underlying data. Figure 1 shows a
sample screenshot with the cursor centered on a specific book after searching for
linux related books. Similar to the textual interface, the right half of the screen
shows the selected book. The information included is identical to that of the
textual baseline interface. Generally, each book of the result set is represented
by a book icon. Each graph is comprised of twenty individual book icons. They
are organized in a scatter plot format. In the visualization shown in figure 1
the most recent books are placed on top while the oldest books are arranged
towards the bottom of the image. The cheapest books are placed to the left
side while the most expensive ones can be found on the right side. Arranging
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Fig. 1. Screenshot of the visual interface

data according to their relation has been widely used in other visual retrieval
applications for the web. Kobayashi and Takeda offer a good overview of existing
applications [14, p. 158]. The visual book interface represents a compromise
between the magnitude of visualization techniques and the level of abstraction
plausible for commercial web sites. Mukherjea emphasizes that abstraction is one
of the key factors to be considered for acceptance of novel visual interfaces [15,
p. 2]. Other semantic information shown in the graph: larger icon size represents
customer reviews and axes may characterize price, date of publication, customer
review, alphabetical order by author or average price per page. Furthermore,
similar books are connected through lines once a book is selected. Huang gives a
thorough explanation of the underlying principles [16]. In addition to these static
features, the visualization offers an interactive element to facilitate browsing the
search results. If the mouse cursor is placed over a book, detailed information
about the book is displayed in a tool tip like manner. Weinreich and Lamersdorf
introduced a similar feature to regular web browsing called Hyperscout [17].

4 Experimental Evaluation

Both interfaces were evaluated in an experiment. Subjective measures were de-
rived from the technology acceptance model, objective results stem from the
eye-tracking study.

4.1 Hypotheses

Following our line of thought presented in the preceding sections, we formulated
two hypotheses: H1 - The technology acceptance applies to the novel visual
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book search interface. H2 - The new variable ‘perceived enjoyment’ functions
as a mediator between ‘perceived ease of use’ and ‘perceived usefulness’. The
hypotheses were derived from the research presented in section two. Naturally,
the technology acceptance model should prove as practical for visual information
retrieval as it did for textual applications. Backed by other studies on intrinsic
motivation, we believe that the influence of enjoyment is currently underrated.

4.2 Procedure

The experiment comprised 51 participants in an eye-tracking laboratory. The
average participant was 25.4 years old. 31 female and 20 male test persons took
part in the evaluation. 91% of the participants stated that their internet usage
was high or very high. Moreover, 86% of them declared to query search engines
frequently or very frequently. The design of the experiment includes one inde-
pendent variable: ‘interface’. This yielded two design categories: either first the
textual and then the graphical interface or the other way around. The partici-
pants were randomly assigned to one of the two categories. First, the participants
were briefly introduced to the experiment. Each test person was asked to solve
two scenarios. Participants were shown a three minute introductory video with
accompanying live demonstration. The video was meant to emulate experience
with the search engine through presentation of standardized search queries. Test
persons were then able to explore the respective interface alone for five minutes.
Afterwards, the search task was explained to the test persons who then started
to work on the task. Finally, participants were presented a questionnaire after
each task and were asked to answer it.

5 Results

The presentation of the results is divided into the subjective results which eval-
uate the technology acceptance model and the results from the back up eye-
tracking study.

5.1 Subjective Results

A questionnaire was used as the subjective measure for the study. It comprised
items concerning perceived ease of use, perceived usefulness, enjoyment of use
and intention to use. The items were derived from the acceptance studies pre-
sented in section two. The two hypotheses were tested for mediating effects using
the analysis proposed by Baron and Kenny [18]. As for hypothesis H1, the re-
sults showed that all correlations were highly significant (p < .001). It can be
stated that there exists a strong influence of both ease and usefulness on the
intention to use. It is therefore reasonable to say that ease has an influence on
both usefulness and intention to use. Furthermore usefulness is the key determi-
nant of the intention to use. Hence, hypothesis H1 could be confirmed. While the
hypothesis holds true for the graphical interface, results for the textual interface
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are different. The correlations indicate a much smaller influence on the intention
to use. The succeeding regression analysis yielded no significant influence of the
ease of use on the usefulness. It is plausible to state that the technology accep-
tance model does not explain the well-known textual interface. The results for
the bivariate correlation of H2 are similar to those for hypothesis H1. Results
for the graphical interface indicate once more high effect values and they are
highly significant (p < .001). It can be stated that perceived enjoyment serves
as a mediator between the factors ease of use and usefulness. Hypothesis H2 can
be accepted for the graphical interface. Matching the preceding results for the
textual interface, enjoyment does not serve as a mediator for the familiar textual
interface. Both joy and ease of use have a strong influence on the usefulness of
an application.

Finally, a regression analysis containing all major factors yielded overall re-
sults. To sum up, usefulness is the key determinant for the intention to use with
respect to the graphical interface. In contrast, enjoyment has the strongest in-
fluence on usage of the textual interface. The most relevant results of this study,
the differences of influence in both interfaces, are depicted in figure 2. A more
detailed description of procedures and results can be found in [19].

perceived
usefulness

perceived
ease of use

perceived
enjoyment

intention
to use

Visual Interface Textual Interface
perceived
usefulness

perceived
ease of use

perceived
enjoyment

intention
to use

Fig. 2. Technology acceptance model for both interfaces (arrows = directed influences)

5.2 Objective Results

The objective results were derived from descriptive statistics in the eye-tracking
back up study. In short, participants had to look at roughly 50 areas less to solve
the task visually. Exemplary, navigational elements were looked at 8 times and
4.3 seconds using the visual interface and 9.3 times and 6.6 seconds using the
textual interface. Less navigational elements need to be checked to complete the
given task visually. Furthermore, the overall completion time was significantly
smaller when the visual interface was used. The mean values are 3.21 minutes
for the visual interface and 3.99 minutes for the textual interface (graphical sd
1.94, textual one 2.41). Both results are significant (p < .05). Using the visual
interface, participants solved a task almost 50 seconds faster.
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6 Discussion

This study has shown that the technology acceptance model can be applied
to the novel user interface presented in this study. Since our findings are in
line with many other studies that confirm the technology acceptance model, we
argue that it would work for other visual information retrieval interfaces as well.
In addition, we have shown that enjoyment is a very important factor for the
acceptance of the visual and textual interface. The fact that the model cannot
explain the textual interface is also congruent with the theory as it is meant to
explain new technologies instead of existing ones. Interestingly, enjoyment is the
sole variable that determines the intention to use existing textual interfaces. This
might explain the popularity of Google because the search engine may look and
feel more fun than others. This is supported by the fact that usefulness has had
no direct effect on the intention to use. This does not imply that Google is useless,
it states that other search engines (Yahoo, MSN) are equally good. It should also
be mentioned that the sample consisted of 90% university students. It remains
unclear whether a less educated sample would have produced similar results. In
contrast, the typical internet user has an above-average education. The main
focus of this study lay on the evaluation of acceptance of novel visual interfaces.
However, we collected subjective data on how users rated the two interfaces as
well. In short, participants thought that the textual interface is easier to use and
in their perception leads to results in less time (objective results above show
the opposite). The visual interface, on the other hand, is more enjoyable, more
exciting and participants felt to be more in control. Eventually, participants
liked the visual interface better than the textual one when asked for an overall
assessment.

7 Conclusion

Joy is one of the most important factors for both novel and existing search
interfaces. Novel interfaces are perceived as being more useful when they are
enjoying. And existing interfaces are differentiated only through their perceived
enjoyment. Therefore, we conclude that information visualization evaluations
containing items on ease of use, usefulness and enjoyment will yield valid esti-
mates on the acceptance of a novel visual search interface.
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Abstract. Imaging techniques such as MRI, fMRI, CT and PET have
provided physicians and researchers with a means to acquire high-quality
biomedical images as the foundation for the diagnosis and treatment of
diseases. Unfortunately, access to domain experts at the same physical
location is not always possible and new tools and techniques are required
to facilitate simultaneous and collaborative exploration of data between
spatially separated experts. This paper presents a framework for collab-
orative visualization of biomedical data-sets, supporting heterogeneous
computational platforms and network configurations. The system pro-
vides the user with data visualization, annotation and the middleware
to exchange the resulting visuals between all participants, in real-time.
A resulting 2D visual provides a user specifiable high-resolution image
slice, while a resulting 3D visual provides insight into the entire data
set. To address the costly rendering of large-scale volumetric data, the
visualization engine can distribute tasks over multiple render nodes.

1 Introduction

The pervasive nature of imaging techniques such as MRI, fMRI, CT, OCT and
PET has provided doctors in many different disciplines with a means to acquire
high-resolution biomedical images. These data can serve as the foundation for
the diagnosis and treatment of diseases. However, experts with a multitude of
backgrounds, including radiologists, surgeons, and anatomists now contribute to
the thorough analysis of the available data and collaborate on the diagnosis and
development of a treatment plan. Unfortunately, access to these specialists at the
same physical location is not always possible and new tools and techniques are
required to facilitate simultaneous and collaborative exploration of volumetric
data between spatially separated domain experts.

A distributed visualization environment for the collaborative analysis of
biomedical data is presented, which allows researchers to virtually collaborate
from any place with basic network support. All users have access to a Hy-
bridReality framework, which offers co-located 2D and 3D views of the volu-
metric data and enables collaborative information exchange via sketching and
annotation. The HybridReality framework was designed with focus on the visu-
alization of volume data-sets, supporting (i) heterogeneous computational plat-
forms, ranging from high-end graphics workstations to low performance Tablet-
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PCs and (ii) heterogeneous network configurations ranging from wireless net-
works to dedicated gigabit links. It was designed such that users can customize
the middleware needed for the real-time exchange of the resulting visuals.

Both 2D and 3D visualization techniques contribute in different ways to
obtain a better understanding of the data-set. Preim and Peitgen [1] stated
that while 3D representations are more useful as overview, 2D visualizations
enable more accurate interaction. In addition, 3D representations are useful to
determine the position and orientations of the 2D slices while 2D slices are
good to reduce occlusions [2]. A hybrid visualization approach was therefore
selected for the targeted biomedical data, which combines 2D and 3D visuals.
The 2D view currently provides a user specifiable high-resolution image slice,
while the 3D view provides a volume rendered visual of the entire data set.
Users can augment information onto the 2D and 3D rendered visuals using digital
ink and share this information in real-time between multiple networked render
nodes. Digital ink may simply consist of individual pixels, strokes, or interpreted
geometric information.

2 Related Works

One possible approach towards starting a collaborative session between multiple
users is to use remote desktop connections, enabling desktop contents to be
shared with some support for user interaction. A broadly used example is VNC
[3]. One limitation of VNC is that only one user can interact with an application
at any given point time, constraining concurrent interactions with the provided

Fig. 1. The collaborative environment
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data. This effectively undermines the ability for multiple users to simultaneously
contribute to data analysis, modeling and interpretation.

Another example for collaborative visualization is given by Jern et al. [4],
who introduced a lightweight application that is distributed as a plug-in and
enables collaboration between multiple nodes. While the application is peer-to-
peer, only one of the connected users is identified as an ”active member”, and
can interact and change attribute and viewing parameters. The application uses
DirectPlay to manage connection sessions and thereby is limited to Windows
platforms.

Pang et al. [5], devised a shared-control visualization system based on the
previous work of Spray. The improved CSpray system provides the user with
particle primitives, used to highlight areas of interest in volumetric data. How-
ever, the user can not control the rendering parameters used for the creation of
the final volumetric image, and interaction is restricted to data annotation.

Anupam et al. [6], introduced Shastra, a system supporting distributed graph-
ics workstations for the rendering of large data set. Shastra enables the distribu-
tion of volume data in both object space and image space, providing near-linear
speed-up for selected rendering tasks. Collaborative work is supported via a
session manager that controls all of the participating nodes.

3 System Architecture

The system architecture focuses on separating the research and development
paths for collaboration and visualization algorithms, middleware and tools. An
important consideration was the design of a plug-in capable harness that can
support user specific visualization algorithm and communication layers without
affecting other framework components. The architecture is shown in Figure 2a,
and consists of a set of discrete layers, including (1) an application layer, (2) a
collaborative middleware layer and (3) a distributed rendering layer. The appli-
cation layer serves as the foundation for the development of algorithms, tools
and interfaces for distributed 2D/3D visuals and hides the middleware and ren-
dering system from the user. The Collaborative Middleware Layer is built on
TCP/IP for communications between instances of the client applications. Clients
are connected through a communication server, responsible for synchronization
and session management, including management of session logs that allow users
to join and exit collaborative sessions at any point in time.

Based on the quality of the computational platforms and graphics pipes,
rendering of large-scale volumetric data may be a very costly operation. To
address this, render algorithms and middleware have to be able to adapt to
quality of service requirements such as image quality and frame rates. Given a
particular constraint, the system may select to render at one central location or to
distribute the task over multiple render nodes, ie. a render farm. The Distributed
Rendering System Layer is used to distribute the rendering tasks across attached
rendering nodes and to composite the final visual. In order to support multiple
users that simultaneously can interact with shared data, a client-server model is
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(a) (b)

Fig. 2. (a) System architecture and (b) system framework

supported that uses a synchronization server, responsible for managing system
wide data consistency and the processing and dissemination of user events as
well as the shared visual contents. The server may select to distribute rendering
tasks to client nodes and to function as a compositing node, to allow the real-
time processing of larger datasets. As illustrated in Figure 2b2, data can be
broken up and distributed among the rendering nodes. Each rendering node
loads the provided rendering algorithm as a dynamically linked library (late
binding), generates an image tile and returns it to the server where the resulting
image tiles are gathered and combined into the final image.

This architecture facilitates the development of new visualization algorithm
and communication software that can be easily integrated without affecting other
layers. 2D/3D visuals, tools and interfaces that interact with the middleware
and the rendering system layer are entirely built in the application layer. The
independent nature of these layers provides a software test and development path
to determine bottlenecks in the system. To provide portability and ease-of-use
for all user interface related tasks we selected wxWindows, a portable windowing
system which is readily supported on the most common operating systems.

3.1 Collaborative Middleware

Collaboration may have various definitions [7] and we define collaboration as a
state in which multiple users are interacting upon one data-set. The collabora-
tion (or collaborative) environment is designed such that all interactions can be
synchronized in real-time, while guaranteeing data consistency. The system is
designed with a centralized approach towards control, meaning that any one of
the clients can be designated as the servant (server) of the session. This servant
will receive events coming from all the clients within a session, handle events
locally where appropriate, and then broadcast the results to the other connected
clients. The advantage of this approach is inherent consistency of data. Event
processing order is defined only by one central user, ensuring that modifications
take place in the same order for all clients. More importantly, all transactions
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are tracked and logged, allowing proper state management as clients enter or
leave a running session.

3.2 Data Transmission

The process of transmitting data is implemented in a server/client mode. Be-
cause of its distributed environment, the program adapts to a heterogeneous net-
working framework by compressing the image data that is transmitted among
participating users. Besides image data, the sketching and annotation data is
another source of data flow. Only a small region of the image will be affected
during sketching. Therefore, the delay of sending the whole sketched image will
be a huge overhead. There are two different strategies to solve this problem,
either sending less information through the network or giving an immediate vi-
sual feedback to users currently sketching before receiving an answer from the
servant of the current session. The second approach adds remarkable complexity
to the application because it is difficult to ensure that events are shown in the
same order that they are generated and it may be necessary to redraw the out-
put at a connected user side because other users have done modifications before
the changes introduced locally by another user. The first approach lacks of this
complexity drawback because changes are sent to the servant of the collaborative
session and only this node is responsible to decide the order that these changes
are applied. A vector and color information is enough to define a stroke. Sending
only this stroke information introduces less delay than sending the whole image
and also make it easier to maintain the same stroke thickness even after the
scaling of the image across different display devices.

4 Rendering System

The rendering system consists of a collection of distributed render nodes, residing
on the desktop of participating users or being part of a designated render cluster.
Based on the task at hand and desired interaction mode, users may select a
stand-alone render mode, which utilizes only local graphics capabilities or a
shared mode which uses the render cluster to generate and composite the final
visual. Regardless of the mode selected, users can provide custom renderers via
a run-time plug-in systems that allows algorithms used for image generation
to be swapped on the fly. With the existing middleware layer it is possible to
disseminate the results to all other users, as soon as the generated visual is
available.

4.1 Collaborative Rendering

Network-centric applications are generally subject to network latency, jitter and
data consistency constraints [8, 9]. Within the presented context, collaboration
means real-time update of the data at all the connected sites, and therefore the
need for minimized delays and data consistency, requiring a reliable control (see
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Fig. 3. Data flow in the system pipeline

section 3.1) and a rendering mechanism. The rendering system supports two
modes of rendering, (1) local and (2) distributed. In both rendering modes, the
rendering system is broken down into one or more compositing nodes and at
least one rendering node.

For the local mode, visualization parameters are shared between all clients
with each client node rendering its own final visual. This approach requires repli-
cation of the entire dataset on all clients and the renderer will only utilizes local
system resources to store and process the volumetric data set. The performance
of each node is therefore constrained by its own locally available resources, which
may introduce quality-of-service variations, such as rendering speeds and accu-
racy, among the different nodes.

In the distributed mode, each client node renders a portion of the target
dataset (volume). These individual image tiles are subsequently distributed be-
tween the participating nodes and composited into one final visual. Alternatively,
a client node can connect to a pre-configured rendering farm that distributes the
rendering task, composites a final visual and returns it to the client node via an
MPI harness. One pass of the rendering system’s pipeline(Figure 3) involves an
inter-process signal from the compositor to the rendering nodes informing them
to render their respective slabs. Each rendering node sends its result back to the
compositor where they are uncompressed and composited for the final image.

4.2 Custom Renderers

The visualization of volume data is based on plug-ins (DLLs), which allows visu-
alization algorithms to be changed at run-time to address different visualization
objectives across different clients in the system. Two more commonly used render
plug-ins for the target biomedical applications include back-to-front compositing
and bump-mapping. The back-to-front module implements a hardware acceler-
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(a) (b)

Fig. 4. (a) The back-to-front rendering module and (b) the bumpmap module

ated volume rendering algorithm (Figure 4a). The volume data is converted into
a 3D texture and a user defined number of slices is used to determine the number
of textured quads to be drawn. Using the well known back-to-front volume ren-
dering algorithm, the quads are drawn farthest first and the corresponding color
and alpha values are adjusted by a user definable multi-dimensional transfer and
opacity function. Finally, the framebuffer is read and used by the compositor to
compose the final image. The bumpmap rendering module combines multiple
imaging modalities by implementing a hardware accelerated bumpmap algo-
rithm (Figure 4b). A 2D structural brain image(MRI) is used as the basemap
and a 2D functional image(PET) is rendered as the heightmap. A color-mapped
statistical image(z-map) is added as the third dimension and is overlayed on
the basemap with adjustable transparency. All 3 images are pre-registered. This
module visualizes multiple 2D imaging modalities in a 3D view and can be used
in a stand-alone renderer with moderate hardware configurations.

5 Results

Tests were conducted on multiple computational platforms (Pentium4, Xeon)
equipped with nVIDIA FX1000 and ATI Radeon 9700PRO graphics cards. The

(a) (b)

Fig. 5. (a) Network performance and (b) distributed rendering results
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available network bandwidth varied based on the available 10/100/1000 as well as
802.11b networks. Both image production as well as dedicated research network
infrastructure was evaluated. Tests between the Brain Imaging Center (BIC) at
UCI and the National Center for Microscopy and Imaging Research (NCMIR) at
UCSD demonstrated the need for adaptive and progressive rendering algorithms
that are capable to observe user specifiable QoS constraints. The results for
the distributed test(Figure 5a) illustrate that real-time collaborative work is
practical and distributed rendering greatly improves the performance. Figure 5b
presents the results of the major image operations involved. The networking test
result shows the tests of users collaboratively drawing strokes.

6 Conclusions

The paper introduces a distributed collaborative visualization framework, en-
hancing the distributed and collaborative visualization and analysis of biomedi-
cal data over commodity networks. The presented framework supports dynamic
rendering plug-ins that may be used to implement, test and use various render-
ing techniques. Its flexible architecture enables it application to a wide range of
hardware settings, from high-end graphics workstation with gigabit network to
low-end laptops on wireless networks. The current work focuses on the overall
architecture and integration of rendering and communication techniques.
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Abstract. Image database visualisation and navigation tools become
increasingly important as image collections keep ever growing. Demanded
are easily navigable and intuitive ways of displaying and browsing im-
age databases allowing the user to view images from a collection that
facilitates finding images of interest. In this paper we introduce a way
of viewing a complete collection of images by projecting them onto a
spherical globe for colour-based image database navigation. Taking me-
dian hue and brightness of images, features that are useful also for image
retrieval purposes, and using these as a set of co-ordinates which then
determine the location on the surface of the globe where the image is
projected. Navigation is performed by rotation (e.g. choosing a different
hue range) and zooming into areas of interest.

Keywords: image database navigation, image database visualisation,
content-based image retrieval.

1 Introduction

Due to the large increase in use of digital capturing equipment for both personal
and professional use, there is currently a large demand for ways of storing and
exploring these image databases. With the size of collections ranging from the
average home user owning around 1,000 images to companies with databases in
excess of 1,000,000 images, efficient and effective ways of locating and searching
for desired images are in high demand. Presently most tools display images in a
1-dimensional linear format where only a limited number of thumbnail images
are visible on screen at any one time, thus requiring the user to search back and
forth through pages of thumbnails to view all images. Obviously, this is a very
time consuming, impractical and exhaustive way of searching images, especially
in larger catalogues. Furthermore, the order in which the pictures are displayed
does not reflect the actual image contents and hence cannot be used to speed up
the search.

Some approaches which provide a more intuitive interface for image database
navigation were recently introduced. Often the images are projected onto a 2-
dimensional plane represented typically by the screen. Using multidimensional
scaling, images can be arranged on screen in such a way that images that are
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visually close to each other are also located close to each other on the display [4]
hence providing an easy way for the user to zoom into an area of interest. Other
methods incorporate the application of virtual reality ideas and equipment to
provide the user with an interactive browsing experience [3].

In this paper we present a simple and fast approach to image database nav-
igation. All images are projected onto a spherical globe; navigation through the
image collection is performed by rotation of the sphere and zooming in and out.
The use of a spherical object is not a coincidence, rather it stems directly from
the type of features that are used for navigation. We utilise the median hue and
median brightness (in HSV colour space) to calculate a pair of co-ordinates for
each image in the database. As hue describes a circular quantity (0◦ = 360◦)
whereas brightness is not, a sphere seems a natural choice of geometrical body
to encapsulate the combination of these two.

The rest of the paper is organised as follows: Section 2 describes some related
work in the area of image database visualisation and navigation. Our proposed
method is introduced in Section 3 whereas Section 4 describes how this system
is used for database navigation. Section 5 concludes the paper.

2 Related Work

In here we briefly describe two previous methods for image database navigation:
multi-dimensional scaling and MARS 3D. A more detailed review which also
includes other approaches is given in [5].

2.1 Multidimensional Scaling

Rubner et al. were one of the first to suggest more intuitive interfaces for im-
age database navigation [4]. They suggested the application of multidimensional
scaling (MDS) [2] to calculate the locations of images and displaying them in a
global 2-dimensional view on a single screen. Using this method all images in a
database are (initially) shown simultaneously; their locations are dependent on
their visual similarity (based on features such as colour, texture or shape de-
scriptors) compared to all other images features in the database. If two images
are very similar in content they will also be located close to each other on the
screen and vice versa. The user can browse the database easily from a top-down
hierarchical point of view in an intuitive way.

The main disadvantage of the MDS approach is its computational complexity.
First a full distance matrix for the complete database, i.e. all pairwise distances
between any two images in the collection, need to be calculated. MDS itself is
then an iterative process which constantly rearranges the locations of each image
minimising the (Euclidean) distances between images on screen and their actual
(feature-based) database distances. Interactive visualisation of a large number
of images is hence difficult if not impossible to achieve. Furthermore, adding
images to the database requires re-computation of (part of) the distance matrix
and rerunning MDS.
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2.2 3D MARS and ImageGrouper

3D MARS [3] represents a virtual reality (VR) approach to image database navi-
gation. Images are displayed on four walls in an immersive CAVE where browsing
the database is done using a special wand to select images and make queries.
While being an interesting novel idea it requires very specialist equipment not
available for the average user wanting to explore their personal collections.

Although there exists also a desktop version called ImageGrouper which can
be used with ordinary CRT displays, using this program is fairly difficult as
there is no option for global browsing; only searching for an image first and then
browsing from that location in the database is possible.

3 Visualisation on a Hue-Based Globe

Our aim is to provide a simple yet effective interface for image database vi-
sualisation and navigation. It should allow fast and intuitive browsing of large
image collections and not rely on any specialised equipment not available to the
average user.

We separate our approach into two tasks: selection of suitable features and
visualisation of the image collection. Among typical features used for image re-
trieval those describing the colour content are certainly the most popular ones [8].
We follow this and describe each image by its median colour. However rather
than employing the standard RGB colour space we use the HSV space [6]. Of
this we take only the hue and value attributes as the saturation descriptor is
deemed less important for describing image content. Value, which describes the
brightness of a colour is defined in HSV as [6]

V =
R + G + B

3
(1)

where R, G, and B are red, green and blue pixel values. V ranges between 0 and
1 where 0 corresponds to pure black and 1 to pure white. Hue “is the attribute
of a visual sensation according to which an area appears to be similar to one
of the perceived colours, red, yellow, green and blue, or a combination of two of
them” [1] and is the attribute that is usually associated as ‘colour’. Hue in HSV
is defined as [6]

H = cos−1 0.5[(R−G) + (R−B)]√
(R −G)(R −G) + (R−B)(G −B)

(2)

It is apparent that hue constitutes an angular attribute; H goes from red to
yellow to green to blue back to red and is also often referred to as hue circle.

We now want to find a geometrical body that can be used to derive a co-
ordinate system for placing thumbnails of the images contained in a database as
well as to serve as the actual surface onto which those thumbnails are projected.
Looking at the two attributes we have selected, H and V , we almost naturally
end up with the body of a sphere, or a spherical globe. The hue circle describes
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Fig. 1. Hue-Value co-ordinate system used

one dimension of the sphere. As all colours with high V values are similar i.e.
close to white and the same holds true for those colours with low V which become
similarly close to black, and as black and white by definition don’t have a hue
quality, the two points V = 0 and V = 1 describe the poles of the globe.

The use of a globe not only comes naturally with the choice of features, it
also has other clear advantages. The concept of a globe will almost certainly
be familiar to the average user as it is a direct analogy of the earth globe. It
therefore provides a very intuitive interface to the user who will have experience
on how to navigate and find something on its surface. Furthermore it allows us to
employ a familiar co-ordinate system based on latitude and longitude. Longitude
describes the circumference of the globe (i.e. the east-west co-ordinate) and lies
in the interval [0◦, 360◦]. Latitude describes the north-south direction from pole
to pole and ranges from −90◦ at the south pole to +90◦ at the north pole.
Clearly each point on the surface of the globe can be uniquely described by a
pair of longitude/latitude co-ordinates.

Our approach to visualising image databases is simple and straightforward.
It also provides a very fast method for accessing the image collection. Images are
transformed to an HSV representation and the median hue and value attributes
are calculated. We make use of the median rather than the mean in order to
provide some robustness with regards to the image background. Also, we actually
calculate the median R, G, and B values and transform those to HSV which is
computationally more efficient and results only in a slight deviation in terms of
accuracy. From these the co-ordinates on the globe are then determined (see also
Figure 1), where H directly translates to longitude and H is rescaled to match
the latitude range (V = 0.5 corresponds to 0◦ latitude, i.e. a position on the
equator). A thumbnail of the image is then projected onto the surface of sphere
at the calculated co-ordinates1. Once the locations for all images have been

1 Since those thumbnails are distorted more towards the poles we actually remap all
images to be located between the great circles with ±80◦ latitude.
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Fig. 2. Initial globe view of the UCID dataset

calculated and their thumbnails projected the system shows an initial view of
the globe and is ready for navigation as detailed in Section 4. Figure 2 shows the
initial view of our image database globe based on the UCID [7] image database
which contains some 1300 images.

Since the co-ordinates are extracted directly from the images our approach is
very fast and hence much more efficient than methods such as MDS which rely on a
comparably slow and computationally expensive iterative convergence procedure.
Also does the addition of images to the database require only the computation of
its median hue and brightness with no further calculations necessary as is the case
for MDS and similar approaches. In addition are the features that we employ in-
trinsically suitable for query-based image retrieval [9]. Furthermore, the axes of the
co-ordinate system are well defined and meaningful which is in contrast to those
obtained by MDS or other similar techniques (such as principal components anal-
ysis) where axes are not associated with attributes. Finally, as the database globe
is displayed on an ordinary CRT monitor no specialist equipment is necessary.

4 Image Database Navigation

As mentioned above the interface starts with an initial view such as the one
shown in Figure 2 (which has a central point of 30◦ longitude, i.e. an average
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Fig. 3. Globe view with central hue of 120◦ (left), 210◦ (middle), and 300◦ (right)

reddish/yellowish hue, and 0◦ latitude, i.e. medium brightness). From Figure 2
we can also see the controls the user has at his/her disposal for navigation
purposes. As these are kept fairly simple and again due to the average user’s
familiarity of localising places on an earth globe, navigation is straightforward
and intuitive.

The controls allow rotation of the globe around both the vertical and the
horizontal axis and zooming in and out of a region of interest. The user can
perform these operations using the keyboard where the cursor keys are trans-
lated to rotation of the sphere and the + and - keys are available for zooming.
Similarly the mouse can be used for navigation: moving the mouse prompts a
rotation whereas the left and right mouse buttons are responsible for zoom oper-
ations. Especially attractive is the application of a trackball: here the ball itself
corresponds directly to the image globe, hence rotating the track ball rotates the
sphere on screen whereas the two buttons are again used for zooming in and out.

From Section 3 it becomes clear that a rotation around the vertical axis will
focus on a different average hue of the displayed images. In Figure 3 we show the
view after rotating it clock-wise in 90◦ steps. While Figure 2 was centred around
a red/yellow hue, the spheres in Figure 3 show the display centred around (from
left to right) greenish, bluish, and magenta hues. In contrast, rotation around the
horizontal axis will either shift the display to images that are darker (rotation
towards south pole) or brighter pictures (rotation towards north pole).

While the global view of the sphere allows for easy selection of a general
hue/brightness area, it is clear that in this view single images are hard to make
out. Therefore a zoom function is provides which allows to user to restrict their
attention to a smaller, more localised area of interest. In Figure 4 we show an
example of a zoomed-in area where the user was interested in images with a
beach/ocean view. It is clear that futher zoom operation(s) can be applied to
localise single images of interest.

We note, that for none of the operations used for browsing the images, i.e.
neither for rotation nor for changing the zoom factor, any additional calculations
need to be performed (in contrast to e.g. MDS which will recalculate all co-
ordinates for a zoomed-in area [4]) as the co-ordinates at which the pictures
are placed do not change. We are therefore able to provide an image browsing
environment that can operate in real time. Furthermore, while we provide a
dedicated application for image database navigation we can also export our
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Fig. 4. Zoomed-in area displaying beach/ocean images

image globe to a VRML model [10] which can them be used and browsed with
a suitable viewer.

5 Conclusions

We have introduced an efficient and effective approach to visualise and browse
large image collections. Thumbnails of images are projected onto a spherical
globe which acts as the medium users interact with. Navigation is simple, intu-
itive, and fast. While we have used colour features to determine the position of
the thumbnails on the sphere’s surface, the method is generic and other types
of features can be equally employed.
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Abstract. To establish eye contact in video teleconferencing, it is necessary to 
synthesize a front view image by viewpoint interpolation. After finding the 
viewing direction of a user, we can interpolate an image seen from the view-
point, which will result in a front view image. There are two categories of pre-
vious research: image based method and model based method. The former is 
simple, however, it shows limited performance for complex objects. And the 
latter is robust to noise, whereas it is computationally expensive. We propose to 
model a face with an ellipsoid and show that the new method is simple and ro-
bust from various experiments. 

1   Introduction 

With recent development of the internet, video teleconference has become popular for 
business as well as personal use. When a participant of a teleconference looks at the 
eye of the other party, images taken by a camera give an impression that the user is 
looking at somewhere else. Front view images can be taken only when the user is 
gazing at the camera. However, it is physically impossible to locate a camera behind 
the face image of the remote party on the monitor. Since eye contact is an important 
factor in video teleconferencing, there have been many investigations to generate a 
face image with a front view and provide virtual eye contact by interpolating images 
taken from left and right side. Since we need to interpolate images in real time, the 
algorithm must be simple and robust.  

There are two categories in the previous research: image based method [1][2] and 
model based method [3][4][5]. Image based methods interpolate images taken from 
various viewpoints in 2D image space. Therefore it is relatively simple and fast, 
which is suitable for real time applications. Model based methods generate 3D model 
of face obtained from captured images. It generates realistic images, however, genera-
tion of 3D model is computationally expensive. 

We propose a simple and robust algorithm employing an ellipsoid as a head model. 
First we segment a face from captured images, and then build an ellipsoid from two 
images with known camera parameters. And then we project a point on the surface of 
the ellipsoid to the real images and a virtual image plane to establish correspondences 
among them. We obtain image intensity on the virtual camera plane by averaging the 
intensities of the corresponding points of real images. The algorithm is simple, how-
ever, the quality of the resulting images are satisfactory. 
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2   Previous Research 

Viewpoint interpolation can be accomplished in image space. Disparities of two im-
ages are calculated after establishing correspondence between images, and a new im-
age is synthesized by interpolating the disparities [1]. The focal point of the virtual 
camera is constrained to lie on the line segment joining the focal point of the two cam-
eras. There are several methods finding the disparities developed for stereo matching 
[6]-[10]. Projective grid method [2] is similar to stereo but the search space is different. 
It searches for depth along a line connecting the focal point and image point of a virtual 
camera to find the best matching intensities after projecting the point onto two images. 
There can arise many false matches due to illumination or noise, therefore it may cause 
severe errors. Fig. 1 shows a result with many erroneous matches. 

 

Fig. 1. An erroneous image from projective grid space method 

Recently Yang and Zhang proposed a face modeling method [5] based on stereo 
analysis and a personalized face model. A 3D stereo head tracker with a personalized 
face model is used to compute initial correspondences across two views. More corre-
spondences are then added through template and feature matching. Finally, all the 
correspondence information is fused together for view synthesis using view morphing 
techniques. The combined methods greatly enhance the accuracy and robustness of 
the synthesized views. This method can synthesize virtual video that maintains eye 
contact. The reported processing speed is 5 frames per second. Other model based 
methods are published using a generic rigid model [3] or a 2D face model [4]. 

3   Proposed Method: Ellipsoid Head Model 

We propose to employ an ellipsoid to model a human head. Once we build a model in 
3D space, it is straightforward to establish correspondence among a virtual image and 
real images. Therefore we can avoid stereo matching problem, which is computation-
ally expensive and error prone. First we segment a face region from images [11][12] 
and approximate the boundary as an ellipse. Then we match the minor and major axis 
of the ellipses in 3D space using camera parameters and build an ellipsoid as shown in 
Fig. 2. It is clear that the points of ellipses do not correspond to the same point in 3D 
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space; however, they are good approximations in building a 3D model. Yip and Jin 
employed an ellipse head model in a monocular setting [13] for face warping assum-
ing fixed tilt angle. However, our method does not need to estimate tilt angle, since 
we are interpolating two images. 

 

Fig. 2. Ellipsoid head modeling. An ellipsoid model for head is built by matching two face 
outline ellipses of images. 

We can locate a virtual camera anywhere in space and synthesize an image seen 
from the position. We first connect a line from the focal point of the virtual camera to 
a pixel on the virtual image plane. If the line hits the ellipsoid head model, we project 
the point onto two image data planes and average their intensities. We can synthesize 
an image by repeating the process pixel by pixel. 

Our method does not search for corresponding points between images; it is projec-
tion of a point on ellipsoid model onto image planes. Stereo matching depends on 
image intensity which is local information and subject to noise and camera character-
istics. The proposed method uses global information of head position. This simple 
head model results in reliable face images, since the depth error of ellipsoid model 
from a real face is not significant compared to the distance from a camera to the face. 

3.1   Intensity Calibration 

Test images are taken with two cameras at the same time. Since the cameras are cali-
brated, the internal and external camera parameters are known [14]. Fig. 3 (a) and (b) 
show images taken from cameras. The two images show different intensities due to 
inconsistency of camera characteristics and viewing directions. We calculate the mean 
and standard deviation of intensities of face regions and match them by scaling and 
shifting the intensities as shown in the following equation. 

' ( , ) ( ( , ) ) , , ,L
R R R L R

R

I u v I u v u v I
σ μ μ
σ

= − + ∈  

where RI is the right image and 'RI  is the corrected image, Rμ  and Lμ are the means, 

and Rσ  and Lσ  are the standard deviation of right and left images, respectively. Fig. 

2 (c) shows a scaled image of Fig. 2 (b).  
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(a) (b) (c) 

Fig. 3. (a) Left image (b) Right image (c) Brightness corrected version of image (b) 

3.2   Head Modeling and Experiments 

First we segment face and head in left and right images, and then calculate minimum 
mean square error (MMSE) ellipse from the face boundaries as shown in Fig. 4. We 
match the mean and standard deviation of face region intensities as a preprocessing 
step. We build an ellipsoid by matching the end points of minor and major axis of the 
ellipses. Since we have camera parameters, we can obtain an MMSE intersection 
point  of  two  lines  connecting  the focal points and the ellipse boundary points. Now  

 

(a) (b) 

Fig. 4. Ellipse model for head. (a) Left image (b) Right image. 

 

Fig. 5. Rendered images from given left and right images 

left 
camera 

right 
camera
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(a) (b) (c) 

Fig. 6. Tilted pose of head (a) Left image (b) Right image (c) Interpolated image 

 
(a) (b) (c) 

Fig. 7. (a) Up image (b) Down image (c) Interpolated image 

 
(c) (d) (e) 

Fig. 8. (a) Left image (b) Right image (c) Interpolated image using ellipsoid face model (d) 
Original image (e) Error image 

we can choose a location of a virtual camera and synthesize an image. We can set 
the virtual camera at the eye gaze position [15][16] to obtain a front view image. 
We have obtained several synthetic images from various virtual positions. Fig. 5 
shows left and right camera images, and five synthesized images seen from the 

(b) (a) 
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center, top, bottom, near left, and near right. All synthesized images look natural 
and provide an impression that the images are taken from various positions. Since 
we employ a 3D model, we can generate an image from an arbitrary viewpoint. 
Therefore it is possible to generate a navigation video seen from a moving camera. 
The proposed method is robust to subject change or head tilting as shown in  
Fig. 6. 

If we install two cameras with vertical separation, we can reduce the occlusion area 
between face images, compared to horizontal positioning of the cameras. Fig. 7 shows 
an experimental result interpolated from up and down images. We observe difference 
between a ground truth image and an interpolated image. Fig. 8 (a) and (b) are cap-
tured images. Fig. 8 (d) is a ground truth image taken from a camera, and (c) is a 
synthesized image at the same position by interpolating the left and right images. The 
synthesized image looks natural and the difference is not noticeable to a human 
viewer. Quantitative error analysis is beyond the scope of this work, since we need to 
separate error measures for position and brightness. Photometric intensity cannot be 
recovered by this method, since surface orientation and the reflectance properties are 
not taken into account. 

4   Conclusions 

We propose an algorithm to synthesize an image from any virtual position using two 
images, which enables us to maintain eye contact during video teleconferencing. We 
model a face from a captured image as an ellipse and then build an ellipsoid head 
model. We establish correspondence among images and virtual images by projecting 
the surface of the ellipsoid model onto the image planes and virtual image plane. We 
obtain a synthetic image after averaging the corresponding image intensities. The 
proposed method does not require complex calculation, therefore it is suitable for real 
time implementation. Since we have a 3D head model, the position of a virtual cam-
era is not limited to the line segment joining the two focal points of taken images, as 
in the case of image based method. Our algorithm is not sensitive to specularity, cam-
era aperture or image noise. The reason for the robustness is related to the fact that the 
depth error of ellipsoid is not significant compared to the distance of the camera and 
the face.  

Our algorithm is limited to face region; it does not generate background images. 
Therefore we need to devise a computationally fast method to generate a background 
which looks natural. We also need to incorporate an eye gaze algorithm to establish 
accurate eye contact. 

Acknowledgements 

This research was supported by the MIC (Ministry of Information and Communica-
tions), Korea, under the ITRC (Information Technology Research Center) support 
program supervised by the IITA (Institute of Information Technology Assessment). 



 Viewpoint Interpolation Using an Ellipsoid Head Model for Video Teleconferencing 293 

References 

1. Ott, M., Lewis, J., Cox, I.: Teleconferencing Eye Contact Using a Virtual Camera, Proc. 
Conf. Human Factors in Computing Systems (1993) 109–110 

2. Saito, H., Kimura, M., Yaguchi, S, Inamoto, N.: View Interpolation of Multiple Cameras 
Based on Projective Geometry, Proc. of Int’l Workshop on Pattern Recognition and Un-
derstanding for Visual Information Media (2002) 57–62 

3. Gemmell, J., Zitnick, C.L., Kang, T., Toyoma, K., Seitz, S.: Gaze-Awareness for Video-
conferencing, IEEE Multimedia, Vol. 7, No. 4 (2000) 26–35 

4. Cham, T.J., Krishnamoorthy, S., Jones, M.: Analogous View Transfer for Gaze Correction 
in Video Sequences, Proc. Int’l Conf. Automation, Robotics, Control and Vision (2002) 

5. Yang, R., Zhang, Z.: Eye Gaze Correction with Stereovision for Video-teleconferencing, 
IEEE Trans. on Pattern Analysis and Machine Intelligence, Vol. 26, No. 7 (2004) 956–960 

6. Brown, M.Z., Burschka, D., Hager, G.D.: Advances in Computational Stereo, IEEE Trans. 
on Pattern Analysis and Machine Intelligence, Vol. 25, No. 8, (2003) 993–1008 

7. Hartley, R., Zisserman, A.: Multiple View Geometry in Computer Vision, Cambridge 
University Press (2000) 

8. Jain, R., Kasturi, R., Schunck,  B.G.: Machine Vision, McGraw-Hill (1995) 
9. Birchfield, S., and Tomasi, C.: Multiway Cut for Stereo and Motion with Slanted Surfaces, 

Proc. Int’l Conf. Computer Vision, Vol. 1, (1999) 489–495 
10. Birchfield, S., and Tomasi, C.: Depth Discontinuities by Pixel-to-Pixel Stereo, Proc. of the 

Sixth IEEE International Conf. on Computer Vision, Mumbai, India (1998) 1073–1080 
11. Huang, F.J., Chen, T.: Tracking of Multiple Faces for Human-computer Interfaces and 

Virtual Environments, IEEE Int’l Conf. on Multimedia and Expo., New York (2000) 
12. Yang, M.H., Kriegman, D., Ahuja, N.: Detecting Faces in Images: A Survey, IEEE Trans. 

on Pattern Analysis and Machine Vision, Vol. 24, No. 1 (2004) 34–58 
13. Yip, B., Jin, J.S.: Face Re-Orientation Using Ellipsoid Model in Video Conference, Proc. 

of the Seventh International Conference on Internet and Multimedia Systems and Applica-
tions, Hawaii (2003) 245-250 

14. Tsai, R., A versatile Camera Calibration Technique for High Accuracy 3D Machine Vision 
Metrology Using off the shelf TV Cameras and Lenses, IEEE Journal of Robotics and 
automation, Vol. 3, No. 4 (1987) 323–344 

15. Gee, A.H., Cipolla, R.: Determining the Gaze of Faces in Images, Image Vision Comput-
ing, Vol. 12, No. 10 (1994) 639–647 

16. Hansen, D.W., Pece, A.: Eye Typing off the Shelf, IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition, Washington D.C., U.S.A., Vol. 2 (2004) 159–
164 



Real-Time Video Annotations for Augmented Reality

Edward Rosten, Gerhard Reitmayr, and Tom Drummond

Department of Engineering, University of Cambridge, Cambridge CB1 2PZ, UK
{er258, gr281, twd20}@cam.ac.uk

Abstract. Augmented reality (AR) provides an intuitive user interface to present
information in the context of the real world. A common application is to overlay
screen-aligned annotations for real world objects to create in-situ information
displays for users. While the referenced object’s location is fixed in the view the
annotating labels should be placed in such a way as to not interfere with other
content of interest such as other labels or objects in the real world. We present
a new approach to determine and track areas with less visual interest based on
feature density and to automatically compute label layout from this information.
The algorithm works in under 5ms per frame, which is fast enough that it can
be used with existing AR systems. Moreover, it provides flexible constraints for
controlling label placement behaviour to the application designer. The resulting
overlays are demonstrated with a simple hand-held augmented reality system for
information display in a lab environment.

1 Introduction

Augmented reality (AR) is an excellent user interface for mobile computing applica-
tions, because it supports an intuitive display of information. In an AR environment,
the user’s perception of the real world is enhanced by computer-generated entities such
as 3D objects, 2D overlays and 3D spatialised audio [1]. Interaction with these enti-
ties occurs in real-time providing natural feedback to the user. A common application
for augmented reality is information browsing. Annotations to real world objects are
presented to the user directly within the view of the environment. Typical example are
labels containing textual or pictorial information [2]. Such applications are especially
interesting in the context of mobile augmented reality, where a user can roam a large
area and subsequently request information on many objects.

Annotations can be general information displays such as heads-up displays that stay
in fixed locations on the screen. Or they may be associated with objects in the view and
appear close in the view. In the latter case they usually move with the objects or are
connected to them by follower-lines which make the user aware of the relationship.
However, placing annotations into the user’s view is not trivial. To avoid distraction an-
notations should not move or jitter. They should also not overlap scene features or each
other. Finally, readability of text annotations depends strongly on background colour
and texture.

Automatically placing annotations is more difficult. Models of the environment may
be limited to explicitly tracked objects and may not include a general description of the
environment. Even where such a world model exists, it usually cannot capture fine de-
tails that determine the background clutter in images. Also, the application model may

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 294–302, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Real-Time Video Annotations for Augmented Reality 295

(a) (b)

Fig. 1. A hand-held augmented reality system for information browsing using labels attached to
markers and “screen-stabilized” labels. The system determines the label locations in real-time in
such a way that overlap with interesting parts of the image is minimised.

not even contain all possible objects of interests or have means to track them: for ex-
ample, a person walking into view can be considered interesting to the user and should
therefore not be occluded. However, mobile AR systems typically have no possibility
of tracking all persons or mobile objects they encounter. To create useable information
overlays in all such situations, image based methods are required.

To enable automated annotations for resource-constrained systems and unmodelled
environments, we present a new, fast method which finds visually uninteresting areas in
live video and hence determines candidate regions for label placement. The basic idea
is to describe the fitness of a certain label location in terms of the number of occluded
image features were the label to be placed in that location. The fitness distribution over
the entire image is computed from features detected in each frame and tracked in a
non-parametric filter framework over time (see section 3). Application designers can
further modify the fitness distribution for each label to enforce constraints (see section
4) such as proximity to a location in the image or placement in one of several distinct
locations such as image corners. The whole algorithm requires 5ms per frame (on a
1GHz Pentium-M) and is therefore suitable for real-time operation and integration into
more complex systems (such as mobile augmented reality applications) as demonstrated
in section 5.

2 Related Work

Traditional label placement research has focused on the problem of arranging large
numbers labels on static display without overlap and unlimited computational time.
Moreover, complete information about the display and any constraints on the labels is
assumed as well. Many approaches exist and the Map-Labeling Bibliography [3] hosts
an extensive selection. A good overview of typical approaches is given by Christensen et
al. [4]. Azuma et al. [5] evaluate such label placement strategies for augmented reality
displays both statistically and with a user study. Our work supplements this work by
introducing a method to derive constraints for labels based on the visual content of
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the view. Therefore, we are not concerned with overlap between labels themselves, but
rather with overlap of labels and interesting features of the environment. Once candidate
locations of labels are known, global label placement strategies could be employed to
reduce occlusion between labels.

Video annotations such as subtitles have been used for many years in the broad-
casting industry. Typically such annotations are placed offline in a manual process and
at fixed locations. In recent years, real time, world aligned annotations for sports casts
have become possible such as the display of the first down line in American football [6]
or live information for Nascar races [7]. These solutions rely on the accurate and expen-
sive tracking of camera parameters and accurate models of the environment and pixel
colours to achieve high precision. Moreover, manual fine-tuning by operators ensures
robustness of the systems.

Information browsing is a common application for augmented reality systems.
Feiner et. al [8] annotated persons and objects with application windows in an opti-
cal see-through setting. The NaviCam [2] demonstrated labels for objects tracked with
optical fiducials. Simple rendering of annotations for multiple objects leads to clutter
on the screen and overlap between labels themselves and other objects of interest. One
approach is to reduce the number of labels by applying a filtering scheme [9] to select
information based on properties of the tasks and the users as well as on proximity. An-
other promising approach is to directly manage the 2D display space and place labels
only in regions that are not interesting. Bell et al. [10] describe a view management
system that keeps track of free areas on the display. A 3D world model and tracking of
real objects is required to accurately project the objects and environment back into the
view and update the occupied areas as the user moves through the environment.

Other research investigates the properties of labels in augmented reality displays.
Gabbard et al. [11] compare user performance in reading differently coloured text labels
in optical see-through systems over various backgrounds. In contrast to that Leykin
and Tuceryan [12] use a machine learning approach to automatically determine the
readability of text over textured backgrounds. The information gained by classification
can be incorporated in to our method by providing additional constraints.

Automatic placement without knowledge of the environment was attempted by
Thanedar and Höllerer [13] to produce annotations for video sequences. Their approach
selects candidate regions based on image properties such as absence of motion and uni-
formity of colour. The location is optimised over a series of frames, also taking future
frames into account; it is therefore not suitable for real-time operation. In contrast to
this approach, our method is causal and sufficiently optimised that it can be used as an
additional component in a larger real-time system.

3 Tracking Candidate Locations

Our method finds uninteresting parts of the image in order to place labels without ob-
scuring interesting parts of the image. To do this, a distribution of feature density is
calculated in the current video frame. Areas with a high feature density are assumed
to contain information interesting to the user. Labels are placed in the frame such that
the integral of the density distribution over the label area is minimised. In principle any
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Fig. 2. Overview of the processing steps. (a) shows the detected features; the computed suitabil-
ity score (b) updates the prior filter state (c) to arrive at the current filter state (d); a constraint
image (e) is multiplied with it to compute the constrained filter state (f) and select the maxi-
mum location. (g) shows the resulting label placement. The maximum location is fed back to the
constraint image as a location prior for the next frame.

feature detector could be used, for example the Harris [14] or SUSAN [15] detectors,
or even edgel detectors. In our experience, corner detectors yield visually better results
than edge detectors. Our method has a strong emphasis on low compute cost, so we use
the very efficient FAST feature detector, presented in Appendix A.

For each label to be placed in the image a placement cost distribution P (x, y) is
calculated in the following manner. We define P (x, y) to be the number of features
occluded by the label if the label is placed at x, y. Our implementation uses an integral
image [16] to quickly calculate this for each label. Locations with the lowest cost are
the best locations for labels. However, the placement cost distribution is sensitive to
noise. This can result local jitter of the optimal location or frequent large scale jumps if
several locations are near optimal. Both effects are undesirable and can be avoided by
filtering over time (see Fig.2 for an overview).

A non-parametric filter state Fn(x, y) describes the suitability of a location for plac-
ing a given label within a frame n. The location of the maximum of Fn(x, y), written
as (x, y), describes the optimal location for the label. The first step is to update the last
filter state for frame n − 1 with process noise by adding a constant c, yielding a prior
F−

n (x, y). The prior is then updated with the suitability S(x, y), defined as

S(x, y) = 1− P (x, y)/max
x,y

(P (x, y)). (1)

Then we multiply the suitability score with the prior state and normalise by a factor z.
Therefore, the update step is

Fn(x, y) = F−
n (x, y)S(x, y)/z. (2)
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The location (x, y) of the maximum of the filter state Fn(x, y) at step n is then
used as the optimal placement for a label, in the absence of any further information (see
Section 4). The process noise parameter c controls the flexibility of the filter. Larger
process noise results in a more responsive filter that quickly captures major changes in
the distribution, but allows the label to jitter.

4 Placement Control

The filter state generated by the tracking process describes the overall fitness of loca-
tions for label placement. However, real applications require more control over the label
location. Depending on the type of label different constraints need to be enforced on the
label position. Thanedar and Höllerer [13] give a short taxonomy of possible labels in
video overlays. Our method supports all of these label types.

To enforce a constraint on the location of a label, the application designer specifies
a constraint image C(x, y) that describes the suitability distribution of placing a label
at a certain location. The constraint image is then multiplied with the filter state to
yield a constrained filter state. The location of the maximum of the latter is the optimal
placement for the associated label.

Such constraint images can either be static or changing over time depending on the
type of label. For example, to place an annotation close to a tracked object an application
multiplies a ring-like distribution around the object location with the filter state (see
Fig.2). The resulting maximum and hence label will lie in an uninteresting part of the
image near, but not too close, to the object being labelled. A directional constraint places
the label in the approximate direction of the visible arrow on the marker (see Fig.3).

To place “screen-stabilised” (fixed) labels in one of a set of possible locations, a
static constraint image is constructed that only contains support for the desired label
locations. Again, the maximum of the resulting constrained suitability distribution is
one of the chosen locations.

Even with these constraints, if large areas of the image are uninteresting, then there
will be many equally suitable locations for the label, which can cause the label to jump
around. To prevent this, a constraint is used which increases the value of the constrained
filter at the previous location of the label. If this position is stabilised relative to the
marker position, then this will bias the label towards moving smoothly around with the
marker. If the absolute position of the label is used, the bias will be towards the label
staying in the same place on the screen.

maximum

Fig. 3. Example of a directional contraint. The first column shows the constraint images, the
second the constrained filter state, and the last the resulting location.
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Avoiding overlap of multiple labels also becomes possible. A simple greedy algo-
rithm can operate on a ranked list of labels: the first label is placed at the maximum
location of its filter state (or a constrained filter state). The states for the remaining la-
bels are then modified to discourage placement of subsequent labels in locations that
could result in overlap with the first one. The modified state is then the input for placing
the next label. The iterative modification of the filter states accumulates the information
about all placed labels and constrains the placement of new ones to unused areas.

5 Results

To demonstrate the results of our automated label placement method, we created a small
information browsing application for a hand-held AR system. A tablet PC with a 1GHz
Pentium M processor and a Firewire camera mounted to its back becomes a lens-like
tool to view annotations on real objects and locations in our lab (see Fig.1). To track
objects and locations we employ the ARToolkit [17] library and a set of markers placed
in the environment on interesting objects such as a printer. The system works at video
frame rate of 30 fps recording the full 640× 480 image but operating on quarter-sized
images (320 × 240 pixels) for feature detection and filter representations. In this con-
figuration, the system uses 17% of the available computing time.

When a marker becomes visible in the camera view, a corresponding label is placed
next to it in an area free of any interesting features (see Fig.4 (a)). The distance to
the marker is controlled by a circular constraint as described in section 4. The label is
connected by a follower-line to the centre of the marker to disambiguate the association.
As the tablet is moved about labels typically stay in the same location in the window
to avoid unnecessary movement. However, if a label starts to occlude interesting image
features it jumps to a different location with less overlap (see Fig.4 (b,c)). In general
labels appear stable but can change their location instantly without any interpolation
between locations, if required. The display also contains screen-stabilised information
on the lab which is placed in one of the four screen corners.

Table 1 shows the average time spent calculating label placement for our demon-
stration system. All of the per-label costs are streaming operations on large quantities of
pixel data, and so could be further optimised exploiting a streaming instruction set such
as SSE2. Nevertheless, our portable C++ implementation exhibits good performance.

(a) (b) (c) (d)

Fig. 4. Example of the dynamic behaviour. (a) A label is placed in an uninteresting position. As a
person moves into the view (b), the label jumps to another location (c). The weak position prior
prevents the label from quickly jumping back to the previous position (d).
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Table 1. Timings for various steps of the algorithm. A single precomputed constraint is used.

Time (ms)
Per-frame cost Feature detection 1.76

Integral image 0.65
Per-label cost Suitability measurement 1.03

Filter measurements 0.63
Insert constraint 0.51

Total cost For one label 4.58
For n labels 2.41 + 2.17n

Cost per frame over 10 frames 0.46

For real-time operation the label placement does not need to be computed for each
frame, since large changes in label position happen infrequently. Therefore, another
performance improvement consists in computing label placements only for every nth

frame and distribution computation over the intermediary frames to reduce the per-
frame computation cost to 1/nth of the total.

6 Conclusions

Our method implements a straightforward, yet flexible approach to determining anno-
tation locations for overlays of live video images. Processing time per frame is minimal
making it appropriate for inclusion into mobile and hand-held augmented reality sys-
tems that are constrained in terms of computing power. The bulk of the processor time is
still left for other tasks such as tracking or interaction management. The non-parametric
tracking of candidate locations can be tuned to select between slow or fast reaction to
image changes or to prefer past locations over new ones. The complete modelling of
state via a non-parametric representation captures the problem’s multi-modal proper-
ties and allows for instant jumps to different locations. The inclusion of constraints
gives application designers a flexible way to define label behaviour.

The underlying assumption that features appear predominantly in visually interest-
ing areas is the key to the simplicity of the method. The assumption breaks down for
feature rich areas of no importance to the user or task at hand. However, as long as there
are some image regions with few features the label will be placed in a good position.

Direct comparisions to other methods described in section 2 are difficult, because
none exhibit the same properties. Either they use models that include all interesting
objects that should not be occluded, or they do not operate causally in that they optimise
label locations using frames yet to be shown. The later can avoid surprising jumps, but
is not applicable in real-time.

The presented approach is also applicable to general video feeds, but our work fo-
cuses on mobile augmented reality applications. Here the real-time constraints, limited
availability of tracking solutions for model based annotation placement and ubiqui-
tous use of video see-through displays match the features of the proposed method very
closely. However, the method could also be adapted to optical see-through displays
through the use of a calibrated camera that captures images that match the user’s view.
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An example video of a walk through our lab with annotations is available in the
supplementary videos, and the FAST corner detection code is available from
http://savannah.nongnu.org/projects/libcvd.

A FAST Feature Detection

We present here the FAST (Features from Accelerated Segment Test) feature detector.
This is sufficiently fast that it allows on-line operation of the label placement system.
A test is performed for a feature at a pixel p by examining a circle of 16 pixels (a
Bresenham circle of radius 3) surrounding p. A feature is detected at p if the intensities
of at least 12 contiguous pixels are all above or all below the intensity of p by some
threshold t. This is illustrated in Fig.5. The test for this condition can be optimised by
examining pixels 1 and 9, then 5 and 13, to reject candidate pixels more quickly, since a
feature can only exist if three of these test points are all above or below the intensity of
p by the threshold. With this optimisation the algorithm examines on average 3.8 pixels
per location on a sample video sequence.

Fig. 5. FAST Feature detection in an image patch. The highlighted squares are the pixels used
in the feature detection. The pixel at C is the centre of a detected corner: the dashed line passes
through 12 contiguous pixels which are brighter than C by more than the threshold.
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A Tree-Structured Model of Visual Appearance
Applied to Gaze Tracking

Jeffrey B. Mulligan
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Abstract. In some computer vision applications, we may need to an-
alyze large numbers of similar frames depicting various aspects of an
event. In this situation, the appearance may change significantly within
the sequence, hampering efforts to track particular features. Active shape
models [1] offer one approach to this problem, by ”learning” the relation-
ship between appearance and world-state from a small set of hand-labeled
training examples. In this paper we propose a method for partitioning
the input image set which addresses two problems: first, it provides an
automatic method for selecting a set of training images for hand-labeling;
second, it results in a partitioning of the image space into regions suitable
for local model adaptation. Repeated application of the partitioning pro-
cedure results in a tree-structured representation of the image space. The
resulting structure can be used to define corresponding neighborhoods
in the shape model parameter space; a new image may be processed ef-
ficiently by first inserting it into the tree, and then solving for model
parameters within the corresponding restricted domain. The ideas are
illustrated with examples from an outdoor gaze-tracking application.

1 Introduction

Many computer vision applications consist of analyses of large numbers of similar
images; in this paper, we will be concerned with the problem of gaze estimation
from images of the eye captured with a head-mounted camera. Assuming the
camera platform does not move relative to the head, the images will vary within
a restricted subspace. Variation within this subspace will be due both to the pa-
rameters of interest (the pose of the eye), and to parameters which are irrelevant
for our purposes, such as variations in environmental illumination.

When images of the eye are collected in the laboratory, illumination can
be carefully controlled, and the variations in pose are often restricted (e.g., we
may only be interested in tracking the gaze within a display screen). In this
case, simple methods which search for features known to be present are usually
effective. When we attempt to measure gaze in natural behaviors outside of
the laboratory, however, we may be confronted with a collection of images in
which large gaze deviations cause expected features to disappear. Our inability
to control the illumination outdoors during daylight also presents a new set of
problems. Figure 1 presents a representative sample from the space of images in
our study. Subjects recorded during the day, as in figure 1, generally maintain
their eyelids in a relatively closed posture compared to subjects recorded at night,
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Fig. 1. A collection of images of a human subject’s eye, collected during a behavioral
experiment conducted outdoors, showing the variety of appearances encountered. In
addition to changes in gaze direction, the images vary due to illumination; in this
collection we see superimposed bright blobs (resulting from scattering or incomplete
reflection at the imaging system’s dichroic mirror), and dark vertical stripes, resulting
from the shadow of the helicopter rotor blade passing in front of the sun.

or in a dark laboratory. In many of the images in figure 1, the eyelids appear
closed. While some of these are certain to correspond to blinks, others correspond
to downward fixations. In spite of the fact that in many of the images we cannot
see any of the eyeball itself (and are so prevented from applying traditional eye-
tracking methods), the position and shape of the lids are highly informative.
When we have highly certain data regarding the position and orientation of the
eyeball, the pose of the lids is irrelevant to determination of the line-of-sight,
but for other frames the eyelid pose is our only observable. We seek a method
to tell us which methods to apply to any given image.

Active Shape Models [1] have been proposed to recognize structures in medical
images in the presence of variations in local image structure. In brief, these
models work by learning an association between the local image appearance of
model feature points, and the overall configuration of the features. Typically
this association is learned from a collection of images in which the structures
of interest have been hand-labeled. In selecting this training set, there are two
important considerations: first, the training set must span the range of possible
shapes (i.e., we must be sure to include the most extreme examples); second, the
sampling density must be high enough to capture the variations of shape within
the image space. Selection of the training set is therefore critical. One approach
might be to simply add images until performance becomes acceptable (perhaps
adding images chosen from the set of initial failures), but when the number of
images is large, it may not be practical to have a human expert review the model
fit for every frame, or even to view every image prior to selecting the training
set. Therefore, we would like to have an automatic procedure to select a suitable
training set.



A Tree-Structured Model of Visual Appearance Applied to Gaze Tracking 305

Methods for sampling a space of images can be found in the field of Vector
Quantization [2]. Vector Quantization (VQ) refers to a collection of techniques
used in signal coding and compression. While many variants have been proposed
for different applications, in every case the process begins with the generation
of a codebook, which is a table of images chosen to coarsely represent the entire
space. An arbitrary image is transmitted by simply sending the index of the most
similar codebook entry; the receiver, which also possesses the codebook, uses the
corresponding codebook entry to approximate the input image. The quality of
the reconstruction depends on both the size and structure of the codebook, and
many methods of codebook design have been proposed to meet the needs of
different applications. While codebook design (which is a one-time computation,
done ahead of time) is the most important determinant of reconstruction quality,
another area which has received much attention is efficient mapping of arbitrary
images into the codebook, which is critical for real-time encoding processes. It
is desirable to avoid exhaustive search, in which the input image is compared
to every codebook entry; a Tree-Structured Vector Quantizer (TSVQ) can re-
duce the number of comparisons from a codebook size of N to something on the
order of log(N).

In the remainder of this paper, we present a variant of tree-structure vector
quantization developed for a large set of eye images collected during helicopter
flight tests. We then describe how the resulting codebook an be exploited to
improve the performance of active shape models and other tracking procedures,
by limiting the range of parameter values that must be searched for new images.

2 Codebook Generation

Given a set of images, we wish to find a subset which spans the entire set,
in the sense that any image from the set will be ”near” one of the exemplars
from our special subset. The exemplars are analogous to the codebook entries
in VQ, but unlike most VQ applications we are not particularly concerned with
insuring that the exemplars are good matches to the nearby images; instead, it
is simply sufficient for them to be near enough to point us in the right direction
for subsequent processing.

Typical gaze records consist of a series of fixations in which the eye is steadily
pointed at an object of interest, and saccades, which are rapid, ballistic move-
ments from one position to another. In addition to these two types of eye move-
ment, there are also smooth movements which are performed when the eye at-
tempts to follow a moving target. Smooth movements of the eye in the head
are also seen when the head moves while the eye is maintaining fixation on a
stationary target. The interested reader can find a thorough introduction to the
study of eye movements in [3] and [4].

Because gaze behavior typically consists of fixations lasting 250-500 millisec-
onds, when we process video sequentially it is highly likely that a given frame will
be similar to the preceding frame. Therefore our algorithm proceeds as follows:
we take the first frame as the first exemplar. Subsequent frames are processed
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Fig. 2. Left panel: A two-dimensional cartoon of the codebook generation process.
Each dot represents an image, with the connecting links indicating temporal order. The
first image becomes the first exemplar (the large dot labeled 1), successive images are
associated with it as long as their distance remains less than a threshold (δ) indicated
by the circle. When a new image falls outside of this circle, a new exemplar is created,
and successive images are associated with it until they leave its δ-neighborhood. Right
panel: partition of the image space induced by the set of exemplars discovered by the
codebook generation process. Each image is associated with the nearest exemplar; dark
lines indicate boundaries between neighborhoods (Voronoi regions). Note that images
which are linked in the sub-regions may not be temporally contiguous.

by first computing the similarity to the exemplar chosen to represent the imme-
diately preceding frame. If the ”distance” is below a threshold δ, then we accept
the exemplar and move on to the next input frame. Otherwise, we search the set
of remaining exemplars for one whose distance is less than δ, accepting the first
one we find. If none of the current exemplars are within δ of the new image, then
we add it to the set of exemplars. This procedure results in a set of exemplars
with the following property: every image x in our collection is within δ of at least
one of the exemplars, and every exemplar is separated by at least δ from from
every other exemplar. Our goal is to choose δ as large as possible (to keep the
size of the catalog small), but still small enough that the resulting classifier on
the input images provides useful distinctions.

The left panel of figure 2 shows a two-dimensional cartoon of this process.
The circles represent neighborhoods of radius δ centered at each exemplar, and
the colors show how each image is associated with the exemplar representing
the previous frame as long as the new distance is less than δ. We adopt this
heuristic for two reasons: first, because the temporal sequence is continuous,
and the behavior contains many stationary intervals, the previous exemplar is
usually the best choice, and we can save time by simply accepting it. Second,
during our sequential scan of the data there will be many occasions when the
exemplar which will ultimately be found to be the nearest neighbor has not
been scanned yet. Thus the purpose of the initial pass is simply to find a set of
exemplars which completely covers the image space with δ neighborhoods. The
association of each image with the nearest exemplar is accomplished by a second
pass over the entire data set, performed after the catalog has been generated.
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Fig. 3. Plot shows the number of neighborhoods formed for different values of the
(angular) distance threshold. The heavy dashed line indicates a slope of 6 on the log-
log axes; to the extent that this matches the slope of the curves generated from the
empirical data, this suggests that the image manifold has an intrinsic dimensionality
of 6. Each data curve represents a recording of approximately 100,000 frames. The five
curves to the right of the dashed line represent images collected at night for which the
only illumination was provided by the apparatus.

This process is effectively a nearest-neighbor classifier [5, 6], where the ”classes”
are defined implicitly by the exemplars. The results of the second pass are shown
in the right-hand panel of figure 2.

The number of exemplars N found by this procedure depends on the choice
of δ, and the dependence tells us something about the intrinsic dimensionality of
the image manifold. The discovery of interesting structure from the topology of
the manifold is the subject of a relatively new field of study known as manifold
learning, exemplified by [7]. In figure 2, where we have represented the images as
points in a two-dimensional space, the number of exemplars would be expected
to grow in inverse proportion to the square of δ; in practice, the dimensionality
is much greater. Figure 3 shows a plot of the number of exemplars generated as a
function of δ for 15 individual video recordings from a head-mounted eye camera,
each consisting of around 100,000 frames. The heavy dashed line indicates a slope
of 6 on the log-log plot, which provides a reasonable fit to the asymptotic slope
of the data graphs. The five records to the right of the dashed line correspond
to the five night flights, for which the illumination is relatively constant. While
there is a good deal of horizontal dispersion, each data set shows an asymptotic
slope near 6, suggesting that the images vary in 6 dimensions. Four of these can
be accounted for by physiological variables: two dimensions of gaze direction,
and one each for pupil dilation and degree of eyelid closure.
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The data shown in figure 3 are useful in two ways: first, they allow us to
choose an initial value of δ which is small enough to generate more than one
exemplar, but not so small that the number becomes unmanageable. Secondly,
knowledge of the manifold’s intrinsic dimension tells us how to decrease δ when
we apply the procedure recursively to the neighborhoods generated by the first
pass. If N is the intrinsic dimensionality of the image manifold, then to obtain
k child nodes, we should divide δ by the Nth root of k.

3 Computational Efficiency

When δ is small relative to variation in the input set, many images are added to
the catalog, and as the size of the catalog grows, the cost of testing a new image
against the entire catalog grows apace. Can we reduce the number of tests which
must be performed? Provided we retain the distances between the exemplar
images, the answer is yes, by judicious application of the triangle inequality
(see figure 4). Imagine we are processing a new image x, which we have just
compared to the exemplar ei corresponding to the previous frame. We call the
distance between these two images d(x, ei), which we assume to be greater than
δ. There are two classes of exemplar which we can exclude from further testing:
if ei is far from x, then we can reject any exemplars which are sufficiently near
to ei ; conversely, if ei is near to x, then we can reject any exemplars which
are sufficiently far from ei. These notions are illustrated in figure 4. To reject
a candidate exemplar (like ek in figure 4) for being too far away from ei , we
apply the triangle inequality to the lower triangle in figure 4, and find that we
can reject ej if d(ei, ej) − d(ei,x) > δ. Similarly, we can apply the triangle
inequality to the upper triangle in figure 4, and see that we can reject ej if
d(ei,x) − d(ei, ej) > δ. The first test rejects all exemplars falling outside the

Fig. 4. Two-dimensional illustration of the use of the triangle inequality to cull unnec-
essary distance tests: the new input is x, which has been tested against the exemplar
chosen for the previous frame ei. We assume that the entire matrix of inter-exemplar
distances is available. Exemplar ej can rejected for being too close to ei, while ek can
be rejected for being too far. Exemplars falling in the annular region between the two
large circles cannot be rejected and must be tested against x.
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largest circle in figure 4, while the second test rejects all exemplars falling inside
the inner circle. Exemplars falling in the annular region bounded by the two
concentric circles cannot be rejected, and must be compared directly to x. The
two cases can be combined into a single test: reject ej if |d(ei,x)−d(ei, ej)| > δ.

Each time the distance between the new image x and an exemplar is com-
puted, we can apply the test indicated above to all the remaining exemplars
which have not yet been rejected. The computational savings resulting from this
procedure cannot be predicted without knowledge of how the input images are
distributed relative to one another. In our data set, the number of tests is reduced
by more than half, compared to exhaustive search. Offset against this savings is
the fact that we must maintain the symmetric matrix of distances between all
the exemplars; when a new image is added to the catalog, we must tabulate the
distances to all the other images in the catalog.

4 Distance Metrics

To this point, we have been deliberately vague about what we mean by the
”distance” between two images; a common approach is to treat the images as
points in an N-dimensional space (where N is the number of pixels, and the value
of each pixel is the coordinate), and compute the standard Euclidean distance,
as is done in [8]. This metrics, however, does not capture our intuitive idea of
visual similarity under variable illumination. Scaling an image by a constant
factor does not generally affect the visual appearance, but can result in a large
distance. Normalized cross-correlation is often used to compare images when we
wish to ignore scale changes of this sort:

r(x,y) =
x.y
|x||y| . (1)

The normalized correlation itself does not obey the triangle inequality; how-
ever, recalling that the dot product is related to the angle between two vectors
by x.y = |x||y| cos(θ), we use the correlation to compute an angular distance
measure:

d(x,y) = arccos( r(x,y) ) . (2)

We can visualize this for the case of three dimensional vectors: if each vector is
projected to a point on the unit sphere, and the angle between the two vectors
corresponds to the arc length of the great circle joining the two points. Because
the triangle inequality holds on the sphere, the culling algorithm described above
can be used with this distance measure.

5 Eye State Model

The primary parameters of interest in our application are the angles describing
the rotational state of the eye within the orbit, which together with the position
and orientation of the head determine the gaze vector in the world. The primary
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Fig. 5. Images of the eye with a rendering of a hand-tuned pupil-limbus model super-
imposed. The model has 5 global parameters (fixed for all images from a given run),
and 3 parameters set on a frame-by-frame basis, consisting of two gaze angles and the
pupil radius.

features we will use to determine these angles are the inner and outer margins
of the iris, known as the pupil and the limbus, respectively. While the radius of
the limbus is constant for a particular subject, the radius of the pupil varies in
response to ambient light level, and is subject to continuous fluctuations due
to the under-damped nature of the neural control system. Here we assume that
pupil and limbus are concentric circles in the plane of the iris.

The problem is complicated by the fact that the pupil is not viewed directly,
but lies behind the cornea, which is the eye’s primary refracting surface. The
effect of this is to increase the apparent size and reduce the apparent distance of
the pupil relative to its physical location [9]. We approximate the appearance by
a model with no refraction, with a tunable parameter for the depth separation
between the planes containing the pupil and limbus. Other parameters which
have a fixed value for all the images from a given subject are the limbus radius,
and the distance of the plane of the limbus from the center of rotation. When
the optical axis of the eye is directed toward the camera, the pupil and limbus
appear as concentric circles in the image, and the location of their common cen-
ter provides another pair of parameters, which are constant as long as there is no
relative motion between the camera and the head. As gaze deviates from this di-
rection, the images pupil and limbus are foreshortened and are well-fit by ellipses;
lines drawn through the minor axes of these ellipses all intersect at the center
point, which we use to find the center in our hand-labeling procedure. Figure 5
shows several images labeled with the pupil-limbus model. In addition to the iris
parameters, we also label the eyelid margins in a separate labeling procedure.

The direction of gaze is the variable of primary interest for our application;
while the tree-structure imposed on our set of images was based on overall image
similarity (as captured by the correlation), it is our intuition that images which
are similar will have similar gaze directions, and so the leaves of our tree can be
associated with compact neighborhoods in gaze space. Note that the converse is
not true: there can be images corresponding to the same direction of gaze which are
very dissimilar, either because of lighting variations or a change in eyelid posture.
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Fig. 6. Left panel: Ellipses depicting the variability in pupil position of child node
exemplars for two first-level nodes (thick ellipses), and their corresponding second-
level child nodes (thin ellipses). Right panel: Summary of variability in pupil position
among subordinate nodes is shown for the first three levels in the hierarchy. The error
bars show the standard deviation between the groups at the same level. (There are no
error bars for the root node, because there is only one group.) The results validate our
intuition that as image similarity increases, variation in gaze direction decreases.

To validate our intuition, we computed the variability in pupil position among
the child exemplar images for the first three levels in the hierarchy for a single run
(see figure 6). To generate this figure, 653 images were hand-labeled, consisting of
the root node and the first three levels of the tree. For each image, we computed
the position of the pupil center from the stored model parameters. For each node
in the tree, we computed the mean pupil position over that node’s children, and
the corresponding standard deviations in x and y, and the covariance between
the x and y deviations. In the left panel of figure 6, these derived measures are
represented as ellipses, showing the scatter (in image space) of the pupil position
in subordinate nodes. In the figure, 2 (of 14) first level nodes are represented,
along with their all of their subordinate second-level nodes.

A crude univariate measure was formed by taking the Pythagorean sum of
the x and y standard deviations, which is plotted for all the nodes on the right
side of figure 6. At level 0, there is only a single node (the root of the tree); the
average deviation among its children is plotted as the left-most point in figure 6.
There are 14 level 1 nodes; for each of these we perform the same calculation over
its children; we then compute the mean over the 14 nodes, plotting 1 standard
deviation of this mean as an error bar in figure 6. Although the grouping was
done on the basis of overall image appearance without regard to pupil position,
we see from the data that the gaze directions do become more tightly clustered
as we descend the tree.

6 Summary

We have described a method for decomposing a collection of images into subsets
based on similarity of appearance; the resulting set of exemplars spans and uni-
formly samples the original collection, and is useful for application of techniques
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such as Active Shape Modeling which require hand-labeling of a training set.
We have obtained useful results applying this process to a data set of eye images
collected outdoors with uncontrolled illumination.
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Abstract. Virtual agents are used to interact with humans in a myriad of appli-
cations. However, the agents often lack the believability necessary to maximize 
their effectiveness. These agents, or characters, lack personality and emotions, 
and therefore the capacity to emotionally connect and interact with the human. 
This deficiency prevents the viewer from identifying with the characters on a 
personal level. This research explores the possibility of automating the expres-
sion of a character’s mental state through its body language. Using a system 
that animates a character procedurally, we provide tools to modify the charac-
ter's body movements in real-time, so that they reflect the character’s mood, 
personality, interest, bodily pain, and emotions, all of which make up the cur-
rent mental state of the character. 

1   Introduction 

Virtual agents must be able to interact and communicate effectively with a human. 
The major difficulty in this task is the fact that believability of the virtual character is 
essential for effective interaction. Believability is the ability of the agent to be viewed 
as a living, although fictional, character. We believe that only if the user views the 
agent as a living character will the user seriously mentally engage him/herself with 
the agent. Through this mental engagement, the virtual agents will be able to be 
maximally effective in their interaction with humans and will be able to connect with 
the human on a personal and emotional level. This connection is especially important 
for applications that attempt to significantly affect the user. These applications may 
include certain educational applications or games that aim to challenge the individual 
emotionally. 

We believe that individuals will be able to better relate to virtual agents if these 
agents exhibit personality and emotions. Their believability would increase, since the 
expression of personality and emotions causes the agents to seem more like living 
characters. The objective of this research is to translate the high-level qualitative con-
cepts of personality and emotion into low-level communicative physical gestures. In 
other words, we have enabled the character to perform body language based on 
his/her current mental state, which may include personality, emotions, mood, interest, 
or even bodily pain. 
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2   Background 

Researchers have performed a considerable amount of research related to interactive 
virtual humans. One prominent area is that of Embodied Conversational Agents, 
which are agents that converse with humans. Justine Cassell, a pioneer of this area, 
has performed extensive research on the complex interaction between verbal cues 
(e.g., speech) and non-verbal cues (e.g., expressions, nods, gestures) [2]. Although 
our project does not deal with conversation, their research of communicative body 
language is very relevant to our work. 

Laban Movement Analysis is a system for observing and notating all forms of 
movement. Researchers at the University of Pennsylvania have been using this system 
to mathematically gather essential gesture components from motion-capture and video 
data. These gesture components, which represent various characteristics, can then be 
applied to other motions [1]. Similar to our work, they are focusing on the implemen-
tation of movements that make up body language however our approaches are quite 
different. 

The main goal of this research is to provide the capability to express a character’s 
mental state through his/her body language in order to invoke an emotional response 
in the user. The character’s expression will come in the form of facial expressions as 
well as body language. This system is meant to be a tool for the developer of any 
system with virtual agents. As the developer specifies the character’s different per-
sonality or emotional characteristics, the character will modify its body structure, 
current movement, and/or create additional movements to reflect these characteristics. 

The system presents the developer with control over seven main mental state char-
acteristics that the character can express. These characteristics are confidence, anxi-
ety, interest, thought, anger, defensiveness, and pain. The developer can control the 
quantities of the characteristics present in the character. These characteristics produce 
some body language, or automated change in the character’s behavior, that is expres-
sive of this mental state. We chose these seven characteristics because we felt that 
they were common characteristics that allowed for effective displays of body lan-
guage. There is nothing inherently special about these seven characteristics, nor do 
they form a comprehensive set. Rather, these are the examples that we chose to dem-
onstrate the power and effectiveness of using body language. The system can be ex-
tended to include any characteristic for which body language can be defined. 

We use procedural animation to animate the character because of the real-time 
flexibility that the movements require. All body movements of the character are cre-
ated algorithmically in real-time. For this project, we have used the PEAL character 
animation system and Playspace’s emotion model (both described below). 

2.1   Perlin Emotive Actor Library 

Our system is built on the Perlin Emotive Actor Library (PEAL), which is a proce-
dural, 3-dimensional, character animation system written in C++ using OpenGL [4]. 
We use a masculine character provided by the PEAL system, which supports the 
procedural animation of the body and facial features as well the character’s walking 
action. We have built our system as a layer on top of the existing PEAL system. 
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Ken Perlin has won an Academy Award for his creation of Perlin Noise, which is 
noise created by a rhythmic stochastic noise function. Perlin Noise can be added to 
the joint angles of the body parts of the character in the PEAL system. This noise 
causes small irregular rhythmic movements, which give the impression of some natu-
ral fidgeting, the intensity of which can be adjusted. 

2.2   Emotivation Model 

Playspace, Inc., a game company in California, has performed extensive research on a 
model of emotion that can control facial expressions. This research includes analyz-
ing, representing, and modeling facial expressions as well. They have developed a 
theory for understanding the expression of human emotion through facial expressions. 
They have broken down emotions into three primitive scales, called emotivations, 
each of which is a spectrum with two opposing notions at the ends. These three con-
tinuous dimensions are excite-depress, pain-pleasure, and aversion-desire. Each of 
these primitive scales directly maps onto a continuous range of facial movements 
between two extremes (see Figure 1). The facial expression of any emotion can be 
made up of some combination of values of these three spectrums. 

 

Fig. 1. These facial expressions correspond to the extremes of the stated emotivations 

The level on the depress-excite continuum directly relates to the amount of energy 
that is exhibited by the character. The aversion-desire continuum deals with the 
amount that the character is attracted to or repulsed by an object. The pain-pleasure 
continuum describes the amount of pain or pleasure that the character is experiencing. 
We have used this model for the facial expression component of this project. 

2.3   Uses and Applications 

As mentioned above, this system is meant to be a tool for the developer of applica-
tions with interactive agents. The various mental state characteristics and their pa-
rameters will be accessible to the programmer through an API. 

Although any application with interactive agents will benefit from the addition of 
some personality or emotion-based body language, our system is particularly useful 
for agents in virtual worlds. Virtual reality and games would benefit hugely, since the 
agent interacts with the world and experiences different situations that may cause 
changes in his mental state.  
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3   Actions and Body Movements 

In our system, when certain mental state conditions are met, the character may per-
form an action that is representative of this mental state. While an action is being 
performed, if the conditions change such that the action’s conditions are no longer 
met, then the character terminates the action as soon as possible. All of the character’s 
actions and movements at any given time make up his body language. 

In our work, we have created body language by specifying the movements of vari-
ous body parts as functions of the mental state characteristics over time. The PEAL 
system implements these movements in the geometry of the 3-dimensional character 
and handles the movements’ repercussions to the rest of the body through the use of 
forward and inverse kinematics, which are crucial to procedural character animation. 

All actions that make up body language are assigned a priority level depending on 
the importance of the action. Any actions created by the programmer should be as-
signed a priority level as well. In the case of a conflict between actions (e.g., two 
actions use the hands), this priority level will determine which action is performed. 

The duration and delay time of actions are often determined probabilistically 
within a certain range. For an action that is representative of a certain mental state 
characteristic, often the average duration of the action is directly proportional to the 
level of the characteristic and the average delay of the action is inversely proportional 
to the level of the characteristic. The higher the characteristic level of the character, 
the sooner and for a greater amount of time he will perform the action. This timing 
helps to communicate the intensity of the characteristic to the user and the probabilis-
tic nature helps to maintain unpredictability. 

4   Mental State Characteristics 

Emotions, personality traits, moods, and mental dispositions all contribute to a per-
son’s mental state. We have chosen to focus on seven main characteristics for this 
project: confidence, anxiety, interest, thought, anger, defensiveness, and pain. We 
have implemented a representative set of body language for each characteristic, which 
the programmer can set to any value on a continuous scale. 

 

Fig. 2. The character in our system expressing (left to right) anger, defensiveness, and headache 
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If multiple characteristics affect the same body movements, then some of these 
movements (e.g., posture) can be averaged together by means of a weighted average, 
the weights of which are the levels of the characteristics causing the effects. 

See Figure 2 for a few screenshots of different body language performed by the 
character in our system.  

Confidence 
The confidence scale is from total lack of confidence to complete confidence. The 
facial expression of the character is controlled by the depress and pleasure emotiva-
tions. As he becomes unconfident, the depress emotivation is added and the character 
gains a subdued expression. As he becomes increasingly confident, a slight amount of 
pleasure is added and the character forms a confident smile.  

The posture of the character is directly proportional to the level of confidence. A 
complete lack of confidence will lead to a self-doubting hunched-over character. As 
confidence increases, the character’s posture straightens with his chest out and chin 
up. The speed of the character’s gait, which is affected by stride duration, stride size, 
and horizontal leg lift, is directly proportional to confidence. 

As the character becomes increasingly confident, he occasionally places his hands 
behind his back with his chest protruding outward. If extremely confident, the charac-
ter may clasp his hands behind his head in a relaxed resting position. 

Anxiety 
The anxiety scale goes from calmness to total anxiety. As the character’s anxiety 
increases, he becomes slightly worried and gains a facial expression of excitement. 
The value of the depress-excite emotivation increases linearly with the anxiety level. 

As anxiety increases, the level of Perlin noise increases linearly between a certain 
range. This increase creates the effect of the character becoming increasingly nervous 
and fidgety as his anxiety level goes up. The anxiety level of the character is also 
reflected in the stress carried in the character’s shoulders. As anxiety increases, the 
character’s shoulders gradually become increasingly tensed up, or shrugged. 

If the anxiety level is greater than a certain value, the character may widen his lips 
and begin biting his nails. 

Interest 
If the agent is in a virtual environment or is a character in a game, then he may have a 
certain mental disposition towards various encountered objects (or characters). The 
interest scale is from dislike of the object to affinity for the object. The midpoint cor-
responds to being completely indifferent to the object. The emotivation of aversion-
desire is directly proportional to the level of interest. 

If the character has no feelings towards any object for an extended period of time 
and if the character has a certain amount of the depress emotivation (lacks energy), he 
gets bored and may yawn. However, if the character is interested in or is averse to an 
object, then it holds the character’s attention and therefore his gaze. As these feelings 
of interest and aversion intensify to a certain amount, the character rotates towards 
and away from the object, respectively. As the feelings become even stronger, the 
character begins to walk towards or away from the object. 
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Thought 
We must first define thought precisely. With the use of the five senses, an individual 
is taking in a constant stream of information through the process of perception. To 
think, however, is to go beyond this automatic perceptual reflex and to actually for-
mulate a mental event. In order for a character to uphold the illusion of being a living 
non-robotic creature, it is necessary for the character to take part in, or pretend to take 
part in, natural actions such as thinking. In order to be effective, a character must 
allow the viewer to be able to see his thought process, which can be accomplished 
through the eye-accessing cues defined in neuro-linguistic programming (NLP) [3]. 

Neuro-linguistic programming (NLP) is essentially a model of communication and 
personality. It deals with the studying and modeling of human behavior. One relevant 
aspect of NLP is eye-accessing cues. According to NLP, when humans think, they 
commonly make short eye movements in observable directions. These movements 
can indicate to which of the five senses the thought relates and whether the thought is 
a memory or an imagination. Space does not permit us to go into greater detail here. 

The thought scale is from lack of thought to deep thought. As the character be-
comes more deeply lost in thought, his natural fidgeting, or the Perlin noise in his 
joints, decreases. When maximally deep in thought, he is almost completely frozen. 

Anger 
The emotivations of excite, desire, and pain allow the character to facially express his 
anger. The feeling of anger can certainly cause one to become agitated or excited. An 
angered character has the desire to mentally involve and concern himself with a cer-
tain situation. Anger is a painful experience and, especially if present over a long 
period of time, can be unhealthy and harmful. 

The natural fidgeting of the character, determined by the amount of Perlin Noise in 
the joints, is directly proportional to the level of anger. As the anger level rises, the 
character’s body starts trembling and eventually seems to boil over with rage. 

As the character’s anger increases, he gradually begins to gaze towards the entity at 
which he is directing his anger and, at maximum anger, holds a steadfast gaze on this 
entity. If the anger level of the character rises above a certain point, the character 
performs the hostile gesture of clenching his fists tightly. If he is walking, he will 
swing his clenched fists as he walks. 

Defensiveness 
When protecting oneself from an outside force, whether the force is a serious threat or 
a mild social threat, it is common for individuals to put a barrier between themselves 
and the outside force. An individual may consciously or subconsciously defend 
him/herself by covering up or blocking part of his/her body.   

The level of defensiveness is linearly related to the excite emotivation, which 
shows the amount of energy (physical and mental) that the character is expending in 
protecting himself. When experiencing defensiveness, the character will have a small 
amount of desire.  He possesses the desire to protect himself from some entity. 

When defensive, the character will periodically gaze away from the entity of which 
he is defensive. This action of gazing away prevents confrontation and prevents the 
character from giving any impression of aggressiveness. However, if the level of 
defensiveness is greater than a certain amount, then the character is facing an immi-



 Emotional Expression in Virtual Agents Through Body Language 319 

nent threat and will not gaze away, since the avoidance of confrontation is no longer a 
possibility. He must physically protect himself by engaging in an action of self-
defense. This action must be specific to the current threat, so we have implemented a 
generic action in which the character places both hands in fists in the air in front of 
him to protect himself. If the level of defensiveness is less than this self-defense 
threshold, then the character may cross his arms. 

Physical Pain 
The pain emotivation is directly proportional to the level of physical pain. Pain in a 
particular body part will affect the movements involving that body part. We have 
implemented some body language for pain in the character’s head, stomach, 
hands/arms, and feet. Since the character will have a high compulsion to alleviate his 
pain, this body language is given a high priority, which will allow it to interrupt any 
other conflicting body language that has a lower priority. 

Pain in the head, stomach, or feet is debilitating. Hence, the character’s posture 
and, if he is walking, the walk speed are both inversely proportional to the level of 
pain. The character hunches over and slows down as pain increases. If the pain is 
greater than a certain value, he stops walking altogether. If the character is walking 
with hand pain, as pain increases, he will gradually stop swinging the arm in pain. For 
pain in any body part, as pain increases, the character becomes less concerned with 
any object at which he is looking and more concerned with the body part in pain. 
Therefore, he lowers his gaze from the current object to the ground in front of him 
and then, for pain in the hands or feet, moves his gaze to the body part in pain. This 
gaze change is given a priority level, so that the programmer may override this gazing 
action if he desires.  

For pain in the head, stomach, and hands, if the pain rises above a certain point, the 
character holds the body part in pain. If he has a headache, he will first place one hand 
to his head and then, as pain increases, will place the second hand asymmetrically on 
his head as well. For a stomachache, he will hold his stomach with both hands asym-
metrically. For hand pain, he will cradle the injured hand or arm with the healthy one. 

5   Evaluation 

We performed an informal evaluation of our system, in which we tested twenty-six 
subjects in a small experiment to gauge the effectiveness of the system. The subjects 
were given the program with an interface that consisted of seven anonymous sliders 
that controlled the quantities of the seven characteristics. They were also given a list 
of possible characteristics. Their task was to move the sliders, view the resulting body 
language, and match each slider to a characteristic on the given list. Their accuracy 
was measured by the percentage of sliders that they identified correctly. 

The results, shown in Table 1, are encouraging. Accuracy ranges from 62% to 
92%. A limitation of this evaluation is the fact that in an interaction with the user, and 
especially in virtual environments such as in games, the characters will have some 
context for their actions. We believe that the situational context of this body language 
is quite important to its identification. 
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Table 1. Accuracy percentages of the subjects’ identification of the various characteristics 

Mental Confidence Anxiety Interest Thought Anger Defensiveness Pain 
Accuracy 65 % 85% 62% 77% 92% 88% 88% 

6   Conclusion 

We have presented a system that allows a developer to endow a character with vari-
ous personality characteristics, emotions, and mental attributes, such that the character 
automatically expresses this mental state through his body language. We strongly 
believe that these affective behaviors increase the believability of the character, which 
allows the user to better relate to and emotionally connect with the character.  

With an emotional connection to the user, applications can affect the user in crea-
tive, innovative, and revolutionary ways. Educational games can challenge the player 
on a personal, emotional, or even ethical level. They can force users to make deci-
sions that shape their personalities or allow them to grow as human beings. Educa-
tional applications can teach children values and life lessons. The ability of an interac-
tive agent to personally affect the user undoubtedly allows the agent, and hence the 
application, to be significantly more effective. 
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Abstract. This paper presents a computer vision based approach for creating 3D
tangible interfaces, which can facilitate real–time and flexible interactions with
the augmented virtual world. This approach uses real–world objects and free–
hand gestures as interaction handles. The identity of these objects/gestures as
well as their 3D pose in the physical world can be tracked in real–time. Once the
objects and gestures are perceived and localized, the corresponding virtual objects
can be manipulated dynamically by human operators who are operating on those
real objects. Since the tracking algorithm is robust against background clutter
and adaptable to illumination changes, it performs well in real–world scenarios,
where both objects and cameras move rapidly in unconstrained environments.

1 Introduction

Augmented Reality (AR) deals mainly with the visual enhancement of the physical
world. The interactive aspect of AR requires tangible interfaces [1] that can invoke dy-
namic actions and changes in the augmented 3D space. On the one hand, the concept
of tangible interfaces makes it possible to develop interactive AR applications. On the
other hand, reliable systems that can retrieve the identity and location of real–world ob-
jects have to be developed. It is obvious that successful AR interactions depend among
other things largely on the robust processing and tracking of real–world objects. Ac-
cording to [2], many AR systems will not be able to run without accurate registration
of the real world.

Various means can be employed for the tracking of real–world objects including me-
chanical, electromagnetic, acoustic, inertial, optical and image based devices [3]. We
favor the image based tracking method because it is non–invasive and can be applied in
both static and dynamic situations. Unlike other approaches, image based visual track-
ing is a closed–loop approach that tackles simultaneously the registration and interac-
tion problem. Images can provide a visual feedback on the registration performance so
that an AR user can know how closely the real and virtual objects match each other.
With this visual feedback, interactions with the virtual world can take place more natu-
rally and efficiently.
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One popular approach to the visual tracking problem is using marker objects. In
[4], 2D ARToolkit markers are used to render virtual objects onto them. A cube with
different colors on each side of its surface has been used in [5], where the cube is
localized in an image by the CSC color segmentation algorithm. In [6], the 3D pose
of a dotted pattern is recovered using a pair of stereo cameras. Because these marker
objects are designed only for tracking, they are not suitable for interaction purposes.

A few other works suggest using hand gestures as tangible interfaces. In [7], a point-
ing posture is detected based on human body segmentation by combining background
subtraction method and region categorization. Another example is the augmented desk
interface [8]. Here arms of a user are segmented from the infrared input image using a
simple threshold operation. After that, fingertips are searched for within regions with
fixed size using template matching algorithm. Gestures are then recognized based on
multiple fingertip trajectories.

In this paper, we present a new approach which is capable of real–time tracking of the
physical world as well as the creation of natural and easy to use interfaces. By relating
real–world objects to their counterparts in the augmented virtual world one by one, a
set of interaction units can be constructed so that the virtual world can be manipulated
seamlessly by AR users operating on those real objects [9].

The proposed tracking approach contributes to the state–of–the–art in several as-
pects. First, both real–world objects as well as free–hand gestures are tracked simulta-
neously to satisfy different interaction purposes. Unlike the markers used in the refer-
ences, the objects we have designed are much smaller, which makes it much easier to
grasp. Second, our tracking system can support multiple users who can interact with the
AR world either individually or cooperatively. Last but not least, the tracking cameras
in our system are allowed to move freely in unconstrained environments, while most
tracking systems can only handle static camera(s).

The remainder of this paper is organized as follows. Sect. 2. gives an overview of the
tracking system. Sect. 3. presents the visual tracking algorithm. Interaction mechanisms
based on the results of visual tracking are shown in Sect. 4. System performance is
evaluated and discussed in Sect. 5., followed by a summary in Sect. 6.

2 System Overview

The tracking system is designed to be used in a multi–user AR environment, where
several users need to interact collaboratively with the virtual world rendered on top
of a round table (see Fig. 1(a)). For different purposes, different kinds of interaction
mechanisms are needed. Hence we use various 2D/3D objects as well as hand gestures
as input devices. The scene captured by the tracking system is very dynamic, as both
foreground and background objects are changing constantly and unexpectedly.

The users can sit or stand, and can move around the table to examine the virtual
world from different viewpoints. In order that the system keeps tracking the hand ges-
tures while the users are moving freely, cameras are mounted on the head mounted
displays (HMD). As a result, both the objects and the cameras are moving all the time.
To enable dynamic interactions with the target objects in the virtual world, 3D pose
parameters of the objects and gestures should be estimated precisely and in real time.
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. (a). Multiple AR users interact with the augmented virtual world. (b). Objects and gestures
used in the tracking system. (c). Offline color calibration. (d). Illustration of recognition and
tracking results. (e). Manipulation of the virtual buildings. (f) Creation of new 3D models.

The central task of the vision based 3D interface is the identification and tracking of
multiple colored objects appeared in the camera view. As shown in Fig. 1(b), the objects
are made of six 2D place holder objects (PHOs), two 3D pointers, and a set of gestures.
PHOs are 2D colored objects with 3DOF (degree of freedom) pose. They are called
place holders because they are used mainly to be related to their virtual counterparts.
The pose of the pointers is 6DOF. They are pointing devices that can be used to point
at some virtual objects in 3D.

There are altogether six kinds of gestures used in the system, with the hand showing
zero (a fist gesture) to five fingers. The gesture with one finger is a dynamic pointing
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gesture whose 6DOF pose can be tracked in the same way as that of the 3D pointers.
The other five gestures are also tracked continuously. But unlike the pointing gestures,
these gesture are tracked only in 3DOF, as they are generally used as visual command
to trigger certain operations in the virtual world. Some HCI applications don’t require
the pose of a gesture to be known [8]. However, pose parameters of even a static gesture
are indispensable for 3D interactions in location critical applications.

The tracking system uses a static camera (Elmo CC–491 camera unit with lipstick–
size microhead QP–49H) hanging over the round table to recognize the PHOs. Each AR
user wears a pair of head–mounted cameras (HMC), which is installed horizontally on
the left and right side of the HMD. Each HMC is made of a pair of stereo cameras (JAI
CV–M 2250 microhead camera) for 3D pose estimation. Pointers can be tracked by
all the users’ HMCs. Gestures made by an AR user are tracked only by the HMC on
his own head. To increase tracking speed, the right image of a stereo pair will only be
processed if pointers or gestures have been recognized in the left image.

3 Visual Object Tracking

Visual tracking for AR involves several steps such as object detection, object iden-
tification and object pose estimation. In the whole system, tracking is done using colors.
First colored regions are detected. Then the shapes of the colored regions are analyzed
to identify the objects and gestures. After an object or a gesture is identified, its 2D/3D
pose will be estimated. Though we do use inter–frame information to guide tracking, it
is not necessary to use a general–purpose tracking algorithm such as the condensation
or mean–shift algorithm, as the scene is very dynamic (both cameras and objects move
irregularly).

3.1 Color Segmentation

Color regions are segmented by identifying the different colors based on pixel–wise
classification of the input images. For each of the colors used in the tracking system,
a Gaussian model is built to approximate its distribution in the normalized red–green
color space (r′ = r

r+g+b , g′ = g
r+g+b ). Since color is very sensitive to the change

of lighting conditions, adaptable color models are built in an offline color calibration
process before the tracking system works online. The calibration is done interactively
by putting objects in different locations. The adaptability of the color model can be
visualized after calibration. To test the calibration result, the user just click on a color
region and see whether it can be segmented properly, as is illustrated in Fig. 1(c), where
the segmentation result of the right most circle on the top right PHO is shown.

After each of the used colors has been calibrated, the color models are completely
built and can be made available for use in online tracking. Once new images are grabbed,
the pixels that have similar statistics as those in the models are identified. Regions of
different colors can now be established.

3.2 Object Recognition and Tracking

Recognition of the PHOs is done as follows. All the PHOs have a same background
color. Once each region having this background color has been identified, the two col-
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ored regions within each can be localized and the geometric center of each circle can be
computed . The lines connecting the two center points indicate the orientations of the
PHOs (see Fig. 1(d)). Based on the identified colors, the identity of the PHOs can be
determined. Using a calibrated camera, the 3DOF pose of the PHOs is easily calculated.

The recognition is quite robust. As can be seen from Fig. 1(d), all the six PHOs have
been recognized despite occlusions. Neither does the existence of objects with similar
colors in the image have any effect on the recognition results.

Recognition of the 3D pointers applies the same principle, i.e. by trying to locate
the pointer’s two colored regions. Shown in Fig. 1(d) on the right is the recognized
pointer, whose 2D location and orientation have been marked with a line. The 3D pose
estimation of pointers is not so straight forward as that of the PHOs, which will be
explained in Sect. 3.3.

Gestures are identified through the analysis of skin–colored regions. The center of
the palm is located by fitting a circle with maximal radius within the boundary of the
segmented skin region. From here, fingers are sought after using circles with increasing
radii. A region can be identified as a finger only if it can cross different circles with sub-
stantial pixels. Based on the number of found fingers, gestures can be differentiated. To
suppress false alarms due to unintended hand movement of the user, only a gesture that
has been recognized in three consecutive frames will be accepted as a gesture output.
If the gesture is not a pointing gesture, then only the location of the hand (the center of
the palm) will be computed. In case of a pointing gesture, calculation of its 3D pose is
similar to that of the 3D pointers, i.e. by using the approach to be shown in Sect. 3.3.

For illustration purpose, the recognition result of a pointing gesture is shown in
Fig. 1(d). The white point at the center of the hand shows the location of the palm.
There are two big circles shown around the hand in Fig. 1(d). The interior one shows a
circle which crosses the middle of the finger with an arc of maximal length. The exte-
rior one crosses the finger with an arc whose distance to the fingertip is about one–sixth
of the length the finger has. The center of this arc is regarded as the location of the
fingertip. The line on the finger shows its orientation.

3.3 Multi–view 3D Pose Estimation

Since the HMC is not fixed in space, a multi–view based 3D pose estimation is ap-
proached. The calculation of the 3D pose of pointers and gestures is based on the trian-
gulation of the points observed by both the HMC and the static overhead camera.

In principle there is no need to differentiate between a pointer and a pointing gesture,
as in both cases, their 6DOF pose has to be computed. Due to this reason we will outline
the algorithm by taking the pointer as an example.

In an offline process, the intrinsic camera parameters of the HMC and the transform
matrix between the left and the right camera coordinate of the HMC is calibrated be-
forehand. Due to the constant movement of the HMC, it is necessary to estimate the
extrinsic parameters of both the left and right cameras, i.e., to know the rotation and
translation parameters of the HMC relative to the world coordinate. The idea is to use
the PHOs to establish the transform matrices of the HMC.

Using the measurements of the static overhead camera, the 3D world coordinates of
the colored circles on the PHOs can be computed. As long as two PHOs are in field–
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of–view of the overhead camera, we can obtain at least four points whose 3D positions
are known. If these PHOs are also in one of the HMC’s field of view (e.g. the left or
the right camera of the HMC), the 2D image coordinates of these four points in the
HMC image are also computable. Let’s suppose the left HMC camera sees the PHOs.
Now its extrinsic camera parameters can be solved using a least square optimization
algorithm. Based on the known transform between the two cameras of the HMC, the
extrinsic parameters of the right camera can also be determined.

Since we have six PHOs, we can always have more than four points with known 3D–
2D correspondences. This can guarantee a robust calculation of the projection matrices
of the HMC even if some of the PHOs are moving or occluded. Once the location and
orientation of the camera pair are known, a stereo–based reconstruction algorithm is
applied to recover the 3D location of the pointer. If a pointer can be observed by more
than one HMC, the pose computed by the two HMCs can differ. Hence we need to
choose one with better quality. The criterion we use is to select the pose computed by a
HMC that lies near to the pointer. By counting the total number of pixels the detected
pointer has in both cases, the one with a larger size is chosen.

4 Vision Based 3D Interactions

With a working tracking system, users’ intentions can be interpreted constantly and
dynamically based on the captured status shift in the camera images. Using PHOs,
pointers and gestures as tangible interface elements, AR users can interact with and
manipulate objects in the virtual augmented world intuitively.

Shown in Fig. 1(e) are two AR users who need to cooperate with each other to
accomplish the task of architectural design and city planing. In the users’ HMDs, a
virtual 3D model of a cityscape is visualized. With the objects in the physical world
perceived and located, a number of dynamic interactions can be invoked seamlessly to
support the design and construction process.

In the AR system, virtual objects can be selected and related to the PHOs by using
either pointers or a pointing gesture. By pointing at a PHO first and a virtual building
afterwards, a user can establish a one–to–one relationship between them. Correlation of
a PHO and a virtual object can also be done by moving the PHO to the place where the
virtual object is located.

An object is highlighted with a bounding box after selection so that users can know
whether a virtual object is selected successfully (see Fig. 1(f)). For the same reason,
the pointing directions can be visualized with highlighted virtual rays. A virtual object
can be selected directly, when it is “touched” by the pointing gesture, as is shown in
Fig. 1(a). Or the virtual object can be selected indirectly, so long the extension of the
pointing ray intersects the virtual object, as is shown in Fig. 1(f).

If an AR user translates and rotates a PHO, the corresponding virtual building can be
moved and rotated accordingly. Scaling of the buildings can be done if the user points
at a corner of the highlighted bounding box and enlarges or shrinks it . Another way
of scaling is to use gesture commands. Besides achieving scaling, gestures can also
be used to activate such commands as “copy”, “paste” or “delete”. For example, after
making a “copy” gesture command at the location where a virtual object resides, the
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user moves his hand to another place and makes a “paste” gesture command. A virtual
object selected by the first gesture command will be duplicated. The duplicated building
will now appear at the location where the second gesture has been made.

Similar to gestures, 3D virtual menus controlled by PHOs provide further means for
the selection and creation of 3D buildings or 3D geometric parts. As shown in Fig. 1(e),
the user on the left is using his pointer to select from the menu. With a menu item
“translate”, pointers or the pointing gesture can be used to move the selected virtual ob-
ject to another place. By selecting and putting geometric parts together, new geometric
models can be built on the fly. If one is not satisfied with the model just created, he can
delete it using a simple “delete” gesture.

Take for example the top left object in Fig. 1(f). This virtual object is made of the
three model objects shown on the bottom right. It is built by using the pointer to select
and “glue” the three parts at the desired location. After the object is created, the user
adds colors to its different parts by pointing at the part and utters a speech input at the
same time. Although speech recognition is not the focus of this paper, we mention it
just to show that tangible interfaces can be combined with other input methods such as
3D virtual menus or speech commands to assist interactions.

5 Performance Evaluation

System performance is evaluated based on experimental study and user tests. For the
recognition of the objects and gestures, the approach of combining color and shape in-
formation leads to satisfactory recognition results: 99.2% for PHOs and pointers, 95.6%
for gestures. Since PHOs and pointers are rigid objects, higher recognition rate has been
achieved. The performance of gesture recognition is both encouraging and acceptable,
since they are non–rigid and there exists a large variance of skin colors between differ-
ent users. Furthermore, a user can make the same gesture in a number of different ways.
For example, the gesture with three fingers shown can be made theoretically in ten dif-
ferent configurations by using any three fingers of a hand. Due to the user–friendly
consideration, users are allowed to make the gesture in his own way.

Quantitative evaluation of the precision of the tracking is carried out by comparing
the difference between the estimated pose and real pose. In average, the deviation is
within 2 cm for translation parameters and 3o for rotation parameters. Based on the fact
that different interaction tasks have been accomplished successfully and accurately, the
quality of tracking and the effectiveness of the proposed interaction mechanisms have
been positively evaluated by numerous AR users in different application scenarios.

Together with the other parts of our AR system, the tracking system runs in a dis-
tributed manner on several PCs. We can have one static camera tracking and three HMC
tracking systems running simultaneously on three PCs, so that as much as three users
wearing HMC can interact with the AR world. In average, the tracking speed ranges
from 20 to 25 frames per second. The latency between tracking and visualization is
negligible within the distributed AR environment. Extensive user tests show that the
the tracking system achieves real–time performance for seamless 3D interactions in
multi–user AR applications.
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6 Conclusions

Interactions in AR require accurate, reliable and fast position tracking of the physical
world. This paper presents a model–based visual tracking approach and its applica-
tion in AR. The tracking system works in real time, is capable of robust tracking in
multi–user AR environment. With a set of interaction units combining the real and the
virtual, seamless interactions can be accomplished in 3D space intuitively. Using PHOs,
pointers and free–hand gestures, users can interact with the AR system interchangeably.
Having the visual object tracking system, the AR system always knows the user’s inten-
tions and can hence respond to the user’s requests intelligently. By real–time rendering
and visualization of the virtual objects together with added highlights, the AR users can
see the interaction results immediately and this visual feedback can be used to guide
their actions. In the future, we are aiming at developing more compact tracking system
to enable pervasive interactions in mobile AR environments. We are planing to apply
computer vision based tracking techniques in a number of real–world applications in-
cluding AR enabled learning, pervasive gaming and human–robot interaction.
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Abstract. The communication between user and software is a basic stage in any 
Interaction System project. In interactive systems, this communication is estab-
lished by the means of a graphical interface, whose objective is to supply a vis-
ual representation of the main entities and functions present in the Virtual Envi-
ronment. New ways of interacting in computational systems have been 
minimizing the gap in the relationship between man and computer, and there-
fore enhancing its usability. The objective of this paper, therefore, is to present 
a proposal for a non-conventional user interface library called ARISupport, 
which supplies ARToolKit applications developers with an opportunity to cre-
ate simple GUI interfaces, and provides some of the functionality used in Aug-
mented Reality systems.  

1   Introduction 

Nowadays, the high degree of complexity imposed by tasks in different scientific ar-
eas is demanding more from man than their natural senses can provide. The interface 
with the user is constituted by the presentation of information, and it is this interface 
that asks for and receives data input, controls and commands. Finally it controls the 
dialog between the presentations and input. An interface defines both the strategies 
for carrying out the task as well as leads, guides, receptions, warns, assists and an-
swers to the user during interactions [1]. Augmented Reality systems have the objec-
tive to make interactions in 3D environments possible, and to stimulate as many hu-
man senses as possible in order to connect the user in a way that is as close to reality 
as possible. However, to provide this connection, it is necessary that the user may be 
able to visualize, understand and carry out the necessary tasks in the Virtual Envi-
ronment. In this article, we describe an interaction support for applications for Aug-
mented Reality that provide components for the creation of geometrical forms, inter-
action tools and the development of the virtual environment. This support permits to 
developers to create sensitive interfaces by using markers from ARToolKit library 
[2], besides OpenG1 and GLUT [3] functions. 
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2   Overview  

In section 3 below, we describe the interactions in Augmented Reality, some interac-
tion tasks and some interaction tools. In section 4 the ARToolKit library is presented, 
and as well as reporting on the use of this library in existing studies. In section 5 we 
find the support architecture as well as the functionalities provided. In section 6 the 
application tests using this support are illustrated. The limitations and future work are 
presented in section 7.  

3   Interactions in Augmented Reality 

The main requirement for the project of a computational graphical interface is the en-
hancing of the visualization task, i.e., the means that permits the user to access the 
system’s contents. An interface may involve a highly interactive 3D control of com-
putational processes, where the user enters the virtual space of applications, visual-
izes, manipulates and explores the application data in real time, using their senses, 
particularly the body’s natural movements. To carry out this type of interaction, the 
user may use non-conventional devices such as visualization by HMD, gloves and 
others [4]. 

3.1   Interactions Tasks and Tools  

According to Poupyrev [5], interaction tasks parameters are all the factors that influ-
ence the user’s performance while he is carrying out an activity. They may classified 
according to their dependence on:  

• User: experience, cognitive capability, perception and motor abilities, physical dif-
ferences and others.  
• Input and output devices: devices attributes such as freedom, resolution vision 
field and others.  
• Interaction techniques: technique metaphors, their suggestions and implementation.  
• Application: virtual environment configuration, size, form, use of objects, colors, 
lighting and others.  
• Context: required precision, the tasks initial and final conditions, reaction to the 
tasks and others. 

The interaction with virtual objects requires ways for the selection of objects, i.e., 
ways to indicate the interaction aim desired: Logical interfaces specify how the pa-
rameters for the environment and their objects may be altered, and physical interfaces, 
that consists of one or more visual, auditory or tactile equipment. The interaction con-
trols may be [6]:  

• Direct User: Hand tracking, gesture recognition.  
• Physical: Joystick, trackball, mouse, gloves.  
• Virtual: Virtual objects used to control movement.  

Physical devices, however, do not always offer a natural mapping that facilitate the 
interaction task in the virtual world. By visually representing a physical device, any-
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thing that can be imagined may be implemented as a virtual control. This great flexi-
bility is the main advantage of virtual controls. However, among the disadvantages is 
the loss of sensorial feedback.  

4   Integration of Applications Using ARToolKit 

ARToolKit is a set of libraries developed at the University of Washington that was de-
signed for the quick development of Augmented Reality applications, providing com-
putational vision techniques to calculate the position and orientation of markers printed 
in cards, by the use of a digital camera or HMD, so that these markers are correctly 
covered by 3D virtual objects. These markers supply a 4x4 projection matrix in refer-
ence to the spatial position in relation to capture device [5]. The reference elements for 
the calculations in the applications are values that came from the markers projection 
matrixes. In the next section we present works in which this library was used. 

4.1   Related Work 

Augmented Reality applications are developed to give the user the sensation of inter-
action with the real environment together with added information. To that aim, many 
tools have been developed.  

In BUCHMANN et al. [8] it is presented an interaction technique in Augmented 
Real-ity environments denominated FingARTips, in which the ARToolKit library was 
used, where the markers are mounted on the finger tips to follow the user movements 
and establish an intention: manipulate virtual objects in an urban planning system.  

Described by GEIGER [9], ARGUI offers the functionality of 2D interaction creat-
ing surfaces for Augmented Reality systems that need a virtual working area superim-
posed onto the real environment. Such project supplies a surface represented by a 
color pallet superimposed by a 2D panel sensitive to the touch of a cursor. After the 
interaction of the cursor with the panel, the meeting point is checked with a defined 
region. This region, for instance, may be defined as a button supplying an event.  

5   The ARISupport Architecture 

The use of libraries increases productivity and prevents unnecessary development ef-
forts. They make available a set of elements already elaborated that may be promptly 
and easily used to build Augmented Reality systems. The support developed presents 
the following modules and characteristics: 

Environment: Import figures as background images to obtain more realism in the 
environment, surface textures and functions such as sound and video. 
Geometrical forms: Responsible for supplying complex graphical objects to be 
added to Augmented Reality applications, as well as to import 3D objects and images, 
and information that come from 2D texts. 
Interaction: Mathematical functions capable of providing alterations of the objects 
position where there is freedom of movement. 
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The following diagram (Fig. 1) shows how Augmented Reality applications may in-
teract with the services provided by the support developed. The functions are specific 
in the next item. 

 

 

 

 

 

 

Fig. 1. ARISupport architecture diagram 

5.1   Support Functions  

The functions provided by this library are explained and illustrate as follow:  

a) Environment Module  
·Load BMP and JPG Image as Texture Surface: Adding textures to virtual objects 
of different shapes.  
·Colorful Lighting Function: Lighting control of the virtual object (Supply more 
natural aspect to the virtual object projected onto the real environment) in different 
level of colors.  
·Play Sound: To work as a return for the auditory information. To this function work 
correctly, a Thread must be implemented to prevent competition with the video.  
·Transparence Function: Transparence effects to avoid that an object obstructs the 
access of the target object (Fig. 2).  

ï

Fig. 2. Transparent virtual object 
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·Play AVI Movies: Functions of importation and manipulation of videos in AVI for-
mat (Fig 3).  

 

Fig. 3. Video added to the environment 

b) Geometrical Forms Module 
·Composed Geometrical forms: This function provides graphical objects that pos-
sess characteristics directed to Augmented Reality applications with parameters that 
quicken its build up as in for example: shapes, cylinder, spheres (mesh). 
·2D Texts Drawing Routine: Projection of the elements in the user visual field by the 
use of a 2D text. 
·Import 3DS Models: Import of 3D models developed in professional graphical envi-
ronments [10]. 
·Import Numerical Keys: Offer 3D numerical objects for the building up of virtual 
keyboards. Bounding spheres options and the position established referring to the cen-
ter of the marker (Fig. 4). 

 

Fig. 4. Numerical keys as target point 

·Projection of virtual objects in wireframes:  To provide the surface elimination of 
3D objects, developed in OpenGl or VRML (Fig 5). 
c) Interaction Module 
·Collision Distance between Markers: Mathematical calculation functions for dis-
tances between markers. 
·Collision Function between Spheres: One of the classical collision detection means 
is to approximate each object, or part of it, to a sphere and check is this sphere inter-
cepts the other. It is only necessary to observe if the distance between the centers of 
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the two spheres is smaller than the sum of both radius, which indicates that a collision 
has taken place. 
·Frame Rate Routines: Provides the frame per second rate of an application. 

 

Fig. 5. Wireframe of 3D object 

6   Samples Applications  

According to TISSIANI [11], the interface project with the user involvement finishes 
with the choice and the configuration of the presentation and the interaction objects 
behavior related to tools and objects that characterize a presentation unity. The de-
scription of the objects must include besides the image, their behavior in terms of 
their enabling (when it becomes enabled and when it becomes disabled), focus (when 
it possess the focus of the user actions), and user lead (guidance messages). Interfaces 
that were considered representative were then implemented.  

6.1   Virtual Fingers Interactions  

In the next prototype, two markers represent interaction objects and a marker repre-
sents a fixed object. After the interaction spheres collision with a fixed sphere, the ob-
jects changed color and the fixed object started to have a new behavior derived from 
the markers actions that simulate the fingers of the user: follow the same spatial 
changes of the colliding objects (Fig. 6).  

A positive point observed after the execution of this prototype is the absence of spe-
cific manipulation hardware such as gloves or optical sensors. Improving this applica-
tion,  the  user fingers is connected to markers, where the user is provided with the rep- 

 

Fig. 6. Virtual fingers interaction 
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resentation of a virtual hand in the Virtual Environment, position and orientation are 
supplied to the system through the markers specified in the  

6.2   Virtual Keyboards  

Another prototype started from the creation of virtual menus. One of the concerns in 
the use of a prototype such as this is if the system target user is computer illiterate, 
since virtual objects drawn on a scene should provide familiarity to the users. It is of 
fundamental importance that there is a virtual return, i.e., the way that the result can 
be expressed after an interaction. It is important to provide an adequate selection re-
turn to the user, as for instance, a sound, a change of color or a confirmation message. 
The behavior must be defined by as a set of actions that are executed by an object 
when exposed to a certain stimuli, which may change its state or not. Transparent ob-
jects may also be used to avoid occlusion by another virtual object during a selection. 
The selection is carried out by the spatial proximity between the spheres drawn on the 
panel (Fig. 7), where the intersection point of the target object and the interaction ob-
ject for the selection task must be obvious and accessible.  

 

Fig. 7. A virtual keyboard application 

7   Limitations and Future Work  

One of the limitations found refers to the tracking results, which are affected by light-
ing conditions. The lighting must be constant and soft over all the area where the 
tracking will take place. To carry out the tracking in an environment with adequate 
lighting and use non-reflective materials (opaque) in the confection of markers. In fu-
ture work we are going to (a) implementation of more precise collision detection algo-
rithms, with the intention of empowering the system’s achievements that do not de-
mand too much computational effort as to compromise an application quality, i.e., the 
reduction of frames per second, and so losing the perception of realism, (b) the im-
plementation of 2 or more cameras to avoid the occlusion of markers (work in pro-
gress) and (c) import other images and videos formats. 
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Abstract. Scene changes such as moved objects, parked vehicles, or
opened/closed doors need to be carefully handled so that interesting fore-
ground targets can be detected along with the short-term background
layers created by those changes. A simple layered modeling technique
is embedded into a codebook-based background subtraction algorithm
to update a background model. In addition, important issues related to
background updating for visual surveillance are discussed. Experimental
results on surveillance examples, such as unloaded packages and unat-
tended objects, are presented by showing those objects as short-term
background layers.

1 Introduction

Many background modeling and target detection literatures have focused on
how well they model the underlying distributions of backgrounds or target fore-
grounds. They used the techniques such as a mixture of Gaussians [1], kernel
density estimation [5, 7], high(region)-level analysis [6], color and gradient cues
[3], depth measurements [2], Kalman filter [12], hidden markov model [9], markov
random field [11], multiple views [10], combination with tracking [4], and so on.
Many techniques tried to solve the challenging surveillance problems, for exam-
ple, dynamic scenes [8, 12], crowded scene [14, 11], rain [13], underwater [17],
illumination changes [18], beyond-visible-spectrum [19], non-stationary camera
[15, 16], etc.

However, most background modeling techniques do not explicitly handle dy-
namic changes of backgrounds during detection, e.g., parked cars, left packages,
displaced chairs. Even though they adapt to the changes in one way or another,
they only forget the old backgrounds gradually and absorb the new background
changes into the background model. Here, the meaning or importance of those
background changes is ignored. Moreover, those changes are accommodated only
within the capacity of the background model, i.e., the number of Gaussians in
a mixture or the number of past samples in kernel density estimation. Hence,
it is desirable, in the sense of intelligent visual surveillance, to have those back-
ground changes as short-term background layers, not just a binary output of
forground/background.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 337–346, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Research on layers for motion segmentation, object tracking, or occlusion
analysis can be found in [20, 21, 22, 23, 24, 25, 26]. [20] worked on motion and
appearance in layers, [21] on subspace approach, [22] on Bayesian approach, [23]
on depth ordering by tracking edges, [24] on transparency manifolds, [25] on
depth layers from occlusions, [26] on a background layer model. [26] is most
similar to ours in that the ‘background’ layers are handled. However, we are
interested in static layers rather than motion layers which most previous methods
have considered.

The motivation of layered modeling and detection is to still be able to detect
foreground objects against new backgrounds which were obtained during the de-
tection phase. If we do not have those short-term background layers, interesting
foreground objects (e.g., people) will be detected mixed with other stationary
objects (e.g., cars). The short-term backgrounds can be labelled with the time
when they first appeared static so that they can be represented in temporal
order.

In this paper, the background layers are embedded into the existing technique
using a codebook model in [27]. Please note that it is a pixel-based approach
which makes layers defined initially on a per-pixel basis.

A brief description about this codebook-based algorithm for background
modeling is presented in Sec.2.1. The algorithm of layered modeling for back-
ground changes is given in Sec.2.2. Sec.3 discusses several important questions
which need to be considered when constructing layered models. Experimental
results showing surveillance examples are shown in Sec.4. Finally, conclusion is
presented in the last section.

2 Algorithm

2.1 Codebook-Based Background Modeling

Let X be a training sequence for a single pixel consisting of N RGB-vectors:
X = {x1,x2, ...,xN}. Let C = {c1, c2, ..., cL} represent the codebook for the
pixel consisting of L codewords. Each pixel has a different codebook size based
on its sample variation. Each codeword ci, i = 1 . . . L, consists of an RGB vector
vi = (R̄i, Ḡi, B̄i) and a 6-tuple auxi = 〈Ǐi, Îi, fi, λi, pi, qi〉. The tuple auxi

contains intensity (brightness) values and temporal variables described below.

– Ǐ , Î: the min and max brightness, respectively, that the codeword accepted;
– f : the frequency with which the codeword has occurred;
– λ: the maximum negative run-length (MNRL) defined as the longest interval

during the training period that the codeword has NOT recurred;
– p, q: the first and last access times, respectively, that the codeword has oc-

curred.

In the training period, each value, xt, sampled at time t is compared to the
current codebook to determine which codeword cm (if any) it matches (m is
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the matching codeword’s index). We use the matched codeword as the sample’s
encoding approximation. To determine which codeword will be the best match,
we employ the color distortion measure which uses rescaled RGB colors, not
RGB values directly. To allow for brightness changes in detection, we store Ǐ
and Î statistics, which are the min and max brightness of all pixels assigned to a
codeword. We allow the brightness change to vary in a certain range determined
by Ǐ and Î. The matching condition is satisfied when the pure colors of xt and cm

are close enough and the brightness of xt lies between the acceptable brightness
bounds of cm.

We refer to the codebook obtained from the previous step as the fat code-
book. In the temporal filtering step, we refine the fat codebook by separating the
codewords that might contain moving foreground objects from the true back-
ground codewords, thus allowing moving foreground objects during the initial
training period. The true background, which includes both static pixels and
moving background pixels, usually is quasi-periodic (values recur in a bounded
period). This motivates the temporal criterion of MNRL (λ), which is defined
as the maximum interval of time that the codeword has not recurred during the
training period.

Let M denote the background model (a new filtered codebook):

M = {cm|cm ∈ C ∧ λm ≤ TM}. (1)

Usually, a threshold TM is set equal to half the number of training frames, N
2 .

A codeword having a large λ will be eliminated from the codebook by Eq.1.
Even though one has a large frequency ‘f ’, its large λ means that it is mostly
a foreground event which was stationary only for that period f . On the other
hand, one having a small f and a small λ could be a rare background event
occurring quasi-periodically.

Subtracting the current image from the background model is straightforward.
As done in the training phase, we simply compute the color distance of the sample
from the nearest cluster mean with the brightness test. If no match is found, the
pixel value is classified as foreground.

The detailed description and procedure are presented in [27] for reference.

2.2 Model Updating for Background Changes

As noted in Sec.1, the scene can change after initial training, for example, by
parked cars, displaced books, etc. These changes should be used to update the
background model. We achieve this by defining an additional model H called a
cache and three parameters described below:

– TH: the threshold for MNRL of the codewords in H;
– Tadd: the minimum time period required for addition, during which the code-

word must reappear;
– Tdelete: a codeword is deleted if it has not been accessed for a period of this

long.
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The periodicity of an incoming pixel value is filtered by TH, as we did in the
background modeling (Sec.2.1). The values re-appearing for a certain amount of
time (Tadd) are added to the background model as short-term background. Some
parts of a scene may remain in the foreground unnecessarily long if adaptation is
slow, but other parts will disappear too rapidly into the background if adaptation
if fast. Neither approach is inherently better than the other. The choice of this
adaptation speed is problem dependent.

We assume that the background obtained during the initial background mod-
eling is long-term. This assumption is not necessarily true, e.g., a chair can be
moved after the initial training, but, in general, most long-term backgrounds
are obtainable during training. Background values not accessed for a long time
(Tdelete) are deleted from the background model. Optimally, the long-term code-
words are augmented with permanent flags indicating they are not to be deleted∗.
The permanent flags can be applied otherwise depending on specific applica-
tion needs.

Background model
(long-,short-term)

Input video

Background
Subtraction

Cache

Foreground
Regions

Foreground
Model

Tracking
Final

Output

Short-term
backgrounds

Layers in 2.5D-like space

Foregroundshort-term backgrounds: color-
labeled based on ‘first-access-time’

Updating
Finding
Match

Finding
Match Updating

Fig. 1. The overview of our approach with short-term background layers: the fore-
ground and the short-term backgrounds can be interpreted in a different temporal
order. The diagram items in dotted line, such as Tracking, are added to complete a
video surveillance system.

Thus, a pixel can be classified into four subclasses - (1) background found
in the long-term background model, (2) background found in the short-term
background model, (3) foreground found in the cache, and (4) foreground not
found in any of them. The overview of the approach is illustrated in Fig.1. This
adaptive modeling capability allows us to capture changes to the background
scene. The detailed procedure is given below.
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Algorithm for Background Update

I. After training, the background model M is obtained as in Eq.1. Create a
new model H as a cache.

II. For an incoming pixel x, find a matching codeword in M. If found, update
the codeword.

III. Otherwise, try to find a matching codeword in H and update it. For no
match, create a new codeword h and add it to H.

IV. Filter out the cache codewords which do not occur quasi-periodically (That
is, their λ’s are larger than the threshold TH).
H ← H− {hi|hi ∈ H, λ(hi) > TH}

V. Among the cache codewords which survive from the filtering in Step IV,
move the ones, staying enough time in H to be determined as short-term
backgrounds, to M (Their first access times are larger than Tadd).
M←M∪ {hi|hi ∈ H, p(hi) > Tadd}

VI. Delete the codewords not accessed for a long time from M (Their last ac-
cess times are larger than Tdelete). But do not delete a codeword augmented
with a permanent flag.
M←M− {ci|ci ∈M, q(ci) > Tdelete, permanent(ci) = no∗}

VII. Repeat the process from the Step II.

Many short-term background layers can be formed as changes to the back-
ground occur. The parameters TH, Tadd and Tdelete need to be controlled based
on the specific application needs or the semantics of foreground objects.

The first-access-time of a codeword, p, can be used to label its background
layer. Based on this temporal information, layers can be ordered in time-depth
and temporal segmentation can also be performed.

3 Issues for Background Updating

There are several related background-updating issues that need to be consid-
ered for practical visual surveillance applications. In this section, those issues
are discussed along with related references and possible solutions. As noted in
[6], larger systems seeking a high-level understanding of image sequences use
background subtraction as a component. A background maintenance module
handles the default model for everything in a scene that is not modeled ex-
plicitly by other processing modules. Thus, the module performing background
maintenance should not attempt to extract the semantics of foreground object
on its own.

Spatial integration: Time-stamps of ‘first-access-time’ are assigned to back-
ground layers on each pixel as mentioned in the last paragraph in Sec.2.2. It is
possible to segment the object by grouping pixels with similar time-stamps
at close distance, without or with the help of ‘spatial segmentation’ (See
[30] for segmentation techniques). However, note that a region of temporal
segmentation may not correspond to a physical object, and vice versa.
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Move in or out: There are two cases of background model updating - (1) A
new object (blob) comes in to the scene or displaces, and then stops to
be a short-term background, (2) An existing object modeled as background
leaves the original place. The hole left behind would be labelled as short-term
background.
The object is a connected component in a binary foreground map. Here, the
object is assumed to be rigid. Over the boundary pixels, we can apply a color
similarity test (or a symmetric neighbor filter [28]) to classify a move-in or
move-out case as shown in Fig.2(a).

Human VS. stationary object: How to deal with a person who becomes al-
most stationary? There would be ‘foreground aperture’ or ‘sleeping person’
problems as addressed in [6]. Depending on the semantics of foreground ob-
jects, we may not want to let stationary people become background layers.
A higher-level module needs to provide feedback to background maintenance
about what pixels should not be adapted into the background. We could
determine that the tracked object is a person or a group of people beforehand
by keeping a foreground model. Sometimes, the human object boundary may
not be perfectly motionless. Several heuristics to identify human objects
by head detection, boundary analysis or vertical histograms were proposed
in [14, 29]

Pre-labelled environments: Some fixtures like doors or gates need to be la-
belled before performing visual surveillance tasks since those are always in
one of the pre-defined states - widely open, ajar, or closed. Many surveillance
scenes involve doors or gates where interesting human activity events can oc-
cur. Moreover, in most cases, opening or closing a door causes illumination
changes on the surrounding areas and, as a result, detection algorithms give
false alarms.

part of scene

part of  scene

object

(1)

(2)

boundary 
direction

color similarity test
or symmetric 
neighborhood filter

zoomed 
view

(a)

BG modelBG modelInputInput

DetectionDetection ResultResult

absorbed into
background

detected against 
both box and desk

(b)

Fig. 2. (a): Two cases of changed backgrounds. The case (2) shows almost homogeneous
neighborhoods over the boundary of the background hole, while different colors are
observed on each side along the boundary of the newly moved object as in the case (1).
(b): Layered modeling and detection - A woman placed a box on a desk and then the
box has been absorbed into the background model as short-term. Then a purse is put
in front of the box. The purse is detected against both the box and the desk.
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One could manually store representative states of those areas as short-term
backgrounds on the background model before performing actual detection.
If that kind of pre-processing is not available or the environment is not
controllable, the area needs to be specially labelled as a door or a gate, and
then handled differently, i.e., detecting moving objects not by subtracting
from a background model but by matching with foreground models only.

4 Experimental Results - Examples

Fig.2(b) shows detection of an object against both long-term backgrounds and
a short-term background layer.

Fig.3(a) is a more interesting example which can be used for the further
analysis of scene change detection. After parking a car, a man unloads two boxes
one after another. The car and the two boxes are labelled with different coloring
based on their ‘first-access-times’ as short-term backgrounds while the man is
still detected as an active foreground. A car becomes a far-most background
layer and then two boxes create two different layers against the car layer.

As shown in Fig.3(b),3(c), a package left unattended for a long time would
be one of most demanding surveillance targets. Two such scenarios are presented
here. To be precise on detection of unattended objects, a high-level analysis to
identify ‘unattendedness’ is required along with this low-level detection.

5 Conclusion

The changes to a background scene, although implicitly modeled under limited
modeling capacity, have not been handled explicitly by most backgroundmodeling
techniques. Without short-term background updating, interesting foreground ob-
jects (e.g., people) will be detected mixed with other stationary objects (e.g., cars).

Layered modeling for these background changes is embedded into the
codebook-based background subtraction algorithm. Several important issues were
discussed from the point of view of visual surveillance. The experiments on surveil-
lance examples show useful results such as background layers in different temporal
depths as well as detection of an unattended object in crowded/occluded environ-
ments.
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Abstract. There is a need in many surveillance applications to auto-
matically detect certain events, such as activities and/or behaviors ex-
hibited by people, vehicle, or other moving objects. Existing systems
require that every event be custom coded, predefined, into the computer
system. We present a novel system that can automatically capture and
define (learn) new events by pattern discovery, and further presents the
events to the operator for confirmation. The operator checks for validity
of the newly detected events and adds them into the event library. We
also propose a new feature selection procedure that can uniquely identify
important events such as people falling. We present experimental results
on real dataset, which shows the effectiveness of the proposed method.

1 Introduction

Many organizations, commercial and government have recognized the value of
video in security management applications. In particular the digital video is far
more useful in that it can be networked and interfaced with their computing
infrastructure. Security people are not really interested in the ‘video data’, but
rather in the ‘information’ contained in the video data. Every application has
what is called ‘application specific information needs’, e.g. detect and track in-
dividuals or vehicles entering or leaving a building facility or security gate, or to
monitor individuals within a store, office building, hospital.

Current Automated Video Surveillance (AVS) systems can process video se-
quences and perform almost all key low-level functions, such as motion detec-
tion, object tracking, and object classification. Recently, technical interest in
video surveillance has moved from such low-level functions to more complex
scene analysis to detect human and/or other object behaviors. i.e., patterns of
activities or events [1, 2, 3, 4, 5]. Existing event detection/behavior analysis sys-
tems focus on the predefined events, for example, to combine the results of an
AVS system with spatiotemporal reasoning about each object relative to the key
background regions and the other objects in the scene. In [1], three levels of ab-
straction were presented: image features, mobile object properties and scenarios,
whereas [3] defines an event recognition language that will let the user to define
events of interest. In [6], recognition was performed by analyzing the static body
parameters. For the predefined behaviors and patterns, we (already) developed a
People Activity Detection System, which can detect people activities and behav-
iors and then alert operators, such as a person is ‘walking’, ‘running’, ‘heading

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 347–354, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



348 Y. Ma, P. Buddharaju, and M. Bazakos

in a direction’, ‘standing at a particular location’, ‘falling down’, ‘loitering’, ‘left
an abandoned object’, or that ‘crowd is forming’, just to name a few.

However, when the events are undefined, things are difficult. In this paper, we
introduce a new way of modelling (defining) events to a computer system. We use
low level function to extract information (feature) of activity. Further, the com-
puter does pattern discovery to find new events, and through ‘conversation’ with
human operator to model the events. We also propose a new feature selection
procedure that can uniquely identify important events such as people falling.

This paper is organized as follows. Section 2 describes related video surveil-
lance modules. Section 3 presents our proposed feature selection methods on
the falling events and running events. Section 4 presents the pattern discovery.
Section 5 presents experiment results. Conclusions are given in Section 6.

2 Video Surveillance Modules

The AVS system we rely to perform low level processing is Honeywell Advanced
Video Processing Solutions (AVPS), The AVPS architecture is shown in Fig. 1.
The following briefly describe the related ones.

Video Motion Detection: detects the moving objects by separating the input
image into foreground and background regions. Color and edges are used to
differentiate the foreground and background pixels. The method is a modifi-
cation of the Gaussian Mixture Model, which represents the characteristics
of a pixel with a set of Gaussian distributions.

Video Motion Tracking: tracks the moving object from frame to frame using
a set of heuristic rules and a simplified particle filter operating on a set of
shape and color features.

 

Host
Video

Application
(e.g. DVM)

HL_ActionRequest

A
V
P
S

M
A
N
A
G
E
R

Future 
Application

Plug-In

Video 
Motion 

Detection

Video 
Motion 
Tracking

Object

Classification

Event 

Detection

HL_Initialize

HL_Detect

HL_Result

AVPS

Business Objects
ConfiguratorHL_Tune AVPS

Database

Action

Dispatcher

Call

Return value

Future 
Application

Plug-In

HL_ActionRequest

A
V
P
S

M
A
N
A
G
E
R

Future 
Application

Plug-In

Future 
Application

Plug-In

Video 
Motion 

Detection

Video 
Motion 
Tracking

Object

Classification

Event 

Detection

HL_Initialize

HL_Detect

HL_Result

AVPS

Business Objects
ConfiguratorHL_TuneHL_Tune AVPS

Database

Action

Dispatcher

Call

Return value

Future 
Application

Plug-In

Future 
Application

Plug-In

Fig. 1. Honeywell’s Advanced Video Processing Solution (AVPS) architecture



Pattern Discovery for Video Surveillance 349

Object Classification: Object classification classifies the object as ‘human’,
‘vehicle’ or ‘others’ using a statistical weighted average decision classifier.
This classifier determines the object type based on a set of shape-, boundary-,
and histogram-features, and their temporal consistency.

Another video surveillance model is a 3D site model. By using 3D site model,
we can add physical features besides symbolic features (pixel-based features).
Representing the features in physical measurements adds more discriminatory
power to the behavioral analysis. Detail of our 3D site model can be found in [7]

3 Feature Extraction

After motion detection, motion tracking, and object classification, we extract in-
formation of moving objects. The appearance information of detected objects is
recorded. This includes not only instantaneous information of the spatial features
of objects [4, 6, 8] such as width, height, and aspect ratio, but also temporal in-
formation about changes in the objects’ sizes as well as motion features, such as
direction of movement and speed. All these information cues, which are impor-
tant features for behavioral analysis, are organized to form a composite multi-
dimensional feature vector. Each object being tracked is allocated a unique iden-
tifier; we maintain a history of the path taken by each object from frame to frame.
In this section, we only present some key features extracted from the blob (mask)
of the tracked object for specific people activities, such as running and falling. It
is important that we select features that can distinguish these events well.

3.1 Feature for Running Event

We use the features from the star skeleton [8, 9], a computationally inexpensive
feature to classify if the person is walking or running. [8, 9] extract the star

(a) (b) (c)

(d)(e)(f )

Fig. 2. Extraction of the star skeleton (a) Blob extracted by the AVPS system (b)
Boundary of the blob with the centroid marked in red (c) Distance function from the
boundary (d) Smoothed distance function with the local maxima extracted and (e)
Star skeleton (f) LCP angle extracted from the star skeleton
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skeleton from the blob and further analyze the motion of an individual target
based on the angle made by left cyclic point (LCP) with the vertical (see angle
θ in Figure 2(f)). As an improvement over this algorithm, we found that there is
not necessary to use complex functions DFT, LPF, and Inverse DFT to smooth
the distance function. Since the distance function doesn’t exhibit great deal of
signal noise, a simple Gaussian smoothing filter will reasonably smooth the signal
as shown in Figures 2(c) and 2(d). This will improve the processing time which
is critical for real-time event detection. The feature that can be clearly observed
when a person is running is that there is an increase in the frequency of the
cyclic motion, which means that the signal formed by the LCP angle (θ) will be
at higher frequency.

3.2 Feature for Falling Event

Next, we propose a new feature to detect person falling event by extracting the
waist skeleton from the blob. Further, we show that the feature extracted from
this skeleton can identify the falling event very well. Following is the algorithm
for extracting the waist skeleton:

i. Extract the boundary from the mask using a simple boundary following algo-
rithm (see Figure 3(b)). Let the border points be represented by (xi, yi), i =
1 . . .N where N is the number of border points.

ii. Compute the centroid (xc, yc) of the mask.
iii. Compute the distance from the centroid to each border point. The distance

vector is represented as a periodic one-dimensional signal d(i) as shown in
Figure 3(c). This signal should be smoothed using a simple smoothing filter,
say Gaussian filter, as shown in Figure 3(d). Let the smoothed signal be d̂(i).

Torso Angle
Waist Skeleton

(a) (b) (c)

(d)(e)(f )

Fig. 3. Extraction of the waist skeleton and angle (a) Blob extracted by the AVPS
system (b) Boundary of the blob with the centroid marked in red (c) Distance function
from the boundary (d) Smoothed distance function with the local minima extracted
(e) Waist skeleton and (f) Torso angle
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iv. Find all local minima points by determining the zero-crossings of the second
derivative (d̂′′) of the smoothed signal i.e., find the points (xi, yi) such that
d̂′′ > 0. If there are more than two local minima, sort them all according
to their distance to the centroid and pick the two points that are closest to
the centroid. Connect the centroid to these two points and it represents the
waist skeleton of the mask as shown in Figure 3(e).

v. Note from Figure 3(d) that even though three local minima are detected, we
only find the two points that are close to the centroid and join them to it
to form the waist skeleton. After the skeleton is extracted from the blob, we
find the angle made by the line bisecting the skeleton with the vertical (torso
angle, α) as shown in Figure 3(f). It is obvious that when a person is falling
down, there will be an increase in the torso angle as shown in Figure 5.

4 Pattern Discovery

To handle non-predefined events, we introduce a new way of modelling (defining)
events. As a result of feature vector formulation in section 3, event detection takes
place in this multi-dimensional feature space. So, a particular event is described
as a point cloud in the feature space with different events described by different
point clouds. The system can learn to detect events by clustering points in the
feature space into groups (or point clouds). In this section, we assume that one
video clip contains one event (one consistent visual content). This can be done
by automatic video temporal segmentation (partition a long/complex video in
the temporal domain into short video clips [10]) or manually segmentation.

Table 1 outlines the steps for our proposed method. First, we have video
clips to train the system. Each video clip will feed to the system by the ‘open’
clip function in Figure 4, the system will find a ‘distance’ between the new
event clip and the existing ones, and alert the operator if it finds new candidate
events(distance above some threshold). Then the operator will decide if a partic-
ular event is a valid event or an outlier or an existing event in the event library.
For example, the operator can pick one of sequences, either play it or view the

Table 1. Proposed Method

Step 1: The user presents to the system a few sequences of digital video, containing
examples of the new event which he wants to enter into his surveillance system.
Step 2: The system extracts a set of multi-dimensional features from these video
sequences.
Step 3: The system does pattern discovery, give distance between the new video
clip and existing ones, via a graphical user interface, how ‘well’ or how ‘poorly’
it can distinguish this new event from existing ones.
Step 4: The human operator will then give feedback to the system. The event
library will be updated based on the interaction between the system and human
operator’s conversation.
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Fig. 4. The GUI of our proposed system

individual frames of those sequences. If the event candidate is a real new event,
the operator will add it into the event library.

5 Experimental Results

We recorded several video clips representing the walking, running and falling
events from a surveillance camera hooked to the dock side of the Honeywell lab
building. We first show that the feature vectors described in Section 3 can be

(d)

(c)

(b)

(a)

Frame Number

W
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Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6 Frame 7 Frame 8 Frame 9 Frame 10

Fig. 5. (a) Individual frames from a video clip corresponding to falling event (b) Masks
extracted from the AVPS system (c) Waist skeleton extracted using our algorithm and
(d) Plot of torso angle
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Table 2. Inter-distance between clusters formed by running and walking events

Seq.1 Seq.2 Inter-distance between Seq.1 and Seq.2
Running1 Walking1 3.21783
Running2 Walking1 2.94423
Running1 Running2 0.04278

Table 3. Inter-distance between clusters formed by Falling and walking events

Seq.1 Seq.2 Inter-distance between Seq.1 and Seq.2
Falling1 Walking1 3.076434
Falling1 Walking2 2.517798
Walking1 Walking2 0.5588628

used effectively to detect important events. Figure 5 shows that the system can
detect the ‘person falling’ event effectively using our proposed waist angle. An
increase in the torso angle represents that the falling event has occurred. Using
additional information from other features increases the confidence of the event
detection.

Next, we show pattern discovery results from the real data. We noticed that
each event sequence forms a well defined and separate cluster in the feature
space. The system can distinguish different events by using the inter-distance
between the clusters. As shown in Table 2, the inter-distance between clus-
ters formed by unusual event like running and usual event (walking) is large
and hence our system can detect and report such unusual events effectively.
Table 3 shows the inter-distance between falling (unusual) and walking (usual
events).

6 Conclusion

In this paper, we introduce a new approach of modeling (defining) events for
a video surveillance system. Our proposed methods automatically find what
has happened of the associated camera, finds event candidates and turns to
the human operator for opinion, to add/update the event library based on the
human operator’s feedback. In the feature selection for event detection, we also
introduce a new feature for the falling down event. We used real world video
data set to show the effectiveness of our proposed methods.

Our future work will focus on event prediction, when a pattern of behav-
ior (by a person, or vehicle etc.), deviates ‘significantly’ from the expected
normal patterns for the application at hand, we would like to detect it while
it is still at its early stages of development and provide ‘Early Warning’ to
the monitoring station. Providing early warning to security management about
possible upcoming events will enable them to deploy effective response and
protection.
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Abstract. This paper presents a technique for real-time crowd density 
estimation based on textures of crowd images. In this technique, the current 
image from a sequence of input images is classified into a crowd density class. 
Then, the classification is corrected by a low-pass filter based on the crowd 
density classification of the last n images of the input sequence. The technique 
obtained 73.89% of correct classification in a real-time application on a 
sequence of 9892 crowd images. Distributed processing was used in order to 
obtain real-time performance. 

1   Introduction 

For the problem of real-time crowd monitoring there is an established practice of 
using closed circuit television systems (CCTV), which are monitored by human 
observers. This practice has some drawbacks, like the possibility of human observers 
lose concentration during this monotonous task. Therefore, the importance of the 
development of robust and efficient automatic systems for real-time crowd 
monitoring is evident. 

Efforts for crowd estimation in train stations, airports, stadiums, subways and other 
places, have been addressed in the research field of automatic surveillance systems. 
Davies et al. [1] and Regazzoni and Tesei [2, 3] have proposed systems for crowd 
monitoring and estimation based on existing installed CCTV. The image processing 
techniques adopted by theirs systems remove the image background and then measure 
the area occupied by the foreground pixels. The number of foreground pixels is used 
to estimate the crowd density. Lin et al. [4] proposed a technique based on the 
recognition of head-like contour, using Haar wavelet transform, followed by an 
estimation of the crowd size, carried out by a support vector machine. For crowd 
classification, Cho et al. [5] proposed a hybrid global learning algorithm, which 
combines the least-square method with different global optimization methods, like 
genetic algorithms, simulated annealing and random search. The techniques proposed 
by Marana et al. [6,7,8] estimate crowd densities using texture analysis with gray 
level dependence matrices, Minkowski fractal dimension and wavelets.  

This paper presents a technique for real-time automatic crowd density estimation 
based on texture descriptors of a sequence of crowd images. The motivation for the 
use of texture descriptors to estimate crowd densities was inspired by the fact that 
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images of different crowd densities tend to present different texture patterns. Images 
of high-density crowd areas are often made up of fine (high frequency) patterns, while 
images of low-density crowd areas are mostly made up of coarse (low frequency) 
patterns. In order to improve the estimation accuracy and to provide real-time 
estimation, a distributed algorithm was developed. The technique obtained 73.89% of 
correct classification in a real-time application on a sequence of 9892 crowd images. 

2   Material 

The technique described in this paper for automatic crowd density estimation was 
assessed on a sequence of 9892 images extracted (one per second) from a videotape 
recorded in an airport area. From the total set of images, a subset of 990 images was 
homogeneously obtained (one image from each ten). Then, human observers 
manually estimated the crowd densities of these images.  The manual estimations 
were used to assess the accuracy of the automatic technique.  

After the manual estimation, the 990 images were classified into one of the 
following classes: very low (VL) density (0-20 people), low (L) density (21-40 
people), moderate (M) density (41-60 people), high (H) density (61-80 people), and 
very high (VH) density (more than 80 people). Figure 1 shows samples of crowd 
density classes. 

 

Fig. 1. Samples of crowd density classes. (a) Very low density (15 people); (b) Low density (29 
people); (c) Moderate density (51 people); (d) High density (63 people); (e) Very high density 
(89 people). 

Finally, the images of each class were grouped into train and test subsets. The train 
subset was used to train the neural network classifier and the test subset was used to 
assess the accuracy of the technique. Table 1 shows the distribution of the train and 
test subsets of images into the five classes of crowd densities. 

Table 1. Distribution of the train and test subset of images into the five classes of crowd 
densities  

 VL L M H VH 
Train 14 179 169 101 33 
Test 14 179 169 100 32 
Total 28 358 338 201 65 

(a)                      (b)                        (c)                        (d)                      (e) 
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3   Methods 

Figure 2 presents a diagram of the technique proposed for crowd density estimation 
using texture descriptors. The first step of the technique consists in the classification 
of each pixel of the input image into one of the previously identified texture classes. 
The classification is carried out by a self-organizing map  (SOM) neural network [9] 
using feature vectors composed of texture descriptors extracted from co-occurrence 
matrices [10], computed using a wxw window centered in the pixel being classified. 

 
 

 
 

Fig. 2. Diagram of the technique for crowd density estimation using texture and neural network 
classifier 

 

Fig. 3. Diagram of the proposed master-slave strategy for texture segmentation in PVM 
distributed environment, using n slave processors (in this example, n=3) 

As the classification of all pixels of the image is a time-consuming process (more 
than 100 seconds per image), in order to obtain real-time estimation it was 
implemented a distributed algorithm for the Beowulf environment, using Parallel 
Virtual Machine (PVM) [11].  This algorithm has the following steps:  

• The master processor divides the input image in n fragments (n is the 
number of slave nodes in the cluster); 

• Each image fragment is sent to a slave processor; 

Texture 
Segmenta-
tion 

Texture 
Histogram 

Crowd 
Density 
Estimation 
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• Each slave processor performs the texture classification of its image 
fragment pixels using a sequential algorithm; 

• The slave processors send their classified fragments to the master; 
• The master processor assembles all fragments into a final texture-

segmented image. 

Figure 3 shows a diagram of the master-slave strategy adopted in this work to 
obtain a texture-segmented image. 

In the next step, the texture histogram, computed from the texture-segmented 
image, is used as feature vector by a second SOM neural network to classify the input 
crowd image into one of the crowd density classes.  

The second neural network learns the relationship among the texture histogram 
profiles and the crowd density levels during the training stage, in a supervised way. 

4   Experimental Results 

This section presents the results obtained with the application of the proposed 
technique for real-time crowd density estimation on a sequence of 9892 crowd images. 

During the experiments, it was used a cluster with eight Pentium IV processors, 
connected by a Fast-Ethernet switch. 

 

Fig. 4. Texture patterns from where texture-training samples were extracted. 

Pixel texture classification was carried out on a 15x15 window centered on the 
pixel, from where four co-occurrence matrices were calculated (distance d=1 and 
directions θ = 0º, 45º, 90º and 135º). From these four matrices, four texture features 
were extracted: energy, entropy, homogeneity and contrast [10], making up 16 
features. 
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The SOM neural network used in the first step for texture classification was trained 
to classify crowd image pixels into 12 patterns of texture. Figure 4 shows the 12 texture 
patterns from where 100 training samples of each texture class were randomly extracted. 

Figure 5(b) presents the result of the texture segmentation of the crowd image 
presented in Figure 5(a), obtained by the SOM neural classifier, using a 15x15   
window and the texture patterns showed in Figure 4. Figure 5(c) presents the texture 
histogram obtained from the texture-segmented image. 

It is possible to observe in Figure 5 that higher crowd density areas of the input 
image are associated with lighter gray level areas in the texture-segmented image, and 
that lower crowd density areas of the input image are associated with darker gray 
level areas in the texture-segmented image.  

 

Fig. 5. Example of texture segmentation of a crowd image. (a) Input image; (b) Texture-
segmented image; (c) Texture histogram obtained from the texture-segmented image. 

 

Fig. 6. Processing time (in seconds) necessary to classify all pixels of the input image (using a 
15x15 window) and to estimate its crowd density, varying the number of processors of the 
cluster 
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Figure 6 shows the processing times for texture segmentation and crowd density 
classification of a single crowd image, using the 8-processors cluster. The efficiency 
obtained by the insertion of new processors in all cases was always almost maximum, 
since the decreasing of processing time was always near to 87%. The processing time 
for each crowd image was around 105 seconds when only one processor was used and 
around 14 seconds when all 8 processors were used. 

Since the best processing time performance obtained (14 seconds) was not enough 
for real-time estimation, it was assessed the possibility of only part of pixels be 
classified. 

In the first experiment carried out, the crowd images were divided into 4x4 sub-
images and only one pixel from each sub-image (the top-left pixel) was classified. 
Table 2 shows the confusion matrix obtained in this experiment, where the last 7 
images of the input sequence were used by a median low-pass filter to correct the 
current crowd density estimation. In this experiment, 73.89% of the 494 test crowd 
images were correctly classified. The best result (90.63% of correct classification) 
was obtained by the VH class, and the worst result (59% of correct classification) was 
obtained by the H class. Real-time requirement was reached, since the crowd density 
estimation for each image took 1.025 seconds. It is possible to observe in Table 2 that 
all miss-classified images were assigned to a neighbor class of the correct one. Some 
miss-classification was expected since the borders between the crowd density classes 
are very tenuous (for instance, an image with 20 people belongs to VL class, but it 
can be easily classified as belonging to L class).  

Table 2. Results obtained when part of the input image pixels were classified and the crowd 
density classification were corrected applying the median low-pass filter in the last 7 
estimations of the input sequence 

 VL L M H VH 
VL 64.29 35.71    

L 6.7  81.01 12.29   

M  10.65 72.78 16.57  

H   10.00 59.00 31.00 

VH    9.38 90.63 

Table 3. Results obtained by the technique applying a 3x3 mean filter on the texture-segmented 
image before calculating the texture histogram and correcting the estimation applying a low-
pass (median) filter in the estimation of the last 10 images of the input sequence 

 VL L M H VH 
VL 71.43  28.57    

L 8.38  82.68 8.94   

M  13.02 77.51 9.47  
H   15.00 67.00 18.00 

VH    18.75 81.25 
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In the second experiment, where all pixels of the input image were classified, it 
was obtained 77.33% of correct estimation. In this experiment, a 3x3 mean filter was 
applied to enhance (remove noise) the texture-segmented image and the last 10 
estimations were used by a median low-lass filter to correct the crowd density 
classifications. But, in this case, the requirement for real-time estimation was not 
reached, since the estimations took 14 seconds. Table 3 shows the confusion matrix 
obtained in this experiment.  

In the Table 3 it is also possible to observe that all miss-classified images were 
assigned to a neighbor class of the correct one (this is a very favorable result). 

5   Conclusions 

In this paper, the problem of crowd density estimation was addressed and a technique 
for real-time automatic crowd density estimation was proposed, based on texture 
features extracted from a sequence of images and processed in a distributed 
environment. The proposed approach takes into account the geometric distortions 
caused by the camera’s position, since the farther areas (from the camera) under 
surveillance are mapped on finer textures and the closer areas are mapped on coarser 
textures. Crowd density estimations of a group of 494 test crowd images resulted in 
77.33% of correct estimation. When real-time constraint was demanded, it was 
obtained 73.89% of correct estimation. These results can be considered quite good 
since the variance of crowd density estimations for each class were very small and 
their means were the expected values. 
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Multivariate Non-parametric Kernel Density
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Abstract. The final goal for many visual surveillance systems is auto-
matic understanding of events in a site. Higher level processing on video
data requires certain lower level vision tasks to be performed. One of
these tasks is the segmentation of video data into regions that corre-
spond to objects in the scene. Issues such as automation, noise robust-
ness, adaptation, and accuracy of the model must be addressed. Current
background modeling techniques use heuristics to build a representation
of the background, while it would be desirable to obtain the background
model automatically. In order to increase the accuracy of modeling it
needs to adapt to different parts of the same scene and finally the model
has to be robust to noise. The building block of the model representation
used in this paper is multivariate non-parametric kernel density estima-
tion which builds a statistical model for the background of the video
scene based on the probability density function of its pixels. A post pro-
cessing step is applied to the background model to achieve the spatial
consistency of the foreground objects.

1 Introduction

An important ultimate goal of automated surveillance systems is to understand
the activities in a site, usually monitored by fixed cameras and/or other sensors.
This enables functionalities such as automatic detection of suspicious activities,
site security, etc. The first step toward automatic recognition of events is to
detect and track objects of interest in order to make higher level decisions on
their interactions. One of the most widely used techniques for detection and
tracking of objects in the video scene is background modeling.

The most commonly used feature in background modeling techniques is pixel
intensity. In a video with a stationary background (i.e. video taken by a fixed
camera) deviations of pixel intensity values over time can be modeled as noise
by a Gaussian distribution function, N(0, σ2). A simplistic background modeling
technique is to calculate the average of intensity at every pixel position, find
the difference at each frame with this average and threshold the result. Using
an adaptive filter this model follows gradual changes in the scene illumination,
as shown in [1]. Kalman filtering is also used in [2], [3] and [4]. Also a linear
prediction using Wiegner Filter is used in [5].

In some particular environments with changing parts of background, such as
outdoor environments with waving trees, surface of water, etc., the background is

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 363–370, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Table 1. Comparison of methods

Method Color Independency Automatic Threshold Spatial Consistency
Parametric Yes No No

Non-parametric No No No
Proposed Yes Yes Yes

not completely stationary. For these applications mixture of Gaussians has been
proposed in [6], [7] and [8]. In order to find the parameters of the mixture of
Gaussians, the EM algorithm is used while the adaptation of parameters can be
achieved by using an incremental version of the EM algorithm. Another approach
to model variations in the background model is to represent these changes as
different states, corresponding to different environments; such as lights on/off,
night/day, sunny/cloudy. For this purpose Hidden Markov Models (HMM) have
been used in [9] and [10]. Edge features are also used as a tool to model the
background in [11] and [12] based on comparing edges and fusion of intensity
and edge information, respectively. Also block features are used in [13] and [14].

One of the most successful approaches in background subtraction is proposed
in [15]. Here the background representation is drawn by estimating the proba-
bility density function of each pixel in the background model.

In this paper, the statistical background model is built by multi-variate non-
parametric kernel density estimation. Then the model is used to automatically
compute a threshold for the probability of each pixel in the incoming video
frames. Finally a post processing stage makes the model robust to salt-and-
pepper noise that may affect the video. Table 1 shows a comparison between the
traditional parametric and non-parametric statistical representation techniques
and our proposed method that addresses the above issues.

The rest of this paper is organized as follows. In Section 2 the proposed
algorithm is presented and Section 3 describes our bi-variate approach to the
density estimation. In Section 4 we discuss our proposed automatic selection
of covariance matrix and suitable thresholds for each pixel in the scene. In Sec-
tion 5 the noise reduction stage of the algorithm is presented by enforcing spatial
consistency. Section 6 discusses our adaptation approach and in Section 7 exper-
imental results of our algorithm are compared to traditional techniques. Section
8 summarizes our approach and discusses future extensions of this work.

2 Overview of the Proposed Algorithm

We propose an automatic and robust background modeling based on multivari-
ate non-parametric kernel density estimation. The proposed method has three
major parts. In the training stage, parameters of the model are trained and es-
timated for each pixel, based on their values in the background training frames.
In the next stage, classification step, the probability that a pixel belongs to the
background in every frame is estimated using our bi-variate density estimation.
Then pixels are marked as background or foreground based on their probability
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Fig. 1. Our Proposed Background Modeling Algorithm

values. The final stage of our proposed algorithm removes those pixels that do
not belong to a true foreground region, but due to strong noise are selected as
foreground.

In Fig. 1, the proposed algorithm is presented. The automation is achieved
in the training stage, which uses the background model to train a single class
classifier based on the training set for each pixel. Also by using step 2.2., we
address the salt-and-pepper noise issue in the video.

3 Bi-variate Kernel Density Estimation

In [15], the probability density of a pixel being background is calculated by:

Pr(xt) =
1
N

N∑
i=1

d∏
j=1

1√
2πσ2

j

× exp

[
−1

2

(
xtj − xij

σj

)2
]

(1)

As mentioned in Section 2, the first step of the proposed algorithm is the
bivariate non-parametric kernel density estimation. The reason for using mul-
tivariate kernels is that our observations on the scatter plot of color and nor-
malized chrominance values, introduced in [15], show that these values are not
independent. The proposed density estimation can be achieved by:

Pr(xt) =
1
N

N∑
i=1

1√
(2π)2|Σ|exp

[
−1

2
(xt − xi)

T Σ−1 (xt − xi)
]

(2)

where x = [Cr, Cg], Cr = R
R+G+B and Cg = G

R+G+B .
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(a) Scatter Plot (b) Univariate (c) Bivariate (d) 3D illustration

Fig. 2. Red/Green chrominance scatter plot of an arbitrary pixel

In equation (2) xt is the chrominance vector of each pixel in frame number
t and xi is the chrominance vector of the corresponding pixel in frame i of
the background model. Also, Σ is the covariance matrix of the chrominance
components. As it is shown in [16], kernel bandwidths are not important if
the number of training samples reaches infinity. In this application, we have
limited samples for each pixel, so we need to automatically select a suitable kernel
bandwidth for each pixel. By using the the covariance matrix of the training data
for each pixel, bandwidths are automatically estimated.

In Fig. 2, the scatter plot of red and green chrominance values of an arbi-
trary pixel shows that these values are not completely independent, and follow
some patterns, as shown in Fig. 2(a). As expected the contours of simple tra-
ditional model are horizontal or vertical ellipses, while the proposed method
gives more accurate boundaries with ellipses in the direction of the scatter of
chrominance values.

Fig 2(c) shows the constant level contours of the estimated probability density
function using the multi-variate probability density estimation from equation
(2). In Fig. 2(d) a three dimensional illustration of the estimated probability
density function is shown. The only parameters that we have to estimate in our
framework are the probability threshold Th, to discriminate between foreground
and background pixels, and the covariance matrix Σ.

4 The Training Stage

As mentioned in Section 2, in order to make the background modeling technique
automatic, we need to select two parameters for each pixel: the covariance matrix
Σ in equation (2) and the threshold Th.

4.1 Automatic Selection of Σ

Theoretically, the summation in Equation (2) will converge to the actual un-
derlying bi-variate probability density function as the number of background
frames reaches infinity. Since in practical applications, one can not use infinite
number of background frames to estimate the probability, there is a need to find
a suitable value of Σ parameters for every pixel in the background model.

In order to find the suitable choice of Σ, for each pixel we first calculate
the deviation of successive chrominance values for all pixels in the background
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model. Then the covariance matrix of this population is used as the Σ value. As
a result the scene independent probability density of each chrominance value is
estimated. In the case of a multi-modal scatter plot, observations that do not
consider the successive deviations show global deviation not the local modes in
the scatter plot.

4.2 Automatic Selection of Threshold

In traditional methods, both parametric and non parametric, the same global
threshold for all pixels in the frame is selected, heuristically. The proposed
method automatically estimates local thresholds for every pixel in the scene.

In our application we used the training frames as our prior knowledge about
the background model. If we estimate the probability of each pixel in the back-
ground training data, these probabilities should be high. By estimating the
probability for each pixel in all of the background training frames we have a
fluctuating function shown in Fig. 3.

Fig. 3. Estimated probabilities of a pixel in the background training frame

We propose a probabilistic threshold training stage where we compute succes-
sive deviation of the estimated probabilities for each pixel in the training frames.
The probability density function of this population is a zero mean Gaussian dis-
tribution. Then we calculate the 95 percentile of this distribution and use it as
the threshold for that pixel.

5 Enforcing Spatial Consistency

Our observations show that if a pixel is selected as foreground due to strong noise,
it is unlikely that the neighboring pixels, both in time and space, are also affected
by this noise. To address this issue, instead of using the threshold directly on
the estimated probability of pixels in the current frame, we calculate the median
of probabilities of pixels in the 8-connected region surrounding current pixel.
Then the threshold is applied on the median probability, instead of the actual
one. Finally, a connected component analysis is used to remove the remaining
regions with a very small area.

6 Adaptation to Gradual and Sudden Changes in
Illumination

In the proposed method we use two different types of adaptation. To make the
system adaptable to gradual changes in illumination, we replace pixels in the
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oldest background frame with those pixels belonging to the current background
mask. To make the algorithm adaptable to sudden changes in the illumination,
we track the area of the detected foreground objects. Once we detect a sudden
change in their area, the detection part of the algorithm is suspended. Current
frames replace the background training frames, and based on the latest reliable
foreground mask, the foreground objects are detected.

Because the training stage of the algorithm is very time consuming the updat-
ing stage is is performed every few frames, depending on the rate of the changes
and the processing power.

7 Experimental Results

In this section, experimental results of our proposed method are presented and
compared to the existing methods.

Fig. 4 and Fig. 5 show frame number 380 of the ”jump” and 28 of ”rain” video
sequences, respectively. The sequence in Fig. 4(a) poses significant challenges
due to the moving tree branches, which makes the detection of true foreground
(the two persons) very difficult. Rain in Fig. 5(a) makes this task very difficult.
Results of [15] and the proposed method for these two video sequences are shown
in Fig. 4 and Fig. 5 (b) and (c), respectively.

Fig. 6 shows the performance of the proposed method on some challeng-
ing scenes. In Fig. 6(a) moving branches of trees as well as waving flags and
strips pose difficulties in detection of foreground. Fluctuation of illumination

(a) (b) (c)

Fig. 4. Foreground masks selected from frame number 380 of the ”jump” sequence:
(a) Frame number 380. (b) Foreground masks detected using [15] and (c) using our
proposed algorithm.

(a) (b) (c)

Fig. 5. Foreground masks selected from frame number 28 of the ”rain” sequence: (a)
Frame number 28. (b) Foreground masks detected using [15] and (c) using our proposed
algorithm.
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(a) (b) (c)

(d) (e) (f)

Fig. 6. Foreground masks selected from some difficult video scences using our proposed
algorithm

in Fig. 6(b) due to flickering of monitor and light make this task difficult and
waves and rain on the surface of water is challenging in Fig. 6(c). Results of
the proposed algorithm for these scenes are presented in Fig. 6(d), (e) and (f),
respectively.

The only time consuming part of the proposed algorithm is the training part,
which is performed every few frames and does not interfere with the detection
stage. Automatic selection of thresholds is another advantage of the proposed
method.

8 Conclusions and Future Work

In this paper we propose a fully automatic and robust technique for background
modeling and foreground detection based on multivariate non-parametric kernel
density estimation. In the training stage, the thresholds for the estimated prob-
ability of every pixel in the scene is automatically trained. In order to achieve
robustness and accurate foreground detection, we also propose a spatial consis-
tency processing step.

Further extensions of this work include using other features of the image
pixels, such as their HSV or L,a,b values. Also spatial and temporal consistency
can be achieved by incorporating the position of pixels and their time index as
additional features.
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Abstract. This paper presents a vision system which allows real-time recog-
nition of temporal swimming activities and the detection of drowning incident.
Operating with a set of techniques, the developed system focuses on two fun-
damental issues: i) way to analyze temporal behavior and ii) way to incorporate
expert knowledge. To perform the recognition of different behaviors, data fusion
and Hidden Markov Model (HMM) techniques are implemented. A polynomial
classifier is introduced to deal with noisy foreground descriptors caused by poor
resolution and sensory noise. It addresses the nonlinear interactions among differ-
ent dimensions of foreground descriptors while preserving the linear estimation
property. HMM is used to model the state transition process that yields a simple
and efficient probabilistic inference engine. This work reports the results of ex-
tensive on-site experiments carried out. The results demonstrate reasonably good
performance yielded, specifically, in terms of false alarm rates and detection of
genuine water crises.

1 Introduction

The ability to automatically detect and recognize different human behaviors from videos
is an important aspect of visual surveillance research. It enables high-level interpreta-
tion of events. Thus, occurrence of any undesirable incident could be detected effi-
ciently. However, the problem remains a challenge due to the complexity of high vari-
ability in human movement and limitation to produce accurate foreground silhouette.

1.1 Related Work of Behavior Recognition

Among existing works, rule-based approach [1]-[2] is a popular choice, due to its sim-
plicity for establishing a knowledge-based framework. A good example of rule-based
approach could be referred to the work by [1]. It comprises a high-level module that
operates on symbolic data and a set of heuristic rules. One advantage of the approach
is that it provides the flexibility where the reasoning module could be progressively im-
proved. Hence, this provides a simple yet convenient syntax for interfacing with expert
knowledge. However, one limitation is that information is not being efficiently utilized,
constrained by the simplicity of rules at each decision level.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 371–379, 2005.
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In contrast to rule-based technique, probabilistic graph models such as Hidden
Markov Models (HMMs) have also received enormous attention. For examples, in the
work by Yamato et. al. [3], HMMs were applied to model the state transition process of
feature vector sequences extracted from time sequential images. A similar work by Wil-
son and Bobick [4] used Parametric-HMMs to model gestures for representing different
human’s states. More recently, Oliver et. al. [5] applied Coupled-HMMs to model com-
plex patterns of human activities, taking into account the causal connections among
multiple temporal processes. One common limitation of the mentioned HMM-based
methods is that these methods provide little semantic information. Semantic informa-
tion is learnt indirectly through low-level features extracted from training sequences.

1.2 The Proposed Methodology

In this work, we emphasize the importance of modeling individual traits of behavior
by referring to expert knowledge. Therefore, we resort to a hybrid of top-down and
bottom-up framework, which comprises the incorporation of expert knowledge (high-
level semantic meanings) and temporal behavioral analysis based on low-level features.
With such objective, we propose a framework that comprises: a hierarchical representa-
tion of foreground descriptors, a data fusion module and a HMM modeling to describe
the state transition process of analyzed behaviors.

In the hierarchical representation, a set of low-level descriptors are firstly defined and
extracted from foreground silhouette. Intermediate-level descriptors that carry seman-
tic meanings of different swimming behaviors are derived based upon these low-level
descriptors. In the behavior recognition, the strength of data fusion is explored. A poly-
nomial regression classifier algorithm is proposed to explore the non-linear input-output
property among these descriptors. Lastly, the state transitions of various behaviors are
modeled using Hidden Markov Model.

This paper is outlined as follows. Section 2 describes a background subtraction tech-
nique for obtaining foreground silhouette. Section 3 details the proposed water crises
inference scheme. The hierarchical feature representation, data fusion mechanism and
hidden markov modeling of state transition process are described in the respective sub-
sections. Lastly, experimental results and concluding remarks are presented in Sec-
tions 4 and 5, respectively.

2 Foreground Silhouette Images

The first step involves a low-level module for generating foreground silhouette. Back-
ground subtraction proposed in our previous work [6] is applied. A brief summary of
the main steps are provided below.

It involves the effort of constructing a set of homogeneous background regions with
each of them can be statistically modeled using one single multivariate Gaussian distri-
bution. This is achieved by firstly dividing a sequence of background frames into n1×n2
non-overlapping square blocks, and applying k-means algorithm on pixels collected to
decompose each square block-(a, b) into homogeneous regions {R1

a,b, . . . ,R
c
a,b}. We

have shown in our previous work [6] that such modeling can facilitate an efficient spatial
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Fig. 1. Segmented foreground silhouettes of sample images with foreground targets demonstrat-
ing: normal swimming, treading and distress. Foreground targets are marked in black color.

searching scheme. This provides a better modeling of the dynamic property at aquatic
environment.

A matching of a pixel xs,t at position-(s, t) to a homogeneous region Rk
a,b is quanti-

fied by measuring a normalized distance. By thresholding on the difference image after
subtracting a current frame from the background model, foreground pixels are detected
as which correspond to large distance differences. Grouping of foreground pixels pro-
duces foreground silhouettes as presented in Figure 1.

3 Swimming and Water Crises Behaviors Modeling

The proposed framework of behavioral recognition comprises: a hierarchical represen-
tation of foreground descriptors, a data fusion step and a HMM modeling of the state
transition process. The following subsections describe each of these modules respec-
tively.

3.1 Swimmer Descriptors Extraction

Our approach of recognizing different behaviors in the context of swimming pool envi-
ronment is to firstly understand the common visual indicators used by the professional
lifeguarding community.

Drowning Research by Lifeguarding Community. In the drowning behavioral study
[7]-[8], it is summarized that there are two types of water crises: distress and drowning.
Both exhibit common visual indicators as follows:

1. There will be instinctive response with repetitive movements of extending the arm.
2. The body will be perpendicular (vertical up) in water with small movement in hori-

zontal and diagonal directions.
3. The period of struggling on water surface is in the range of 20 to 60 seconds. Such

rule of thumb is derived after referring to extensive real data obtained and validated
over a 21 year period at Orchard Beach, Bronx, New York [8].

A Hierarchical Representation of Descriptors. To incorporate expert knowledge as
highlighted above, a set of low-level descriptors is firstly formed from foreground sil-
houette map. They include: the centroid of segmented foreground, parameters of best-
fit-ellipse, and cumulative area of pixels covered by a swimmer and its color informa-
tion. These primitives contain important base information for higher level descriptors
to build on.
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Intermediate-level descriptors are defined to describe semantic meanings of motions
based upon the computed low-level descriptors. They include: i) Speed (vi): which is
defined as the rate of translational displacement; ii) Posture (pi): which is defined as a
swimmer’s dominant position. It is given by the principle axis’s angle of a constructed
best-fit ellipse enclosing the swimmer; iii) Submersion index (si): which is defined
as the difference between a swimmer’s current average saturation and the lowest value
since it is being tracked. A sinking swimmer usually exhibits a higher colour saturation;
iv) Activity index (Aci): which is defined as the ratio between the cumulative area of
pixels covered by the swimmer and the average area of the best-fit ellipse; v) Splash
index (Spi): which measures the number of splash pixels within a bounding box.

3.2 Data Fusion

Due to high variability in each class of behavior and inconsistency in foreground sil-
houette map, there exists high correlation among foreground descriptors extracted from
different behavioral classes. Figures 2 (a)-(b) shows scatter plots when considering any
two types of descriptors. Data of these plots is collected from videos containing swim-
mers demonstrating the actions: swimming, treading and simulated distress. To make
accurate decision based on these descriptors, we describe in the following a method of
data fusion to establish a nonlinear decision surface.

A Reduced Multivariate Polynomial. We consider a rth-order generalized reduced
multivariate polynomials (GRM) [9] to describe the nonlinear input-output relationship
as follows:

(GRM): ŷGRM = α0 +
r

j=1

αj+1(x1 + x2 + · · · + xp)j

+
r

w=1

r

j=w

(αT
j · xw)(x1 + x2 + · · · + xp)j−w , (1)

where x1 . . . xp denote the five defined descriptors (p = 5), xw 
= [xw

1 , x
w
2 , · · · , xw

p ]
and r ≥ 2. During training with m training data sets, a regularized solution is consid-
ered in the computation:

Θ = (XT X + bI)(−1)XT Y , (2)

where I is a (p × p) identity matrix, Y = [y1, . . . ,ym]T and X = [x1, . . . ,xm]T .
After training, the test output is computed based on: ŷtest = XΘ.

Figure 2 (c) shows the corresponding outputs of the developed GRM given by (1),
after obtaining Θ using (2) from the training sequences.

3.3 State Transition Modeling

Temporal information is another important aspect of behavior analysis. We make use
of the fact that there will not be possible of having rapid changes, alternating between
two or more states within a short duration. Thus, we formulate the problem to identify
the most likely state-transition process of a behavior within a local temporal window.
To address the problem, we explore HMM [3]-[5],[10] to provide a probabilistic frame-
work.
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Fig. 2. (a)-(b) Scatter plots when considering two descriptors. Data is collected from videos of
swimmers demonstrating: distress, treading and normal swimming. (c) Outputs of data fusion
step, {ŷi}. The true labeling for the three incidents are denoted as [ 1 0 0 ], [ 0 1 0 ] and [ 0 0 1 ],
respectively.

HMM Topology. The problem is formulated by considering a three discrete states of
HMM, i.e., S = {S1, S2, S3}, which describe the swimming, treading and distress
events, respectively. A state variable at time t is given by s(t) ∈ S. With the definition
of HMM model λ = (A,B, π), the problem is formulated to identify a state sequence
S = s(1), s(2), . . . , s(T ) so that the joint probability P (O,S|λ) is maximized:

S = argmax
{s(t)}T

t=1

P (O, s(1), . . . , s(T )|λ) . (3)

Definition of (A, B, π). Referring to Figure 2 (c), the distribution of {ŷi} for each
analyzed behavior could be reasonably modeled by one single multivariate distribution.
Therefore, the observation probabilities B = {bv} is statistically defined to be:

bv =
1

(2π)d/2|Σv|1/2
× exp − 1

2
(ŷi − μv)T Σ−1

v (ŷi − μv) . (4)

where Σv and μv is the covariance and mean of {ŷi} for each behavior class.
Meanwhile, the state transition probabilities are empirically determined to be:

a1,1 = 0.40 , a1,2 = 0.30− β , a1,3 = 0.30 + β ,
a2,1 = 0.30− β , a2,2 = 0.40 , a2,3 = 0.30 + β ,
a3,1 = 0.40 + 2β , a3,2 = 0.30− β , a3,3 = 0.30− β ,

(5)

where
∑

v au,v = 1 and β is a bias parameter imposed such that the state transition
process is more sensitive in detecting any possibly distress behaviors. In our experiment,
value of β is chosen in the range of 0.15 − 0.25. The initial probabilities of different
states are assigned to be π1 = π2 = π3 = 1/3.

4 Experimental Results

4.1 Water Crises Detection

We created video sequences of drowning, normal swimming and treading events for the
training process. From these sequences, an approximate number of 2000, 6000 and 6000
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Table 1. Comparison on average error rates of the respective classifiers based on a 10-fold vali-
dation process

%Errortrain %Errortest

GRM ≈ 8.20 ≈ 10.13
GRM+HMM(T = 8) ≈ 6.26 ≈ 8.49
GRM+HMM(T = 16) ≈ 5.00 ≈ 7.25
OWM ≈ 11.80 ≈ 13.55
OWM+HMM(T = 8) ≈ 10.71 ≈ 12.10
OWM+HMM(T = 16) ≈ 9.11 ≈ 10.98
FNN ≈ 9.24 ≈ 10.63
FNN+HMM(T = 8) ≈ 7.25 ≈ 8.82
FNN+HMM(T = 16) ≈ 6.60 ≈ 8.51

S2 S3 
S3 S3 S3 

S3 S3 S3 S3 S3 

S3 S3 S3 S3 S3 S3 

S2 S3 S3 S3 S3 

S3 S2 S2 
S3 S3 

S3 S3 S3 S3 S3 
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3 

Frame number

State
 label

300 500

1  

2  

3 
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State 
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(a) Distress (b) Unconscious drowning

Fig. 3. Correct detections of simulated distress and unconscious drowning. There are large
arm movement and small lateral body movement observed for victim of distress. For uncon-
scious drowning, the victim sinks down beneath water surface without much arm movement.
The corresponding state label s(t) of these sample frames are displayed with the annotation:
S1 = swimming , S2 = treading and S3 = distress .

sets of swimmer descriptors were extracted for the respective class. Realistic simulated
water distress was verified by lifeguard.

A 10-fold validation process has been performed. The testing involves selection of
90% of each class as Strain while the remaining as Stest, and this process is repeated
10 times with different combinations of {Strain , Stest}. Referring to Table 1, the de-
veloped GRM has consistently attained satisfactory and better classification compared
with a few commonly used classifiers e.g., optimal weighting method (OWM) [11] and
feedforward neural network (FNN) (see e.g., [12]). It shows smaller error rates for both
the training and test data sets. The reason that FNN has large classification error is due
to its convergence to local error solution. The incorporation of HMM module together
with data fusion has yielded further improvement. This is shown in the table with a
reduction of about 2% to 3% of error rate for temporal windows T = 8 and T = 16,
respectively.
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S2 S2 S2 S2 S2 

Fig. 4. Sample frames demonstrate correct detection of treading

In Figure 3, we show visual examples of correct detection of two water crisis situ-
ations: simulated distress and unconscious drowning. The system yields correct detec-
tion for almost all simulated genuine distress cases. We also observed that the developed
system has demonstrated promising results of detecting “treading” event despite the sig-
nificant overlapping between the swimmer’s descriptors of treading and distress classes.
Figure 4 shows one typical example of successful detection of treading behavior.

4.2 A Case Study of On-Site Trial

A case study of the on-site trial is performed by studying the performance of the devel-
oped system for a period of about 4 hours (≈ 58000 frames) within which there is no
drowning incident. Approximately 79000 sets of descriptors have been extracted within

Table 2. Numbers of alarm triggered at different intervals within a four-hours monitoring. The
high alarm rate observed within the frame interval of 4000 – 19999 is due to the practicing of life
saving technique by a group of children during a life-saving lesson.

Numbers of alarms triggered
Interval periods HMM (T = 8) HMM (T = 16)
000000 – 003999 0 0
004000 – 019999 16 10
020000 – 049999 7 0
050000 – 058000 5 4

Fig. 5. Different scenarios that trigger alarms during an on-site trial. The 3rd and 4th columns are
simulated distress cases demonstrated during an life-saving lesson.

Fig. 6. Detection of a scenario which looks similar to a distress case during a life-saving lesson
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these period at foreground detection rate of about 94% to 98%. The detection rate of
foreground silhouette is based on the results reported in our previous work [6].

The number of false alarms triggered in four different intervals are illustrated in Ta-
ble 2 for the HMM’s temporal window settings of T = 8 and T = 16, respectively. For
alarm triggering process, an accumulated score has been defined, which is increment
by “2” when a distress state (i.e., S3) is detected; otherwise, decrement by “1” until
reaching “0”. A empirical threshold of value “80” is used in the testing. That means an
alarm will be triggered after a continual detection of swimmer’s status in distress state
for 10 seconds at frame rate of 4 frame/second .

A higher alarm rate has been observed within the interval of 004000 − 019000
frames. It corresponds to a lifesaving lesson by a group of children with high swim-
ming activities in contrast to normal situation. Figure 5 shows situations where alarms
have been triggered. These have been mainly due to swimmers resting at pool border
and practicing life-saving technique during swimming lesson. However, few scenarios
which look similar to real water crises are detected as shown in Figure 6.

5 Conclusions and Future Work

We have presented in this paper a vision system that could detect early drowning symp-
tom from the onset of a water crisis, and demonstrated its operation when applying on
a public outdoor swimming pool. To approach the problem, we explored an approach
of modeling individual traits of behavior rather than relying on precise geometry and
temporal information.

A number of issues remain unexplored in this work, which will be considered in our
future work. In this work, the system is tested on “quite realistic” simulated distress
cases. A drowning incident may happen in a form which can be different from our
simulations. This poses the challenge on how the system will react to the recognition of
an event for which the system is not trained to. On the other hand, the complexity of the
behavior recognition may grow exponentially when dealing with crowded situation.
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Abstract. Background subtraction is the first step for video surveil-
lance. Existing methods almost all update their background models with
a constant learning rate, which makes them not adaptive to some com-
plex situations, e.g., crowded scenes or objects staying for a long time.
In this paper, a novel framework which integrates both positive and neg-
ative feedbacks to control the learning rate is proposed. The negative
feedback comes from background contextual analysis and the positive
feedback comes from the foreground region analysis. Two descriptors of
global contextual features are proposed and the visibility measures of
background regions are derived based on contextual descriptors. Spatial-
temporal features of the foreground regions are exploited. Fusing both
positive and negative feedbacks, suitable strategy of background updat-
ing for specified surveillance task can be implemented. Three strategies
for short-term, selective and long-term surveillance have been imple-
mented and tested. Improved results compared with conventional back-
ground subtraction have been obtained.

1 Introduction

Background subtraction is the first fundamental step for video surveillance [1].
With a fixed camera, a background model is then generated and updated to keep
the track of time-evolving background. The background model can be the mean
value of gray levels or colors of the pixel [2], the color distribution parameters [7,
6], or the statistics of principal features for the background [5].

Existing methods of background subtraction almost all use a constant learn-
ing rate to update their background models. There is a dilemma to select a
suitable learning rate. If a large learning rate is chosen, the system is prompt to
adapt to various background changes. However, it would be easy to be disturbed
by moving foreground objects. In addition, it would absorb the temporally sta-
tionary foreground objects into background very quickly. On the other hand,
If a small learning rate is chosen, the system would perform smoothly and de-
tect temporally motionless foreground objects for a longer time duration. But
it would be less adaptive to the real background changes, especially once-off
background changes.

In this paper, a new framework of integrating both positive and negative
feedbacks to control the learning rate for different situations is proposed. The

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 380–387, 2005.
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Fig. 1. The diagram of the proposed system

diagram is depicted in Figure 1. With the analysis of foreground regions ob-
tained from background subtraction, the spatial and temporal features of them
can provide positive feedback for background learning [3, 4]. However, positive
feedback might not be able to correct some types of errors caused by back-
ground subtraction, e.g., a ghost due to a previously stationary person moving
away. Negative feedback is introduced based on the contextual features of struc-
tural or homogeneous background regions, with which we can estimate whether
the background parts are visible or not. Such global features are not related
to the errors caused by background subtraction, and are stable and less af-
fected by background changes. Fusing the positive and negative feedbacks, we
can recognize the foreground regions as ghosts, noise, deposited objects, mov-
ing and stationary targets. For different surveillance tasks, different strategies
of background updating can be applied. In this research, three strategies are
implemented with both the positive and negative feedbacks.

The rest of the paper is organized as follows. Contextual descriptors for region
of interest (ROI) in the background are defined and the visibility measures for
different ROIs are derived in Section 2. Section 3 briefly describes a previous
method for foreground region analysis. Section 4 has some experimental results,
and conclusions and discussions are presented in Section 5.

2 Background Contextual Analysis

In natural scenes for video surveillance, the activities of foreground objects usu-
ally just happen in some areas (ROIs) of the scenes, e.g., persons walking on
the ground surface, standing in front of a table. Therefore, whether those back-
ground parts are visible or not can be used to control the background updating.
Global contextual features of the ROIs are used for such purpose.

2.1 Contextual Descriptors

Different ROIs of background may have different features. Some regions manifest
significant structural features, while others may have homogeneous color distri-
butions. In this paper, we employ Orientation Histogram Representation (OHR)
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to describe the structural features in a region and Principal Color Representation
(PCR) to describe the distribution of dominant colors.

Let Ri
bk be a ROI of an empty scene, and more, G(x) be the gradient image

and O(x) be the orientation image of the empty scene. Let us quantize the orien-
tation values into 12 bins each corresponding to 30◦, the orientation histogram
for Ri

bk can be generated as

Hi(k) =
∑

x∈Ri
bk

B(G(x))δk(O(x)) (1)

where B() is a thresholding function and δk() is a delta function defined as

δk(O(x)) =
{

1, if k ≤ O(x)/30◦ < k + 1
0, otherwise (2)

The OHR is less sensitive to illumination changes.
By scanning the region Ri

bk pixel by pixel, a table for the PCR of the region
can be obtained as

Ti = {pi, {Ek
i = (ck

i , p
k
i )}Ni

k=1} (3)
where pi is the area of the region Ri

bk, ck
i is the k-th most significant color of

Ri
bk and pk

i is its significance. The significance is computed by

pk
i =

∑
x∈Ri

bk

δ(It(x), ck
i ) (4)

δ(c1, c2) is a delta function. It equals to 1 when the color distance d(c1, c2) is
smaller than a small threshold ε, otherwise, it is 0. The color distance is

d(c1, c2) = 1− 2 < c1, c2 >

‖c1‖2 + ‖c2‖2 (5)

where < ·, · > denotes the dot product [5]. The principal color components Ek
i

are sorted in descendent order according to their significance measures pk
i . The

first Ni components which satisfies
∑Ni

k=0 p
k
i ≥ 0.95pi are used as the PCR of the

region Ri
bk, which means the principal colors in the table cover more than 95%

colors from the region Ri
bk. The Principal Color Representation (PCR) is efficient

to describe large homogeneous regions, e.g., ground surfaces in the scene.
The descriptors of the global contextual features for ROIs are built off-line

in advance. For some ROIs, both descriptors can be used, while for some other
ROIs, just one of them is used.

2.2 Visibility Evaluation

We classify the ROIs into two types: strong structural regions (type-1) and large
homogeneous regions (type-2). A type-1 region can be the image of a facility
which may be occluded when it is occupied, e.g., a chair or a counter table.
Both OHR and PCR descriptors are used for a type-1 region. A type-2 region
is a large homogeneous background region, such as the ground or wall surface.
Usually parts would be occluded when there are foreground objects in the region.
Only PCR descriptor is used for a type-2 region.
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Visibility for Type-1 ROI
A type-1 ROI usually has just two states: occluded or not. The visibility of it
is evaluated on the whole region. Let Ri

b1 be one of such ROIs, Hi
b1 and T i

b1 =
{pb,i, {Ek

b,i = (ck
b,i, p

k
b,i)}Nb,i

k=1} are the contextual descriptors of it, and Hi
t and

T i
t = {pt,i, {En

t,i = (cn
t,i, p

n
t,i)}Nt,i

n=1} are the OHR and PCR of the corresponding
region in the current frame It(x). If the region Ri

b1 is not occluded at time t,
both OHRs and PCRs are similar.

The visibility of Ri
b1 according to OHRs can be defined as the similarity of

the two orientation histograms (Hi
b1 and Hi

t). This measure is defined as

v1i,t
b1 =

2 < Hi
b1, H

i
t >

‖Hi
b1‖2 + ‖Hi

t‖2
(6)

Obviously, if the background region Ri
b1 is visible at time t, the orientation

histograms Hi
b1 and Hi

t are similar, so that the visibility value v1i,t
b1 is close to

1, otherwise, it is close to 0.
The visibility of Ri

b1 based on PCR can be defined as the likelihood of observ-
ing the background region at time t according to its original PCR T i

b1. According
to Bayesian law, the likelihood can be computed as

v2i,t
b1 = P (T i

t |T i
b1) =

Nb,i∑
k=1

P (T i
t |Ek

b,i)P (Ek
b,i|T i

b1) (7)

The 2nd term in the right is the weight of the principal color ck
b,i for the ROI

Ri
b1. It is evaluated as P (Ek

b,i|T i
b1) = pk

b,i/pb,i. The 1st term is the likelihood of
observing the original appearance of Ri

b1 in the current frame according to the
corresponding principal color ck

b,i. It is evaluated from the PCRs of original and
current appearances as

P (T i
t |Ek

b,i) =
1
pk

b,i

min

⎧⎨⎩pk
b,i,

Nt,i∑
n=1

δ(ck
b,i, c

n
t,i)p

n
t,i

⎫⎬⎭ (8)

Now, the visibility measure based on PCRs can be computed as

v2i,t
b1 =

1
pb,i

Nb,i∑
k=1

min

⎧⎨⎩pk
b,i,

Nt,i∑
n=1

δ(ck
b,i, c

n
t,i)p

n
t,i

⎫⎬⎭ (9)

Combining the two visibility measures based on OHR and PCR, the visibility
of the ROI in the current frame is defined as

vi,t
b1 = w1v1

i,t
b1 + w2v2

i,t
b1 (10)

where w1 ∈ [0, 1] and w2 = 1 − w1 are weights for the OHR and PCR. w1 is
selected empirically. To be robust to various variations in the image sequence, a
smooth filter is applied to the visibility measure as

v̄i,t
b1 = (1− β)v̄i,t−1

b1 + βvi,t
b1 (11)

Here, β = 0.2 is chosen.
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Visibility for Type-2 ROI
The type-2 ROIs are usually large homogeneous background regions with less
or inconstant structural features, like ground or wall surfaces. Hence, just PCR
descriptor is employed for them. To be robust to illumination changes, a few
snapshots of the empty scene in different illumination conditions are captured
for contextual modelling. Since a type-2 ROI is a large background region and
usually parts of it are occluded when there are foreground objects in the scene,
the visibility of it is evaluated pixel-by-pixel according to the local features.

Let Ri,j
b2 be the i-th type-2 ROI from the j-th snapshot and T i,j

b2 = {pi,j , {Ek
i,j

= (ck
i,j , p

k
i,j)}Ni,j

k=1} be the corresponding PCR descriptor. During the running, the
visibility measures of the pixels in the ROI are evaluated with respect to each
snapshot and the best ones are selected. Let c(x) = It(x) is the color of the pixel
x in the ROI from the current frame. The likelihood of observing c(x) according
to the ROI’s j-th snapshot can be estimated as

P (c(x)|Ri,j
b2 ) =

1
pi,j

Ni,j∑
k=1

δ(c(x), ck
i,j )p

k
i,j (12)

Since a type-2 ROI is a large homogeneous region, the visibility of each pixel is
defined on its local neighborhood, i.e.,

vi,j,t
b2 (x) =

1
|Wx|

∑
s∈Wx

P (c(s)|Ri,j
b2 ) (13)

where Wx is a small window centered at x and |Wx| is the size of it. Obviously,
the visibility value vi,j,t

b2 (x) is within [0, 1] and the larger the value is, the greater
the possibility of the pixel belonging to the background according to the j-
th snapshot. Hence, the visibility of the whole region compared to the j-th
snapshot is defined as vi,j,t

b2 =
∑

x∈Ri,j
b2

vi,j,t
b2 (x). The best estimation over all

the snapshots can be obtained as j∗ = argmaxj{vi,j,t
b2 } and the corresponding

visibility measures for each pixel in the region at time t is determined as vi,t
b2 (x) =

vi,j∗,t
b2 (x). Again, a smooth filter is applied like Equ. (11), that is

v̄i,t
b2 (x) = (1− β)v̄i,t−1

b2 (x) + βvi,t
b2 (x) (14)

A Mask of Visible Background
From the visibility measures of type-1 and type-2 ROIs, a mask of visible back-
ground parts, or Vt(x), can be obtained. For a type-1 region Ri

b1, if the visibility
measure v̄i,t

b1 is larger than a threhold Tb1, all the pixels of the region are labelled
as “0” denoting “visible”, otherwise, all of them are marked as “1” indicating
“occluded”. For each pixel in type-2 region Ri

b2, if its visibility measure v̄i,t
b2 (x)

is larger than a threshold Tb2, it is labelled as “0”, otherwise, it is marked as
“1”. For the other parts of the image which do not belong to any ROIs, they are
labelled as “0”.
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3 Foreground Region Analysis

Desired foregrounds are those of target objects, while the false positives are usu-
ally the non-interested objects or un-related changes according to the purpose of
surveillance. Features from the foreground regions can provide information about
whether the detected positive is desired. As in [4], both motion and shape features
of the detected foreground regions are exploited to select desirable positives. For
each stationary foreground region, a shape feature vector is generated according
to the translation- and scale-invariant moments. Then a measure to describe the
similarity to the target objects is computed. To control background updating, we
are only interested in whether the foreground region is associated with a target
object. If it does not look like any interested object, it might be a false positive.

4 Experiments

Fusing the information from background contextual interpretation and fore-
ground region analysis, the detected changes at time t can be classified as four
categories: moving object, stationary target, stationary non-interested objects,
and ghosts. A ghost is a detected region with more than 90% parts belong-
ing to the visible background. It may be caused by removing of an object that
previously existed in the background or sudden change of lighting conditions.

With the recognition of the detected changes, various strategies can be im-
plemented for different surveillance tasks. In this paper, three strategies for dif-
ferent surveillance purposes are implemented and tested. The images displayed
in each row of the figure are arranged as the same format. From left to right, the
images are: the frame, the background reference images maintained with con-
trolled learned rate and constant learning rate, the segmented foreground image
with controlled learning rate and constant learning rate, and the mask image of
visibility for ROIs according to background contextual interpretation.

Short-Term Surveillance
The short-term surveillance is just interested in moving foreground objects, e.g.,
walking persons or running vehicles. Such system has a wide application for
intruder detection in commercial buildings and forbidden zones. In this case, it
is desirable to treat all stationary objects as parts of the background.

The test scene is taken from entrance of an official building. Only the type-
2 contextual model for the ground surface in the hall was employed. The 1st
row of Figure 2 shows a sample from the test, where the guarder in the left
had stayed there for 1294 frames and the chair had placed there for 78 frames.
From the images, it can be seen that three moving target objects were detected
correctly while no false positive targets was detected with controlled learning
rate. However, with constant learning rate, we still detected five target objects,
among them two are not interested.

Selective Surveillance
In this case, the purpose of surveillance is to detect and track the target objects
as long as possible but not be interested in other objects.



386 L. Li et al.

Fig. 2. Examples of tests for different surveillance tasks. From upper to lower are for
short-term, selective, and long-term surveillance.

The test sequence comes from the open test database CAVIAR. It is the
scene of a corridor in a shopping center. In this scenario, one person went into
a shop and the other waited for him outside. The 2nd row of Figure 2 shows
the results when the person had stood motionless for 374 frames. Part of his
body had been learned as background with constant learning rate. With the
controlled learning rate according to the contextual model of ground surface,
the background updating was almost stopped when the person was standing
there. Hence, the occluded part in the background reference image was clear
and the person was detected with a good shape.

Long-Term Surveillance
In long-term surveillance, any foreground object that does not belong to the
original background should be detected and tracked as long as it stays in the
scene. So that the background updating should be stopped for any foreground
objects.

The scene tested for long-term surveillance is a corridor of a public building
in which there is a copy machine available for public to use. For this scene, one
contextual models of type-1 ROIs were used for the copy machine, and a con-
textual model of type-2 ROI is employed for the carpet. In frame 729, a person
was using the machine. He placed his bag beside him. In frame 1346 as shown in
the 3rd row of Figure 2, another person took the bag away when its owner was
concentrating on copying. It can be seen that the person and his bag had been
absorbed into background with constant learning rate, whereas with the con-
trolled learning rate according to the negative feedback based on the contextual
interpretation, the person and his bag could still be detected completely.

5 Conclusions

In this paper, a novel framework of integrating both positive and negative feed-
backs to control the background learning rate for adaptive background subtrac-
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tion is proposed. Two descriptors of contextual features for background regions
are proposed. Visibility measures for two types of ROIs of background are then
derived. With the both background contextual interpretation and foreground re-
gion analysis, different strategies of adaptive background updating for different
purposes of surveillance are implemented and tested. Experiments show that
improved results of foreground segmentation can be obtained compared with
background subtraction with constant learning rate.
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Abstract. We present a vectorial self dual morphological filter. Con-
trary to many methods, our approach does not require the use of an
ordering on vectors. It relies on the minimization of the total variation
with L1 norm as data fidelity on each channel. We further constraint
this minimization in order not to create new values. It is shown that this
minimization yields a self-dual and contrast invariant filter. Although the
above minimization is not a convex problem, we propose an algorithm
which computes a global minimizer. This algorithm relies on minimum
cost cut-based optimizations.

1 Introduction

One of the main issue for mathematical morphology is its extension to the vecto-
rial case. The difficulty arises because a total order between elements is required
using the classical approach of lattice theory [20]. However, such orders are re-
quired for technical reasons and not semantical purposes. Thus it is essential
to propose a vectorial extension without such orders. Extensions of the lattice
theory approach to the vectorial case have been tackled using vector ranking
concepts [10, 21]. In this paper, we propose a new, self dual morphological filter
for vectorial images, based on total variation minimization. Our approach does
not require any order relation between vectors.

A lot of work has been devoted to the design of morphological operators for
color images as a specific case of vectorial images. Main approaches consist in
choosing a suitable color space representation and defining an ordering relation-
ship [8, 13, 19]. In [5], Chambolle proposes a definition for contrast invariance of
operators on colors. This definition is considered by Caselles et al. in [4] who
present a morphological operator on color images.

Vector median filters are another approach for vector filtering, originally in-
troduced by Astola et al. in [1]. The process consists of replacing the pixel value
by the median of the pixels contained in a window around it. The median is
defined as the value that minimizes the L1-norm between all pixels in a win-
dow. This method has been used specially for noise filtering [14, 15, 16]. In [4],
Caselles et al. connect vector median filters, morphological operators and partial

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 388–395, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



A Vectorial Self-dual Morphological Filter 389

differential equations. They consider a lexicographic order to obtain these con-
nections. Complementary results on these links for the scalar case can be found
in [11].

In [6], the author deals with the scalar case and shows that minimization of
the total variation (TV) under the L1-norm as data fidelity yields a morpholog-
ical filter. This model will be referred to as L1 + TV . Assume that an observed
image v is defined on Ω and takes values in IR. For sake of clarity, we assume
here that Ω is a rectangle of IR2 although all the results presented in the paper
apply for any convex set in any dimension. The energy associated to the model
L1 + TV is expressed as follows:

E(u) =
∫

Ω

|u(x)− v(x)|dx + β

∫
Ω

|∇u| , (1)

where the last term is the TV of u weighted by a non-negative coefficient β. Note
that the gradient is taken in the distributional sense. An efficient algorithm is
proposed in [7] to perform an exact minimization of (1), i.e, it provides a global
minimizer. In [2], Blomgren et al. propose some extensions of the total variation
definition to the vectorial case. They study them for image restoration purposes.
However, no relation with mathematical morphology is introduced.

The contributions of this paper are the following. We propose a morpho-
logical filter based on the minimization of TV. Contrary to many previous ap-
proaches, our method does not require any order relationship between vectors.
Our approach relies on extending the energy (1) to the vectorial case by simply
applying the L1 + TV model on each channel. We further constrain the energy
such that no new value is created. We show that this filter is a morphological
one. Contrary to the minimization of (1), the problem is not anymore convex.
We thus propose an algorithm which provides an exact minimizer for this new
non-convex functional. This algorithm relies on minimum-cost cut ones. To our
knowledge, these results are new.

The structure of the paper is as follows. Section 2 is dedicated to the pre-
sentation of the proposed approach for the design of our vectorial morphological
filter. We present an algorithm to perform the minimization in Section 3, along
with some results.

2 Vectorial Mathematical Morphology

In this section we briefly review the L1 + TV model. Then we show how to
generalize the approach to the vectorial case. We define a continous change of
contrast as follows [12]: any continuous non-decreasing function on IR is called
a continuous change of contrast. The following theorem is proved in [6] and in
appendix A.

Theorem 1. Let v be an observed image and g be a continuous change of con-
trast. Assume u to be a global minimizer of Ev(·). Then g(u) is a global minimizer
of Eg(v)(·). Besides, −u minimizes E−v(·).
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We now deal with the vectorial case. From now on, we consider vectorial im-
ages, u = (u1, ...uN), defined on Ω which take values into IRN . We define the
L1-norm ‖u‖L1 for a vectorial image u as the sum of L1-norms on each channel,

i.e: ‖u‖L1 =
∑N

i=1

∫
Ω
|ui(x)|dx. We extend the total variation

→
tv(u) of a vec-

torial image u in the same way, i.e:
−→
tv(u) =

∑N
i=1

∫
Ω
|∇ui|. A straightforward

extension of the scalar model L1 + TV to the vectorial case consists in applying
independently L1 + TV on each channel, i.e:

E(u) = ‖u− v‖1 + β
−→
tv(u) . (2)

However, it is easily seen that if no constraint is added, minimization of this
energy yields a minimizer which has new vectorial values. Consequently it breaks
the morphological property. Thus we add a constraint to ensure that a global
minimizer does not have new values. Let us denote by C the set of all vectorial
values appearing in the observed image v. Our goal is to find a global minimizer
of the following problem:

(P)

⎧⎨⎩arginf
u

‖u− v‖1 + β
−→
tv(u)

s. t. ∀x ∈ Ω u(x) ∈ C
As one can see, our extension to the vectorial case reduces to the classical

L1+TV model when images are scalar. We now give our definition for a vectorial
change of contrast.

Definition 1. Any continuous function g : IRN �→ IRN is called a vectorial
continous change of contrast if and only of its restriction to any canonic axis is
a continuous change of contrast.

Then it is easily seen that problem (P ) defines a morphological filter according
to our vectorial change of contrast definition (1).

Note that although minimization of the scalar model L1 + TV defined by
equation (1) is a convex problem, it is no longer the case for problem (P ). Indeed,
the objective function is still convex, but the constraint is not. An algorithm for
computing an exact solution of the non-convex problem (P ) is given in the next
section.

3 Minimization Algorithm and Results

In this section, we present an algorithm which computes a global optimizer for
a discrete version of problem (P ) along with some results. In the following we
assume that images are defined on a discrete lattice S and take values in C. We
denote by us the value taken by the image u at the site s ∈ S. Two neighboring
sites s and t are denoted s ∼ t. The discrete version of energy (2) is thus as
follows:

E(u) =
N∑

i=1

∑
s

|ui
s − vi

s|+ β
∑
(s∼t)

|ui
s − ui

t| .

Now we present our algorithm for optimizing energy E.
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Start with a labeling u such that ∀s us ∈ C
do

success ← false
forall α ∈ C

u′ = argmin
û

E(û) where û is an α−expansion of u

if E(u′) < E(u)
u ← u′

success ← true
while success �= false

Fig. 1. Pseudo-code for our minimization algorithm

3.1 Minimimum Cost Cut Based Minimization

Our algorithm relies on the α-expansion moves algorithm proposed by Boykov et
al. in [3]. An α-expansion move from a current labeling is defined as follows:
given a value α, every pixel can either keep its current value or take α. We are
interested in finding the optimal α-expansion move from a current labeling which
minimizes the energy. Originally, this method is devoted to the approximation
of non-convex Markovian energy [3].

In order to solve problem (P ), we iterate optimal α-expansion moves. At
each iteration we perform an optimal α-expansion move where α belongs to the
set of observed values C. The traversal on C stops when no α-expansion can
furthermore decrease the energy. This algorithm is presented in Figure 1. We
now prove, in the following proposition, that this algorithm provides a global
minimizer for the non-convex problem (P ).

Theorem 1. Let u be an image such that

E(u) > inf
u′

E(u′) .

Then, there exists uα which is within one α−expansion move of u, such that

E(u) > E(uα) .

Proof: Before giving to the proof, we recall that for a one dimensional discrete
convex function f : ZZ �→ IR, the following inequality holds [17] :

∀x∀y∀d | (y ≥ x)∧ (0 ≤ d ≤ (y− x)), f(x) + f(y) ≥ f(x+ d) + f(y− d) . (3)

Let û be a global minimizer of E, i.e., E(û) = infu′ E(u′) Given a value α ∈ C,
we define an image δ as follows:

∀s δs =

⎧⎨⎩α− us if α ∈ �us, ûs� or α ∈ �ûs, us� ,

0 else.
(4)
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• We first prove the following inequality:

E(u) + E(û) ≥ E(u + δ) + E(û− δ) . (5)

We show it for the data fidelity and regularisation terms independently.
- Data fidelity terms: Since the absolute value is a convex function, we have the
following inequality (obtained using equation (3)) for all data fidelity terms:

|us − vs|+ |ûs − vs| ≥ |us + δs − vs|+ |ûs − δs − vs| .
This concludes the proof for the first case.
- A priori terms: Let Xst = us−ut, Yxt = ûs− ût and Dst = δs−δt. Assume that
Xst ≤ Yst. Thus we have by definition of δ (equation (4)), Xst ≤ Xst+Dst ≤ Yst.
Applying inequality (3) we have the desired results. The case Xst > Yst is similar
to this one.
• Let us denote by M the set of global minimizers of E(·). Let us define the
norm ‖u‖1 on an image u as ‖u‖1 =

∑
s |us|. Let us define u� as follows:

u� = argmin
u′∈M

‖u′ − u‖1 . (6)

From equation (5), we have E(u) − E(u + δ) ≥ E(û − δ) − E(û) ≥ 0, since
û is a global minimizer. If the inequality is strict then the proof is finished. If
this is not the case then we have E(û − δ) = E(û). However, it is easy to show
that ‖u + δ − û‖1 < ‖u − û‖1. This is in contradiction with the definition of û
(equation (4)). This concludes the proof. �

We use a minimum cost cut technique to find the optimal α−expansion move
that must be done in order to decrease the energy [3]. This minimum cost cut is
computed on a weighted graph corresponding to the energy associated with an
α−expansion.

3.2 Results

We present some results on color images. Since, in this paper, we focus on demon-
strating the effectiveness of our filter, we applied our model to the RGB space.
We are aware that many other color spaces are available [18] and we are cur-
rently studying more suitable spaces. Figure 2 presents some results on the
image hand. We note that the higher the coefficient β, the more the image is
simplified. Details of the texture are removed while the geometry is kept. More-
over, the colors of the background of the hand do not merge. Finally, the color
of the ring is well preserved. This result gives a very good initialization for
a segmentation process. In [22], the authors perform the minimization of the
L1 + TV model in order to decompose the image into two parts: the first one
contains the geometry while the second one contains the textures. Figure 2 de-
picts the result of such a decomposition using our filter. We performed a change
of contrast on gray levels to enhance the content of the textured image. Note
how fine the decomposition is. Color version of these images are available at
http://perso.enst.fr/∼darbon/papers/isvc05.
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Original image β = 1.1

β = 1.7 β = 2.5

β = 3.5 Difference

Fig. 2. Minimizers of problem (P ) for different regularization coefficients for the image
hand. The last image difference is the difference between the original image and the one
for β = 3.5 (Note that we applied a change of contrast on the gray levels to enhance
the colors).
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4 Conclusion

In this paper we have proposed a new morphological filter for vectorial images.
The main feature of this filter is that it does not involve any ordering between
elements. We have also presented an algorithm to perform the filtering. Many
opportunities for future work are considered. First, a faster algorithm is cur-
rently under investigation. The special case of color images must be handled by
applying this filter on color spaces other than RGB [18], such as Lab. All these
extensions will be presented in a forthcoming paper.
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his careful proofreadings and comments of this paper.
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A Proof of Theorem 1

We first introduce the notion of level sets of an image and give two lemma.
Definition 1. The lower level sets of an image u, referred to as uλ are defined
as follows:

uλ(x) = 1lu(x)≤λ .

Before we give the proof of Theorem 1, we give a lemma proved in [11], which
stipulates that after a continuous change of contrast g, the level sets of an im-
age g(v) are some level sets of the image v.
Lemma 1. Assume g to be a continuous change of contrast and u an image
defined on Ω. The following holds: ∀λ∃μ (g(u))λ = uμ.

Lemma 2. Let us denote χA the characteristic function of the set A. The energy
Ev(u) rewrites as follows for almost all λ: Ev(u) =

∫
IR Eλ

v (uλ, vλ)dλ , where

Eλ
v (uλ, vλ) =

∫
Ω

(
β |∇χuλ |+ ∣∣uλ(x) − vλ(x)

∣∣ dx) .

Proof: The fidelity term rewrites as follows: |u(x)− v(x)| =
∫
IR

∣∣uλ(x)−
vλ(x)

∣∣ dλ . The co-area formula [9] states that for any function which belongs to
the space of functions of bounded variation, we have:

∫
Ω |∇u| = ∫IR ∫Ω |∇χuλ | dλ,

for almost all λ. This concludes the proof of this lemma. �
Proof of theorem 1: First, we show that L1+TV is invariant with respect to
any change of contrast. It is sufficient to prove that for any level λ, a minimizer
for g(v)λ is g(u)λ. Using lemma 1, there exists μ such that vμ = g(v)λ. A min-
imizer of Eμ

v (·, vμ) is uμ. Thus, uμ is a minimizer of Eμ
v (·, g(v)λ). And we have

uμ = g(u)λ. Self dual invariance is easily obtained. It is enough to note that∫
Ω
|∇u| = ∫

Ω
|∇(−u)| and that

∫
Ω
|u(x) − v(x)|dx =

∫
Ω
|(−u(x))− (−v(x))|dx.

The conclusion is straightforward. �
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Abstract. Point spread function (PSF) estimation, an essential part for image 
restoration, has no accurate estimation algorithm at present. Based on the 
wavelet theory, a new Gaussian PSF accurate estimation algorithm is put 
forward in this paper. Firstly, the blurred images are smoothed, and their noise 
is reduced. Secondly, wavelet with varied scales is transformed, after which the 
local maxima of the modulus of the wavelet are computed respectively. Thirdly, 
on the basis of the relation deduced in this paper among the local maxima of the 
modulus of the wavelet at different scales, Lipschitz exponent and variance, the 
variance of a Gaussian PSF is computed. The experimental result shows that the 
proposed algorithm has an accuracy rate as high as 95%, and is of great 
application value. 

1   Introduction 

In the process of the image generation and transmission, images are degraded by 
some adverse factors, for example, the relative movement of the camera, defocusing, 
the torrent of the atmosphere as well as noise [1-2] etc. Such degradation can be 
commonly represented by a linear model of the form: 

( , )

( , ) ( , ) ( , ) ( , ) ( , ) ( , )
m n

g x y f x y h x y f n m h x n y m n x y= ∗ = − − +
 

(1) 

Where g(x,y), f(x,y), h(x,y) and n(x,y) denotes respectively the degraded  image, the 
true image,  the point-spread   function (PSF), and additive noise. The process of the 
image restoration is estimating the true image from the observed image. The 
conventional algorithms, such as inverse filtering and Wiener filters, etc. require a 
priori knowledge of the PSF. However, in actual applications, the PSF of the 
degraded image is unknown. Therefore the true image has to be estimated from the 
degraded image due to the few (or no) priori knowledge of PSF and the original 
image [1]. This is called blind image restoration. At present, representative algorithms 
of the blind image restoration include maximum entropy algorithm, zero-sheet 
separation algorithm, simulated annealing algorithm, the expectation-maximization 
(EM) algorithm, the ARMA parametric algorithm, and the iterative blind 
deconvolution (IBD) algorithm, etc [1-2]. But the solution to the algorithm may not 
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be unique and the deconvolution is often ill-posed due to the lack of sufficient 
information and the existence of the additive noise. Therefore, the PSF estimation is 
of vital importance in image restoration. However, a precise estimation method has 
not yet been found. Because the PSF of a defocused system can be approximated in a 
Gauss function, an intensive study on the estimation of the Gauss PSF was 
undertaken. The typical Gaussian PSF is as follow: 

2 2 2( ) 21
( , )

2
blx y

bl

PSF x y e σ

πσ
− +=  (2) 

With bl is the variance of the Gaussian function, which is called the smoothing factor. 
The blurred image contains some information of the imaging system, such as the 

sharpness of the edge has close relationship with defocus of system and the depth of 
the 3-dimensional object[3-4], so Elder has provided an estimating algorithm of the 
Gaussian PSF based on the sharpness of the image edge [4-6] and achieved preferable 
experimental result. However, due to the lack of mathematic foundation, the accuracy 
of the algorithm is not high. 

The sharpness of the edge can be measured by the Lipschitz exponent in the 
mathematic analysis. The exponent is bigger, the edge is smoother. In addition, 
according to wavelet theory, the Lipschitz exponent can be calculated by the 
maximum modulus of the wavelet transform. So based on the relationship of the 
Lipschitz exponent and the maximum of the wavelet transformation, we deduce, at 
the different scales, the mathematical relationship between the variance of the 
Gaussian function, Lipschitz exponent and modulus maximum of the wavelet 
transform. Applying the relationship, we can compute the variance of the Gaussian 
function in theory. But in practice, the precision is about the 95%. 

2   Principles 

2.1   Lipschitz Exponent 

The wavelet transform has the characteristic of the multiresolution and can describe 
the local features the signal both in the time and frequency domain, so it can get the 
detail of the signal at the different scales [7,8]. From the view of the signal 
processing, the wavelet can recognize the singularity in the signal. In mathematics 
theory, the singularity of the signal as the sharp variation of the signal can be 
expressed precisely by the Lipschitz exponent. The definition is: assuming that 
around t0 the function x(t) has the following characteristics: 

0 0( ) ( ) , 1, ( )nx t h p t h A h n a n n z
α+ − + ≤ < < + ∈  (3) 

Where h is a increment small enough, pn(t)is the nth polynomial equation at x(t0), so 
we call the Lipschitz exponent of the x(t0) in the t0 is α . Actually, pn(t) is the Taylor 
series’ first n terms of the x(t) in the t0.  

2 1
0 1 2 2

1

( ) ( ) ( )

( ) ( )

n n
n

n
n

x t x t a h a h a h a h O h

p t O h

+

+

= + + + + + +

= +

K
 (4) 
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Apparently, α is not always equal to n+1; it must be greater than n, but it may be 
smaller than n+1. For example:  

5.2
5.2

2
2210 .....)()( hahahahatxtx +++++=  (5) 

In the t0, there is: 35.22 <=< α , so 1+≤< nan . This demonstrates that, the 
Lipschitz exponent has the following features: if ( )x t  is n times differentiable, but it 

is not continuity, that is n+1 times undifferentiable, so 1+≤< nan ; if the Lipschitz 

exponent of the x(t) is α , the Lipschitz exponent of the ( )x t dt is 1+α , that is after 

each integral the Lipschitz exponent will add 1. For example, a signal that is 
differentiable once, has Lipschitz exponent 1, a step function has Lipschitz 0 and a 
dirac impulse Lipschitz -1. 
    Generally speaking, the function’s Lipschitz exponent presents the greatness of that 
point’s singularity, α is bigger, the point is smoother. In the next chapter we will 
discuss the relationship at one point between the Lipschitz exponent and modulus 
maximum of the wavelet transform.  

2.2   Relationship Between Lipschitz Exponent and Modulus Maximum of the 
Wavelet Transform 

Assuming the wavelet function (t) is continuously differentiable and has a decay at 

infinity that is
2

1
( )
1

O
t+

. Mallat proved that when t is over [a,b], if the wavelet 

transform of the f(t) satisfied [7]: 

αKstfWs ≤)(  (6) 

that is: 

sKtWsf loglog)(log α+≤  (7) 

Where K is a constant, s is the scale of the wavelet transformation, so the Lipschitz 
exponent of f(t) is α over [a,b]. In the equation (7), slogα  connects scale s and 

Lipschitz exponent, and it also implies the diversification of scale s. When 0>α , the 
maximum of the wavelet transform will increase with the augment of scale s; when 

0<α , the maximum of the wavelet transform will decrease with the augment of 
scale s; when 0=α , the maximum will not change with the alteration of scale.  

2.3   Relationship Among Lipschitz Exponent and Modulus Maximum and 
Variance of the Gaussian Function 

The edge of the image is the place where the signal is changed greatest, so the first 
differentiation of the smoothing function can be applied to be the wavelet function 
[7,8]. 

If ),( yxθ is the 2-dimensional smoothing function, the first differentiation in the  

x, y direction is used to be two wavelet function, 
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2
)1( 1

),(
s

yxs =ϕ )1(ϕ ,
x y

s s
=

x

yxs

∂
∂ ),(θ

 (8) 

where, 

),( yxsθ =θ
s

y

s

x
,  (9) 

So the arbitrary 2-dimensional function, in the scale s, its two fractions of the wavelet 
transform are:  
In the x direction: 

)),(*),((),(*),(),( )1()1( yxyxf
x

syxyxfyxfW sss θϕ
∂
∂==  (10) 

In the y direction: 

)),(*),((),(*),(),( )2()2( yxyxf
y

syxyxfyxfW sss θϕ
∂
∂==  (11) 

in the equation, ∗  represents the convolution. From equation the (10) and (11), the 
image’s fraction of the wavelet transform is the gradient in the x, y direction after the 
image being convolved by the smoothing function. The modulus of the wavelet 
transform is:   

2 2(1) (2)( , ) ( , ( , )s s sW f x y W f x y W f x y= +  (12) 

similar to the 1-dimensional signal, the relationship between the Lipschitz exponent 
of f(x,y)’s sharp variation point and the modulus of the wavelet transform is: 

αKsyxfWs ≤),(  (13) 

At the scale s, the x directional fraction of the wavelet transform of the blurred image 
g(x,y) is: 

)),(*),((),()1( yxyxg
x

syxgW ss θ
∂
∂=  (14) 

ignoring the noise and based on the property of the convolution the equation (14) can 
be rewritten:  

(1) ( , ) { ( , )*[ ( , )* ( , )]}s sW g x y s f x y h x y x y
x

θ∂=
∂

 (15) 

h(x,y) is the Gaussian function with the variance σ . Assuming ),( yxsθ  is also the 

Gaussian function with the variance s=σ , so based on the properties of the Gaussian 
function, there is: 

),(*),( yxyxh sθ = ),(0 yxsθ , 22
0 σ+= ss  (16) 
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the equation (15) can be rewritten to: 

),()),(*),((),( )1(
0

0
0

)1( yxfW
s

s
yxyxf

x
syxgW sss =

∂
∂= θ  (17) 

the same as: 

),()),(*),((),( )2(
0

0
0

)2( yxfW
s

s
yxyxf

y
syxgW sss ==

∂
∂= θ  (18) 

group the upper two equations, there is: 

2 2(1) (2)
0 0 0

0 0

( , ) ( , ( , ) ( , )s s s s

s s
W g x y W f x y W f x y W g x y

s s
= + =  (19) 

22
0 σ+= ss  (20) 

This equation shows that the wavelet transform at the scale s of a singular point 
which is smoothed by a Gaussian function with the variance σ equals to the wavelet 

transform at the scale 22
0 σ+= ss  of the unsmoothed original singular point.  

The relationship between the magnitude and the measurement of wavelet 
transformation and the variance of the Gaussian PSF: 

α
0

0

),( s
s

s
KyxgWs ≤         22

0 σ+= ss      (21) 

Through no less than 3 different scales of the wavelet transform about the edges of 
the blurred image, we can get the modulus maxima of the wavelet transform 
correspondingly. Taking the equal in the equation (21) and grouping those equations, 
K, a, σ can be obtained. 

3   The Details of the Estimation  

3.1   The Choice of the Wavelet Function  

Based on the wavelet function and former analysis, in this paper, the Gaussian 
function is used as the smoothing function and its differentiation is used as the 
wavelet function. The smoothing function and the wavelet function are as follows:  

2

22

2

1
),(

yx

eyx
+

−
=

π
θ  (22) 

2)1(

22

2
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yx

xe
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xx
yx
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−=
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π
θϕ  (23) 
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−=

∂
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π
θϕ  (24) 

the problem of the noise.  
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     The relationship among the Lipschitz exponent, the modulus maximum of the 
wavelet transform and the variance of the Gaussian blurring function of the image 
edge is obtained by ignoring the noise. But the actually recorded image will be 
disturbed by the noise; in this case if the wavelet transform is directly used and the 
variance of the Gaussian function is calculated, the result will not be accurate. 
Therefore the noise has to be removed before computation. The usually used methods 
to remove the noise are: average filter, medial filter etc. But after smoothing, the 
variance will become bigger. In this paper, the Gaussian function is used as 
smoothing function to remove the noise, 

2

22

2

2

1
),( σ

σ σπ
θ

yx

eyx
+−

=  (25) 

Applying the former analytical results, we will get the following relationship:  

2 2ˆbl noσ σ σ= −  (26) 

blσ : The variance of the PSF. 

σ̂ : The variance which is computed by the methods mentioned formerly after 
removing the noise. 

noσ : The variance which is used to remove the noise. 

Firstly the Gaussian function is used to smooth the image and remove the noise, then 
the modulus maximum of the wavelet transform and the smoothing factors of the 
image after removing the noise, using equation (25) the smoothing factor of the PSF 
will be obtained by using the equation (26).   

3.2   The Selection of the Edge Point (The Point of the Modulus Maximum) 

The former computation is provided for the edge point of the image signal. So the 
first step is to find the edge of the image. From the equation (10) and (11), we know 
that the x and y fractions of the wavelet transform are the image’s gradients, the 
modulus maximum of the wavelet transform is the image’s edge point. Considering 
the very smoothing areas of the image will also produce the modulus maximum point 
with small value which will result in computational error easily. So, a threshold is 
used to remove those false edges in this paper. In practice, if the threshold is blσ/35 , 

the result will be better.  

3.3   The Solving Method 

If scale s = 1,2,3, the corresponding modulus maxima of the wavelet transform are: 

2
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grouping these three equations, K, a, σ will be obtained. Let 
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eliminating a, K, we will get 

3

58 −= y
yc  (28) 

Because the range of c is between 1.6 and 2.6, it proves that y in the equation (28) 
will have a solution. In this paper, the gold section is used to get the result. 

In actual computation, the edge points’ smoothing factors are different, so the 
statistical histogram method is used. The interval of the histogram is 0.1, and the 
gravity center of the histogram is the smoothing factor of the image.  

 

a b c d 

Fig. 1. a. original image; b. blurred image with 1=σ ; c. blurred image with 2=σ ; d. blurred 
image with 3=σ  

4   Experiments 

4.1   The Experiment 1 

In order to validate the correctness of the algorithm, the rectangular is used to test it. 
The rectangle is the step signal, and its Lipschitz exponent is 0. The modulus 
maximum of the wavelet transform of the original and its blurred image are in the 
four apexes of the rectangle. Following the former estimating algorithm of the 
Gaussian PSF, we did the wavelet transform with the scale = 1, 2, 3 respectively, 
obtained the corresponding modulus maximum a1, a2, a3,   and then got the variance of 
the Gaussian PSF after solving the equation (28). The results of the experiment are as 
follows: 

Table 1. The data of the experiment 1 
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    a. original image  b. blured image 5.1=σ   c. blured image 5.2=σ  d. blured image 5.3=σ  

 
e. 5.1=σ  modulus maxima   f. 5.2=σ  modulus maxima  h. 5.3=σ  modulus maxima 

 

i. 5.1=σ  Lipschitz histogram  j. 5.2=σ  Lipschitz histogram    k. 5.3=σ Lipschitz histogram 

Fig. 2. The result of the experiment 2 

4.2   The Experiment 2 (Without Noise) 

Fig. 2 shows that: the experiment used the Lena image as the original image, which 
was firstly blurred by the Gaussian function with the variance 5.3,5.2,5.1=σ . Then 
the experiment did the wavelet transform with the scale= 1, 2, 3, found the points with 
the modulus maximum (shown in fig. e, f, h), and then took the respective modulus 
maximum to the equation to solve the variance. The histogram distributions of the 
modulus maximum values are shown in the fig. i, j, k with the gravity center of the 
histogram as the estimate variance. The results are as follows: 

Table 2. The data of the experiment 2 
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a. original image           b. 1=σ SNR 40db    c. 2=σ SNR 40db    d. 3=σ SNR 40db 

 
e. 1=σ without noise    f. 2=σ without noise    g. 3=σ without noise 

 
h. 1=σ  modulus maxima     i. 2=σ  modulus maxima         j. 3=σ  modulus maxima  

 
k. 1=σ  Lipschitz histogram     l. 2=σ  Lipschitz histogram     m. 3=σ  Lipschitz histogram 

Fig. 3. the result of experiment 3 

4.3   The Experiment 3 (With the Noise) 

Fig.3 shows that: the experiment used the Lena image as the original image. It was 
blurred by the Gaussian function with the variance 5.3,5.2,5.1=σ , then added the 
noise with the SNR= 40db. Because the existence of the noise will influence the 
computational result, it was smoothed before computing by the Gaussian function 
with the variance 2=σ . Similar to experiment 2, we did the wavelet transform with 
the scale = 1, 2, 3, found the points with the modulus maximum (shown in fig. h, i, j), 
then took the respective maximum to the equation to solve the variance. The 
histogram distributions of the maximum values are shown in the fig. k, l, and m. The 
gravity center of the histogram was used as the estimate variance of the smoothed 
image. Based on the equation (28), the variance of the Gaussian function of the image 
before smoothing can be achieved. The results are as follows: 
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Table 3. The data of the experiment 

 

5   Conclusions 

In this paper, according to the wavelet theory, the relationship among the modulus 
maximum, Lipschitz exponent and the variance of the Gaussian function of the 
wavelet with different scales is found. By way of this relationship, the variance of the 
Gaussian PSF can be computed accurately. The results show that the accuracy of this 
algorithm is around 95%. Although the algorithm mainly focuses on the circular 
symmetrical Gaussian PSF in this paper, it can also be used to estimate the non-
circular symmetrical Gaussian PSF and used in the condition that the PSF is changed 
with the variance of the time or the space. 
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Abstract. In this paper, we propose a novel inner search algorithm for fast 
motion estimation to speed up the coding of video compression. The proposed 
algorithm, called as one-point hexagonal inner search (OPHIS), is based on the 
characteristic of monotonically decreasing of distortion on a local area. The 
most probable inner point is checked when an inner search starts. Compared 
with the enhanced hexagon-based search algorithm (EHEXBS), the OPHIS not 
only decreases the number of search points but also gets a better video quality. 
Experimental results show that the speed improvement is about 12.06% on 
average and the percentage decrease of the mean squared error is near to 2.29% 
on average. Therefore, the proposed OPHIS is more suitable for the applications 
of fast motion estimation than the EHEXBS. 

Index Terms: one-point hexagonal inner search, fast motion estimation, 
hexagonal search, enhanced hexagon-based search algorithm. 

1   Introduction 

In video coding standards, motion estimation plays a very important role. In order to 
reduce the execution time of motion estimation, many fast search algorithms have 
been proposed such as two-dimension search algorithm [1], three-step search 
algorithm (TSS) [2], new three-step search algorithm (NTSS) [3], block-based 
gradient descent search algorithm (BBGDS) [4], simple and efficient search (SES) [5], 
diamond search (DS) [6][7], hexagon-based search algorithm (HEXBS) [8], and 
enhanced hexagon-based search algorithm (EHEXBS) [9] etc.. 

The HEXBS algorithm [8] has shown that it performs well than the other 
algorithms such as the DS. The search pattern of the HEXBS is depicted in Fig. 1, 
which consists of seven checking points including a center point and six outer 
checking points. In the HEXBS, an inner search starts when the center point has the 
minimum distortion among the seven checking points. A shrunk pattern containing 
only the points 2, 4, 5, and 7 is used in the inner search. After the inner search, the 
best point for a macroblock is determined. On the other hand, if one of the six outer 
points has the minimum distortion, we should move the hexagonal pattern to the 
location in which the center point of the hexagonal pattern lies on the winning point. 
In each movement, only three new candidate points are checked. Figure 2 shows an 
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example of the consecutive steps of the HEXBS algorithm. This example contains 
two movements and a final inner search. 

 

Fig. 1. The hexagon-shaped search pattern 

First step point

Second step point

Third step point

Shrunk point

0 1 2 3 4 5 6 7-1-2-3-4-5-6-7

-1
-2
-3
-4
-5
-6
-7

0
1
2
3
4
5
6
7

 

Fig. 2. An example of consecutive steps of the HEXBS to find the best point with coordinate (2, -
4). There are three steps using the hexagonal pattern and one inner search using the shrunk pattern. 

Although the HEXBS performs well, there is always room to improvement. By 
using the distortion information of the six outer checking points, the EHEXBS 
reduces the number of checking points of the inner search largely but only sacrifices a 
little mean-squared error value. The principle used in the EHEXBS is the 
monotonically decreasing of distortion in a local area. In this study, we use the same 
principle as the EHEXBS to investigate the possibility of further reducing the number 
of search points. We call this algorithm as one-point hexagonal inner search (OPHIS). 
We use eight representative video sequences for simulation.  

The organization of this study is as follows. Section II briefly describes the EHEXBS 
for comparison. Section III describes our proposed algorithm. Section IV shows our 
experiment results with eight representative video sequences that vary in frame size and 
movement content. Finally, the concluding remarks are made in section V. 
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2   Brief Review of EHEXBS 

The EHEXBS contains two main parts: a predictive HEXBS and a six-group fast 
inner search. They are described as follows.  

2.1   Predictive HEXBS  

It is well known that the motion vector of the current block is highly correlated with 
those of its neighboring blocks. Therefore, the motion information of neighboring 
blocks can be exploited to predict a well staring point. The algorithm adopts the typical 
predictive mode as shown in Fig. 3. The predictive motion vector of current block, 
denoted by P, is obtained by averaging the three motion vectors MVi for i=1 to 3. 

MV1

MV3

MV2

P

 

Fig. 3. A typical predictive mode. The predictive motion vector of current block, denoted by P, 
is obtained by averaging the three motion vectors MVi for i=1 to 3. 

2.2   Six-Group Fast Inner Search  

In the HEXBS, four points surrounding the center point are checked in its  
inner search.  In the EHEXBS, however, only two or three inner points are checked 
depending  on  which  group  having  the  minimum  group  distortion  among  the  six 

Group 1

Group 2

Group 3

Group 4

Group 5

Group 6

              

Group 1

Group 2

Group 3

Group 4

Group 5

Group 6

 
(a) (b) 

Fig. 4. (a) Two inner points nearest to Group 2 with the smallest group distortion are to be 
checked. (b) Three inner points nearest to Group 1 with the smallest group distortion are to be 
checked.  
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groups as shown in Fig. 4. If one of Group 2, Group 3, Group 5, or Group 6 has the 
minimum group distortion, two inner points nearest to the group are to be checked. 
Fig. 4(a) shows the two points if Group 2 wins. On the other hand, if Group 1 or 
Group 4 has the minimum group distortion, three inner points nearest the group are to 
be checked. Fig. 4(b) indicates the three points if Group 1 wins.  

3   One-Point Hexagonal Inner Search 

In the EHEXBS, six groups are formed for choosing the minimum group distortion. 
Assume that the distortions of the six edge points of the hexagon are denoted from d1 
to d6. In the EHEXBS, the group distortions Gdi,  i=1, 2, ..6, can be defined as  

 
=+

≤≤+
= +

       .6for  ,

,51for  ,

1

1

idd

idd
Gd

i

ii
i

     (1) 

It needs to take six additions to calculate these group distortions and six memory units 
to store the calculated results before the comparison of group distortion. In our 
opinion, the six additions can be omitted if we define the group distortions as  

 ,61for  , ≤≤+= iddGd cii      (2) 

where dc represents the distortion of center point of the hexagon. Note that the 
minimum group distortion chosen from (2) is always smaller than that chosen from 
(1) because the center point has the smallest distortion among those points of the 
hexagon when an inner search starts. Since each of the group distortions in (2) 
contains dc, omitting dc does not affect the comparison result. Thus, we can redefine 
the group distortions as  

 .61for  , ≤≤= idGd ii
      (3) 

Using this definition, we can save the six additions. 

Group1 Group2 

Group3 

Group4 Group5 

Group6 

5

       

Group1 Group2 

Group3 

Group4 Group5 

Group6 

2

 

(a) (b) 

Fig. 5. The six groups used in the OPHIS and the examples of proposed strategies. (a) Group 3 
has the minimum group distortion and the inner point labeled by 5 is to be checked. (b) Group 1 
has the minimum group distortion and the distortion of Group 2 is smaller than that of Group 6. 
Therefore, the inner point labeled by 2 is to be checked. 



410 C.-Y. Su and C.-T. Chang 

Furthermore, to reduce the number of search points largely, we only check one inner 
point which is the most probable point with the smallest distortion. Our strategies are as 
following. If Group 3 or Group 6 has the minimum group distortion, the nearest inner 
point labeled by 5 or 4 is to be checked, respectively. Fig. 5(a) shows an example in 
which Group 3 has the minimum group distortion among the six groups. On the other 
hand, if one of Group 1, Group 2, Group 4, and Group 5 wins, the distortions of its 
neighboring groups are compared and the checked inner point is chosen near the winner. 
Fig. 5(b) depicts an example in which Group 1 has the smallest group distortion. 
Subsequently, comparing the distortions of Group 2 and Group 6 gets the winner Group 
2 and thus the inner point labeled by 2 is to be checked. In this example, if Group 6 
wins, the inner point labeled by 1 (see Fig. 1) is to be checked. 

The proposed algorithm is summarized as following. 

Step 1. Compare all Gd
i
s by using (3) and choose the smallest one called Gd

j
 

Step 2. Check the inner point 5 or 4 if j=3 or j=6, respectively. Otherwise, compare 
the neighboring two groups of Gd

j
 and then check the inner point near the 

winner. 

4   Experimental Results 

In order to evaluate the performance of the proposed OPHIS, we compare it with the 
TSS, 4SS, DS, and EHEXBS. In our experiments, the size of searching window is 15  

Table 1. Average number of search points per block for different algorithms 

 Mother Foreman Container Coastguard Mobile Bus Football Stefan 
TSS 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 
4SS 17.11 17.52 17.02 17.01 17.02 17.12 18.96 17.22 
DS 13.30 14.00 13.03 13.03 13.12 13.33 16.31 13.44 

EHEXBS 9.10 9.38 9.02 9.00 9.03 9.12 10.68 9.20 
OPHIS 8.10 8.38 8.02 8.00 8.02 8.12 9.69 8.19 

Table 2.  Average MSE per frame for different search methods 

 Mother Foreman Container Coastguard Mobile Bus Football Stefan 
TSS 13.07 56.72 12.29 53.08 327.06 215.18 118.48 212.64 
4SS 12.29 53.10 12.55 49.40 271.54 204.87 121.74 204.60 
DS 12.32 53.02 12.55 49.38 271.84 205.08 121.83 205.36 

EHEXBS 13.24 60.36 12.65 52.55 282.58 215.02 134.66 217.45 
OPHIS 12.72 57.01 12.62 50.69 289.53 214.31 129.72 211.59 

Table 3. Speed improvement rate %SIR and MSE decrease percentage %DMSE of the proposed 
OPHIS over the EHEXBS 

 Mother Foreman Container Coastguard Mobile Bus Football Stefan 
%SIR 12.33 11.98 12.47 12.49 12.45 12.32 10.21 12.25 
%DMSE 4.09 5.88 0.27 3.68 -2.50 0.33 3.81 2.77 
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Fig. 6. Frame-by-frame comparison in the number of search points per block for different inner 
search methods and for different sequences. (a) “Foreman” sequence (b) “Mother” sequence. 

and the block size is 16×16. The group of planes is one intra frame (I frame) followed 
by all the remainder inter frames (P frame). The measurements on I frame are not 
shown and only those on P frames are produced for comparison. We modify some of 
the source codes of Xvid [10] (version 1.0.3) to design these experiments. 

Eight representative video sequences were used, which vary in frame size as well 
as motion content, named “Mother” (352×288, 299 P frames), “Foreman” (352×288, 
299 P frames), “Coastguard” (176×144, 299 P frames), “Mobile” (352×240, 299 P 
frames), “Bus” (352×288, 149 P frames), “Football” (352×288, 89 P frames), 
“Stefan” (352×288, 89 P frames), and “Container” (176×144, 299 P frames). Table 1 
tabulates the average number of searching points per block for different algorithms 
and the eight video sequences. Table 2 lists the average mean-squared-error (MSE) 
values per frame for different algorithms. Table 3 tabulates the speed improvement 
rate (%SIR) and the MSE decrease percentage (%DMSE) in the average of the 
proposed OPHIS over the EHEXBS. These two measurements are defined as follows. 

 %100%
1

12 ×
−

=
N

NN
SIR  (4) 
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%100%
1

12 ×−=
MSE

MSEMSE
DMSE

 (5) 

where N1 and MSE1 are the number of search points and the MSE of OPHIS, N2 and 
MSE2 are the number of search points and the MSE of EHEXBS. According to table 3, 
we find that the speed improvement of OPHIS is from 10.21% to 12.49% and the 
MSE decrease percentage is from -2.50% to 5.88% or near to 2.04% on average. 
Therefore, the proposed OPHIS can result in a more efficient inner search than the 
EHEXBS. Figure 6 shows a frame-by-frame comparison in the number of search 
points per block for different inner search methods and for different sequences. 

5   Conclusion 

In this paper, we proposed a novel one-point hexagonal inner search algorithm for fast 
motion estimation. The distortion information of the center point is well exploited. 
And only the most probable inner point is to be checked. Eight representative video 
sequences are used for experiments. Experimental results showed that the proposed 
method performs much better than EHEXBS in terms of the number of search points 
and the MSE values. Therefore, we can use the proposed method to perform more 
efficient searching and obtain a better visual quality. 

References 

[1] J. R. Jain and A. K. Jain, ”Displacement measurement and its application in interframe 
image coding,” IEEE Trans. Commun., vol. COM-29, pp. 1799-1808, Dec. 1981. 

[2] T. Koga, K. Iinuma, A. Hirano, Y. Iijima, T. Ishiguro, “Motion compensated interframe 
coding for video conferencing”, proceedings, National Telecommunications conference, 
New Orleans, pp. G5.3.1-G5.3.5, Nov. 1981. 

[3] R. Li, B. Zeng and M. L. Liou, “A new three-step search algorithm for block motion 
estimation,” IEEE Trans. Circuits Syst. Video technol., vol. 4, pp. 438-442, Aug. 1994. 

[4] L. K. Liu and E. Feig, “A block-based gradient descent search algorithm for block 
motion estimation in video coding,” IEEE Trans. Circuits and Systems for Video 
Technology, vol. 6, pp. 419-423, Aug. 1996. 

[5] J. Lu and M. L. Liou, “A simple and efficient search algorithm for block-matching 
motion estimation,” IEEE Trans. Circuits and Systems for Video Technology, vol. 7, pp. 
429-433, Apr. 1997. 

[6] J. Y. Tham, S. Ranganath, M. Ranganath and A. A. Kassim, “A novel unrestricted 
center-biased diamond search algorithm for block motion estimation,” IEEE Trans. 
Circuits and Systems for Video Technology, vol. 8, pp.369-377, Aug. 1998. 

[7] S. Zhu and K. K. Ma, “A new diamond search algorithm for fast block-matching motion 
estimation,” IEEE Trans. Image Processing, vol. 9, pp. 287-290, Feb. 2000. 

[8] C. Zhu, X. Lin and L. P. Chau, ”Hexagon-based search algorithm for fast block motion 
estimation,” IEEE Trans. Circuits and Systems for Video Technology, vol. 12, pp. 349–
355, May 2002. 

[9] C. Zhu, X. Lin, L. Chau and L.-M. Po, “Enhanced hexagonal search for fast block motion 
estimation,” IEEE Trans. Circuits and Systems for Video Technology, vol. 14, pp. 1210-
1214, Oct. 2004.  

[10] http://www.xvid.org 



G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 413 – 419, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Self-Describing Context-Based Pixel Ordering 

Abdul Itani and Manohar Das 

Oakland University, Rochester, Michigan 
aitani@oakland.edu, das@oakland.edu 

Abstract. In this paper we introduce a novel self-describing context-based pixel 
ordering for digital images. Our method is inherently reversible and uses the 
pixel value to guide the exploration of the two-dimensional image space, in 
contrast to universal scans where the traversal is based solely on the pixel posi-
tion. The outcome is a one-dimensional representation of the image with en-
hanced autocorrelation. When used as a front-end to a memoryless entropy 
coder, empirical results show that our method, on average, improves the com-
pression rate by 11.56% and 5.23% compared to raster-scan and Hilbert space-
filling curve, respectively. 

1   Space-Filling Curves 

A space-filling curve is a bijection from the unit interval [0,1] into the unit square 
[0,1]×[0,1] that passes through every point of the unit square exactly once. The his-
tory of space-filling curves started in the nineteenth century when George Cantor, in 
1878, proved that the number of points in a unit interval is the same as the number of 
points in a unit square. In 1890, Giuseppe Peano constructed the first such curve. 
More examples by David Hilbert and Waclaw Sierpinski, among other prominent 
mathematicians who have contributed to the field, soon followed. 

2   The Hilbert Curve 

Peano discovered the first space-filling curve, but it was Hilbert in 1891 who defined 
a general procedure to generate an entire class of space-filling curves. Hilbert ob-
served that if the unit interval can be mapped onto the unit square then, after partition-
ing the unit interval into four congruent subintervals and the unit square into four 
congruent sub-squares, each subinterval can be mapped onto one of the sub-squares 
[1]. The number of subintervals, and similarly sub-squares, quadruples after every it-
eration of this procedure. The number of iteration is known as the order of the space 
filling curve. Hence, a Hilbert curve of order n partitions the unit interval into 22n sub-
intervals and the unit square into 22n sub-squares. Figure 1 illustrates the order of the 
curve concept. 

Hilbert demonstrated that the sub-squares can be arranged in such a way where if a 
square corresponds to an interval, then its sub-squares correspond to the subintervals 
of that interval. This property results in a clustering of points where adjacent points  
in  the  unit  interval are adjacent in the unit square, but not vice versa. Thus, when the  
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Fig. 1. First three orders of Hilbert-curve 

[0,1]×[0,1] → [0,1] mapping is applied to a digital image, the outcome is a one di-
mensional sequence of pixels with the two dimensional adjacency characteristics, 
even after the reduction of dimensionality from two to one, likely to be preserved. 
Figure 2 shows, side by side, the raster-scan and Hilbert-scan of the image “BIRD”. 

 

Fig. 2. “BIRD”: Raster-scan (left), Hilbert-scan (right) 

One fact that needs to be stressed is that space filling curves are spatial transforma-
tions that perform universal scans. The traversal is based solely on the pixel position, 
rather than a function of pixel value. In other words, the mappings are fixed and stati-
cally defined. Hence, given any two images of equal size, a space-filling curve will 
traverse both images, no matter how different their contents are, in the exact same order. 

3   Context-Based Space-Filling Curves 

Space-filling curves bring a lot of benefits to the image compression arena; however, 
one must admit that they are far from ideal. Their biggest drawback is the fact that 
they perform universal scans where the traversal is based solely on pixel position, 
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rather than pixel value, thus underlining their inability to adapt to the images they 
traverse. There is no doubt that space-filling curves do posses the clustering property, 
but since they are not “aware” of the image being traversed, the traversal process has 
no knowledge regarding the edges contained within any image. Therefore, we have to 
assume that the traversal will cause an ample number of edge crossings. 

An edge is a set of connected pixels that lie on the boundary between two regions. 
A region is defined as a connected set of pixels where the pixels are related to each 
other based on their gray-level value. Intuitively, connected pixels with very small 
transition in gray levels form a region. As such, the points in the image where the 
boundaries lie are places where the gray-level changes abruptly. 

The main objective in designing a new traversal algorithm is to increase the autocor-
relation between adjacent pixels by traversing the regions, one after the other, and only 
cross an edge when it is absolutely necessary. In other words, the ultimate objective is 
to minimize the number of edge crossings. The best approach to achieve this objective 
is to construct an undirected graph where the pixels in the image form the vertices, and 
the difference in gray-level between two pixels is used as the weight of the edge inci-
dent on the two pixels. In other words, the weight is considered as the cost we have to 
pay to move from one pixel to another. Therefore, based on this definition, our objec-
tive is to construct a path that connects all the vertices while keeping the cost at mini-
mum. Such a path can be easily constructed by finding a spanning tree whose total 
edge-weight is a minimum. There are several algorithms that can be used to construct a 
minimum spanning tree; the easiest one to explain is most likely Prim’s algorithm. 

Prim’s algorithm is a greedy, and at the same time optimal, method for construct-
ing a minimum spanning tree for any weighted connected graph. The algorithm grows 
a spanning tree from a given vertex of a connected weighted graph G, iteratively add-
ing the cheapest edge from a vertex already reached to a vertex not yet reached, fin-
ishing when all the vertices of G have been reached. Ties are broken arbitrarily. 

We achieved the objective that was set, and thus the problem is solved, or so it 
seems. One caveat remains, however, which is the property that requires spatial trans-
forms to be reversible. Unfortunately, the minimum spanning tree method is not in-
herently reversible. Therefore, we must package the minimum spanning tree along 
with “custom instructions” as overhead to assist in the reconstruction of the original 
image in two-dimensional space. 

In the year 2000, Dafner et al. [2] published a paper describing a method to con-
struct context-based space-filling curves that is based on graph theory. There too the 
authors stumbled across the same roadblock, mainly the overhead information. In their 
paper, the authors show that a context-based approach does indeed improve the auto-
correlation of the new pixel ordering. However, in order to reconstruct the original im-
age, a context-based pixel ordering needs to associate the specific ordering with the 
encoded image. The overhead hinders the effectiveness of the context-based ordering 
for lossless compression. While the re-ordered image compresses 5% to 10% better 
than the input image, when taking into account the overhead information, the resulting 
size is 4% to 7% larger when compared with the compressed original image [3]. 

3.1   A New Self-Describing Context-Based Pixel Ordering 

In this section, we will introduce a novel approach for pixel ordering. We call our 
method self-describing context-based pixel ordering, SCPO for short. The method is 
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context based, and therefore it uniquely adapts to any image at hand. The method is 
self describing, by that we mean it is inherently reversible; thus, no extra information 
is required to be transmitted to assist in finding the reverse transform. Lastly the 
method is a bijection from two-dimensional space to linear space, but it is not a space-
filling curve because two consecutive pixels in the linear space are not necessary ad-
jacent in the two dimensional space. 

The intuitive idea behind SCPO is, given an image in raster-scan and a start pixel, to 
incrementally explore the image, region by region, starting with the region containing 
the start pixel. This is accomplished by maintaining a frontier of pixels that have been 
explored. As the traversal of the image proceeds, the frontier expands into the unex-
plored pixels. This process ends when all the pixels of the image have been explored. 

At each iteration of the traversal process, we replace a pixel in the frontier by the 
pixel’s 4 neighbors that have not yet been explored. The strategy as to which pixel of 
the frontier is selected defines the context-based pixel ordering. The strategy is simply 
to select the pixel that is closest in gray-level value to the previous pixel selected. 

3.2   Initialization 

The frontier is a vector, i.e. array, of two-dimensional space pixel positions. It initially 
contains the position of a start pixel. The start pixel has a fixed predetermined posi-
tion in the original raster-scan, for example upper-left corner. SCPO also requires the 
labeling of each and every pixel in the two-dimensional space to track whether the 
pixel has been explored or not. Initially, all the pixels are unlabeled. 

3.3   Mapping from Two-Dimensional Space to Linear Space 

Start the process by labeling the start pixel and transmitting its gray-level value. Next, 
label the 4-neighbors of the start pixel, transmit their gray-level values, and then add 
them to the frontier. The 4-neigbors should be chosen, one by one, based on a fixed 
predetermined order, for example starting with the north neighbor and going through 
the remaining three in a clockwise fashion. 

As long as the frontier is not empty, do the following: If this is the very first itera-
tion of the loop, remove from the frontier the pixel closest in gray-level value to the 
start pixel. Otherwise, remove from the frontier the pixel closest in gray level value to 
the previous pixel removed. Ties should be broken using a fixed predetermined rule, 
for example last in first out. In either case, whether this is the very first iteration or 
not, perform the EXPLORE procedure as described in the next paragraph. After the 
EXPLORE procedure returns, do the next iteration. 

EXPLORE: Check the labeling of the 4-neighbors, in the same order discussed ear-
lier. If a neighbor is already labeled, do nothing. Otherwise, label it, transmit its gray-
level value, and then add it to the frontier. 

As a simple example of two-dimensional space to linear space mapping, consider 
the following 3×3 image sample 

1 7 3 
4 6 8 
5 2 9 

The steps to transform the image into linear space are as follows: 
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• Transmit the value1 and label it. Transmit the value 7 then the value 4, label them 
both, and then add both of them to the frontier. 

• Since the value 4 is the closest number to 1, remove 4 from the frontier. Transmit 
the value 6 then the value 5, label them both, and then add both of them to the 
frontier. 

• Since the value 5 is the closest number to 4, remove 5 from the frontier. Transmit 
the value 2, label it, and then add it to the frontier. 

• Since the value 6 is the closest number to 5, remove 6 from the frontier. Transmit 
the value 8, label it, and then add it to the frontier. 

• Since the value 7 is the closest number to 6, remove 7 from the frontier. Transmit 
the value 3, label it, and then add it to the frontier. 

• Since the value 8 is the closest number to 7, remove 8 from the frontier. Transmit 
the value 9, label it, and then add it to the frontier. 

• Even though the frontier is not empty yet, we can safely stop since all the pixels 
are labeled, and the rest of the iterations will have no impact on the outcome. 

Therefore, the result in linear space is the sequence: 1 7 4 6 5 2 8 3 9. 
Of course, this simple example does not reflect the effectiveness of SCPO. The im-

age is too small and has no redundancy. However, it does demonstrate the fact the 
SCPO can handle a wide variety of dimensions. The image’s width and height do not 
need to be a power of two; the width and the height do not even have to be equal. As a 
matter of fact, SCPO can handle any image that can be bounded by a closed two-
dimensional geometrical shape, like a triangle for example. 

3.4   Mapping from Linear Space to Two-Dimensional Space 

The process starts by reading the start pixel gray-level value and labeling it. Next, 
read the gray-level value of the 4-neighbors, in the same order discussed previously, 
and label them. 

As long as the frontier is not empty, do the following: If this is the very first iteration 
of the loop, remove from the frontier the pixel closest in gray-level value to the start 
pixel. Otherwise, remove from the frontier the pixel closest in gray-level value to the 
previous pixel removed, using the same tie-break rule discussed earlier. In either case, 
whether this is the first iteration or not, perform the BUILD procedure as described in 
the next paragraph. After the BUILD procedure returns, do the next iteration. 

BUILD: Check the labeling of the 4-neighbors, in the same order discussed earlier. 
If a neighbor is already labeled, do nothing. Otherwise read its gray-level value, label 
it, and then add it to the frontier. 

3.5   Visual Observations 

A picture is worth a thousand words; this is definitely true in the case of the illustra-
tion in Figure 3. The two pictures show the original “BIRD” image and the scanning 
of the “BIRD” image using SCPO. In the SCPO-scan, the gray-level represents the 
order of traversal. The black pixels represent the pixels that were explored first, and 
the white pixels represent the pixels that were explored last. The gray-level increases 
as the exploration progresses from start to finish. The context-sensitivity of SCPO 
cannot be any clearer. SCPO successfully identified the distinct regions in “BIRD”, 
and did a remarkable job in exploring the image’s regions, one after the other. 
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Figure 4, shows, side by side, the Hilbert-scan and SCPO-scan of the image 
“BIRD”. Notice how the clustering of pixels with, more or less, similar values is more 
evident in the SCPO scan than the Hilbert scan. 

 

Fig. 3. “BIRD”: Raster-scan (left), SCPO exploratory progression (right) 

 

Fig. 4. “BIRD”: Hilbert scan (left), SCPO-scan (right) 

3.6   Experimental Results and Conclusion 

In order to numerically evaluate the effectiveness of the SCPO algorithm in increas-
ing the redundancy of the gray-level sequences in the linear space, we need to use a 
locally adaptive linear compression algorithm. A couple of options are Lempel Ziv 
Welch (LZW) [4] or the combination of move-to-front (MTF) coder [5] along with a 
memoryless entropy coder. We decided that the latter serves our purposes best. 
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MTF is a very simple domain transform that exploits locality of reference, i.e. cases 
where gray-levels are used frequently over short intervals and then fall into long peri-
ods of disuse. The scheme uses a self-organizing list of gray-levels so that frequently 
accessed gray-levels are located near the front of the list. A gray-level is encoded by 
transmitting its position in the list. As such, MTF produces a highly skewed distribu-
tion with the index corresponding to the front of the list consistently prominent. 

Table 1 compares the compression rates for several 256×256, 8-bit standard test 
images. The results reflect an improvement of 6.33% and 11.56%, contributed to the 
Hilbert-scan and SCPO-scan, respectively, over the traditional raster scan. The nu-
merical values clearly show a significant advantage in using a contest based pixel or-
dering over traditional space-filling curves. 

Table 1. Comparison between Raster-scan, Hilbert-scan, and SCPO-scan 

MTF + Memoryless Entropy (in bits per pixel)  
Raster-scan Hilbert-scan SCPO-scan 

bird 4.94 4.25 4.05 
bridge 7.34 7.01 6.91 
camera 5.96 5.44 5.48 
goldhill 6.87 6.51 6.34 
lena 7.16 6.26 5.92 
montage 5.02 4.50 4.07 
slope 3.98 3.76 2.01 

Average 5.90 5.39 4.97 
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Abstract. An evaluation of lossless image compression methods applied
to CCD sensor data is provided. Ten different image compression algo-
rithms were tested on an image set of more than 200 images organ-
ised according to the Bayer pattern configuration. The results show that
Glicbawls is the best performing algorithm providing the highest com-
pression ratio followed by CALIC, JPEG-LS, and JPEG2000.

Keywords: CCD sensor, Bayer pattern, image compression, lossless
compression.

1 Introduction

The growing popularity of digital cameras demands every attempt of improve-
ments in terms of quality, quantity and speed of the features they offer. One
of the very basic features of a digital camera is that it enables users to store
the captured image data. The most popular format available that is provided
is JPEG which is a lossy compression format and hence discards some of the
original information. More advanced cameras also allow to store images in raw
format which maintains the original data but also requires much more space.

In this paper we investigate the application of lossless image compression al-
gorithms for such raw images. These images differ from ordinary digital pictures
in the way colour information is stored. As most CCD sensors capture essentially
only intensity but no colour information they are coupled with filters whose el-
ements capture either red, green, or blue light. Usually the filter elements are
organised in such a way that in each 2× 2 square of CCD diodes, 2 green, 1 red,
and 1 blue element are placed as in the Bayer pattern configuration [2]. Our aim
is to evaluate how well lossless image compression algorithms perform on Bayer
pattern data. For this we generated a test image data set of 200+ images organ-
ised into 8 groups of image types. The colour channels of the CCD data are split
and compressed using 10 lossless image compressors. The results show that inter-
estingly Glicbawls [8], a rarely used compression algorithm, provides the highest
compression ratios followed by CALIC [13], JPEG-LS [5] and JPEG2000 [6].

The rest of the paper is organised as follows. Section 2 explains how CCD data
is structured and stored. In Section 3 we describe our image data set acquired
for the evaluation. Section 4 briefly describes the lossless image compression
algorithms we have used while Section 5 presents how they perform on the test
images. Section 6 concludes the paper.
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2 CCD Sensor Data

Generally a CCD can be described as a 2-dimensional array of many tiny, light-
sensitive diodes (photosites) which convert photons into electrons. The value of
the generated electrical charge is proportional to the intensity of incident light
and is, using an analog-to-digital converter, transformed to a digital value.

Photosites capture intensity only and hence no information on colour. In
order to capture colour images, sensors in digital cameras use a Colour Filter
Array (CFA) which covers the detector array and is placed between the lens and
the sensors. A CFA has one colour filter element for each sensor which means
that the recovery of full-colour images from a CFA-based detector requires a
method of calculating values of the other colours at each pixel which is usually
achieved through interpolation. One of the most popular CFA configurations is
the Bayer pattern [2] which uses the three additive primary colours, red, green
and blue (RGB) for the filter elements. Figure 2 shows on the left how an image
is stored according in Bayer pattern format. In every 2 × 2 pixel square there
are 2 green, 1 red, and 1 blue element; the reason for putting more emphasis on
green is the human visual system’s higher sensitivity to that colour.

3 Test Image Data Set

As there is no standard CCD sensor data set available we have decided to capture
our own image database for the evaluation process. In total there are 211 images,
all in Bayer pattern form and originally captured with a Minolta Dimage V
digital camera. All images are of size 2048× 1536 and have been converted to 8
bits per channel (from 12) so that all algorithms can handle the data. The content
of the images was chosen so as to resemble those an average user might take.

In order to see whether there is any correlation between the type of image
content and the compression performance we have divided the dataset into eight
image groups as follows:

Fig. 1. Sample image of each category: nature, carving, car, people, shopping, graphic,
water, city (from left to right, top to bottom)
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Fig. 2. Illustration how Bayer pattern data is split into 3 colour channels

– nature: landscape images of flowers, trees, grass etc.
– carvings: images of sculptures and boss reliefs.
– cars: images of various cars in different colours.
– people: images of persons and images resembling passport photos.
– shopping: images of window displays and adverts on bus stops.
– graphics: images containing text, patterns, and cartoon posters.
– water: images of river (with swans) and fountains.
– city: images of buildings and streets.

An image of each category is shown in Figure 1. Following [1] each of the raw
images was split into three images, one for each colour channel as indicated in
Figure 2. The resulting files were stored in PGM format.

4 Image Compression Algorithms

In total we evaluated 10 different lossless image compression algorithms. Brief
details on them are given in the following:

– PNG: The Portable Network Graphic (PNG) is the file format for lossless
compression and storage of images that is recommended as a web standard by
the WWW Consortium [14]. Its compression scheme uses preprocessing to re-
move data redundancy, deflating which is based on the LZ77 method [15] and
Huffman coding. We used the pnmtopng implementation (version 2.37.6, part
of the NetPBM 10.25 toolkit, http://netpbm.sourceforge.net/) compiled
with libraries libpng (version 1.2.8, http://libpng.sourceforge.net/)
and zlib (version 1.2.2, http://www.gzip.org/zlib/).

– BTPC: Binary Tree Predictive Coding (BTPC) is a lossless or lossy im-
age compression algorithm based on multi-resolution decomposition [10]. It
creates a binary pyramid of the image by recursively dividing it into two sub-
images: high and low resolution images. The pixels in the high-resolution im-
age are predicted based on patterns in the neighboring pixels. The remaining
error is then encoded with an adaptive Huffman coder. We used the imple-
mentation provided by the author (version 5.0, http://www.intuac.com/
userport/john/btpc5/).

– APT: Adaptive Prediction Trees (APT) is a compression algorithm which su-
persedes BTPC and uses hex-trees rather than binary trees [9]. The method
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uses a spatial predictor, an inter-component predictor, a quantizer and adap-
tive runlength and Huffman coding. Again, we used the implementation pro-
vided by the author (version 1.0, http://www.intuac.com/userport/john/
apt/).

– FELICS: Fast Efficient Lossless Image Compression System (FELICS) is
based on context modeling and Rice coding [4]. The context of a pixel consists
of the two nearest neighbours which are utilised in a raster scan order to
estimate the probability distribution of the pixel intensity. Afterwards, the
most suitable error model is chosen and intensities encoded with the Rice
code of the model. We used the implementation of the Managing Gigabytes
(MG) System (http://www.cs.mu.oz.au/mg/).

– SPIHT: Set Partitioning In Hierarchical Trees (SPIHT) is an algorithm
which transforms the image to a multi-resolution representation using, in
the case of lossless compression, the S transform followed by arithmetic cod-
ing [11]. We used the QccPackSPIHT package (http://www.cipr.rpi.edu/
research/SPIHT/).

– Glicbawls: Grey Level Image Compression By Adaptive Weighted Least
Squares (Glicbawls) [8] processes images in scanline order. A probability
distribution for each pixel is calculated by using a least squares predictor
based on all of the previously encoded pixels and by using prediction er-
rors. The contribution of each pixel is weighted according to its Manhattan-
distance from the current pixel. Finally the data is encoded using arith-
metic coding. We used the implementation provided by the author (http:
//byron.csse.monash.edu.au/glicbawls/).

– Lossless JPEG: Lossless JPEG is the former JPEG committee standard
for lossless image compression [7]. The standard describes predictive im-
age compression algorithm with Huffman or arithmetic entropy coder. We
used the Cornell University implementation (version 1.0, ftp://ftp.cs.
cornell.edu/pub/multimed/ljpg.tar.Z) which applies Huffman coding.

– JPEG-LS: JPEG-LS is the current standard of the JPEG committee for
lossless and near-lossless compression of still images [5]. The standard de-
scribes low-complexity predictive image compression algorithm with entropy
coding using modified Golomb-Rice family. The algorithm is based on the
LOCO-I algorithm [12]. We used the University of British Columbia im-
plementation (version 2.2, ftp://ftp.netbsd.org/pub/NetBSD/packages/
distfiles/jpeg ls v2.2.tar.gz).

– JPEG2000: JPEG2000 is a recent JPEG committee standard describing an
algorithm based on wavelet transform image decomposition and arithmetic
coding [6]. Apart from lossy and lossless compressing and decompressing of
whole images it delivers many interesting features (progressive transmission,
region of interest coding, etc.) [3]. We used the JasPer implementation by
Adams (version 1.700.0, http://www.ece.uvic.ca/∼mdadams/jasper/).

– CALIC: Context-based Adaptive Lossless Image Coding (CALIC) is a rel-
atively complex predictive image compression algorithm using arithmetic
entropy coder [13]. We used the implementation by Wu and Memon (ftp:
//ftp.csd.uwo.ca/pub/from wu/).
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5 Experimental Results

As mentioned in Section 3 each picture comprises three images, one for each
channel. These images were compressed separately using all the compressions
algorithms listed in Section 4. As performance indicator we use the compression
ratio which is defined as O/C where O is the filesize of the original image (i.e. the
sum of the sizes of the three channel images) and C is that of the compressed
version. The results for all algorithms are given in Table 1 and are provided
in terms of the average compression ratios for all groups and the average ratio
for all images (since there are different numbers of images in the categories the
average over all images will differ slightly from the average over all groups).

The columns in Table 1 are sorted in ascending order of compression ratio to
ease interpretation. From there we can see that the best performing algorithm
is Glicbawls followed by CALIC, JPEG-LS, and JPEG2000. The rest of the
algorithms perform significantly worse with Lossless JPEG providing the lowest
compression ratios. APT provides only marginally higher compression ratios
than its predecessor BTPC. That Glicbawls is outperforming all other methods
might seem a bit surprising as it is an algorithm not often used or cited. Its
average compression ratio of 2.68 is significantly better than that of the next best
algorithm which is CALIC with an average ratio of 2.54. However, Glicbawls is
also computationally much more expensive compared to the other algorithms as
it performs a least squares search. This complexity might therefore prevent its
practical application embedded in digital cameras.

Looking again at Table 1 we see that the relative performance of the algo-
rithms is independent of the image categories. The ranking of the compressors
is the same for all image groups (with a slight exception for the city images).

We have also analysed the compression ratios obtained for the different colour
channels. The results, averaged over the whole data set, are listed in Table 2. We
see that while the compression ratios for red and blue are fairly similar, those for
the green channel are significantly lower. A possible explanation might be the
way the pixels of the green channel were merged (as was shown in Figure 2) which
results in pixel neighbours which originally had different distances to each other
which in turn might cause lower prediction performance by the compressors.

Table 1. Average compression ratios for all image groups and compression algorithms

category LJPG PNG BTPC APT FELICS SPIHT JPG2000 JPG-LS CALIC Glicbawls
nature 1.79 1.95 1.99 2.00 2.02 2.08 2.09 2.20 2.24 2.30
carvings 1.95 2.15 2.18 2.19 2.21 2.31 2.32 2.39 2.45 2.58
cars 1.97 2.14 2.22 2.23 2.28 2.35 2.39 2.47 2.53 2.70
people 2.08 2.24 2.31 2.32 2.33 2.43 2.47 2.47 2.54 2.71
shopping 2.04 2.18 2.27 2.28 2.34 2.40 2.43 2.53 2.58 2.74
graphics 2.10 2.28 2.37 2.38 2.39 2.47 2.50 2.56 2.62 2.77
water 2.13 2.32 2.44 2.45 2.48 2.58 2.66 2.70 2.75 2.98
city 2.20 2.45 2.54 2.55 2.54 2.62 2.72 2.81 2.86 3.04
all 2.02 2.20 2.27 2.28 2.30 2.37 2.41 2.48 2.54 2.68
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Table 2. Average compression ratios for different colour channels

channel LJPG PNG BTPC APT FELICS SPIHT JPG2000 JPG-LS CALIC Glicbawls
red 2.07 2.24 2.36 2.37 2.37 2.45 2.47 2.60 2.61 2.75
green 1.89 2.08 2.10 2.10 2.12 2.22 2.27 2.33 2.40 2.51
blue 2.11 2.28 2.40 2.42 2.42 2.43 2.50 2.63 2.67 2.79

Fig. 3. Red, green, blue channel of a sample image

6 Conclusions

We have analysed the performance of lossless image compression algorithms for
the application of compressing raw CCD sensor data based on the Bayer pattern
configuration. A test image set of more than 200 images was acquired and used
to evaluate 10 lossless compression methods. The results show that Glicbawls
provides the highest compression ratio (though at a higher computational ex-
pense), followed by CALIC, JPEG-LS, and JPEG2000. The relative performance
of algorithms was found to be independent of image characteristics while a lower
compression ratio was noted for the green compared to red and blue channels.

In this study, each image was split into its three channels, and each com-
ponent compressed independently. As Figure 3 shows for a sample image there
is a high correlation between the three colour channels. We are currently work-
ing on exploiting this correlation for CCD sensor data which will provide an
improvement in compression performance.
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Abstract. Cell-based fluorescence imaging assays are heterogeneous re-
quiring collection of a large number of images for detailed quantitative
analysis. Complexities arise as a result of variation in spatial nonuni-
formity, shape, overlapping compartments, and scale. A new technique
and methodology has been developed and tested for delineating subcellu-
lar morphology and partitioning overlapping compartments at multiple
scales. This system is packaged as an integrated software platform for
quantifying images that are obtained through fluorescence microscopy.
Proposed methods are model-based, leveraging geometric shape proper-
ties of subcellular compartments and corresponding protein localization.
From the morphological perspective, convexity constraint is imposed to
delineate, partition, and group nuclear compartments. From the protein
localization perspective, radial symmetry is imposed to localize punctate
protein events at sub-micron resolution. The technique has been tested
against 196 images that were generated to study centrosome abnormal-
ities. Computed representations are evaluated against the ground truth
annotation for comparative analysis.

1 Introduction

The response of tissues and biological material in general to exogenous stim-
uli is often heterogeneous and requires a large set of samples for each exper-
imental variable, e.g., tissue type, type of stimuli, dosage, and concentration.
These responses are often multidimensional and multispectral and can be im-
aged using different type of microscopy. Quantitative analysis of these responses
is a necessary step toward visualization of large scale co-localization studies
and construction of predictive models. Research in this area has spanned from
learning techniques using texture-based features for characterizing patterns of
protein expression [3] to geometric techniques using nonlinear diffusion [1, 12],
curve evolution, and shape regularization for segmentation of subcellular com-
partments [4,12,5]. Often segmentation provides context for quantifying protein
expression. However when protein expression is not diffuse within a compart-
ment, additional processing is needed within the specific context. This paper

� Research funded by the Low Dose Radiation Research Program, Biological and En-
vironmental Research (BER), U.S. Department of Energy, under contract number
DE-AC02-05CH11231 with the University of California. LBNL publication number
is LBNL-58749. Points of contact: SRaman@lbl.gov and parvin@media.lbl.gov.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 427–436, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



428 S. Raman et al.

outlines a complete methodology and its evaluation for quantitative assessment
of co-localization studies in cell culture assays. Although the technique has been
tested against studying centrosomal abnormalities (CA), it is extensible to other
phenotypic studies. As CA occur in less than 2% of normal tissue and in about
80% of breast cancers [9]. CA may serve as valuable prognostic and therapeu-
tic targets. Various cellular stresses such as viral infection, exposure to ionizing
radiation and altered microenvironmental stimuli, can augment the frequency
and type of CA [8]. Within resting animal cells, the centrosome represents a
major microtubule organizing center and is composed of a pair of centrioles and
pericentriolar material. Prior to division, the centrosome will replicate during
the DNA synthesis phase of the cell cycle. During mitosis replicated centro-
somes will separate and nucleate a bipolar spindle that equally contacts and
segregates the replicated genetic information into two daughter cells. One facet
of CA refers to additional centrosomes (more than two), which leads to ab-
normal cell division. As CA are rare events in cell culture assays, large num-
bers of samples within and between treatment groups must be analyzed for
objective results. Complexities arise as a result of nonuniform staining, overlap-
ping nuclei, touching centrioles, and scales of these subcellular compartments.
In the proposed system, these complexities are addressed through model-based
techniques that are driven by the inherent geometries. These geometric con-
straints take advantage of the convexity features of the nuclear compartment
and the radial symmetry of the centrosome. Nuclear extraction is initiated from
differential spatial operators as opposed to intensity thresholding, which is a
common practice in most ad-hoc solutions. These differential operators lead
to edge fragments that are linked for high-level geometric analysis, partition-
ing, and grouping. Nuclear regions provide context for quantitative protein lo-
calization. When localization is not diffused, additional analysis is required to
characterize punctate signals. These punctate signals may vary in shape, scale,
and intensity. Furthermore, they often overlap and create additional complex-
ity. These complexities are addressed through a special class of iterative voting,
which is kernel-based, and its topography favors radial symmetries. It is ro-
bust with respect to variation in size and intensity, and delineates overlapped
compartments.

Organization of this paper is as follows. Section 2 reviews previous research.
Section 3 summarizes geometric segmentation of the nuclear regions which pro-
vide the context for protein localization. Section 4 outlines the spatial voting
technique for protein localization. Section 5 provides (1)the experimental results
for 196 images, and (2)the comparison of the system performance against manual
analysis.

2 Previous Work

The difficulties in localization of subcellular compartments are often due to vari-
ations in scale, noise, and topology. Other complexities originate from missing
data and perceptual boundaries that lead to diffusion and dispersion of the spa-
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tial grouping in the object space. Techniques for extraction of nuclear compart-
ments are either through global thresholding or adaptive (localized) thresholding
followed by watershed method for separating adjacent regions. Techniques in ra-
dial symmetries, as evident by centrosome configuration, can be classified into
three different categories: (1) point operations leading to dense output, (2) clus-
tering based on parameterized shape models or voting schemes, and (3) iterative
techniques. Point operations are usually a series of cascade filters that are tuned
for radial symmetries. These techniques use image gradient magnitudes and ori-
entations to infer the center of mass for regions of interest [6, 7, 10]. Parametric
techniques tend to be more robust as long as the geometric model captures perti-
nent shape features at a specific scale, e.g., Hough transform. Iterative methods,
such as watershed [11], regularized centroid transform [12], and geometric voting
Yang04, produce superior results because they compensate for larger variation
of shape feaures.

The method implemented here falls into the category of iterative techniques
which are adaptive to geometric perturbation and typically produce more stable
results. This method shares several attributes with tensor-based voting [2], but
it differs in that it is scalar and iterative.

3 Segmentation

In a typical 2D cell culture assay that is stained for nuclear compartment, some
nuclei are isolated and others are clustered together to form clumps. Thus, the
strategy is to detect isolated ones first, and then impose additional processing
for the clumped regions. The image signature suggests that thresholding may
be sufficient as an initial step; however, shading, nonuniform staining, and other
artifacts demands a localized strategy. This localized strategy is an edge-based
technique with a geometric convexity optimization approach for improved reli-
ability. Edges are collected to form contours and then tested for convexity. If
convexity fails then the clumped region is partitioned into multiple convex re-
gions according to a geometric policy. Several intermediate steps are shown in
Figure 1, and steps are as follows.

(a) (b) (c) (d)

Fig. 1. Steps in segmentation: (a) Zero-crossing of Laplacian; (b) gradient image; (c)
points of maximum curvature along contours; and (d) partitioning of clumped nuclei
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3.1 Boundary Extraction and Convexity

Let I(x, y) be the original image with 2D image coordinates. An initial bound-
ary is extracted by linking zero-crossing edges that are filtered by the gradient
magnitude at the same scale. Zero-crossing (computed from Laplacian, ∇2I)
assures that boundaries are closed, and the gradient threshold assures that spu-
rious contours are eliminated. Two gradient thresholds (low and high) are used
to initiate linking from strong edges and fill the gaps with weak edge points.
Next, each computed contour is approximated with a polygon and total angu-
lar change is computed to test for convexity. If the region is not convex then
additional processing is initiated.

3.2 Grouping and Partitioning

Partitioning of clumped nuclei into distinct convex objects is through iterative
decomposition and constraint satisfaction. Intuitively, these partitions should
be terminated by folds in the boundary corresponding to positive curvature
maxima. The main purpose of the constraint-based grouping is to limit the
number of hypotheses and reduce computational cost. The net result of this
process is a set of corresponding candidates for each positive curvature max-
ima point for potential decomposition. The following geometric constraints are
enforced.

Positive Curvature Constraint. The curvature at any point along the contour is

given by k = δ
′
xδ

′′
y−δ

′
yδ

′′
x

(δ′ x2+δ′ y2)3/2 . The contour derivatives are computed by convolving
derivatives of a Gaussian with the contour information. The intent is to partition
a clump of nuclei from the points of maximum curvature along the contour.

Antiparallel Constraint. The antiparallel constraint asserts that each pair of
positive curvature maxima along the contour must be antiparallel, which is es-
timated by computing the tangent directions at each candidate point. This con-
straint reduces the number of hypotheses for a potential partition thus reducing
the computational cost.

Non-intersecting Constraint. The Non-intersecting constraint asserts that a par-
tition cannot intersect existing boundaries corresponding to the entire blob or
other hypothesized partitions.

Convexity Constraint. The nuclear regions that occur in the cell culture are
always convex, the convexity constraint enforces that the partition obtained has
to be convex to avoid incorrect segmentation.

Grouping and Partitioning. Each clump is partitioned by linking pairs of posi-
tive curvature maxima that satisfy the above conditions. Each configuration has
its own cost function, and the optimum configuration satisfies all the above men-
tioned constraints and will minimize C = Σn

i=1
φi−Π

Π , where n is the number
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of partition in a clump, determined by the system as follows. Essentially, the
problem if reduced to grouping of curvature maximas in such a way that certain
geometric constraints are satisfied.

Decomposition Algorithm

1. Localize positive curvature maxima along the contour
2. Set initial number of compartments n:= 2
3. Construct a set of all valid configurations of n compartments by connecting

valid pairs of positive curvature maxima satisfying the antiparallel,
non-intersecting and convexity constraints

4. Evaluate cost of each configuration (per Equation 2)
5. Increment the compartment count n:=n+1 and repeat steps 3 and 4 until

there is at least one configuration that has all convex compartments
6. Select the configuration with the least cost function

4 Protein Localization

The problem of localizing punctate protein expression was first evaluated us-
ing Hough transform, cross correlation against training samples, and analysis of
local intensity distribution. These Clustering based on Hough method proved
to be scale sensitive, while correlation and intensity-based methods suffers from
false positives and lack of geometric models. A geometric model is essential in
the presence of scale varying and overlapping protein signals. A spatial class
of spatial iterative voting is introduced to facilitate these requirements. Voting
along gradient direction provides a hypothesis profile for saliency, e.g., punctate
protein events. A specific kernel design (1) encodes the knowledge for saliency,
(2) applied at each edge location along the gradient direction, and (3) refined
and reoriented at each iteration step. The shape and evolution of these ker-
nels, inferring center of mass, is shown in Figure 2. A brief review of the tech-
nique [13] is as follows: Let I(x, y) be the original image, where the domain
points (x, y) are 2D image coordinates. Let α(x, y) be the voting direction at
each image point, where α(x, y) := (cos(θ(x, y)), sin(θ(x, y))) for some angle

(a) (b) (c) (d) (e)

Fig. 2. Kernel topography: (a-e)The Evolving kernel, used for the detection of radial
symmetries (shown at a fixed orientation) has a trapezoidal active area with Gaussian
distribution along both axes
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θ(x, y) that varies with the image location. Let {rmin, rmax} be the radial range
and Δ be the angular range. Let V (x, y; rmin, rmax, Δ) be the vote image, de-
pendent on the radial and angular ranges and having the same dimensions as
the original image. Let A(x, y; rmin, rmax, Δ) be the local voting area, defined
at each image point (x, y) and dependent on the radial and angular ranges,
defined by

A(x, y; rmin, rmax, Δ) := {(x± r cosφ, y ± r sinφ) | rmin ≤ r ≤ rmax and
θ(x, y)−Δ ≤ φ ≤ θ(x, y) + Δ} (1)

Finally, let K(x, y;σ, α,A) be a 2D Gaussian kernel with variance σ, masked by
the local voting area A(x, y; rmin, rmax, Δ) and oriented in the voting direction
α(x, y). Figure 2 shows a subset of voting kernels that vary in topography, scale,
and orientation.

The iterative voting algorithm is outlined below for radial symmetry.

Iterative Voting

1. Initialize the parameters: Initialize rmin, rmax, Δmax, and a sequence
Δmax = ΔN < ΔN−1 < · · · < Δ0 = 0. Set n := N , where N is the number
of iterations, and let Δn = Δmax. Also fix a low gradient threshold, Γg and
a kernel variance, σ, depending on the expected scale of salient features.

2. Initialize the saliency feature image: Define the feature image F (x, y) to be
the local external force at each pixel of the original image. The external
force is often set to the gradient magnitude or maximum curvature
depending upon the the type of saliency grouping and the presence of local
feature boundaries.

3. Initialize the voting direction and magnitude: Compute the image gradient,
∇I(x, y), and its magnitude, ||∇I(x, y)||. Define a pixel subset
S := {(x, y)| ||∇I(x, y)|| > Γg}. For each grid point (x, y) ∈ S, define the
voting direction to be

α(x, y) := − ∇I(x, y)
||∇I(x, y)||

4. Compute the votes: Reset the vote image V (x, y; rmin, rmax, Δn) = 0 for all
points (x, y). For each pixel (x, y) ∈ S, update the vote image as follows:

V (x, y; rmin, rmax, Δn) := V (x, y; rmin, rmax, Δn) +∑
(u,v)∈A(x,y;rmin,rmax,Δn)F (x− w

2 + u, y − h
2 + v)

K(u, v;σ, α,A),

where w = max(u) and h = max(v) are the maximum dimensions of the
voting area.



Geometric Approach to Segmentation and Protein Localization 433

5. Update the voting direction: For each grid point (x, y) ∈ S, revise the
voting direction. Let

(u∗, v∗) = arg max
(u,v)∈A(x,y;rmin,rmax,Δn)

V (u, v; rmin, rmax, Δn)

Let dx = u∗ − x, dy = v∗ − y, and

α(x, y) =
(dx, dy)√
d2

x + d2
y

6. Refine the angular range: Let n := n− 1, and repeat steps 4-6 until n = 0.
7. Determine the points of saliency: Define the centers of mass or completed

boundaries by thresholding the vote image:

C = {(x, y) | V (x, y; rmin, rmax, Δ0) > Γv}

(a) (b) (c) (d) (e)

Fig. 3. Detection of radial symmetries for a synthetic image simulating three overlap-
ping centrosomes (a protein event): (a) original image; (b)-(e) voting landscape at each
iteration

An example of the application of radial kernels to overlapping objects is
shown in Figure 3 together with the intermediate results. The voting landscape
corresponds to the spatial clustering that is initially diffuse and subsequently
refined and focused into distinct islands.

5 Experimental Results and Conclusion

A total of 196 images were processed to quantify number of abnormal centro-
somes for each nucleus in the image. This result was then compared against
manual count for validation, as shown in Figure 4. The system’s error is at 1%
and 10% for nuclear segmentation and quantitation of centrosome abnormal-
ity, respectively. Figure 5 shows the performance of the system on overlapping
nuclear regions. It should be noted that in some cases there is no intensity
decay when adjacent nuclei overlap; watershed-based techniques can fail to pro-
duce proper decomposition of nuclear compartments under these conditions. In
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(a) (b)

Fig. 4. Comparative results of abnormal centrosomes between manual and automated
counting for two separate treatments. Each chart shows manual (on the left) and au-
tomated quantitation (on the right).

(a) (b) (c)

(d) (e) (f)

Fig. 5. Decomposition of overlapping nuclei: (a)-(c) original images; (d)-(f) decompo-
sition results

contrast, proposed geometric approach is invariant to intensity distribution as
a basis for decomposition. An example of localization of centrosomes through
voting is shown in Figure 6, where a rare event due to CA is captured in re-
gion 20 and region 45. Each punctate signal is assigned to the closest nuclear
boundary.
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(a) (b)

(c) (d)

Fig. 6. Nuclear segmentation and centrosome localization indicates decomposition of
overlapping nuclear compartments and detection of nearby punctate events correspond-
ing to centrosome organelle: (a) original nuclear image; (b) corresponding centrosomes
image; (c) segmented nuclear compartments; and (d) localized centrosomes. A rare
event in nuclei 20 and 45 indicates four and three centrosomes, respectively. Nuclear
and centrosome regions are represented by cyan contours and cyan dots, respectively.
Ambiguities due to adjacent and overlapping regions (both nuclear and centrosomes)
are resolved. Furthermore, pertinent events are measured in context. For example,
centrosome abnormality of region 20 is referenced against correct nuclear size of mor-
phology.



436 S. Raman et al.

References

1. R. Malladi and J. Sethian. A unified approach to noise removal, image enhance-
ment, and shape recovery. IEEE Transactions on Image Processing, 5(11):1554–
1568, 1995.

2. G. Medioni, M.S. Lee, and C.K. Tang. A Computational Framework for Segmen-
tation and Grouping. Elsevier, 2000.

3. R. Murphy. Automated interpretation of subcellular locatoin patterns. In IEEE
Int. Symp. on Biomedical Imaging, pages 53–56, April 2004.

4. C. et. al. Ortiz De Solorzano. Segmentation of nuclei and cells using membrane
protein. Journal of Microscopy, 201:404–415, March 2001.

5. B. Parvin, Q. Yang, G. Fontenay, and M. Barcellos-Hoff. Biosig: An imaging
bioinformatics system for phenotypic analysis. IEEE Transactions on Systems,
Man and Cybernetics, 33(B5):814–824, October 2003.

6. D. Reisfeld, H. Wolfson, and Y. Yeshurun. Context-free attentional operators: The
generalized symmetry transform. IJCV, 14(2):119–130, March 1995.

7. D. Reisfeld and Y. Yeshurun. Preprocessing of face images: Detection of features
and pose normalization. CVIU, 71(3):413–430, September 1998.

8. J. L. Salisbury. The contribution of epigenetic changes to abnormal centrosomes
and genomic instability in breast cancer. Journal of Mammary Gland Biology and
Neoplasia, 6(2):203–12, April 2001.

9. J. L. Salisbury, A. B. D’Assoro, and W. L. Lingle. Centrosome amplification and
the origin of chromosomal instability in breast cancer. Journal of Mammary Gland
Biology and Neoplasia, 9(3):275–83, July 2004.

10. G. Sela and M.D. Levine. Real-time attention for robotic vision. Real-Time Imag-
ing, 3(3):173–194, June 1997.

11. L. Vincent and P. Soille. Watersheds in digital spaces: An efficient algorithm based
on immersion simulations. PAMI, 13(6):583–598, June 1991.

12. Q. Yang and B. Parvin. Harmonic cut and regularized centroid transform for
localization of subceullar structures. IEEE Transactions on Biomedical Engineeing,
50(4):469–475, April 2003.

13. Q. Yang and B. Parvin. Perceptual organization of radial symmetries. In Pro-
ceedings of the Conference on Computer Vision and Pattern Recognition, pages
320–325, 2004.



G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 437 – 444, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Multi-level Thresholding Using Entropy-Based Weighted 
FCM Algorithm in Color Image 

Jun-Taek Oh, Hyun-Wook Kwak, Young-Ho Sohn, and Wook-Hyun Kim 

School of EECS, Yeungnam University, 214-1 Dae-dong,  
Gyeongsan, Gyeongbuk 712-749, South Korea 

{ohjuntaek, psthink, ysohn, whkim}@yumail.ac.kr 

Abstract. This paper proposes a multi-level thresholding method based on a 
weighted FCM(Fuzzy C-Means) algorithm in color image. FCM algorithm can 
determine a more optimal thresholding value than existing methods and be ex-
tended to multi-level thresholding, yet it is sensitive to noise, as it does not include 
spatial information. To solve this problem, a weight based on the entropy obtained 
from neighboring pixels is applied to FCM algorithm, and the optimal cluster 
number is determined using the within-class distance in the code image based on 
the clustered pixels for each color component. Experiments confirmed that the 
proposed method was more tolerant to noise and superior to existing methods. 

1   Introduction 

Image segmentation plays an important role in understanding and analyzing image. In 
particular, region segmentation and object detection in image are both essential pro-
cedures for practical applications. Methods for image segmentation[1] include texture 
analysis-based methods, histogram thresholding-based methods, clustering-based 
methods, and region-based split and merging methods, among which threshold-based 
image segmentation is widely used in many applications, such as document process-
ing and object detection, as it is simple and efficient as regards dividing image into 
the foreground and background.  

Histogram thresholding-based methods use various criteria, such as Otsu's 
method[7], the entropy method[8], minimum error thresholding, and etc. However, 
none of these histogram thresholding-based methods include spatial information, 
which can lead to serious errors in the case of image segmentation. Plus, the selection 
of a threshold is very difficult, as the histograms of most real-images have an am-
biguous and indistinguishable distribution. To solve the problem, fuzzy clustering[2, 
3] algorithms, such as FCM(fuzzy c-means), fuzzy ISODATA, and PCM(possibilistic 
c-mean), have become a powerful tool that has been successfully applied to image 
thresholding to segment image into meaningful regions. However, certain problems 
like noise still remain, as no spatial information is included.   

In general, threshold-based segmentation of color image segments image using a 
threshold extracted from gray image after converting color image into gray image. As 
such, this method is simple and can reduce the computational time, yet some of the 
color information can be lost when color image is converted into gray image. In this 
case, objects with the same gray information yet completely different color information 
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can be erroneously classified as identical objects. Therefore, the threshold needs to be 
determined based on the color space of image. Y. Du[5, 6] used a histogram threshold-
ing-based method, such as Otsu’s method and entropy-based method, for each color 
component in color image, and then multi-level image thresholding is performed ac-
cording to optimal clusters determined by the within–class and between-class distance 
of the clusters, which are classified for each color component. Yet, this method is diffi-
cult to extend to multi-level thresholding for each color component and the reclassifi-
cation of cluster-units to detect optimal clusters leads to incorrect image segmentation.  

This paper uses entropy as a weight to supply the spatial information between the 
current pixel and its neighbors, while applying FCM algorithm for each color compo-
nent in color image. The final segmentation is then based on the within-class distance 
for all the clusters in the code image. The proposed algorithm can be extended to 
multi-level thresholding using FCM algorithm and is robust against noise. Further-
more, correct image segmentation can be accomplished by pixel-based reclassifica-
tion based on the within-class distance, and the optimal number of clusters defined 
using the average of the within-class distance. 

2   Weighted FCM Algorithm 

2.1   FCM Algorithm 

FCM(fuzzy c-means) algorithm[2, 3] is widely used in image segmentation as an 
unsupervised segmentation algorithm. The objective function ),( VUJm  in FCM algo-

rithm is given by : 
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where jx  is the gray-level value of j ’th pixel and iv  is the mean value of i ’th cluster. 

A solution of the objective function ),( VUJm  can be obtained via an iterative process, 
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where iju  is the degree of membership between the j ’th pixel and i ’th cluster, iv  is 

the mean value of i ’th cluster, c  is the number of clusters, and m  is an arbitrarily 
chosen FCM weighting exponent that must be greater than one. 

The objective function is minimized when high membership values are assigned to 
those pixels whose intensities are close to the center of their particular cluster, and 
low membership values are assigned when the point is far from the center. Plus, when 
the algorithm has converged, the maximum membership procedure is used to defuzzy 
the partition matrix. FCM algorithm can classify most of noise-free real-images, 
which have an uncertain and complex data distribution. However, as FCM algorithm 
does not incorporate spatial information, it may fail to segment image corrupted by 
noise and other imaging artifacts.  
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2.2   Entropy-Based Weighted FCM(EWFCM) Algorithm 

The neighborhood information is incorporated into FCM algorithm to remove any 
noise. In image, since the center pixel has a relationship with its neighbors, the 
probability that the center pixel and its neighbors will be classified in the same 
cluster is high. As such, Y. Yang[4] proposed a spatially weighted FCM algorithm 
using k-NN(nearest neighbor) algorithm, which is based on a distance between a 
mean gray-value of a cluster and a gray-value of a current pixel. However,  
Y. Yang’s method may be lead to an incorrect classification if the histogram  
distributions of clusters are different. And it needs to define a parameter in advance. 
Therefore, this paper proposes an improved entropy-based weighted 
FCM(EWFCM) algorithm, where a weight based on entropy that takes into account 
the spatial relationship between the current pixel and its neighbors is applied to 
FCM algorithm.   

The improved degrees of membership *
iju  and *

iv  are given by: 
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For i ’th cluster, j ’th pixel possessed a high ratio of belonging to i ’th cluster when 

many neighbors of j ’th pixel belong to i ’th cluster. Then ijw  possesses a high 

weight as regards belonging to i ’th cluster, and ijw  is calculated as: 
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where nx  is the neighboring pixel of j ’th pixel that is the center pixel, jN  is the set 

of the neighbors nearest to the center pixel, i
jN  is the subset of  jN  composed of the 

pixels belonging to i ’th class,  k
jN  is the subset of jN  except i

jN , ip  is the ratio 

that the neighbors of the j ’th pixel belong to the same cluster, and kp  is the ratio 

that the neighbors of the j ’th pixel do not belong to the same cluster. ijw  is then 

obtained by the entropy of Shannon based on those ratios. ijw  is set to 1 when all the 

neighbors of the pixel jx  belong to the same cluster and the weight value of the 

remaining clusters is set to 0. The weights of all the clusters are the same when the 
ratios are same. EWFCM algorithm is consecutively performed based on the centers 
and membership values obtained from FCM algorithm as it may be faced with local 
minima. EWFCM algorithm can correctly classify pixels by only using a classifica-
tion index between a current pixel and the neighbors and is performed faster than Y. 
Yang’s method.  
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3   Color Image Multi-level Thresholding Using EWFCM Algorithm 

Color image consists of 3-dimensional color information(red, green, blue). To obtain 
this color information, this paper first applies EWFCM algorithm to each color com-
ponent, then creates the code image based on the clustered data. Finally, the multi-
level thresholding for a given color image is achieved by a reclassification procedure 
based on the within-class distance of all the clusters in the code image.  

The number of clusters in the code image is determined according to the cluster 
number from EWFCM algorithm for each color component. If the number of clusters 
for each color component is set to 2, the code image consists of all 8 clusters, and 
each cluster is assigned a cluster number from 0 to 7. Yet, the number of clusters 
needs to be reduced in the reclassification step. But, before performing the reclassifi-
cation of the clusters in the code image, noise is removed from the original image 
based on the cluster information. As such, the code image does not include noise, yet 
the original image does. However, since the pixel-based reclassification step uses the 
color information from the original image, the color information related to noise must 
be modified. Therefore, the difference between the color value of a pixel in a cluster 
and the average color value of all the clusters is compared, and then the cluster with 
the smallest difference is selected. If the selected cluster is equal to the cluster that 
includes the pixel in the code image, then the pixel maintains the original color value. 
Otherwise, the color value of the pixel is replaced with the average color value of the 
cluster that includes the pixel. In the pixel-based reclassification procedure, the cluster 
with the highest within-class distance is first selected, and then the difference between 
the color value of the pixels that are included in the cluster and the average color 
value of the remaining clusters is compared. The pixels are then reclassified in the 
cluster with the smallest difference. The optimal number of clusters in the code image 
is defined based on the average within-class distance for all the clusters. The cluster 
number with the minimum average within-class distance is selected after repeating the 
reclassification procedure until the number of clusters is 2. Fig. 1 shows the clustered 
images for each color component in the experimental image and the finally-clustered 
images in the code image. 

    
(a) (b) (c) (d) 

    

(e) (f) (g) (h) 

Fig. 1. Clustered images using EWFCM algorithm and pixel-based reclassification based on 
within-class distance. (a): Original image. (b)~(d): Clustered images for each color compo-
nent(red, green, blue). (e): Code image. (f)~(h): Finally-clustered images, where the number of 
clusters is 2, 3, 4, respectively. 
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4   Experiment 

All the algorithms in this paper were coded using SDK Version 1.4.1 in Window XP. 
The experimental images were color images, including Lena, House, Baboon, and 
Peppers. And a function developed by M. Borsotti[13] was used for the performance 
evaluation.  
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where I  is the segmented image, N  and M  are the width and height of the image, 
respectively, R  is the number of regions in the segmented image, iA  and ie  are the 
area and average color error for the i ’th region, respectively. )( iAR  represents the 

number of regions with an area equal to iA . The smaller the value of )(IQ , the better 

the segmentation result.  
Fig. 2 shows the resulting images that are classified into a given cluster number(2, 

3, 4) for gray-level images. Figs.2(a1) and (b1) are the original images; figs.2(a4) and 
(b4) are the noisy images with 10% Gaussian noise. Figs.2(a2), (b2), (a5) and (b5) are 
the resulting images that are classified by Y. Yang’s method, and Figs.2(a3), (b3), 
(a6) and (b6) by EWFCM algorithm. As be seen in Fig.2, EWFCM algorithm shows a 
better segmentation result than Y. Yang’s method, especially for MRI noisy image. 
Plus, based on pixel-united classification, when the number of clusters is 2, the aver-
age processing time per iteration of  EWFCM algorithm approximately shows 55% of 
that of Y. Yang’s method, and in the case that the number of clusters increases, the 
difference between the average processing times of Y. Yang’s method and EWFCM 
algorithm is increased. Fig.3 shows the optimally clustered images based on the code 
images for the experimental images. Figs.3(a) and (b) show the experimental images 
that are widely used in image processing. Figs.3(c) and (d) show the resulting images 
that were clustered by Y. Du’s method. First, after classifying each color component 
into 2 clusters with thresholds given by Otsu's method, it obtained the code image. 
The optimally clustered image is then given by the cluster-based reclassification pro-
cedure based on the within-class distance and between-class distance. Figs.3(e) and 
(f) show the resulting images that were clustered by the proposed method. The num-
bers under the figures show the optimal number of clusters for each image. In spite of 
the fewer clusters, the proposed algorithm segmented more exactly than the existing 
methods. Plus, in the case of the noisy images, using the average brightness of a clus-
ter instead of the noise brightness in the reclassification step prevented the reproduc-
tion of noise. Fig.4 shows the results using the performance evaluation function( Q ). 

The proposed method exhibited the better performance than Y. Du’s method for all 
the experimental images. Fig.5 shows the performance evaluation results between the 
traditional FCM algorithm and EWFCM algorithm proposed in this paper. In this 
experiment, the number of clusters was set at 2, 3, and 4 for each color component in 
the experimental images. And the processing procedure for the reclassification step 
was the same. Clearly, EWFCM algorithm was superior to FCM algorithm for the 
noisy images, indicating that applying EWFCM algorithm to each color component 
was more effective than FCM algorithm. However, in the procedure for creating the 
code image, EWFCM algorithm showed approximately 2.5 times longer processing 
time than that of FCM algorithm. And the number of clusters for each color compo-
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nent is a very important factor in segmenting image. Therefore, multi-level threshold-
ing for each color component needs to be performed before the reclassification step. 
In Figs.5(a) and (b), the proposed method obtained the best result for all the experi-
mental images when pixels of each color component were classified into 3 clusters.  

 2 level 3 level 4 level  2 level 3 level 4 level 

    
(a1) (a2) (b1) (b2) 

 

  

 

 
 (a3)  (b3) 

    
(a4) (a5) (b4) (b5) 

 

  

 

 
 (a6)  (b6) 

Fig. 2. Clustered images by the proposed method and Y. Yang's method(1). (a1), (b1) : Ex-
perimental images. (a4), (b4) : Noisy images with 10% gaussian noise. (a2), (a5), (b2), (b5) : 
Clustered images by Y. Yang's method. (a3), (a6), (b3), (b6) : Clustered images by the pro-
posed method(EWFCM).

    
(a) (b) 

     
8 8 8 8 8 8 8 8 

(c) (d) 

     
4 3 6 4 4 3 6 4 

(e) (f) 

Fig. 3. Optimally clustered images (a): Experimental images without noise. (b): Experimental 
images with added salt & pepper noise, such that SNR = 5. (c), (d): Clustered images by Y. 
Du’s method. (e), (f): Clustered images by the proposed method. 
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(a) (b) 

Fig. 4. Comparison of performance evaluation by Y. Du’s method and the proposed method 
(a): for Fig.3(a).  (b): for Figs.3(b). 

  
(a) (b) 

Fig. 5. Multi-level thresholding performance evaluation of FCM algorithm and EWFCM algo-
rithm (a): for Figs.3(a).  (b): for Figs.3(b). 

5   Conclusion  

This paper proposed a multi-level thresholding method for color image using the 
entropy-based weighted FCM algorithm and pixel-based reclassification. The en-
tropy-based weighted FCM(EWFCM) algorithm can effectively remove noise by 
using entropy as the spatial information and be extended to multi-level thresholding 
founded on the advantage of FCM algorithm. Plus, based on the within-class distance 
of the clusters in the code image, multi-level thresholding of a color image can be 
performed by pixel-based reclassification that can precisely segment edges. The opti-
mal number of clusters can also be determined according to the average distance of 
the within-class distance for all the clusters. As be seen in experiments, the proposed 
method shows more superior segmentation results than the existing methods. But, the 
processing time of EWFCM algorithm is excessive as before. Therefore, with reduc-
ing the processing time, region-based reclassification than pixel-based are areas under 
further study. 
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Abstract. Recently, Van Den Boomgaard and Van De Weijer have pre-
sented an algorithm for texture analysis using robust tensor-based esti-
mation of orientation. Structure tensors are a useful tool for reliably esti-
mating oriented structures within a neighborhood and in the presence of
noise. In this paper, we extend their work by using the Geman-McClure
robust error function and, developing a novel iterative scheme that adap-
tively and simultaneously, changes the size, orientation and weighting of
the neighborhood used to estimate the local structure tensor. The itera-
tive neighborhood adaptation is initialized using the total least-squares
solution for the gradient using a relatively large isotropic neighborhood.
Combining our novel region adaptation algorithm, with a robust tensor
formulation leads to better localization of low-level edge and junction
image structures in the presence of noise. Preliminary results, using syn-
thetic and biological images are presented.

1 Introduction

Structure tensors have been widely used for local structure estimation [1, 2, 3],
optic-flow estimation [4,5] and non-rigid motion estimation [6]. Robust statisti-
cal estimators have been shown to provide better results when compared with
traditional least-squares based approaches [7]. In our work on motion analysis
using biological image sequences [6,8],we have reported the advantages of using
structure tensors for segmentation. This is due to the fact that smoothing is
minimized in the direction of the orientation vector, resulting in features that
are less blurred at object discontinuities.

Combining robust estimators with structure tensor-based orientation esti-
mation is a recent development that holds promising potential to improve local-
ization accuracy in the presence of noise. Boomgaard and Weijer [2] apply ro-
bust tensor-based estimation for texture analysis and boundary detection while
demonstrating the limitations of a total least-squares based approach. Robust
estimators are computationally more expensive than their least-squares coun-
terparts. An iterative approach is required to solve a robust structure-tensor
matrix, as it becomes non-linearly dependent on the orientation of the patch [2].
However, robust structure tensors significantly improve orientation estimates.
Instead of using a fixed local neighborhood, an adaptive area for integration has
been shown to be beneficial for optic-flow estimation [5].

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 445–453, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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A spatially varying Gaussian kernel that adjusts to local image structure,
size and shape is presented in this paper. We also show how this kernel can be
efficiently embedded in the fixed-point iteration scheme proposed by Boomgaard
and Weijer [2]. In addition, we also investigate the use of the Geman-McClure
robust error function which is experimentally shown to yield improvements in
localization of low-level image structures.

The paper is organized as follows. In Section 2, we discuss mathematical
concepts associated with 2D structure tensor estimation. Section 3 describes
our proposed adaptive spatially varying Gaussian kernel algorithm. Section 4
presents some results and discussion when using our algorithm on synthetic and
biological images. A conclusion is provided in Section 5.

2 2D Structure Tensor Based Orientation Estimation

Let v(x) be the true gradient of an image patch Ω(y), centered at x. The norm
of the error vector between the estimated gradient g(y) at location y and v(x)
is given by e(x,y) as

||e(x,y)|| = ||g(y) − (gT(y)v(x))v(x)|| (1)

This can also be seen in Fig. 1. For clarity, we omit the positional arguments
in some instances. In order to estimate v, we will minimize an error functional
ρ(||e(x,y)||2) integrated over the image patch Ω, subject to the condition that
||v|| = 1 and ||g|| = 1 (as these are direction vectors).

The least-squares error functional is ρ(||e(x,y)||) = ||e(x,y)||2 and the error
over the image patch eLS can be written as,

eLS(x) =
∫
Ω

ρ(||e(x,y)||2)W (x,y) dy (2)

On simplifying this expression, we obtain

eLS =
∫
Ω

(gTg)W (x,y) dy −
∫
Ω

(vT(ggT)v)W (x,y) dy (3)

Here, W (x,y) is a spatially invariant weighting function (e.g., Gaussian) that
emphasizes the gradient at the central pixel within a small neighborhood, when
evaluating the structure tensor.

Minimizing eLS with respect to v, subject to the condition that ||v|| = 1, is
equivalent to maximizing the second term of Eq. 3. Using Lagrange multipliers,
we can write this criterion as

ELS(x,y) = vT (
∫
Ω

(ggT)W (x,y) dy) v + λ(1 − vTv) (4)

Differentiating ELS(x,y) to find the extremum leads to the standard eigenvalue
problem for solving for the best estimate of v, given by v̂.

J(x,W ) v̂ = λ v̂, (5)
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For clarity, we replace v̂ with v in the remaining part of the paper.
In Eq. 5,

J(x,W ) =
∫
Ω

(ggT)W (x,y) dy

is the least-squares structure tensor at position x using the weighting kernel W .
The maximum eigenvector solution of Eq. 5 gives the least-squares estimate for
the gradient at pixel x using the surrounding gradient information. Although
v⊥(x) could be determined using the minimum eigenvector, it should be noted
that for an ideal edge, the smaller eigenvalue will be zero. Hence it is numerically
more reliable to estimate the maximum eigenvector.

Unlike the least-squares (or quadratic) error measure, robust error measures
are noise tolerant by imposing smaller penalties on outliers [7]. In this paper,
we use the Geman-McClure robust error function [7], instead of the Gaussian
robust error function used in [2]. The Geman-McClure robust error function is
defined as,

ρ(||e(x,y)||,m) =
||e(x,y)||2

m2 + ||e(x,y)||2 = 1− m2

m2 + ||e(x,y)||2 (6)

where, m is a parameter that determines the amount of penalty imposed on
large errors. The Gaussian robust error function is a special case of the Leclerc
robust error function [7, p. 87, Fig. 29],

ρ(||e(x,y)||2,m, η) = 1− e
− ||e(x,y)||2

(η m)2

with η2 = 2. Fig. 2 shows that both robust error measures ‘clamp’ the influ-
ence of large outliers to a maximum of one, whereas the quadratic measure is
unbounded. The Geman-McClure function clamps the error norm more grad-
ually, when compared with the Leclerc function. Moreover, we experimentally
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obtained improved results when using the Geman-McClure function than with
the Leclerc function.

Using Eq. 6, the error function to be minimized can be written as

eGM =
∫
Ω

W (x,y) dy −
∫
Ω

m2

(gTg − vT(ggT)v + m2)
W (x,y) dy (7)

Minimization of eGM , subject to the constraint that ||v|| = 1, is equivalent
to maximizing the second term of Eq. 7 within the region Ω. Using Lagrange
multipliers, this can be written as follows,

EGM (x,y) =
∫
Ω

m2

(gTg− vT(ggT)v + m2)
W (x,y) dy + λ(1 − vTv) (8)

Differentiating EGM (x,y), with respect to v, and setting it to zero gives

J(x,v,W )v = λv where, (9)

J(x,v,W ) =
∫
Ω

m2

(gTg − vT(ggT)v + m2)2
(ggT) W (x,y) dy (10)

is the Geman-McClure robust structure tensor.
The following iterative equation,

J(x,vi,W )vi+1 = λvi+1 (11)

is a fixed-point functional iteration scheme for numerically solving (λ,v) in Eq.
9 that usually converges to a local minimum [2]. Several convergence criterion
can be used. Some of them include ||vi+1 − vi|| < ε, Tr(J(x,vi,W ) < ktrace (a
trace threshold), and the size of W (for which we refer the reader to the next
section). The total least-squares solution is used to initialize the iterative process
in Eq. 11.

3 Spatially Varying Gaussian Kernel Adaptation

The structure tensor estimates in the neighborhood Ω can be weighted to in-
crease the influence of gradients close to the central pixel and less influence from
the surrounding region. A soft Gaussian convolution function was used in [2].
In this work, we propose a spatially varying kernel, W (x,y), that is a Gaussian
function with adaptive size and orientation within Ω. The neighborhood Ω is
initialized as a circular region and subsequently adapted to be an oriented el-
liptical region. Spatially varying adaptation of the kernel (local neighborhood
shape and coefficients) is beneficial for improving the estimation of oriented im-
age structures. When computing the structure tensor at a pixel located on an
edge, it would be beneficial to accumulate local gradient information along a
thin and parallel region to the edge. At the same time, influence of local gradi-
ents parallel to the gradient at the pixel should be minimized. Such a strategy
would lead to an improved estimate of the gradient. A neighborhood where two
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i+1] are the semi-major and semi-minor axes of the new local neighborhood at the

(i + 1)th iteration step. Adaptation updates for region size and orientation are shown
in Eqs. 13 and 14. Ωi(y) is initially circular and subsequently becomes an oriented
elliptical region.

or more edges meet is referred to as corners. For localizing such regions, it would
be beneficial to select a region that is very small. The proposed adaptive struc-
ture tensor algorithm describes the approach by which appropriate small regions
can be derived.

Fig. 3 shows the adaptive algorithm at an ideal edge. In this figure, the
dashed-line elliptical region is oriented along the gradient while the solid-line
elliptical region (that is scaled and rotated by 90◦) is oriented along the edge.
The spatially varying kernel Wi(x,y) that is used with Eq. 10 is defined as

Wi(x,y) = K e−( 1
2 (y−x)T UT

i−1 Λ−2
i Ui−1 (y−x))

Λi =
[√

2R1
i 0

0
√

2R2
i

]
(12)

where K is a scaling factor associated with the Gaussian function. We initialize
the kernel W0(x,y) as an isotropic Gaussian with R1

0 = R2
0 = R0. A fairly large

number is chosen (typically R0 = 8), in order to reduce the influence of noise
when evaluating the structure tensor. The columns of Ui are the eigenvectors
(e1

i , e
2
i ), with the columns of U−1 initialized as the co-ordinate axes. Let λ1

i

and λ2
i (with λ1

i > λ2
i ) be the eigenvalues of the structure tensor J(x,vi−1,Wi)

at the ith iteration. Scaled versions of these eigenvalues are used to update the
semi-major and semi-minor axes for the (i + 1)th iteration as
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R1
i+1 =

λ1
i

λ1
i + λ2

i

R1
i and, R2

i+1 =
λ2

i

λ1
i + λ2

i

R2
i (13)

The eigenvectors obtained from the current iteration, along with (R1
i+1, R2

i+1)
are used to update the kernel as follows

Wi+1(x,y) = K e−( 1
2 (y−x)T UT

i Λ−2
i+1 Ui (y−x))

Λi+1 =
[√

2R1
i+1 0

0
√

2R2
i+1

]
(14)

This kernel is used to compute a new structure tensor J(x,vi,Wi+1) as per Eq.
10. To account for the spatially varying Gaussian kernel, Eq. 11 is modified to
the following form

J(x,vi,Wi+1)vi+1 = λvi+1 (15)

We experimentally determined that two or three iterations were sufficient to
achieve the convergence criteria presented in the previous section.

4 Results and Discussion

We demonstrate the performance of our algorithm using synthetic and bio-
logical images. Edges and junctions at which two or more edges meet (i.e.,
corners) are typical low-level image structures. Fig. 4(a) depicts a synthetic
image having different types of edges (i.e., horizontal, vertical and slanted)
and corners. Fig. 4(b) shows the least-squares estimate for the structure ten-
sor, using a circular region for W (x,y). Smeared edges and corners, that re-
sult from this process, are shown in the intensity maps of confidence measures
(Figs. 4(b), 4(e)).

The proposed (spatially varying) adaptive robust tensor method produces
better localization of edges and corners, as shown in Figs. 4(c) and 4(f). Along
ideal edges, one of the eigenvalues is nearly equal to zero. Consequently, there
would be no adaptation in the size of the kernel (Eq. 12). Thus, the improved
localization of edges in Fig. 4(c) is due to the robust component of our algorithm.
With noisy edges, however, both eigenvalues will be non-zero. Hence, both kernel
adaptation and robust estimation contribute to the improved localization of
noisy edges as shown in Fig. 4(f). At junctions, both eigenvalues are greater
than zero and can be nearly equal to each other for 90◦ corners [9, Ch. 10].
Hence, there is a nearly isotropic decrease in the kernel (Eq. 12) which leads to
improved localization of corners as seen in both Figs. 4(c) and 4(f).

We also show the effect of using different robust error measures with real bi-
ological images. Fig. 5(a) shows a Lilium longiflorum pollen tube, imaged using
high resolution Nomarski optics (diameter of pollen tube is 20 microns). These
images are used to study the movement of the tip and small interior vesicles
that actively contribute to the growth dynamics of pollen tubes [10]. Fig. 5(e)
shows a section of the Arabidopsis thaliana root from the meristem region, with
root hairs and internal cellular structures (diameter of the root is approximately
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Fig. 4. An ideal image and the same image corrupted with 60% additive Gaussian
noise N (0, 1). Corresponding, scaled, intensity plots of the confidence measure λ1

i −λ2
i

(i.e., converged eigenvalues) using least-squares (quadratic) and Geman-McClure error
measures are also shown. R0 = 8 (use to defined both W (x,y and Ω(y)), ktrace = 0.005
for both error measures, and the number of iterations is 8. Original image dimensions
are 262×221.

100 microns). Temporal stacks of such root images were used to automatically
compute the most spatiotemporally accurate growth profile along the medial
axis of the root, for several plant species [8]. As seen from Fig. 5(d) and 5(h),
the Geman-McClure function does a better job at detecting more salient im-
age features, such as vesicles in the pollen tubes and internal cellular structures
in the root, that are important in characterizing the physiology of biological
motions.

In a previous paper, we have presented growth characterization results using
a least-squares based robust tensor algorithm for computing velocity profiles of
root growth in Arabidopisis thaliana [8]. The accurate localization and segmen-
tation feature of the proposed adaptive robust structure tensor algorithm can
be suitably extended for computing such velocity profiles, or growth in other
biological organisms.
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(a) Lilium longiflorum

(b) Quadratic

(c) Leclerc (η2 = 2)

(d) Geman-McClure

(e) Arabidopsis thaliana

(f) Quadratic

(g) Leclerc (η2 = 2)

(h) Geman-McClure

Fig. 5. Lilium longiflorum pollen tube and meristem region of an Arabidopsis thaliana
root image, with corresponding scaled intensity plots of confidence measure λ1

i − λ2
i

(i.e., converged eigenvalues). R0 = 8 (used to define both W (x,y and Ω(y)), m2 = 0.5
and ktrace = 0.005 with a maximum of 8 iterations. Original image dimensions are
197×133 for the pollen tube and 640×480 for the root images, respectively.

5 Conclusion and Scope for Future Work

An adaptive, robust, structure tensor algorithm has been presented in this paper
that extends the robust orientation estimation algorithm by Boomgaard and
Weijer [2]. The adaptation procedure for local orientation estimation uses a
new, spatially varying, adaptive Gaussian kernel that is initialized using the
total least-squares structure tensor solution. We adapt the size, orientation and
weights of the Gaussian kernel simultaneously at each iteration step. This leads
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to improved detection of edge and junction features, even in the presence of noise.
In a future work, we intend to explore the relationship between the proposed
adaptive robust-tensor algorithm and anisotropic diffusion [11, 12].
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Abstract. The extraction of consistent skeletons in the presence of boundary 
noise is still a problem for most skeletonization algorithms. Many suppress 
skeletons associated with boundary perturbation, either by preventing their for-
mation or removing them subsequently using additional operations. A more ap-
propriate approach is to view a shape as comprising of structural and textural 
skeletons. The former describes the general structure of the shape and the latter 
its boundary characteristics. These two types of skeletons should be encouraged 
to remaining disconnected to facilitate gross shape matching without the need 
for branch pruning. Such skeletons can be formed by means of a multi-
resolution gradient vector field (MGVF), which can be generated efficiently us-
ing a pyramidal framework. The robust scale-invariant extraction of the skele-
tons from the MGVF is described. Experimental results show that the MGVF 
structural skeletons are less affected by boundary noise compared to skeletons 
extract by other popular iterative and non-iterative techniques. 

1   Introduction 

Skeletons are widely adopted as a basis for shape description [4],[10]. Kimia [5] 
recently highlighted several psychophysical evidences that suggest some role for 
medial axis in the human visual system. However, it is still a challenge to extract 
robust skeletons in the presence of boundary noise. A shape’s skeleton can be de-
fined as the locus of centers of maximal discs contained within the shape [2] and it 
is well-known that small boundary perturbations can significantly alter the structure 
of such skeletons. This problem has been traditionally addressed using some form 
of pre-smoothing technique or branch pruning strategy. In the case of the former, 
pre-smoothing the shape contour using curvature flow smoothing techniques [4] 
could be carried out before skeleton extraction. Alternatively, topology preserving 
pruning methods can be employed [11]. Multiscale pruning strategies such as the 
iteratively pruned trees of Voronoi edges have also been proposed [7]. Pizer et al. 
[8] described the medialness function (cores) of a shape over a width-proportional 
scale. By selecting cores from appropriate scales, shapes can be made relatively 
insensitive to boundary noise. In summary, most approaches seek to suppress spuri-
ous skeletons either by preventing their formation or removing them subsequently. 
However, it has been acknowledged that selecting an appropriate scale or pruning 
threshold that can properly define what constitutes an insignificant skeleton is  
non trivial [9]. Moreover, such ‘spurious’ skeletons may be useful in describing 
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boundary characteristics. A more appropriate approach is to view a shape as com-
prising of two types of skeletons, namely structural and textural skeletons (see Fig. 
1b). In our work, the structural skeleton is formally defined as the fully connected 
skeletal segment that has as its member, the skeletal point with the largest Euclid-
ean distance from any boundary point. It describes the general structure and topol-
ogy of the shape.  This skeleton is relatively stable to boundary noise. Textural 
skeletons on the other hand, describe the shape’s boundary characteristics and they 
emanate from the boundary towards the interior. Pizer et. al in [9] used the term 
topological skeleton to refer to the part of the skeleton which cannot be further 
contracted without altering its corresponding topology. Skeletal branches emanating 
from the topological skeleton towards the boundary (see Fig. 1a) represent define 
finer details and can be deleted without affecting the topology. These skeletons are 
usually fully connected and in cases where they are not, homotopy preserving  
algorithms are employed to maintain connectivity [13]. Pruning must therefore be 
employed to remove spurious branches before the ‘noise-free’ skeleton can be  
extracted for subsequent robust shape analysis. 

We argue that structural and textural skeletons should be encouraged to remain dis-
connected. In this way, both the gross shape structure and boundary perturbations are 
simultaneously represented and accessible without need for costly branch pruning. 
This seems to run contrary to the homotopic nature of most skeletonization algo-
rithms. A fully connected skeleton can be represented with a single graph but such a 
graph resulting from a noisy shape can be dense. This makes subsequent graph match-
ing complicated and costly. The edit distance algorithm of Sebastian et. al [10] prunes 
away leaf edges in the shock graph and associate an appropriate splice cost for such 
an operation. Nonetheless, pruning numerous spurious edges arising from boundary 
noise can increase the time taken to compute the optimal match between shapes. 
However, if the relatively ‘noise-free’ structural skeletons are disconnected from the 
textural skeletons (see Fig. 1c), they can be easily compared to determine their gross 
shape match before textural skeletons are employed for refined matching. 

 
 

Structural skeleton

(a) 

(b) (c) 

Structural 
skeletons

Homotopic
skeleton 

Textural skeletons

 

Fig. 1. (a) Sensitivity of a homotopic skeleton to boundary perturbation. (a) The structural 
skeleton is connected in order to maintain topology of the shape and disconnected textural 
skeletons capture prominent boundary artifacts such as the serrated teeth of the key. (c) Struc-
tural and textural skeletons of four triangular shapes with varying boundary characteristics.  
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2   The MGVF Skeleton 

2.1   The Gradient Vector Field and Disparity Map 

Several researchers have proposed the use of vector fields to analyze symmetry in 
shapes [1], [13]. In our work, a gradient vector field is used as a basis for generating a 
scalar 2D surface from which the skeleton can then be extracted by detecting the local 
maxima on this surface. A computational efficient pyramidal framework is proposed 
for generating a gradient vector field that exhibits characteristics that facilitates the 
extraction of a disconnected ‘noise-free’ structural skeleton. Integration of gradient 
information over different spatial resolutions allows the gradient vectors in the inte-
rior to be constituted with noise free low spatial frequencies whilst vectors near the 
boundary are constituted with high spatial frequencies that will retain the boundary 
characteristics. Pyramid operations such as REDUCE and EXPAND can be reviewed 
in [3]. It is assumed that the input image is a binary silhouette image I(x, y). Firstly, a 
Gaussian pyramid G(l, x, y) of N +1 levels is created by iteratively applying the 
REDUCE operation N times on each consecutive output image, starting with I(x, y). 
From the scalar Gaussian pyramid, we then derived the vectorial Gradient pyramid 
H (l, x, y), which consist of two pyramids H x (l, x, y) and H y (l, x, y) given by 

)(*)()( xxx l
xx

l GgH
Hσ∇=  and )(*)()( xxx l

yy
l GgH

Hσ∇=       for  0 ≤ l ≤ N (1) 

where x = (x, y) and the convolution kernels are first-order Gaussian derivatives in the 
x and y directions, respectively and are given by 
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H σσσ
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Each level Vl of the Gradient Vector Field pyramid, for 0 ≤ l < N, is constructed by 
iteratively applying EXPAND to a proportioned sum of the corresponding level Hl of 
the Gradient pyramid and EXPAND [Vl+1], starting with l = N -1. More formally,  

Vl = α Hl + (1- α) EXPAND [Vl+1]          for 0 ≤ l < N (3) 

where Vl  = Hl  for l = N and the parameter α ∈ [0, 1] determines the smoothness of 
the gradient vector field within the object. A small value of α results in a smoother 
vector field in the interior of the shape. Given the gradient vector field V l (x) in (3), 
the shape axes can be located by detecting locations in the vector field where the local 
gradient vectors exhibit high vector directional disparity. Using the directional dispar-
ity operator Δ, the normalized Vector Field Disparity pyramid D(l, x, y) is derived 
from Vl(x) where each level Dl(x)  is defined as 
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=Δ=      for 0 ≤ l ≤ N (4) 

The local disparity measure is computed within a weighted locality defined by the 

Gaussian kernel gσD given by DDyx σπσ 2]2/)(exp[ 222 +− . The normalized vec-

tor field disparity measure Dl (x) ∈ [0, 1] gives a value close to 1 in localities of high 



 Structural and Textural Skeletons for Noisy Shapes 457 

directional disparity such as at the center of a circle. In order to detect consistent 
shape axes over different scales of a shape, a full resolution vector field disparity map 
M (x, y) is obtained by iteratively applying EXPAND to the sum of Dl and EXPAND 
[Dl+1], starting with at l = N -1 to l = 0. The final summed output is divided by N +1 to 
normalize the disparity map such that M (x, y) ∈ [0, 1].  

2.2   Skeleton Extraction and Structural Skeleton Connectivity 

Given the disparity map M (x, y), the shape axes can be extracted by detecting local 
maximas on this disparity surface using a simple local ridge detection algorithm, 
which flags out a pixel as a ridge pixel when a specified number of its neighbouring 
pixels have disparity values less than its own. In our implementation, a 5×5 square 
neighbourhood was used and at least 14 pixels must have disparity values less than 
the centre pixel to classify it as a ridge point. However, shape axes near bifurcation 
points cannot be properly extracted because the ridges in the interior of the shape has 
been significantly blurred due to the multiple EXPAND operations used to derive 
M (x, y). A more robust method of extracting the shape axes can be achieved by first 
computing MV (x, y),  the first-order Gaussian derivative of M (x, y) in the x and y di-
rections. The resulting disparity gradient map MV is a vector consisting of the x and y 
derivatives given by M x

V  and M y
V   respectively. The directional disparity operator Δ 

in (4) is then applied to MV to obtained an enhanced vector field disparity map 
ME (x, y) defined by Δ (MV,σE), where σE determines the size of the effective 
neighbourhood in which the vector disparity is computed. Since vectors around ridge 
points are always outward flowing, a landscape map ML (x, y) that highlights ‘rid-
geness’ and ‘valleyness’ in the disparity map can be constructed using  

=
∇=

yxi

i
V

i
L yxMyxgyxM

R
,

),(*),(),( σ  (5) 

where the Gaussian derivative kernels ∇gi
σR are defined in (2).  ML (x, y) gives large 

positive values at ridge points and negative values at valley points. A ridge-enhanced 
disparity map MR (x, y) can now be created using 

MR (x, y) = ME (x, y) ML (x, y) (6) 

The local maximas on the ridge-enhanced disparity map MR (x, y) are detected us-
ing the same ridge detection algorithm described earlier. Standard disparity-weighted 
morphological thinning is then applied to thin the extracted ridges to unit-width skele-
tons. The intentional use of a non homotopy-preserving local ridge detection algo-
rithm is to encourage disconnectivity between structural and textural skeletons. How-
ever, in order to connect broken structural skeletal segments, a modified version of 
the directional-uphill climbing (DUC) algorithm proposed by Shih and Pu [12] was 
adopted. It employs directional information of the current skeletal end points within a 
small 3×3 neighborhood and it adds skeletal pixels to current end point by climbing 
up the slope with the steepest gradient. The DUC starts at an unconnected end point p  
that has the lowest disparity value MR (p). This ensures connectivity is achieved by 
climbing uphill towards larger disparity values. The DUC algorithm appends a skele-
tal point to the current end point p by determining which of the directional-neighbor 
has the steepest disparity gradient from p. Once this neighboring point pnext has been 
identified, the DUC algorithm is then iteratively applied to pnext until the current 
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neighborhood NP contains a structural skeletal pixel. A single parameter criterion is 
introduced to decide if a given end point should be connected to the structural skele-
ton or should remain as an unconnected textural element. Given that an object is  
defined by a set of boundary points B ={b i }

N
i =1 and there is a set of skeletal end points 

P ={p j }
M
j =1 detected within its interior. To determine if DUC should be applied to end 

point pj , a circle cj with radius rj is first obtained, where rj is given by  

 jj Rr λ= , where  −=
≤≤ ji

Ni
jR pb

1
min  (7) 

and ||  ||  gives the Euclidean distance between two points. The circle cj is termed the 
λ-maximal disk of  pj since λ relates its radius rj to Rj , the radius of the maximal disk 
centred about pj. The parameter λ ∈ (0, 1] is called the connectivity factor and is used 
to control the size of the λ-maximal disk. DUC is only applied to end point pj if there 
exist at least one structural skeletal pixel within the λ-maximal disk region. The con-
nectivity factor λ governs the disk’s diameter and has a direct influence over the sen-
sitivity of the process that recruits disjointed skeletal segments to form part of the 
structural skeleton. Typical values of λ = 0.7 were used in most of the experiments 
presented in section 3. Other default parameters adopted by the MGVF algorithm are 
σH = 1.0, σD = 1.5, σE = 1.0, σR = 1.0 and α = 0.8, unless otherwise stated. Discussion 
of the effects of parameters such as α and λ is beyond the scope of this paper. 

3   Experimental Results 

3.1   Scale and Rotation Invariance 

Fig. 2a shows the MGVF structural skeleton can be extracted consistently over scales 
spanning two octaves. The textural skeletons is more numerous and prominent with 
increasing scale but such artifacts are not problematic since they are mostly discon-
nected from the structural skeletons. This cannot be said of the skeletons produced by 
the two-pass parallel thinning algorithm of Zhang & Suen [14] in Fig. 2b and the 
skeleton extracted from the Euclidean distance transform (EDT) surface in Fig. 2c, 
which employs the squared Euclidean distance metric and the same local skeleton 
extraction/connectivity algorithm presented in section 2. As the scale increase, more 
runners were observed. In these cases, scale invariant shape analysis would require 
some additional post-processing such as insignificant branch pruning. 

The rotation invariance of the MGVF algorithm is clearly observed in Fig. 3a since 
only isotropic Gaussian-based operators are employed in generating the MGVF and 
disparity maps. Good isotropic behavior is difficult to achieve in iterative algorithms 
[6]. The results from the Zhang & Suen iterative parallel algorithm in Fig. 3b pro-
duced different skeletons for shapes rotated by 30° and 45°. Skeletons extracted from 
distance transform are only rotationally invariant if the distance metric employed is 
truly Euclidean. Unfortunately, the more computationally efficient city block and 
chessboard distances are not rotation invariant. Since the EDT algorithm used the 
squared Euclidean distance metric, complete rotation invariance is observed in Fig. 
3c. The least consistent result seen in Fig. 3d is from the binary morphological 
bwmorph( ) function from Matlab® version 5.3.  
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Fig. 2. Skeletons extracted at various scales indicated using (a) the proposed MGVF, (b) Zhang 
and Suen and (c) EDT (λ = 0.7) algorithms 

     

(a) (b) (c)

MGVF 

MGVF 

MGVF 

Zhang & Suen 

Zhang & Suen 

Zhang & Suen 

EDT 

EDT 

EDT 

Matlab 

Matlab 

Matlab 

(d)

30°

45°

0°

30° 

45° 

0° 

30°

45°

0°

30°

45°

0°

 

Fig. 3. Results of the rotation invariance experiment. Skeletons extracted from the (a) MGVF, 
(b) Zhang and Suen, (c) Euclidean distance transform and (d) Matlab®’s bwmorph(‘skel’) 
algorithms. Rotation angles are indicated at bottom-left corner of each image. 

3.2   Analysis of Boundary Texture and Boundary Noise Sensitivity 

Fig. 4a shows the extracted MGVF structural and textural skeletons of four different 
boundary-textured hare shapes. Both these classes of skeleton remain unconnected 
allowing simultaneous skeletal analysis of the gross shape form and boundary textural 
characteristics. Another experiment was conducted to evaluate the accuracy of the 
MGVF skeleton in the presence of Gaussian boundary noise. A known reference 
skeleton with N skeletal points is first extracted from an undistorted square shape. The 
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boundary of the square is then perturbed in the x and y directions by varying degree of 
zero-mean Gaussian noise with varying standard deviation σn. For each test image 
generated, the Euclidean distance between the each skeletal pixel in the reference 
skeleton and the closest skeletal pixel of newly extracted skeleton is computed, result-
ing in a distance array xi, where 1 ≤ i ≤ N. The standard deviation of the skeletal dis-
crepancy as derived in [1] is computed. Fig. 4b shows the variations in the mean value 
of SD for the MGVF and EDT skeletons, for 0 ≤ σn  ≤ 4. The experiment was con-
ducted 10 times and for each run, the value of σn was incremented by steps of 0.2. 
The results show that the skeletal discrepancy of skeletons extracted using the pro-
posed MGVF algorithm is consistently lower than those extracted using the EDT 
algorithm, especially at higher levels of the Gaussian boundary noise. The boundary 
noise robustness of the skeletons extracted using the MGVF algorithm is due to the 
fact that the gradient vector field within the interior of the shape is derived mainly 
from the low spatial frequency components of the shape’s boundary. The skeletal 
information embedded with the gradient vector field disparity is therefore less suscep-
tible to high frequency distortions present in the noisy and jagged boundaries. This 
can be clearly observed from the relatively consistent structural skeletons extracted 
using the MGVF algorithm in Fig. 4c, even at noise levels of σn = 4.0. 
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Fig. 4. (a) MGVF skeletons extracted from the boundary texture experiment with α = 0.6. (b) 
Plots of standard deviation (SD ) in the skeletal discrepancies of the MGVF and EDT skeletons. 
(c) Skeletons extracted from the disparity and distance maps at selected boundary noise levels 
of σn  = 0, 0.4, 2.0 and 4.0. The SD of each extracted skeleton from their respective reference 
skeleton are also indicated. The skeletons at σn  = 0 are the reference skeletons.  

4   Conclusions 

This paper suggests that the homotopy-preserving approach of many skeletonization 
algorithms may not produce medial structures suitable for robust and efficient shape 
representation under noisy conditions. Instead, medial representation should consist of 
structural and textural skeletons. It was shown that such skeletons can be recovered 
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from the loci of local directional disparity maximas in the proposed MGVF. Advan-
tages of the proposed dual skeletal representation were highlighted in experiments, 
which showed that the MGVF-based structural skeletons can be extracted consistently 
in the presence of boundary noise and are invariant to large scale changes and arbi-
trary rotation. Subsequent skeletal analysis of shapes can also be simplified by the 
fact that these structural skeletons, which describe the general shape of the object, 
remain disconnected from the numerous textural skeletons present at the boundary.  
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Abstract. Zernike Moments are useful tools in pattern recognition and
image analysis due to their orthogonality and rotation invariance prop-
erty. However, direct computation of these moments is very expensive,
limiting their use especially at high orders. There have been some ef-
forts to reduce the computational cost by employing quantized polar
coordinate systems, which also reduce the accuracy of the moments.
In this paper, we propose an efficient algorithm to accurately calculate
Zernike moments at high orders. To preserve accuracy, we do not use
any form of coordinate transformation and employ arbitrary precision
arithmetic. The computational complexity is reduced by detecting the
common terms in Zernike moments with different order and repetition.
Experimental results show that our method is more accurate than other
methods and it has comparable computational complexity especially in
case of using large images and high order moments.

1 Introduction

Moment functions of image intensity values are used to capture global features
of the image in pattern recognition and image analysis [1]. Among many mo-
ment based descriptors, Zernike moments have minimal redundancy (due to
the orthogonality of basis functions [2]), rotation invariance and robustness to
noise; therefore they are used in a wide range of applications on image analy-
sis, reconstruction and recognition [3]. However, there are also some technical
difficulties in the calculation of Zernike moments due to the very high compu-
tational complexity and lack of numerical precision. It is usually not possible to
calculate them accurately in reasonable time when the desired moment order is
high and/or the images to be processed are large.

Little attention has been paid to the efficient and accurate calculation of
Zernike moments [4, 5, 6]. Mukundan et al. [4] proposed a recursive algorithm for
computing the Zernike and Legendre moments in polar coordinates. Belkasim et
al [5] introduced another recursive algorithm using radial and angular expansions
of Zernike orthonormal polynomials. Finally in a more recent study, Gu et al. [6]
employed the square to circular transformation of Mukundan et al. [4] and more
efficient recursive relations to develop an even faster algorithm but its accuracy
is still limited to that of [4] because of approximate coordinate transformation.

In this paper, we propose an algorithm to reduce the computation cost of
Zernike moments without sacrificing accuracy. To preserve accuracy we do not

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 462–469, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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use any form of coordinate transformations and employ an arbitrary precision
arithmetic library [7]. The computational complexity is reduced by comput-
ing the common terms in Zernike moments with different order and repetition
only once.

In the next section, we briefly summarize the definition of Zernike moments.
Then in section 3, we present our method. In section 4, the accuracy and com-
putational complexity of our method are compared against other algorithms.
Section 5 concludes the study.

2 Zernike Moments

Zernike moments are based on a set of complex polynomials that form a complete
orthogonal set over the interior of the unit circle [8]. Zernike moments are defined
to be the projection of the image function on these orthogonal basis functions.
The basis functions Vn,m(x, y) are given by

Vn,m(x, y) = Vn,m(ρ, θ) = Rn,m(ρ)ejmθ (1)

where n is a non-negative integer, m is non-zero integer subject to the con-
straints n − |m| is even and |m| < n, ρ is the length of the vector from origin
to (x, y), θ is the angle between vector ρ and the x -axis in a counter clock-
wise direction and Rn,m(ρ) is the Zernike radial polynomial. The Zernike radial
polynomials,Rn,m(ρ), are defined as:

Rn,m(ρ) =
n∑

k=|m|,n−k=even

(−1)
n−k

2 n+k
2 !

n−k
2 !k+m

2 !k−m
2 !

ρk =
n∑

k=|m|,n−k=even

βn,m,kρ
k (2)

Note that Rn,m(ρ) = Rn,−m(ρ). The basis functions in equation 1 are orthog-
onal thus satisfy

n + 1
π

∫∫
x2+y2≤1

Vn,m(x, y)V ∗
p,q(x, y) = δn,pδm,q (3)

where

δa,b =
{

1 a = b
0 otherwise

(4)

The Zernike moment of order n with repetition m for a digital image function
f(x, y) is given by [9]

Zn,m =
n + 1
π

∑ ∑
x2+y2≤1

f(x, y)V ∗
n,m(x, y) (5)

where V ∗
n,m(x, y) is the complex conjugate of Vn,m(x, y). To compute the Zernike

moments of a given image, the image center of mass is taken to be the origin.
The function f(x, y) can then be reconstructed by the following truncated ex-
pansion [9]:
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f̃(x, y) =
N∑

n=0

Cn,0

2
Rn,0(ρ) +

N∑
n=1

∑
m>0

(Cn,mcosmθ + Sn,msinmθ)Rn,m(ρ) (6)

where N is the maximum order of Zernike moments we want to use, Cn,m and
Sn,m denote the real and imaginary parts of Zn,m respectively.

3 Proposed Algorithm

A way to improve the speed of Zernike moment calculation is to use a quantized
polar coordinate system. In [4] and [6], a square to a circle transformation is
utilized for this purpose. In [5], for a M ×M image the angles are quantized to
4M and radii are quantized to M levels. A side effect of quantization is that some
error is introduced especially in high order Zernike moments. In our method we
avoid using any quantization, therefore, it’s as accurate as the classical method.
We obtain speed-up by detecting common terms in Zernike moments.

By substituting equations 2 and 1 in 5 and re-organizing the terms the Zernike
moments can be calculated in the following form:

Zn,m =
n + 1
π

∑ ∑
x2+y2≤1

(
n∑

k=|m|
βn,m,kρ

k)e−jmθf(x, y)

=
n + 1
π

n∑
k=|m|

βn,m,k(
∑ ∑

x2+y2≤1

e−jmθρkf(x, y))

=
n + 1
π

n∑
k=|m|

βn,m,kχm,k (7)

The χm,k’s defined in the equation 7 become a common term in the compu-
tation of Zernike moments with the same repetition as shown in Figure 1 for
the case of repetition m=0. In general, to compute Zernike moments up to order
N, we need to compute χm,k for each repetition as demonstrated in Table 1.
The table shows all the χm,k to be computed for each repetition up to order 10.

Fig. 1. The common terms to compute Zernike moments up to 10 orders with zero
repetition
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Table 1. χm,k’s needed to compute Zernike moments up to 10 order and m repetition

repetition m χm,k

0 χ0,0,χ0,2,χ0,4,χ0,6,χ0,8,χ0,10

1 χ1,1,χ1,3,χ1,5,χ1,7,χ1,9

2 χ2,2,χ2,4,χ2,6,χ2,8,χ2,10

3 χ3,3,χ3,5,χ3,7,χ3,9

4 χ4,4,χ4,6,χ4,8,χ4,10

5 χ5,5,χ5,7,χ5,9

6 χ6,6,χ6,8,χ6,10

7 χ7,7,χ7,9

8 χ8,8,χ8,10

9 χ9,9

10 χ10,10

Table 2. The difference between magnitude of Zernike moments computed by classical
method using double precision and Big Number class variables

Order , repetition 0 2 4 6 8 10 ... 40 42 44 46 48 50

42 7.28e-4 6.60e-4 1.91e-4 2.72e-4 1.72e-4 6.54e-6 ... 1.17e-17 3.82e-17

44 3.50e-3 5.57e-3 1.11e-3 1.18e-3 1.05e-4 1.49e-4 ... 1.52e-15 1.30e-17 1.04e-17

46 3.97e-1 6.48e-3 5.25e-3 2.04e-3 2.57e-3 1.07e-3 ... 2.12e-14 1.48e-15 9.06e-17 2.60e-18

48 1.86e0 6.91e-2 4.39e-2 2.83e-2 1.66e-2 3.50e-3 ... 5.23e-14 5.92e-14 3.11e-16 1.20e-16 3.47e-18

50 1.38e1 1.81e0 1.06e-1 9.39e-2 6.92e-2 7.12e-2 ... 7.52e-12 2.67e-13 1.60e-14 8.60e-16 4.65e-17 2.17e-18

The second row of the table corresponds to the χm,k shown in Figure 1. Once
all the entries in the table 1 are computed, Zernike moments with any order
and repetition can be calculated as a linear combination of χm,k as shown in
equation 7. Also note that the coefficients βn,m,k does not depend on the image
or the coordinates; therefore, they are stored on a small lookup table to save
further computation.

Another important issue in high order Zernike moment computation is numer-
ical precision. Depending on the image size and the maximum order, double pre-
cision arithmetic does not provide enough precision. This fact is demonstrated
in table 2, which shows the magnitude of the difference between Zernike mo-
ments computed using double precision and arbitrary precision arithmetic for
a 300 × 300 image up to order 50. It can be seen that the error becomes more
and more significant with increasing order and decreasing repetition. Figure 3
shows the effect of this error on the orthogonality of basis functions. It can be
clearly seen that in Figure 2(a) ,which is obtained using the double precision,
equation 3 is violated to a great extent while in Figure 2(b), which is obtained
using arbitrary precision, the orthogonality is preserved.

To calculate the computational complexity of our algorithm, let the size of
the image be M ×M pixels, and the maximum order of Zernike moments be
N . At the beginning we need M2N multiplications to compute ρkf(x, y) for
k = 0, 1, ..., N for once. Note that for k = 0 we don’t need any multiplication. In



466 G. Amayeh et al.

Fig. 2. Dot product of basis function with n = 43, m = 7 and other basis functions up
to order 50 using (a) double precision and (b) arbitrary precision arithmetic

the next step, we must compute χm,k =
∑

x

∑
y e

−jmθρkf(x, y). The number of
χm,k to compute Zernike moments up to N(even) order is N

2 (N
2 + 1). As there

is no need for any multiplication for m = 0 and χm,k is a complex number, this
step requires M2N(N

2 +1) multiplications and 2(M2−1)(N
2 +1)2 additions. For

large N and M the number of multiplications and additions to compute Zn,m

according equation 7 is negligible.

4 Experimental Results

We compare the accuracy of the existing algorithms [4, 6, 5] and our algorithm
based on the fidelity of reconstruction. The test image that we used in our
experiments is shown in Figure 3. This is a 64× 64 image and Zernike moments
up to order 40 are utilized for reconstruction. Figures 4(a), 4(b) and 4(c) show
the results of Mukundan’s [4], Gu’s [6] and our method respectively. It can be
seen that the former two algorithms give poor reconstructions mainly because
of the square to circle transformation. The effect of the transformation is clearly
visible in the reconstructed images.

Fig. 3. Original gray level image
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Fig. 4. The reconstructed images using the moment of order up to 40 by (a) Mukun-
dan’s method, (b) Gu’s method and (c) our method

Fig. 5. The reconstructed images using the moment of order up to 60 by (a) Belkasim’s
method and (b) our method

The reconstruction result of Belkasim’s [5] method using Zernike moments up
to order 60 is shown in Figure 5(a). We used arbitrary precision arithmetic in
the implementation of Belkasim’s method as well. Our method’s output is shown
in Figure 5(b). It is possible to see that the Belkasim’s method introduces some
distortions at the edges. Our method’s output is smoother in general. To make
the difference more clear we computed reconstruction errors at different orders
for the two algorithms. The error is computed using:

εr =

∑
x

∑
y |f̃(x, y)− f(x, y)|2∑

x

∑
y f(x, y)2

(8)

where f(x, y) is the original image function and f̃(x, y) is the reconstructed
image. Table 3 shows the results of error computation. We would expect the error
to decrease with the increasing order and our method (See column 1) behaves as
expected; however, the behaviour of Belkasim’s method is quite different, which
shows that the quantization of polar coordinates has its effect mainly at higher
order moments.
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Table 3. Reconstruction error of Figure 3 by our method and Belkasim’s method

Order Our method Belkasim’s method
35 0.0647 0.0648
40 0.0621 0.0628
45 0.0596 0.063
50 0.0370 0.0557
55 0.0203 0.0645
60 0.0133 0.0665

Fig. 6. Original image and reconstructions using different orders of Zernike moments

High order Zernike moments are used when there is a need to capture the
details of the image. Figure 6 demonstrates this behavior using a 300×300 binary
logo shown at the top left corner of the figure. Other images show reconstruction
results using different orders. The reconstructed images up to order 20 only
contains a rough silhouette of the wolf. In reconstructions up to order 50, it is
possible to see the head of wolf. At order 50, the head of the wolf is clearly visible
but letters in the logo are still blurred. At order 70 it becomes possible to see
the letters clearly.

Table 4. The comparison of the computational complexity of different methods

Number of Addition Number of Multiplication

Mukundan’s method N2M2
2 + 1

8 NM3 2N2 + N2M2 + 1
4 MN3

Belkasim’s method N(M + 2)(M − 1) N2M2
2 + 2MN

Gu’s method 3
8 N2M + 2NM2 + 1

12N3M + 1
4 N2M2 N2M

2 + 2M2N

Our method 2( N
2 + 1)2(M2 − 1) N2M2

2 + 2M2N
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Table 4 shows the number of multiplication and addition needed in our
method and the others for M × M image using moments up to order N . It
is clear that our method is not the fastest method; however, it is not extremely
slow either. In our method, the number of multiplications stands close to Belka-
sim’s method for large images (M # 1) and high order moments (N # 1).

5 Conclusion

We designed and implemented an accurate and efficient algorithm for high order
Zernike moment calculation. We were able to compute very high order Zernike
moments with reasonable computational complexity while preserving accuracy.
According to the definition of Zernike moments for a digital image (See Equation
5) our computation is exact. The computational efficiency is provided by detec-
tion of common terms in Zernike moments. In our experimental results we also
pointed out that polar coordinate quantization and double precision arithmetic
are important sources of error in high order Zernike moment calculation.
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Abstract. This paper describes a method for generating a three-dimensional
model from an uncalibrated image sequence taken around an object. Our method
is based on feature tracking and minimization of re-projection errors. To cope
with mis-matchings in the result of feature tracking, we introduce two types of
global geometric constraints. The one is “affine constraint” which imposes the po-
sitional relationship between pixels on the images. The other is “depth constraint”
which imposes the three-dimensional structure of the object. First, we use the
affine constraint to reconstruct the object roughly and then we refine the feature
tracking and shape reconstruction using the depth constraint. Experimental re-
sults show that our method can automatically generate accurate three-dimensional
models from real image sequences.

1 Introduction

Generating 3D models of real objects is the central concern in computer vision, and
many works have been done to recover 3D information from image sequences. When
intrinsic and extrinsic camera parameters are known, 3D shape information of the ob-
ject can be recovered using the geometric relationships between cameras[1],[2]. When
the extrinsic camera parameters are unknown, they must be also recovered from the
feature points extracted from images[3],[4],[5]. We focus on the latter cases. Most of
the methods so far assume that the result of calibration is correct. However, the match-
ing of feature points usually include several errors because of the feature extraction
errors, tracking errors, quantization errors of pixel sampling, and so on. As the result,
the extrinsic camera parameters and the object shape are poorly reconstructed.

In this paper, we describe a method for generating a three-dimensional model from
an image sequence taken around an object, where the extrinsic camera parameters (cam-
era motion) are unknown, while the intrinsic ones are given. Our method is based on
feature tracking and minimization of re-projection errors. The method using the mini-
mization of re-projection errors is quite robust for small amount of errors in the feature
tracking. However, if the tracking results contain large errors, we cannot reconstruct
the object shape. We additionally introduce two types of global geometric constraints.
At first, we introduce the “affine constraint” which approximate the transformation be-
tween two images by affine transform and restrict the search area for feature tracking
within the neighbor of transformed position of the point. Secondly, we reconstruct the
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object shape and camera motion from the feature tracking result by minimizing the
re-projection errors. Then we eliminate the feature points that have large re-projection
errors since such feature points can be wrong matching and decrease the accuracy of
the reconstruction. Thirdly, we apply the “depth constraint” which imposes the three-
dimensional structure of the reconstructed object. We repeat the second and third stages
and refine the feature tracking and shape reconstruction. Finally, we generate a three-
dimensional model with texture mapping.

2 3D Model Generation

2.1 Initial Feature Tracking Using Affine Constraint

First, feature points are extracted from each image by Harris operator[6]. We denote
the two images of interest as I and I ′(Fig. 1). Each feature point P extracted from I
is compared with the feature points Q from I ′ using the Sum of Square Differences
(SSD).

SSD(P,Q) =
∑

(u,v)∈Ω,(u′,v′)∈Ω′
|I(u, v)− I ′(u′, v′)|2,

where Ω and Ω′ are neighboring region of P and Q respectively, and I(u, v) and
I ′(u′, v′) are pixel values at the (u, v) and (u′, v′) of image I and I ′ respectively.

These points are corresponded in the order of SSD. Here, we introduce the affine
constraint. The 3× 3 affine transform matrix A is calculated using the global matching
of the images.

arg min
A

∑
(u,v)

|I(u, v)− I ′(u′, v′)|2,

where [u′ v′ 1]� = A [u v 1]� .

We calculate above equation by two steps. In the first step, only the translation param-
eters are changed all over the image and the optimum parameters are obtained. Then
the all 6 parameters of the affine transform is optimized using the gradient descent al-
gorithm where the initial parameters are set as the obtained translation parameters.

extract m candidate points

Image IG

Image I Image IG

Image IG

Image I

affine transform corresponded only when
the candidate is within
a neighbouring region

P

P
Q

Fig. 1. Feature tracking using affine constraint

A feature point Q are corresponded to P only when Q has within the m-th smallest
SSD and Q is transformed by affine matrix A within the d-pixels away from P . In the
experiments, we use m=5 and d=15.
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2.2 Shape Reconstruction

When the result of feature tracking is given, we reconstruct the object shape and camera
motion by minimizing the re-projection errors[7][8].

Suppose objects are represented by a set of feature points whose 3D coordinates
sp (p = 1 · · ·P ) are defined in the world coordinates, and those feature points are
projected onto the f th image (f = 1 · · ·F ) (Fig. 2). 2D coordinates of the projected
pth point on the f th image are denoted by ufp. Note that when the pth point is not
observed from the f th camera, the corresponding ufp is undefined in the f th image.

 fp
Image f

Object

Camera

Image f+1

Image f-1

Rf

R f+1
Rf-1

t f

t f+1t f-1

sp

u

Fig. 2. Shape reconstruction

The pose and position (motion) of the f th camera are represented by the rotation
matrix Rf and translation vector tf . The perspective projection operator P is defined
by P(x, y, z)T = l

z (x, y)T , where l is the focal length of the camera. Using these no-
tations, reconstruction of object shape and camera motion is formulated by minimizing
the re-projection error E(x), as follows.

E(x) =
∑
(f,p)

|P [Rfsp + tf ]− ufp|2 (1)

where x denotes a composite vector consisting of sp, qf , tf , where qf is a quaternion
representation of the rotation matrix. Since Eq.(1) includes non-linear representation
such as perspective projection, the problem is solved by using non-linear optimization
method, e.g. Levenberg-Marquardt algorithm, preconditioned conjugate gradient one[9].

In order to solve the non-linear optimization problem stably, we need appropriate
initial values that lead to the global minimum of re-projection error function E(x).
In our study, we assume that the image sequence is taken from a camera that moves
around the object. This camera motion is modeled as a uniform motion along circular
path with gazing at the center where the object is located. Based on this idea, we define
the generalized initial values for circular motion, as follows.

Rf = R(ωf), tf = (0, 0, r)T , sp = (0, 0, 0) (2)

where the f th camera is located on a circle of radius r with gazing at the center. ω
indicates the motion direction and step of every one frame. Since the object shape is
unknown at the beginning, the initial shape is given by sp = (0, 0, 0) which means
all feature points meet at the center of the circle; that is, object is reduced to a point.
While this setting of initial values is very simple, it works successfully for many image
sequences taken by the circular motion[10].
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The principle of shape reconstruction by minimizing the re-projection errors is very
simple but it gives the optimum result in terms of maximum likelihood estimation for
the pixel errors. The method is same as the so called “bundle adjustment[8]”, and widely
used for refining and/or integrating the initial and/or partial reconstruction result ob-
tained by other method. We directly apply this method for both of initial reconstruction
and refinement steps since it can reconstruct reasonable shape and camera motion even
when a small amount of errors exists in the feature tracking result.

On the other hand, the result of feature tracking contains several mis-matchings,
which leads to large amount of errors. In general, robust estimation method, such as
LMedS estimation or M-estimation[11], is used to cope with this. However, when we
use these methods, the convergence of the nonlinear optimization becomes worse and it
takes more computational cost. We use the affine constraint for initial feature tracking,
which suppresses the outliers. Thus, we directly apply the nonlinear optimization. Af-
ter the optimization is converged, we calculate the re-projection error for each feature
point and delete the point if its re-projection error is large. After that, we again apply the
nonlinear optimization to the rest feature points and obtain the object shape and camera
motion.

2.3 Refinement of Reconstruction Using Depth Constraint

Once the object shape and camera motion are reconstructed, we refine them using the
depth constraint.

In order to calculate the depth from the camera to the object at each pixel, we make
a surface model from the reconstructed feature points. Suppose the feature points are
expressed by the 3D coordinates that are centered at the object center and the z-axis is
along the object height direction. The feature points are projected to the cylindrical co-
ordinates in order to apply the 2D Delaunay method. When a feature points is expressed
(x, y, z) in 3D coordinates, its projection to the cylindrical coordinates is (R, θ), where

R = z θ = tan−1 y

x
.

In cylindrical coordinates, θ and θ + 2π denotes the same position. Considering this,
feature points projected near the θ = −π and θ = π are also projected to the θ + 2π
and θ − 2π respectively. Then we apply 2D Delaunay method. Finally, we delete the
duplicated surfaces and generate the surface model.

Once the surface model is generated, the depth for each pixel can be calculated. The
search area of feature tracking is limited within the following area:

[
u′

v′

]
= P

⎡⎣R′λ̂

⎛⎝u
v
l

⎞⎠+ t′

⎤⎦+
[

0
α

]
where λ̂ ∈ [λ− δ, λ + δ] (3)

R′ and t′ denotes the camera motion of image I ′ relative to image I and l is the focus
length. λ is the depth of the feature point in the image I and δ is the search area along
the depth. Theoretically, the matching feature points lies on the epipolar line. However,
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the estimated camera motion contains some errors. To cope with this, we also search
the feature points along the vertical direction to the image. α denotes this search area.
(Note that this should be vertical to the epipolar line, but for simplicity we employ this
setting. Epipolar lines are usually horizontal to the image in our camera motion.)

Image

λDepth

Search Area
ImageI’

(u, v)
(u’, v’)

R’, t’

+ δ-
I

Fig. 3. Feature tracking using depth constraint

Feature points are extracted from image I and the matching is searched from image
I ′ of the area restricted by the depth constraint using the SSD. This is done to all the
successive pair of images and the new feature tracking result is obtained. The shape
reconstruction and the feature tracking are repeated until the number of extracted feature
points is converged.

2.4 Texture Mapping

In order to generate 3D model, texture is mapped onto the surface model. For each patch
of surface, the texture is extracted from the image where all the vertexes of the patch
can be observed and the area of the projected patch is the maximum.

3 Experiments

In order to evaluate the applicability and characteristics of our method, we apply our
method to a real image sequence. The object is a model house with 10 × 8 × 12cm
large. We take 25 images around the object, each of which has 720× 480 pixels.

0

50

100

150

200

250
Number of tracked feature points

Image Number
4-5 9-10 14-15 19-20

Zhang’s Method

Proposed Method

24-0

Kanazawa’s Method

Fig. 4. Number of tracking points by Zhang’s method, Kanazawa’s one and the proposed
one(affine constraint)
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Fig. 4 shows the number of tracked feature points for each image. For compari-
son, we applied Zhang’s method[12] and Kanazawa’s method[13] to the same image
sequence. The mean number of tracked feature points was 113 points by our method
(with affine constraint) and 78 points by Zhang’s method and 87 points by Kanazawa’s
method. Fig. 5 is another example for demonstrating the characteristics of our method.
Zhang’s method can track smaller number of feature points and the points are not

Zhang’s method(25 points)

Kanazawa’s method(32 points)

Proposed method with affine constraint (60 points)

Fig. 5. Feature points and optical flow

(a) Initial result (b) Final result

Fig. 6. Reconstruction result
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Top view Side view Front view

Fig. 7. Generated 3D model

Top view Side view Top view Side view

(a) Small model of lion (b) Outdoor object of stone lantern
(30 images, 10,210 points) (35 images, 4,587 points)

Fig. 8. Other results

uniformly distributed on the object. The optical flow obtained by our method shows
that the result of our method does not contain obvious outliers. Although Kanazawa’s
method does not contain obvious outliers as well, it apts to track smaller number of
feature points.

Fig. 6(a) shows the initial reconstruction result using affine constraint. The result
consists of 1,294 unique feature points. The initial result holds the substantial object
shape and camera motion although it contains some errors and the generated model is
rough.

Fig. 6(b) shows the final reconstruction result using depth constraint. The result con-
sists of 15,751 unique feature points. Fig. 7 shows the generated 3D model with texture
mapping. Fig. 8 shows the other results of generated 3D models. We can automatically
generate these 3D models from the given image sequences.



3D Model Generation from Image Sequences Using Global Geometric Constraint 477

4 Conclusion

We have proposed a stepwise refinement approach for 3D shape reconstruction. We
employed the minimization of re-projection errors for shape reconstruction method and
introduced two types of global constraints. We could stably obtain initial reconstruction
using affine constraint and refine it using depth constraint. Our procedure has applied
to several kinds of real image sequences and we can obtain fine 3D models. We think
our method is applicable to relatively wide variety of real image sequences.

At present, we assume that the camera motion is circular around the object. The
texture on the top of the object cannot be obtained under this camera motion. It is
remained as future works to use the images from every direction for reconstruction and
3D model generation.
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Abstract. Conventional shot boundary detection (SBD) algorithms have limita-
tions in handling video data that contain fast illumination changes or rapid mo-
tions of objects and background. This paper presents a SBD algorithm that is ef-
ficient for action movies/videos. A measure of discontinuity in camera and ob-
ject/background motion is proposed for SBD based on the combination of two 
motion features: the modified displaced frame difference (DFD) and the block-
wise motion similarity. A variant of the block matching algorithm (BMA) is 
developed for the former and we find that it is a robust SBD feature for fast mo-
tion video. The latter measures the similarity of motion directions of small local 
region such as macroblock (MB). Experimental results with seven test action 
movies show the effectiveness of the proposed algorithm. The proposed fea-
tures can be easily applied to compressed video. 

1   Introduction 

The huge amount of digital multimedia content available today in digital libraries and 
on the Internet requires adequate tools for efficiently accessing such data. Shot bound-
ary detection (SBD) is a critical step for efficient video search and browsing, and a 
large number of SBD algorithms have been developed. Most SBD methods are rea-
sonably effective for the specific types of video data they are developed for, however 
it is inconceivable that a single algorithm based on a low-level image feature can 
identify all types of scene transitions in general video sequences as human viewers 
can do. We note that most of the previous algorithms have their limitations in han-
dling videos that contain rapid illumination changes or fast moving objects and back-
ground. In this paper, we focus on the problem of SBD in video sequences with fast 
moving objects/background such as action movies. 

A commonly used method for SBD computes the absolute difference of pixel in-
tensity between frames k and k+1 [1], [2]. This method is easy and fast but gives an 
incorrect result when the sequence contains abrupt changes in illumination, camera 
motion,  or  object  motions. An improved method [3] uses motion estimation to avoid  
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Fig. 1. Conventional discontinuity value z(k) as a function of the frame index, showing the 
difficulty of optimal threshold selection 

performance degradation by motions. This approach considers both camera and object 
motions, however, still shows low detection performance in action movies. Other 
motion-based methods [4], [5], [6] consider dominant or global camera motions and 
detect shot boundaries by finding abrupt changes in dominant motions. 

Although the methods mentioned above consider global or local motions such as 
camera motion or object motion, the detection performance is sensitive to fast motion 
as in action movies [7]. The image frames in a video sequence are easily blurred by 
fast motion, and the conventional features computed from the blurred images are 
often ineffective for determining whether the frame is a shot boundary or not. Fig. 1 
shows some discontinuity measure plotted as a function of frame index and illustrates 
the optimal threshold selection for SBD. A discontinuity measure is usually computed 
using image features such as color, edge, shape, motion or their combination. With a 
low (high) threshold value Th1 (Th2), false detection or miss detection occurs due to 
the ambiguous discontinuity value. Recent work [8] uses adaptive thresholding to 
overcome this problem but with limited effectiveness. Instead of varying thresholds 
adaptively, our approach is to develop special motion features suitable for SBD in the 
presence of fast moving objects/background. This paper addresses the problem of 
false/miss detection of shot boundaries in fast-motion action scenes and presents a 
new algorithm that can overcome the problem. The algorithm reduces the possibility 
of miss/false detection using the proposed motion-based features: the modified dis-
placed frame difference (DFD) and the blockwise motion similarity. 

The rest of the paper is organized as follows. In Section 2, two new features, modi-
fied DFD and blockwise motion similarity, are presented. In Section 3, experimental 
results are shown and in Section 4 conclusions are given. 

2   Proposed Motion-Based Features 

In this section, two new features are presented that are sensitive to shot boundaries: 
the modified DFD and the blockwise motion similarity. The discontinuity measure for 
SBD is proposed based on the combination of the two features. 
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2.1   Modified DFD 

As mentioned above, the DFD has been widely used as a measure of discontinuity, 
because motion-based difference defined between two successive frames is a more 
efficient feature than other intensity-based feature. The blockwise DFD di(ui,vi,k) 
computed by the block matching algorithm (BMA) [9] is defined by 
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where Ii(x,y,k) signifies the intensity at (x,y) of M×M macroblock (MB) i at frame k, 
and u and v denote horizontal and vertical displacements, respectively. The framewise 
DFD d(k) at frame k is computed by averaging the blockwise DFD: 

=

=
bN

i
iii

b

kvud
N

kd
1

),,(
1

)(
  

(2) 

where ui and vi signify the horizontal and vertical components of the motion vector 
(MV) for MB i, respectively, and Nb=XY/M2 denotes the number of MBs at frame k 
with X×Y signifying the image size. The DFD value at a shot boundary is high 
whereas low at a non-shot boundary. It is useful when video sequences have slow 
motions and constant illumination. But the DFD value obtained from fast motion 
sequences such as action movies is too ambiguous for accurate SBD because blur 
produced by fast motion gives motion estimation errors. Most sequences in movies 
are somewhat blurred because the exposure time of movie cameras is long enough to 
produce blurring, in which motion blur cannot be ignored. 

We assume that the DFD in a motion-blurred image is larger than that in a non-
blurred image [10], and that the larger the motion magnitude, the higher the DFD. To 
get a DFD value for accurate SBD, we propose a modified DFD by employing the 
motion magnitude term and the distribution of the DFD value that is computed in a 
sliding window with length N+1 (N: even). First, we simply divide the conventional 
blockwise DFD di(ui,vi,k) by the motion magnitude. The normalized DFD d*(k) at 
frame k is defined as 
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is the modified DFD for MB i. In the video sequences we tested, we observed that the 
normalized DFDs d*(k)s due to fast motion are reduced to some degree while those 
due to shot boundaries are not significantly affected. Therefore, the normalization in 
equation (4) reduces ambiguous values that yield false classification in fast motion 
video  and  diminishes  the  possibility  of  false  detection  at shot boundaries. We can  
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(a) 

                    
(b)                                                             (c) 

Fig. 2. Blockwise motion similarity: (a) Three successive frames k-1, k, and k+1. (b) MVs 
obtained by the BMA in the highlighted region of Fig. 2(a): top to bottom are shown represen-
tation of MVs with frames k-1 and k, and MVs with frames k and k+1. (c) Blockwise motion 
similarity in MB i obtained by MVs of frames k-1, k and k+1. 

reduce miss detection by choosing shot boundary candidates that satisfy the following 
condition: 
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where C1 is a constant. In most of the video sequences we examined, we found that, at 
a shot boundary k, the DFD d(k) is usually maximum among the consecutive N frames 
and the average value of d(k)s in the three frames around the shot boundary k  is sub-
stantially larger than those of N frames. When this is the case, d(k) is not normalized 
just to enhance the chance of being detected as a shot boundary. The constant C1 is 
determined empirically. 

2.2   Blockwise Motion Similarity 

We can determine the shot boundary as the time at which motion directions of objects 
and background change abruptly. The motion flow of objects and background in the 
same shot is usually smooth whereas different shots contain different objects and 
background. In this subsection, we focus on the motion directions of the matched 
MBs in three successive frames and propose a blockwise motion similarity. 

Conventional methods do not consider object motions as an important feature, in-
stead regard dominant or global motion by a camera as an important feature. The 
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proposed method deals with all block-based motions that represent motions of each 
object. Fig. 2 illustrates the computation method of the blockwise motion similarity. 
Fig. 2(a) shows three consecutive frames k-1, k, and k+1 in a movie clip, and Fig. 2(b) 
shows the two MVs computed for frames k-1 and k and for frames k and k+1 in the 
highlighted region of Fig. 2(a). Fig 2(c) shows the direction angles i(k-1,k) and 

i(k,k+1) of those two MVs in the coordinates (u, v). 
The measure of the motion direction similarity at MB i is defined as 
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where Th  is the angle threshold. The motion similarity MS(k) at frame k is defined as 
the average of MSi(k): 
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This measure of motion similarity MS(k) is higher when more block pairs around 
frame k have similar motion directions. 

2.3   Computation of the Discontinuity Measure and SBD Rules 

By examining many video sequences, we have found that both the modified DFD 
and the motion direction similarity measure are highly effective for detecting shot 
boundaries. We present a measure of discontinuity based on the combination of the 
two features: 
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where C2 is a constant that determines the rate of decrease of Z(k) by the motion simi-
larity at shot boundaries. Equation (8) shows that the discontinuity measure Z(k) is 
large when two features change abruptly whereas it is small when they have little 
change. This different characteristic of the discontinuity measure can be utilized for 
separation of shot boundaries from non-shot boundaries and reduces the ambiguity in 
SBD. We employ a sliding window to consider the temporal variation of the disconti-
nuity measure. We can determine shot boundaries using following detection rules: 
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If the discontinuity measure at frame k satisfies detection rules, it is assumed that 
an abrupt shot change occurs at frame k. The first detection rule in equation (9) finds 
shot boundary candidates whereas the second one in equation (10) prevents non-hard 
cuts from being selected. 
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3   Experimental Results and Discussions 

Our method is applied to seven test action movies, which are sampled at 24 frames 
per second (fps). A full search BMA is used to estimate blockwise motion. For each 
sequence, a human observer identifies the shot boundaries as the ground truth. 

For performance evaluation of the proposed SBD algorithm in terms of the detec-
tion accuracy, two quantitative measures are used: the precision P=NC/(NC+NF) and 
the recall R=NC/(NC+NM), where NC, NF , and NM are the numbers of correct, false 
and miss shot detections, respectively. The problem of SBD using low-level image 
features is inherently heuristic and it is not easy to mathematically justify the choice 
of optimal parameters. With the video sequences we tested, the set of parameters (C1, 
C2, C3) that minimizes the detection error is experimentally found to be (3.1, 1.5, 6). 
The size N of a temporal sliding window is defined as the maximum size that does 
not exceed the average shot length [9], in which the optimal size of N is experimen-
tally set to 12. 

Fig. 3 shows the proposed motion-based features as a function of the frame index. 
As can be observed from Fig. 3, the modified DFD gives better performance,  
in terms of separability between shot boundaries and non-shot boundaries, than the 
conventional DFD. It is true that the ambiguity in SBD is significantly reduced by 
the modified DFD, however the modified DFD at some non-shot boundaries is not 
small enough to be ignored. It can be reduced further by combining the modified 
DFD with the blockwise motion similarity that is assumed to be constant within  
a shot. 

0

20

40

60

80

100

4900 4950 5000 5050 5100

0

20

40

60

80

100
Conventional DFD

Proposed modified DFD

0
0.2
0.4
0.6
0.8

1

4900 4950 5000 5050 5100

  

Fig. 3. Proposed motion-based features: (a) Conventional DFD and the proposed modified 
DFD. (b) Blockwise motion similarity MS(k) as a function of the frame index. 
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Fig. 4.  Performance comparison between the conventional DFD and the proposed discontinuity 
measure 

Table 1. Performance evaluation of the proposed SBD algorithm 

Test sequence CN  MN  FN  Precision (%) Recall (%) Ground Truth # of frames 
1 109 4 2 98.2 96.5 113 9220 
2 56 2 2 96.6 96.6 58 12000 
3 122 6 6 95.3 95.3 128 6470 
4 180 8 8 95.7 95.7 188 12470 
5 56 3 17 76.7 94.9 59 8370 
6 206 5 14 93.6 97.6 211 9590 
7 136 4 3 97.8 97.1 140 14010 

Fig. 4 shows performance comparison between the conventional DFD and the pro-
posed discontinuity measure. As shown in Fig. 4, with the proposed motion-based 
features, the discontinuity measure easily determines the optimal threshold value in 
action movies, in which the difference between the minimum value for hard cuts and 
the maximum value for non-hard cuts is increased so that the probability of miss clas-
sification is reduced. 

As mentioned above, most significant problem is how to determine shot boundaries 
using the effective discontinuity measures, and then how to increase the detection 
performance. With two detection rules that consider the discontinuity measures of 
temporally adjacent frames, we can efficiently handle unexpected non-hard cuts due 
to fast motions and abrupt illumination changes. Table 1 summarizes the performance 
evaluation of the proposed SBD algorithm. Note that the proposed algorithm gives 
high detection performances for all test sequences considered, because of the motion-
based discontinuity measure that is suitable for detecting shot boundaries in action 
movies. 
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4   Conclusions 

We propose two motion-based features for SBD of fast motion sequences: the modi-
fied DFD using the BMA and the blockwise motion similarity. The former is robust to 
fast motions by explicitly considering the motion magnitude, reducing the possibility 
of classification in SBD due to motion blur. The latter is defined by comparing mo-
tion directions of the MBs in consecutive frames. To compute the accurate motion 
similarity, we make use of blockwise motions of both objects and background that are 
important to our perception of movie content. SBD results by the proposed disconti-
nuity measure show the effectiveness of the proposed algorithm for action movies, in 
which ambiguity in classification is greatly reduced. 

Further research will focus on the development of the SBD algorithm for different 
types of shot boundaries, and on the investigation of a shot grouping method to sum-
marize the movie content. Also application of the proposed algorithm to compressed 
video such as moving picture experts group (MPEG) is to be studied further, in which 
motion features can be easily obtained. 
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Abstract. Availability of mobile and hand-held imaging devices, such
as, cell phones, PDA’s, still and video cameras have resulted in new ap-
plications, where the text present in the acquired images is extracted
and interpreted for various purposes. In this paper, we present a new
algorithm for automatic detection of text in color images. Proposed sys-
tem involves Gabor function based multi-channel filtering on the inten-
sity component of the image along with Graph-Theoretical clustering
applied on the color space of the same image, there-by utilizing the ad-
vantages of texture analysis as well as those of connected component
for text detection. Our approach performs well on images with complex
background.

1 Introduction

Embedded text in images and videos provides useful information for automated
annotation and indexing. Such text eventually helps in mining the relevant im-
ages from the database [1]. An efficient scheme for detection, localization and
extraction of textual information from images is needed for such a task. Images
may have text of various styles and sizes in simple or complex background. Docu-
ment analysis softwares, generally, assume high scanning resolution, high quality
document images with fairly simple layout structure. These assumptions do not
hold for camera captured scenic or document images. Performance of any Optical
Character Recognizer (OCR) greatly depends on such a text localization task.

Numerous approaches on text localization have been reported in the liter-
ature. Majorly, color and texture are the information being employed for this
task. Messelodi et. al. [2] have extracted connected components to characterize
text objects, based on their size information, in book cover color images. They
utilize the heuristics which depend both on the geometrical features of a single
component as well as its geometrical and spatial relationship with other com-
ponents. Zhong et. al. [3] segment the image into connected components with
uniform color. They use several heuristics on size, alignment and proximity to
select the components as likely text characters. In the gray-scale version of the
obtained image, the regions with higher local variance are termed as text re-
gions. The algorithm is reported to work fine for (a) CD and book cover images,
� Corresponding author.
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and (b)traffic scene videos. Jain and Yu [4] extract a set of images by analyzing
the color space of the input image. They employ connected component (CC)
analysis on each of the derived images to locate possible text regions. Finally,
they merge the information so obtained to locate text regions in the original
image. Strouthpoulos et. al. [5] have proposed a technique to determine the op-
timal number of unique colors present in the input image. In the first step, an
unsupervised neural network clusters the color regions. In the subsequent step,
a tree-search procedure, using split-and-merge conditions decides whether color
classes must be split or merged. They use a page layout analysis technique, on
each of the obtained optimal color images. Finally, they add the information
obtained from each of the optimal color images to extract the text region. Smith
[6] uses vertical edge information for localizing caption text in images. Jung [7]
has used a neural network based filtering technique to classify the pixels of input
image as belonging to text or non-text regions.

2 System Description

The proposed text extraction scheme (refer Fig. 1) is demonstrated with texture
based method and color clustering. It can be assumed that text regions in an
image contain a lot of abrupt changes in the gray values, in various directions,
making it rich in edge information [8]. So an ideal feature to discriminate be-
tween text and non-text areas should invariably involve directional frequency.
Gabor function based filters are well known to accomplish this task of directional
frequency selectivity. So, in the proposed algorithm, Gabor filter based multi-
channel filtering is adapted followed by Block Energy Analysis (BEA), which

QUANTISATION

COLOR

COLOR

CONNECTED
COMPONENT

COLOR IMAGE

FILTERING
GABOR 

MULTI−CHANNEL

BLOCK ENERGY 
ANALYSIS

IMAGE

GRAY
TEXT LOCALISATION

CC ANALSYSIS
ON RESULT

IMAGE

POST 

PROCESSING

EXTRACTED
TEXT

TEXT EXTRACTION

CLUSTERING
( RGB SPACE )

EXTRACTION

Fig. 1. Overview of the proposed approach
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is employed on the energy image, i.e., output of the Gabor filter. Parallelly,
the color image is quantized and color components in the image are analyzed
using Graph-Theoretical cluster technique. The results of the Gabor based multi-
channel filter and color component analysis are merged, and CC analysis is done
based on geometrical and statistical information of the individual components.
Components which are present inside the bounding box of another component
are removed at the post-processing stage.

2.1 Gabor Filter Bank

In a given image, consisting of text and non-text regions, the text regions are
quite rich in high frequency components. The technique involving multi-channel
filtering with Gabor function based filters, for page layout analysis, is developed
due to convergence of biological [9, 10] and machine learning approaches. Such a
method is meant to detect text regardless of the type of script, size of font or the
layout the text is embedded in, and is more robust than other kinds of feature
detection models. Besides, it has a low sensitivity to various kinds of noise.

A bank of Gabor filters are chosen for extraction of the above mentioned
features. A Gabor function is a Gaussian modulated by a complex sinusoid.

h(x, y) = g(x′, y′) exp[j2π Ux] (1)

where x′ and y′ are the rotated components of the x and y co-ordinates, in the
rectangular co-ordinate system, rotated by angle θ. U is the radial frequency in
cycles/image width.

g(x, y) =
1

(2πσxσy)
exp

(
−1

2

[(
x

σx

)2

+
(

y

σy

)2
])

(2)

σx and σy explain the spatial spread and the bandwidth of the filter function
h(x, y). If Br is the radial frequency bandwidth in octaves and Bθ is the angular
bandwidth in degrees, then,

σx =
√

2
2πU

2Br +1
2Br−1 , σy =

√
2

2πU tan Bθ
2

(3)

The power of discrimination of the different filters are dependent on the values
of Br and Bθ.

Any combination of Br, Bθ and U involves two filters, corresponding to the
sine and the cosine functions respectively, in the exponential term in Eqn. 1.
Gabor filters of Br = 1 octave and Bθ = 45o at four different orientations
(θ = 0o, 45o, 90o, 135o) have been used for the reported work. Three different
radial frequency, U , values (U = 0.2, 0.3 and 0.5) have been chosen as they
have been observed to be working well for all kinds of images used in our work.

2.2 Block Energy Analysis (BEA)

A space-frequency filter bank, using Gabor filters, has been designed and im-
plemented for separating the text and non-text areas in a gray level document
image. The filter response of a complex filter (refer Eqn. 1) at any pixel (i, j) is:
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E(ul, θk) =
√
e(ul, θk)2 + o(ul, θk)2 (4)

where e(ul, θk) and o(ul, θk) are the outputs of the cosine(even) and sine(odd)
filters, with radial frequency ul and angle θk, at that pixel location, respectively.
The total local energy is the sum total of the outputs of all the complex filters
at that given pixel.

ET =
3∑

l=1

4∑
k=1

E(ul, θk) (5)

We low pass filter the magnitude response image of the Gabor filter bank (the
ET image) with a Gaussian filter. A 11 × 11 Gaussian mask (σx = σy = 3) is
employed for this purpose. It is seen that this removes artifacts and irregularities
present and, thereby, helps in text detection. We evaluate block energy at each
pixel by considering blocks of 15× 15 size. An average of the block energies is
evaluated across all the blocks in the image. Twice this average energy (decided
heuristically) is the threshold for block wise text and non-text separation, i.e.,
if the block energy is found to be above the threshold value, thus calculated, the
block is considered as text area.

2.3 Color Component Generation and Analysis

The methodology for the color component generation is as follows:

1 Quantize the color space into prototype colors. The prototypes are found by
masking the two least significant bit.

2 Compute the 3-D histogram (RGB color space with 256 pixel level) of the color
image.

3 Construct lists of pixels representing each histogram bin.
4 For every unique color in the histogram, link to the bin which has maximum vote

in the neighborhood of 20, forming non-overlapping unimodal clusters in tree
structure. (The self-referencing bins are the local maximum and representative
of the cluster, Ci, i = 1, 2, · · · , N .)

5 Generate connected components from each cluster to construct binary images
6 Connected Component Analysis:

FOR each cluster
Ni is the no. of ON pixels in ith cluster.
Nm = Max {Ni}; i = 1, 2, · · · , N .
If ON pixel in the cluster, Ni, is greater than 5% of Nm.

FOR each connected component in the cluster:
Select text components based on geometrical and statistical infor-
mation of the components.
END FOR each

END IF each
END FOR each

7 At the end of the CC analysis, final image is constructed by merging all compo-
nents obtained from different color planes.
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3 Experimental Results and Discussion

Our image database consists of 150 color images. These images are (i) scanned
with 300 dpi and stored at 24-bit color representation, (ii) captured with Mi-
nolta Dimage 2330 Zoom still camera, (iii) captured with the camera present
in the Sony Ericsson T610 mobile phone, (iv) frames extracted from videos
and (v) downloaded from WWW sources. The proposed algorithm performs
consistently well on a majority of these images.

The algorithm is evaluated by counting the number of detected characters.
The following rates are formulated as a quantitative measure for the effectiveness
of the algorithm.

Precision Rate =
No. of correctly detected text characters

No. of detected characters
X 100 (6)

Recall Rate =
No. of correctly detected text characters

No. of characters present in original Image
X 100 (7)

The accuracy of detection is evaluated on 70 images from the database. 91.7%
of precision rate is attained in an average while the average recall rate achieved
is 89.2%.

Fig. 2 illustrates the comparison between general color clustering technique
with CCA and the proposed algorithm. A camera-captured image is shown in

Fig. 2. Text localization Results (a) Original Camera Image (b) Result only with Color
Clustering and standard connected component analysis (c) Output of the Gabor filter
(d) Result of proposed scheme



Text Localization and Extraction from Complex Color Images 491

Fig. 3. Experimental Results (a) WWW image (b) scanned book cover image (c) Cam-
era Image (d)-(f) Extracted text regions

Fig. 2(a) which has very less text in the image. Fig. 2(b) shows the text region
using color clustering and CC analysis and Fig. 2(c) shows the output using the
Gabor filters. Fig. 2(d) shows the output of the proposed system where regions
of text are well detected in-spite of the dominance of natural background.

A natural image with synthetic text is shown in Fig. 3(a). This image has
40098 unique colors. The interesting point of this example is the gradual change
of the background colors. The application of the proposed text extraction tech-
nique, gives results shown in Fig. 3(d). Test image 3(b) has background of two
principal color tones. In addition, this document has white as text and back-

Table 1. Processing Time for Video Frame (240×320) and Camera Image (520×640)
in seconds

Operation Video Frame
(secs)

Camera Image
(secs)

Gabor Filtering 3.0 7.0
Computing 3-D histogram 0.03 0.035
Constructing and Linking Tree 0.37 0.45
CC analysis in one cluster 0.07 0.08
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ground regions. Complexity in the connected component analysis here is the
background of the black text region (bounding box of the character) has white
color, which also satisfies the characteristics of character. The text areas are
correctly obtained and are shown in figure 3(e). Fig. 3(c) shows a color image
with complex background. The number of unique colors in this image is 88399.
It can be observed that the majority of the text areas are correctly obtained and
this is shown in Fig. 3(f).

Table 1 presents the time taken by each module of the algorithm for a typical
camera captured image (520 × 640) and for a frame extracted from a video
sequence of size 240× 320. It may be noted that the Gabor filtering part of the
algorithm is computationally expensive.

4 Conclusion

In this paper, an approach to automatically localize and extract text, on camera
captured (still and mobile) as well as on scanned document images, is proposed
and implemented. The results obtained thus far are encouraging.

The algorithm is able to detect and localize text in document images as well
as in scenic images with complex background. It has the ability to deal with high
resolution scanned images and camera captured images with equal efficiency. Not
only is the proposed algorithm script invariant, it also is invariant to skew present
in the document images. The disadvantage of our algorithm is the computational
cost. The running of the algorithm on the mobile images shown in figure 2 takes
about 3.5s and camera captured images shown in Fig. 3(f) takes 7.82s on a
PC with Pentium-IV processor at 2.2 GHz with 512 MB of RAM. When text
extraction performance is the criteria, our scheme performs consistently well.

Integrating an OCR which can perform well on low-resolution images with the
proposed text extraction method is proposed as a scope for future investigations.
The proposed approach could also be applied to handwritten documents.
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Abstract. This research addresses the problem of image retrieval by exploring the 
semantic relationships that exist between image annotations. This is done by using 
linguistic relationships encoded in WordNet, a comprehensive lexical repository. 
Additionally, we propose the use of a reflective user-interface where users can in-
teractively query-explore semantically related images by varying a simple pa-
rameter that does not require knowledge about the underlying information struc-
ture. This facilitates query-retrieval in context of the emergent nature of semantics 
that complex media, such as images have. Experiments show the efficacy and 
promise of this approach which can play a significant role in applications varying 
from multimedia information management to web-based image search. 

1   Introduction 

Since the past decade, image retrieval has been a key area of research within the 
broader domain of information retrieval. Applications of image retrieval transcend 
multiple domains including web-based image search, object recognition, motion rec-
ognition, personal information management, satellite imagery and bio-medical imag-
ing. The classical approaches to this problem have their origins primarily in signal and 
image processing and computer vision. A detailed review of the area may be obtained 
from [1, 14] and references therein. Ultimately, the classical formulations are based on 
image matching and involve selecting an appropriate image representation such as 
shape [12], texture [7] or color [15] along with a suitable similarity function. The query 
is then formulated as a set of constraints on the selected descriptors (such as the per-
centage of pixels in an image having a specific color(s)), or geometric constrains on 
image features, or an entire example image. Finally, executing the retrieval requires 
searching the images in the repository to find those images that satisfy the constraints 
or maximize the similarity value. In spite of their intuitive theoretical appeal and a 
large number of academic and commercial efforts [7, 6, 4, 11], the classical approach 
has had limited success. This can be envisaged by the lack of broadly available image 
retrieval systems today notwithstanding the ubiquity of image-based information in the 
digital world. Salient factors leading to this apparent paradox include:  

• The Signal-to-Symbol Barrier: Queries to an image database are based on the need 
to satisfy a semantically meaningful information goal. Traditional retrieval formu-
lations however, act only at the signal level. This leads to unsatisfactory perform-
ance. For instance, searching for a red colored car on a large image database using 
the color red typically would yield few meaningful results.   



 Using Linguistic Models for Image Retrieval 495 

• Data modeling for large-scale retrieval: There is a critical paucity of formal and 
well validated data models for complex media-based information such as images. 
Most models have typically focused on the development of powerful features to 
describe the corresponding media and the use of similarity functions to answer 
queries based on these features [9]. Essentially, these are efforts to store signal-
level attributes and do not facilitate bridging the signal-to-symbol barrier. A fur-
ther element of complexity is introduced by the fact that semantic attributes that 
can be associated with images are often poorly structured. This implies that the 
type, number, and very presence of these attributes may cardinally vary from im-
age to image. This is possible even in cases where the images belong to a distinct 
domain.  

• The emergent nature of image semantics: The semantics associated with complex 
media (like video or images) is emergent, i.e. media is endowed with meaning by 
placing it in context of other similar media and through user interactions [10]. This 
implies that facilitating user interactions and exploratory behavior are essential 
components of a successful image retrieval approach. 

The goal of our research has been to rethink image retrieval in context of the 
aforementioned issues. We propose using knowledge about the semantic content of an 
image to facilitate image retrieval. To do so, we utilize WordNet [16], an electronic 
lexical system to discern the linguistic relationships between descriptions of image 
content. A semi-structured data model is used to capture any available semantic or 
media-level information related to specific images. The model is implemented using 
an XML database to support large scale storage and query-retrieval. Finally, we em-
ploy a reflective user interface to support user-media interactions. The interface al-
lows immediate visual feedback and response as users vary retrieval parameters. This 
allows retaining user context and reduces the cognitive load on the user as they en-
gage in query-exploration.  
    The reader may note that our formulation presupposes the presence of semantic im-
age descriptions or annotations. While a major departure from classical image recog-
nition formulations, the advent of technology increasingly makes such as assumption 
less limiting than what may appear at the first glance. Indeed, large annotated image 
databases such as [5] are available today. Further, the WWW contains significant 
number of mixed text-image pages which forms the basis of keyword indexed image 
search on the web provided by facilities such as Media RSS (Yahoo), video search 
and image search (Google), and MSN Video (Microsoft). Finally, advances in the de-
velopment of integrated annotation systems such as [13, 8] are expected to further 
ameliorate the process of media (and image) annotation, allowing for broader use of 
approaches such as the one proposed in this paper. 
    A series of recent works have attempted to utilize either feature-annotation correla-
tions [3, 18] or linguistic relations within annotations [2, 17] to facilitate image re-
trieval. While we share the idea of using WordNet-supported relationships with the 
aforementioned works, the key distinctions of our research lie in conjoining this capa-
bility with support for emergent semantics in user-image interactions as well as appli-
cation of a semi-structured data model to support large scale query-retrieval. 
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2   A Brief Introduction to WordNet and Its Utilization 

The design of WordNet has been motivated by psycholinguistic theories of human 
lexical memory [16]. For a given word or phrase, WordNet provides lexical relation-
ships that include among others, synsets (sets of synonyms), hypernyms, hyponyms (is-
a relationships), and holonyms (part-of-a relationship).  This data is available for up to 
four parts of speech (noun, verb, adjective and adverb).  The word “bat”, for instance, 
can either represent a noun or a verb.  For each part of speech, every sense of the word 
will have the associated lexical information as described above. In our system, we cur-
rently focus exclusively on nouns and use the first sense of the word. Further, we use 
hypernyms which is the “is-a” relationship.  As an example, a subset of the hypernym 
WordNet results for “flamingo” is shown in Figure 1.  Hypernyms are returned in a hi-
erarchy with the top level description being the most specific for the search term.  Each 
subsequent description becomes more general.  It should be noted that the proposed 
approach is equally extensible to other relationships that exist in WordNet. 

flamingo -- (large pink to scarlet web-footed wading bird with down-bent bill; inhabits brackish lakes) 
=> wading bird, wader-(any of many long-legged birds that wade in water in search of food) 
 => aquatic bird-(wading and swimming and diving birds of either fresh or salt water) 
  => bird-(warm-blooded egg-laying vertebrates characterized by feathers and forelimbs modified as wings) 

Fig. 1. A subset of the hypernym WordNet results for “flamingo”.  As can be seen, a flamingo 
is a “wading bird, wader”, which is an “aquatic bird”, which is a “bird”, etc.  This hierarchy ex-
tends from more specific semantic concepts to less specific concept. 

3   System Description 

There are three major components to the system: (1) Algorithmic mechanism for 
computing term similarity, (2) A Semi-structured data storage and query-execution in-
frastructure, and (3) A front-end reflective GUI for displaying thumbnails, controlling 
searches, and exploration. Each of these components is described in detail below.  

• The Retrieval Strategy: In order to calculate the similarity between two terms, we 
use a weighted score based on the top to bottom comparison of descriptions within 
the hypernym hierarchy of these terms. After the WordNet results are obtained for a 
query and annotation term, we step through the query term’s hypernym descrip-
tions.  If any one of these descriptions is found within the hypernyms of the annota-
tion, the match score is incremented by an amount that is in the range [1, n], where 
n is the total number of hypernyms of the term, with matches at the top scoring 
higher (n corresponding to the top of the hierarchy and 1 to the bottom). This score 
is then normalized by dividing it by the maximal possible match score.  

Formally, let Q denotes the query term and A the annotation term. Further, for 
any term T let Tk denote the kth term in the hypernym hierarchy of T.  Let also the 
predicate depth(T) denote the depth of the hypernym hierarchy of the term T. Fi-
nally, let depth(Tk) indicate the position of the kth term in the hypernym hierarchy of 
T.  The similarity between Q and A, denoted as S(Q,A) can be described by formula 
(1), where the set-theoretic intersection of two terms Ti and V denotes their 
match/mismatch and takes values in {0,1}. 
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Figure 2 shows results for the query/annotation pair of flamingo/penguin and pen-
guin/flamingo.  It is important to note that the direction of our search plays a key 
role and produces different results. Note that if the query string exactly matches a 
label, the corresponding image is treated as the closest match. This is done to avoid 
ties since, for certain label/query combinations, a relative score could be found to be 
100 even though the search term did not match exactly. Using the results in Fig. 1, 
we see that this may happen if we searched for “wader” and we have images labeled 
as “wader” and “wading bird”.  In Fig. 1, we can see that the hypernym hierarchies 
for both terms would be the same producing similarities of 100.  So, if we search 
for “wader” and we have an image labeled “wader”, the proposed approach ensures 
that it is returned ahead of any images labeled “wading bird”. 

 

Fig. 2. Intersections of two query(left)/annotation(right) pairs. Although the actual intersections 
only vary by 11%, the calculated similarities vary by 24%. The difference in weighted scores 
suggests that a flamingo is more similar to a penguin than a penguin is to a flamingo. 

• Semi-Structured Data Storage: Berkeley XML is a native XML database which 
we use for persistent data storage of search scores, image locations and image la-
bels.  This provides us with the scalability and efficiency needed for a large-scale 
image retrieval system.  Due to the relatively high expense of a term similarity cal-
culation (two WordNet lookups and the similarity algorithm), we store the score for 
a given query-label combination in our database.  Subsequent searches first lookup 
into the database to ensure that this operation is only performed once per query-
label combination. Queries into Berkeley XML are in the XQuery format which 
closely follows XPath syntax.  Schemas for the internal representation of system 
data is shown in Fig. 3. 

• Graphical User Interface: The reflective user interface provides three primary 
functions: creating and viewing thumbnails, labeling of images and search-
exploration capabilities.  Once a user has browsed to a folder containing images and 
created thumbnails, a single keyword can be applied to one or more selected im-
ages. A slider bar resides below the label controls and is used for specifying the 
relevance of search results.  Below the slider bar is a text field where the user types 
the query term and clicks the Search button.  During a search, the slider specifies a 
similarity value which results should be at or above.  For example, when the slider 
bar is at 50, all results will be at least 50% similar to the search term as determined 
by the algorithm described above.  Thumbnail images are displayed from most to 
least similar.  In addition to partially controlling the initial search result set, the 

Query: penguin 
Annotation: flamingo 
Actual intersection: 75% 
Calculated similarity: 46% 

Query: flamingo 
Annotation: penguin 
Actual intersection: 86% 
Calculated similarity: 68% 
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slider bar also provides reflective feedback after the search has been performed.  
Moving the slider to the right (increasing the similarity) causes images with a simi-
larity value less than the slider bar value to disappear from the displayed results.  
Likewise, lowering this value will cause potentially new images to appear. 

 

Fig. 3. Schemas for the XML database 

     

Fig. 4. The user interface. The left view shows browsing and labeling support for images.  The 
right view shows results for the query involving the label “animal” at 30% similarity. 

4   Experimental Results 

Experiments were performed on a collection of 2113 images of which 388 had anno-
tations from a group of 110 unique annotations.  Various queries were performed at 
10 %, 30 %, 50 %, 70 %, and 90 % similarities.  For each query, the time to go 
through all labeled photos and calculate similarities, if needed, was recorded.  Be-
cause the similarity value for each query-label pair is made only once before being 
stored in the database and cached in memory, we report the maximum retrieval time 
of 31.1s during initialization and the average of 0.28s. 

After results were displayed, we manually count the total number of images re-
turned and determine whether they are accurate to find precision and recall. It should 
be noted that hard boundaries may not exist when determining whether an image is 
correct for a given query. As an example, the word “chinchilla” as a noun has three 
senses. The first sense is related to its pelt: “the expensive silvery gray fur of the chin-
chilla”. Sense three is related to a rodent as one might expect: “small rodent with soft 
pearly gray fur”. Because we use the first sense exclusively, a query for “rodent” will 
not return chinchillas; however chinchillas will show up when searching for “fur” or 
“pelt”. This is semantically correct, but may be counterintuitive and blurs the bounda-
ries on correctness. 
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Table 1. Precision and recall for different queries at various term similarity thresholds 

Similarity Threshold 
90 70 50 30 10 

 

Query: cat 
Precision 100 100 40 26.7 9.9 
Recall 75 100 100 100 100 
 Query: bird 
Precision 100 30 30 25.7 11.1 
Recall 77.8 100 100 100 100 
 Query: animal 
Precision 100 100 46.9 46.9 26 
Recall 85.4 85.4 92.7 92.7 92.7 
 Query: friend 
Precision none 70.8 21 21 8.5 
Recall none 81 81 81 81 
 Query: party 
Precision 100 100 100 100 81.8 
Recall 27 27 27 27 48.6 
  

Table 1 shows experimental results for four randomly selected queries at varying 
similarity thresholds.  This dataset provides a fairly consistent picture of the system’s 
efficacy across a broad range of queries. The standard measures of precision and re-
call are used to access performances. For all the query terms, the recall is quite high 
across the range of similarity values.  This can be attributed to our use of hypernyms 
as the basis of our retrieval algorithm.  Many annotations were for various animals in-
cluding dogs, cats, elephants and penguins.  When searching for “animal”, we cast a 
large net and include nearly every image of an animal.  Recall for “animal” would 
have been 100% at all levels had the first sense of “chinchilla” not been related to fur.  
More constrained or specific terms such as “bird” and “cat” produce more consistent 
recall across all levels. 

Precision is more variable across all search terms.  At very low similarities, we see 
many photos which bare little resemblance to the query term.  As we deal exclusively 
with nouns, almost everything will be somewhat related.  This accounts for the low 
precision at very low similarities.  As the threshold value increases, loosely related 
images fall off.  For all queries except “party”, the 100% precision included photos 
which labels unequal to the query.  Results for “bird” included “penguin” and “fla-
mingo”.  Likewise, “cat” included “lion”.  Some of the images retrieved from the 
query “animal” are shown in Figure 2. 

An interesting example that illustrates the potentially complex and distal semantic 
relationships such an approach can unearth is the search for the concept friend. As 
shown in table 1, this example has a large range for precision and relatively low re-
call.  A friend is defined as a type of person which causes concepts like Uncle and os-
trich to appear, both of which are people (the first sense of ostrich is related to a per-
son who refuses to face reality).   

A significant observation that can be made from these examples is that many of the 
retrieved results have significant semantic relationship to the query, even though at 
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the image descriptor level, the corresponding images may share low similarities. This 
is a key asset of such an approach. 

Figure 5 graphically shows how precision increases dramatically and the recall 
tends to decrease as the term similarity value is raised.  As we constrain our results by 
increasing the threshold, very few unrelated images appear (high precision).  At the 
same time, several related photos are not returned (lower recall).  Lower values of 
similarity produce the opposite effect returning a large set of images include nearly all 
expected images as well as many which are extraneous.  

Precision and Recall vs. Percent Similarity
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Fig. 5. A plot of precision and recall vs. query/annotation similarity averaged across 20 ran-
domly generated queries 

5   Conclusions 

The proposed research addresses three cardinal challenges encountered in query-
retrieval of complex media such as images. These include bridging the signal-to-
symbol gap, supporting emergent semantics of complex media, and formal storage 
models that can support the lack of structure in real-world information related to such 
media. Departing fundamentally from classical research in image matching, we use 
linguistic relationships amongst descriptions of image content as the key mechanism 
for information retrieval. We propose an algorithm that allows determining similarity 
between images using the categorical, hierarchy-based relationship model of Word-
Net. Further, a reflective user interface allows direct query-exploration of the images. 
Within it, users can explore images that are semantically proximal or distal to the 
query. This allows support for the emergent nature of image semantics. Finally, we 
use a semi-structured data model, implemented through an XML database to support 
queries over large datasets. Experiments verify the promise of this approach which 
can play a key role either independently or in conjunction with classical image proc-
essing techniques towards solving the complex challenge of image retrieval.  
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Abstract. Image retrieval and image compression are each areas that
have received considerable attention in the past. However there have
been fewer advances that address both these problems simultaneously. In
this work, we present a novel approach for content-based image retrieval
(CBIR) using vector quantization (VQ). Using VQ allows us to retain the
image database in compressed form without any need to store additional
features for image retrieval. The VQ codebooks serve as generative image
models and are used to represent images while computing their similarity.
The hope is that encoding an image with a codebook of a similar image
will yield a better representation than when a codebook of a dissimilar
image is used. Experiments performed on a color image database over a
range of codebook sizes support this hypothesis and retrieval based on
this method compares well with previous work.

1 Introduction

A core problem for image databases and digital libraries is that of Content-Based
Image Retrieval (CBIR), where images specified by a query must be retrieved
from a large image database. With the ever increasing amounts of machine gen-
erated imagery (digital cameras, scientific and medical instruments, remote sen-
sors, etc.), the need has never been greater for efficient and effective systems to
manage visual data and understand the content within these media. The need
to “google” imagery will become increasingly important in the future. We fol-
low the query-by-example model [1], where the user supplies an image and the
system returns the best matching images in the database.

In much of the past work on CBIR, images are first represented by feature
vectors which capture certain contents of the image. Perhaps the most important
discriminating feature for image classification and retrieval is color [2, 3]. Color
distribution in an image can be accurately modeled by a histogram of the in-
tensities. A typical color image, however, is capable of representing 224 different
colors and building a histogram of this size is infeasible. The color space is thus
first quantized into a fixed number of colors (bins) and images are compared by
comparing their color histograms using some vector norm of the difference be-
tween the histogram vectors. Examples of schemes for image retrieval based on
color historgrams are [4, 5, 6] and an analysis of color histograms can be found in

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 502–509, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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[7]. Since global color based retrieval considers only single pixels, it does cannot
account for spatial correlation between pixels. To take into account the spatial
properties of images based on the histogram approach, color coherence vectors
(CCVs) [8] along with geometric histograms [9] have been proposed. CCVs mea-
sure the spatial coherence of the pixel for a given color, i.e. a large coherent
regions of a color corresponds to a high coherence value, where as the geomet-
ric histograms consider the distribution of certain fixed geometric configurations
over the entire image. In this work, spatial information is incorporated implicitly
when we perform quantization on image blocks instead of single pixels.

VQ based image classification and retrieval has been proposed in the past.
Idris and Panchanathan [10] use VQ to index compressed images and video data.
Images are initially compressed using a universal VQ codebook, then for each
code vector in the codebook, a histogram of image pixels is generated (the num-
ber of pixels is taken to be the number of colors in the image). Thus a linear
combination of the code vector histograms weighted by the frequency of occur-
rence of a code vector approximates the per pixel (color) histogram of the entire
image. Their results compare favorably to methods based on color histograms.
They also propose another method that compares images based on which of
the code vectors is used in an image. Even in this case, the reduced complexity
similarity evaluation performs as well as color histograms [11]. Lu and Teng [12]
also employ a universal codebook to represent each image and use the histogram
intersection (HI) between code vector usage histograms to compute similarity.
The VQ based methods described so far make use of a universal codebook where
if images with different statistical properties (classes) were to be later added
to the database, then the codebook may need to be updated to maintain re-
trieval accuracy. One way to solve this is to design separate codebooks for each
image. Schaefer [13, 14] uses this approach and constructs a separate codebook
for each image. The images are then compared indirectly by computing a mod-
ified Hausdorff distance (MHD) between the image codebooks. In this work as
well, we make use of the VQ codebooks, but instead comparing codebooks, we
evaluate the similarity between a query image and a database image by eval-
uating the encoding distortion when the query image is compressed with the
database image codebook. This idea is similar to that of maximum likelihood
classification where data is classified as belonging to one of several class models
(codebooks) depending upon which model results in the maximum probability
(minimum distortion). Jeong and Gray [15] use a similar method called mini-
mum distortion image retrieval (MDIR). Gaussian mixtures are used as image
models and retrieval takes place by encoding the query image with the Gaussian
mixture codebooks. The best match is the image corresponding to the codebook
for which the query image had minimum distortion. Although the Gaussian mix-
ture codebooks are robust, they are unsuitable for image compression since the
number of mixture components is usually quite small, eight in this case.

Section 2 briefly describes vector quantization, Section 3 explains our method
for image similarity along with the MHD based method. Section 4 presents
experiments. Section 5 concludes.
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2 Vector Quantization

Vector Quantization (see the book by Gersho and Gray [16]) is a lossy encoding
method used to quantize and compress source signal vectors. Traditional VQ
works by training on a set of training vectors to construct a codebook and then
using this codebook to encode source vectors. For image VQ, the image is blocked
into N , k-dimensional source vectors, {xi}N

i=1, then using a clustering algorithm
such as the LBG [17], a codebook C with M code vectors is built. For example,
if k = 16, the image can be partitioned into 4 × 4 sub-images. Encoding takes
place by assigning, to each source vector x, a code vector yi ∈ C following the
nearest-neighbor mapping:

Q(x) = yi only if d(x, yi) ≤ d(x, yj) for all j �= i , (1)

where d(x, y) is the cost or distortion function usually taken to be, as it is in
this work, the squared Euclidean distance between two vectors:

d(x, y) ≡ ‖x− y‖2 =
k∑

i=1

(xi − yi)2 . (2)

3 VQ Based Image Similarity

In this section we describe our approach to image similarity using VQ. It can be
seen that because we quantize image blocks rather than single pixels, VQ captures
some amount of interpixel (intrablock) spatial correlation along with some textu-
ral attributes. The VQ codebooks along with the usage frequencies of code vectors
form a generative model for the image and code vectors represent the principle re-
gions or modes in the images. Thus we expect that encoding an image with a code-
book of a similar image will yield a better representation than when a codebook of
a dissimilar image is used. Schaefer [13] uses a separate codebook for each image
as its feature. Image similarity is assessed by directly comparing the codebooks of
the respective images. The distance measure is modified version of the Hausdroff
Distance between two point sets. Basically, the distance measure computes how
far, on average, a code vector from a codebook is from another codebook. For our
experiments, we compare our approach with that of Schaefer’s MHD approach
since to our knowledge is the only one that uses separate codebooks for each im-
age and advocates compressed domain image retrieval. In the following section we
define our similarity measure and also explain the MHD measure.

3.1 Encoding Distortion Distance

To determine the similarity between a query image A, and a database image B,
our system computes a simple retrieval distance which is defined to be the mean
squared error when A is encoded with B’s codebook. To make the distance
symmetric, we consider the maximum of the mean squared error in the both
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directions. Specifically, given two images A and B with M -level, codebooks CA

and CB respectively with k-dimensional code vectors, the encoding distortion
distance (EDD) is determined by

dEDD(A,B) = max{dED(A,CB), dED(B,CA)} , (3)

where

dED(X,C) =
1
Nk

N∑
i=1

min
j
‖xi − yj‖2 (4)

is the average per component squared Euclidean distance between source vectors
X = {xi}N

i=1 and code vectors C = {yj}M
j=1.

3.2 Modified Hausdorff Distance

We compare the EDD approach with a similar method based on the modified
Hausdorff distance between image codebooks. For images A and B with M -level,
k-dimensional codebooks CA and CB respectively, the MHD is determined by

dMHD(A,B) = max{dmhd(CA, CB), dmhd(CB, CA)} , (5)

where

dmhd(CA, CB) =
1
M

M∑
i=1

min
j
‖y(A)

i − y
(B)
j ‖2 . (6)

This measure computes how far two codebooks are by computing the maximum
of the average distance of a codebook from the other.

4 Experiments

To test our method, we use the database due to Wang, Li and Wiederhold [18]
available on the web1. It is a subset of the COREL collection containing generic
mostly photographic images. The database consists of a 1000 JPEG images which
are either 256×384 or 384×256 with 100 images per class. The classes are seman-
tically classified as: Africans, Beach, Architecture, Buses, Dinosaurs (graphic),
Elephants, Flowers, Horses, Snow Mountains and Foods. Sample images from
each class are shown in figure 1. Retrieval effectiveness is evaluated using two
standard quantities: precision and recall. The precision is defined as the fraction
of the images retrieved that are relevant (belong to the same class as the query)
and recall is the fraction of the relevant images that are retrieved. For a given
query, let a be the number of relevant images that are retrieved, b, the number
of irrelevant items and c, the number of relevant items that were not retrieved.
Then, precision is given by

p =
a

a + b
(7)

1 http://wang.ist.psu.edu/docs/related/
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Fig. 1. Sample database images from each class. Africans, Beach, Architecture, Buses,
Dinosaurs (left) and Elephants, Flowers, Horses, Snow Mountains, Foods (right).

and the recall is given by
r =

a

a + c
. (8)

Generally the precision and recall are shown on a single graph so that they may
show the change in precision as the recall increases. Since the precision typically
drops as the recall increases, a retrieval system is said to be more effective if it
has higher precision at the same recall values.

4.1 Image Features

We consider simple pixel image features for our experiments. However, the im-
ages are first transformed from the RGB color space to the perceptually uniform
CIE L∗u∗v∗ color space where the Euclidean distance between colors closely ap-
proximates their perceptual distance [19]. For computational convenience, the
system retains the central 256 × 256 region of each image. With our current
system, when an image is added to the database, its VQ codebook is computed
with a standard splitting algorithm (e.g., see the book of Gersho and Gray [16]).
Codebook training and generation is done on 4× 4 arrays of 3-byte pixels, and
feature vectors (codebook entries) are 48-dimensional (4× 4× 3) real vectors.

4.2 Results

Figure 2(a)-(f) shows the database average precision vs. recall curves for various
codebook sizes. The curves are the average for all 1000 database images when
each of them is queried in turn. The plots show that the EDD method outper-
forms the MHD method over all codebook sizes. A possible reason for higher
precision at a given recall could be because the average distortion per vector is
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Fig. 2. Database average precision vs. recall curves for various codebook sizes. It can be
seen that the EDD method performs better over the entire range. Also as the codebook
size increases, the gap between EDD and MHD widens.

smaller when considering the entire image (all image vectors) than when only
the image codebooks are considered. As a consequence the MHD assigns a lower
similarity value (higher distortion) for intraclass images and this degrades the
retrieval precision. We can also see in figure 3 that the codebook size has al-
most no effect on the EDD retrieval performance, this is not unexpected since a
bigger codebook most likely contains the smaller codebooks. Thus a larger code-
book will better represent intraclass images but it can also represent extraclass
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Fig. 3. Precision vs. recall curves for EDD (left) and MHD (right) for various codebook
sizes

images better. Thus we see only a slight improvement in the retrieval precision.
The same however cannot be said about the MHD method which performs best
when codebooks are small. Again the reason could be due to high intraclass
distortion.

5 Conclusion and Future Work

A simple image retrieval method based on VQ compression has been introduced.
By considering VQ codebooks as image descriptors, a query can be assigned to
class whose codebook best encodes the query. The similarity measure has been
shown to be robust with respect to codebook sizes and compares favorably with
current VQ based systems. In future work we wish to compare our work with
that of Jeong and Gray [16]. We do not report the comparison in this work since
their approach requires fixed sizes for the model components (codebooks) and
remains to be implemented. However we did compare our results for codebook
size eight and although the image feature are not the same (they use a more
robust HSV color space), our work improves retrieval precision for some classes
(like Beach and Horses) but on average compares well with their work. Also we
wish to further investigate retrieval systems which operate either partially or
completely in the compressed domain.
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Multi-aspect Target Tracking in Image
Sequences Using Particle Filters
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Abstract. This paper addresses the issue of multi-aspect target tracking
where target’s aspect is modeled by a continuous-valued affine model.
The affine parameters are assumed to follow first-order Markov models
and augmented with target’s kinematic parameters in the state vector.
Three particle filtering algorithms, Sequential Importance Re-sampling
(SIR), the Auxiliary Particle Filter (APF1), and a modified APF (APF2)
are implemented and compared along with a new initialization technique.
Specifically, APF2 involves two likelihood functions and a re-weighting
scheme to balance the diversity and the focus of particles. Simulation
results on simulated infrared image sequences show the proposed APF2
algorithm significantly outperforms SIR and APF1 algorithms for multi-
aspect target tracking in terms of robustness, accuracy and complexity.

1 Introduction

Target tracking is usually formulated as an estimation problem of a dynamic
state-space system, where the state stores the kinematic characteristics of the
target and two models are involved, i.e., the system model and the observation
model. Given a probabilistic state-space formulation, the tracking problem is
well suited for the Bayesian approach which attempts to construct the posterior
probability density function (PDF) of the state based on all state/observation
information available. In order to process sequentially received data efficiently, a
recursive Bayesian filtering approach is needed which is composed of two steps:
predict and update. The former one uses the system model to predict the stage
PDF forward based on the past state, and latter one modifies the predicted
PDF based on the lately received observation. If the posterior PDF at every
time step is Gaussian, and both system and observation models are linear func-
tions, the Kalman filter can offer the optimal solution to the tracking problem.
If the system/observation models are not linear, the extended Kalman filter
(EKF) linearizes the non-linear functions by using the first term in the Taylor
series expansion. Still the EKF always approximates the posterior PDF to be
Gaussian [1]. The sequential importance sampling (SIS) algorithm, or so called
particle filtering, is a recently proposed technique to deal with nonlinear/non-
Gaussian Bayesian tracking problems [2]. It implements a recursive Bayesian
filter by Monte Carlo (MC) simulations. The key idea is to represent the re-
quired posterior density function by a set of weighted particles and to estimate
the state based on these particles and their weights.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 510–518, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In this paper, we want to consider a specific non-linear tracking problem
where the variation of target’s aspect is modeled by an affine model. Specifically,
we incorporate a continuous-valued affine model into the state/observation mod-
els to accommodate variant rotation and scaling factors of a given target. We
assume that the dynamics of aspect parameters follow a first-order Markov pro-
cess. Previous work assumes that multi-aspect target signatures are stored in a
library and a discrete-valued aspect index is included in the state vector [3]. We
propose a new algorithm to deal with the problem of multi-aspect target track-
ing, where the aspect parameters are continuous and can be estimated during
the tracking process. Three specific SIS algorithms, Sequential Importance Re-
sampling (SIR), the Auxiliary Particle Filter (APF1), a modified APF (APF2)
are implemented. APF2 involves two likelihood functions and a re-weighting
scheme to improve the particle distribution, and a new initialization technique
is developed to improve the performance of multi-aspect target tracking.

2 System, Observation and Multi-aspect Models

2.1 System and Observation Models

Let Δ denotes the time interval between two consecutive frame. The state vector
at instant t = kΔ (k ∈ N) of a target typically consists of position (xk,yk),
and velocity (ẋk,ẏk), of its centroid in a 2D Cartesian coordinate system: xk =
[xk ẋk yk ẏk]. The random sequences of the position and the velocity are assumed
to be statistically independent and evolve over time according to the white noise
acceleration model [3]. The state update equation can be written as

xk = Fxk−1 + wk−1 , (1)

where the transitional matrix F = [1 Δ; 0 1], and the process noise wk is as-
sumed to be white and zero-mean Gaussian. The observation matrix zk collects
the observations {(i, j)|1 ≤ i ≤ L, 1 ≤ j ≤M} at instant t = kΔ:

zk = H(xk) + vk . (2)

This observation model is generated by adding a noise field vk with a template
of a specific intensity distribution. H is a function of the state of the target,
i.e., xk. Process noise wk in the state model is statistically independent of the
clutter field vk in the observation model [4]. The clutter frames {vk|k ∈ N} are
assumed to be an independent, identically distributed (i.i.d.) Gaussian random
sequences with zero mean and non-singular covariance matrices. It is described
by the first order GMRF field given by [5]:

vk(i, j) = βc
v[vk(i−1, j)+vk(i+1, j)]+βc

h[vk(i, j−1)+vk(i, j+1)]+εk(i, j) , (3)

where the unknown parameters βc
v and βc

h are, respectively, the vertical and
horizontal predictor coefficients, and εk is the prediction error such that [6]

E[vk(i, j)εk(l, r)] = σ2
c,kδi−l,j−r .

We can estimate the GMRF parameters, i.e., β̂h, β̂v and σ̂2
c , for each frame zk

via suboptimal approximate maximum likelihood (AML) estimator in [7].
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2.2 Multi-aspect Model

Traditional tracking methods assume that a target has one or several fixed as-
pects. However in practice, a target may appear in the image sequence with
arbitrary aspects of many possibilities. The idea of discrete-valued aspect char-
acterization in [6] inspires us to generalize multi-aspect tracking by introducing
the continuous-valued multi-aspect model. Specifically, we incorporate an affine
model to account for target’s various aspects in each time step as follows:

T =

⎡⎣1 α −αy
0 1 0
0 0 1

⎤⎦⎡⎣sx 0 (1− sx)x
0 sy (1− sy)y
0 0 1

⎤⎦⎡⎣ cos θ sin θ (1− cos θ)x− (sin θ)y
− sin θ cos θ (1− cos θ)y + (sin θ)x

0 0 1

⎤⎦
(4)

where α, sx, sy and θ are the shearing, scaling along x-axis, y-axis and rota-
tion parameter, respectively. All of them are continuous-valued random variables
which follow the first order Markov chain with equal transition probability (i.e.,
1/3) of increasing, decreasing by a quantization step (Δα, Δsx , Δsy , Δθ) or
staying at the same value in each time instant. Process noise (γα, γsx , γsy , γθ)
is added to each random variable to reduce the quantization effect of parameter
estimation. Therefore, we can define a new augmented state vector as:

xk = [xk ẋk yk ẏk sx sy α θ]T . (5)

Due to the nature of (4), the present observation model shows strong non-
linearity which cannot be tackled well by the Kalman filters. For simplicity,
we set the shearing factor α = 0 and sx = sy to avoid unrealistic distortion.

2.3 Likelihood Functions of Observation

Let Zk and h(xk) be the 1D representations of the observed frame zk and the
clutter free target frame H(xk) in (2) obtained by reading a frame row by row
and stacking the rows as a long vector. Similarly, let Vk denote the 1D vector
representation of the clutter frame defined in (3). For a given observation and
given target state, the likelihood function is given by

p(Zk|xk) ∝ exp
2λ(Zk)− ρ(xk)

2σ2
c,k

, (6)

where ρ(xk) is the energy term depending on the current target template (with
certain rotation and scaling factors)

ρ(xk) = hT (xk)(σ2
c,kΣ

−1
v )h(xk), (7)

and λ(Zk) is the data term depending on observation Zk and target state xk,

λ(Zk) = ZT
k (σ2

c,kΣ
−1
v )h(xk). (8)

The calculation of λ(Zk) and ρ(xk) is discussed in detail in [4]. It is worth men-
tioning that the computation of ρ(xk) and λ(Zk) involves linear interpolation
of the original target template under the affine model according to (4). In the
following, we will briefly review the SIS theory, and then three specific SIS algo-
rithms will be discussed to implement multi-aspect tracking [1].
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3 Multi-aspect Baysian Tracking Using Particle Filters

From the Bayesian perspective, the tracking problem is to recursively calculate
some degree of belief in the state xk at time k, taking different values, given the
observation z1:k up to time k. Thus, it is required to construct p(xk|z1:k) which
may be obtained in two stages. With the Markov assumption, the prediction
stage uses the system model to obtain the prior PDF of the state at time k as

p(xk|z1:k−1) =
∫

p(xk|xk−1)p(xk−1|z1:k−1)dxk−1, (9)

where p(xk|xk−1) is given in the system model (1). Then the update stage mod-
ifies the prior via Bayes’ rule based on the new observation zk:

p(xk|z1:k) ∝ p(zk|xk)p(xk|z1:k−1), (10)

where p(zk|xk) is the likelihood function defined by the observation model in (2).
The recursive relationship between (9) and (10) form the basis of the optimal
solution. However, in general, the analytical solution is not tractable, and particle
filters or SIS approximate the optimal Bayesian solution. The detailed algorithm
implementation of particle filtering can be found in [1]. We will discuss a few
new issues related to the problem of multi-aspect target tracking.

3.1 Initialization

The initialization, i.e., the initial particle distribution, plays an important role in
most SIS algorithms, especially when the dimension of the state vector (i.e., xk)
is increased. In [3], it was assumed that the target is initially located within a
given region. In this work, we want to consider a more general case with no prior
knowledge of the initial particle distribution, and we hope that the initial tar-
get state includes both kinematic variables and affine parameters. Therefore, we
generate a number of target templates with different rotation and scaling param-
eters, i.e., θ and s, which are uniformly drawn from [θmin, θmax] and [smin, smax]
respectively. Given a rotated and scaled template G(s, θ), we can compute a sim-
ilarity map M(s, θ) to show the possibility that it is present in different positions.
To do so, we need to remove the structured clutter by convolving z1 with the
template of the GMRF model H = [0 − βv 0; − βh 1 − βh; 0 − βv 0]. Then
the resulting image is convolved with the given target template G(s, θ):

M(s, θ) = [z1 ∗H] ∗G(s, θ). (11)

Given rotation and scaling parameters, θ and s, which is associated with a simi-
larity map, i.e., M(s, θ), we assign an appropriate weight to each position which
is in proportion to the convolution output. A reasonable number of initial par-
ticles are selected according to their weights from all similarity maps, for which
the initial affine parameters are determined in accordance with the rotation and
scaling factors of the associated similarity map. We expect the proposed initial-
ization technique will improve the performance of multi-aspect target tracking
by providing a set of good particles with complete state parameters.
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3.2 SIR and APF

In the SIR, resampling is used in each time step in order to reduce the degeneracy
problem, and the prior p(xk|xi

k−1) is used as the importance density for drawing
samples. Since the optimal importance density relies on both xk−1 and zk which
is not considered in the SIR [1], the sampling process is usually less effective. The
APF filter is another SIS algorithm with a more effective sampling process [8].
The idea is to draw samples twice so that the present observation is considered
in the sampling process. First, we draw samples from the prior and compute the
weights ŵj

n. Then we draw an auxiliary sample indices kj from set 1, 2, ..., Np

with p(kj = i) = ŵi
n for all j = 1, 2, ..., Np. This step helps us to identify those

particles at time k − 1 which will propagate with larger weights at time k. This
information is stored in the auxiliary index table kj based on which we will
re-draw samples by propagating those “promising” particles more times. The
pseudo-codes of SIR and APF filters are shown in Table 1.

However, there is a potential problem with the two-step particle drawing in
the APF where the particle diversity may suffer due to two properties of the
likelihood function defined in (6). The likelihood function has a bias towards
smaller scaling factors due to fact that the ρ term depends heavily on the tar-

Table 1. Pseudo-code of the SIR and APF algorithms

Implementation of SIR Filter Implementation of APF Filter

1. Initialization 1. Initialization: same as SIR
for j = 1, · · · , Np 2. for j=1,· · · , Np

Draw xj
0,1 ∼ p(x0,1), xj

0,2 ∼ p(x0,2) Draw μ̃j
n,1 ∼ p(xn,1|xj

n−1,1)
rj
0 ∼ p(r0), sj

0,x ∼ p(s0,x), sj
0,y ∼ p(s0,y) μ̃j

n,2 ∼ p(xn,2|xj
n−1,2), μ̃

j
n,r ∼ p(rn|rj

n−1)
and set wj

0 = 1/Np, n = 1 μ̃j
n,sx ∼ p(sn,x|sj

n−1,x),
end μ̃j

n,sy ∼ p(sn,y|sj
n−1,y) and compute

2. for j=1,· · · , Np ŵj
n ∝ p(yn|μ̃j

n,1, μ̃
j
n,2, μ̃

j
n,r, μ̃

j
n,sx, μ̃j

n,sy)
Draw x̃j

n,1 ∼ p(xn,1|xj
n−1,1) end

x̃j
n,2 ∼ p(xn,2|xj

n−1,2), r̃
j
n ∼ p(rn|rj

n−1), 3. Normalize such that
∑Np

j=1 ŵj
n = 1

s̃j
n,x ∼ p(sn,x|sj

n−1,x), 4. for j = 1, · · · , Np

s̃j
n,y ∼ p(sn,y|sj

n−1,y) and compute Draw kj ∼ {1, 2, ..., Np} such that
wj

n ∝ p(yn|x̃j
n,1, x̃

j
n,2, r̃

j
n, s̃j

n,x, s̃j
n,y) p(kj = i) = ŵi

n for i = 1, 2, ..., Np

end Draw xj
n,1 ∼ p(xn,1|xkj

n−1,1),
3. Normalize such that

∑Np

j=1 wj
n = 1 xj

n,2 ∼ p(xn,2|xkj

n−1,2), rj
n ∼ p(rn|rkj

n−1),
4. Resample to generate a new set of sj

n,x ∼ p(sn,x|skj

n−1,x),
samples [xj

n,1, x
j
n,2, r

j
n, sj

n,x, sj
n,y ] such sj

n,y ∼ p(sn,y|skj

n−1,y) and compute

that p([xj
n,1, x

j
n,2, r

j
n, sj

n,x, sj
n,y ] = wj

n ∝ p(yn|xj
n,1,x

j
n,2,rj

n,sj
n,x,sj

n,y)

p(yn|μ̃kj
n,1,μ̃kj

n,2,μ̃kj
n,r,μ̃kj

n,sx,μ̃kj
n,sy)

[x̃k
n,1, x̃

k
n,1, r̃

k
n, s̃k

n,x, s̃k
n,y]) = wk

n end
5. Set wj

n = 1/Np for 1 ≤ j ≤ Np and 5. Normalize such that
∑Np

j=1 wj
n = 1

estimate the mean values 6. Estimate the mean values
6. Set n = n + 1 and return to step 2 7. Set n = n + 1 and return to step 2
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get size. Also, the particle weights tend to have a large dynamic range which
encourages particles drawn from a small set of particles in the second-step.

3.3 APF1 and APF2

To mitigate the above mentioned problems we propose two techniques to modify
the existing APF algorithm. Specifically, we use an alternative likelihood func-
tion in the first step that is less sensitive to the target aspect (rotation and
scaling), and we also adopt a re-weighting scheme to increase the diversity of
particles drawn in the second-step. The modified APF algorithm is called APF2
in contrast to the original one, i.e., APF1. The new likelihood function, as de-
fined in (12), is independent of the ρ term, implying that the likelihood will
be less sensitive to the affine parameters. Also σ2

c,k is omitted as it is almost a
constant over different frames.

p̃(Zk|xk) ∝ exp (λ(Zk)). (12)

To balance the need of diversity (having multiple distinct samples) with the need
of focus (multiple copies of samples with large weights), a re-weighting scheme
applies a monotone function to the existing weights to meet a specific need [9].
In this work, we prefer to have a diverse set of particles at the first-step, so
all weights W computed from (12) are re-weighted by function ln(W ) thereby
reducing the non-linear stretching effect imposed by the exponential function in
(12). The original likelihood function defined in (6) is used in the second-time
particle drawing when the high selectivity is desired for accurate state estimation.

4 Simulation Results

Similar to [6], we have generated simulated infrared image sequences by adding
independent GMRF noise fields with a real infrared image of 240× 240 pixels.
Then the target template (15 × 35 pixels) is added to the simulated sequence
whose centroid moves according to the white noise acceleration model with mean
velocity of (-2,-0.5) and whose aspect (rotation and scaling) also varies accord-
ing to the first-order Markov model. The simulated peak target-to-clutter ratio
(PTCR) is 11.9dB. Additionally, the first-order Markov models of time-varying
rotation and scaling are parameterized as follows. The rotation angles vary within
[−30◦, 30◦], and Δθ = 2◦ with an additional uniform process noise depending on
the step size. The scaling factors are changing within [0.5, 1.5], and Δs = 0.05
with an additional uniform process noise depending on the step size.

4.1 Comparison Between SIR, APF1 and APF2

We first evaluate and compare the tracking performance of SIR and APF. We
also study the contribution of the match filtering based initialization. There are
four criteria to be used for algorithm evaluation, i.e., the number of convergent
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Table 2. Comparison of SIR, APF1 and APF2

Algorithms Initia- Particle # convergent Steps to Mean of error Stdev of error
lization number runs converge (x, y) θ s (x, y) θ s

SIR Yes 10k 9 4.7 0.78 0.74 0.012 0.44 0.72 0.016
No 50k 2 2.5 1.23 0.97 0.049 1.52 1.28 0.063

APF1 Yes 10k 15 4.1 0.95 0.69 0.015 0.59 0.86 0.033
No 50k 4 6.8 1.19 0.94 0.026 0.75 1.25 0.048

APF2 Yes 3k 20 2.5 0.76 0.87 0.011 0.69 0.64 0.021

runs out of 20 Monto Carlo runs, the mean of convergence time (the tracking
error of position is below 2 pixels and never get larger than that thereafter), the
mean and the standard deviation of estimation errors for all state variables. The
results are shown in Table 2.

Remarks: It is shown that the proposed initialization improves both SIR and
APF in terms of multi-aspect target tracking performance, with much less parti-
cles, higher percentages of convergent runs, and faster convergence speeds, com-
pared with the case without initialization (i.e., uniform initialization). Specifi-
cally, APF2 outperforms SIR and APF1 algorithms almost in all aspects, showing
the usefulness of two different likelihood functions and the re-weighting scheme

Fig. 1. Multi-aspect target tracking results of a 50-frame simulated image sequence.
The dark dots represent the initial particle distribution in the first frame.
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to balance the diversity and the focus of the particle distribution. Also, the
match-filtering based initialization improves the efficiency and robustness of the
tracking performance significantly with 100% convergent runs for APF2.

4.2 Tracking With/Without Affine Modeling

To demonstrate the effectiveness of incorporating the affine model into the sys-
tem/observation models, we also evaluate the proposed APF2 algorithm by com-
paring it with the one without aspect modeling. As before, in addition to the
motion model, the target has time-varying rotation and scaling parameters in
the simulated image sequence. The simulation results are depicted in Fig. 1.

Remarks: It is shown that the proposed APF2 algorithm can accurately track the
target with time-varying aspects. On the other hand, the particle filter without
aspect modeling fails to track the target. With the help of match-filtering based
initialization, APF2 can work very well with only about 3000 particles, and it
also converges quickly, usually within the first 3 steps.

5 Conclusions

We have discussed a specific multi-aspect target tracking problem, where a
continuous-valued affine model is incorporated in the state vector for multi-
aspect modeling. Specifically, we have implemented three SIS algorithms, i.e.,
SIR, APF1 and APF2, as well as a new initialization scheme. APF2 is a mod-
ified APF1 which is able to balance the diversity and the focus of particles by
involving two likelihood functions and a re-weighting scheme. Simulation results
on simulated image sequences show that APF2 outperforms other two methods
with the improved tracking performance and reduced computational complexity.
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Abstract. This paper proposes a method for traffic sign recognition and seg-
mentation using shape information of traffic sign. First, a connected component 
algorithm is used to segment candidate traffic sign regions from a binary image 
obtained based on the RGB color ratio of each pixel in image. Then actual traf-
fic sign regions are segmented based on their X- and Y-axes symmetry. The 
recognition step utilizes shape information, including a moment, edge correlo-
gram, and the number of times a concentric circular pattern from the region 
center intersects with the frequency information extracted by the wavelet trans-
form. Finally, recognition is performed by measuring the similarity with tem-
plates in a database. Experimental results confirm the validity of the proposed 
method as regards geometric transformations and environmental factors. 

1   Introduction 

Recognition and segmentation of traffic sign have already been widely studied and 
the existing methods can be essentially classified as either color-based or shape-
based. Color-based methods perform region segmentation based on the typical colors 
of traffic signs(i.e. red, blue, and yellow) to provide candidate regions. For example, 
H. Akatsuka[1] used a look-up table in Nrgb color space to specifically segment 
speed limit signs(red, white, and blue), and the same scheme was used by R. Ghica[2] 
in RGB(red, green, and blue) color space. N. Kehtarnavaz[3] focused on detecting 
stop signs with a specific range of HSI color space based on a statistical study of stop 
signs. In addition, G. Nicchiotti[4] performed a shape analysis of regions obtained 
using region growing in HSI color space. Based on the fact that traffic signs are usu-
ally painted with distinctive colors, color-based methods would be expected to be 
efficient. However, reliable segmentation of traffic signs using only color information 
has certain limitations, as color information is sensitive to changes in the weather or 
lighting conditions. Shape-based methods are already used in many fields, including 
object recognition, robot vision, solid (3D) object recognition and so on. However, 
the methods are more difficult, as complex real-images invariably include a loss of 
shape and changing view-points. In addition, road images can also contain numerous 
objects with similar shapes to traffic sign, so segmentation of traffic signs in road 
images requires complex processing steps. Y. Aoyagi[6] used genetic information and 
circular pattern matching based on edges extracted by a Laplacian filter, J. H. An[7] 
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applied a circular pattern to segmented candidate regions obtained using dominant 
color information in RGB color space.  

This paper proposes a new method for segmenting and recognizing traffic signs in 
real-image. The segmentation step uses color ratio and the symmetric properties in X- 
and Y-axes directions of traffic sign. The color ratio, which is robust to changes in the 
light and weather, is used to create a binary image including candidate traffic sign 
regions. Then, the symmetric properties in X- and Y-axes directions, which are robust 
to scaling, are used to finally segment traffic sign regions. The recognition step con-
sists of extracting the shape information and measuring the similarity. In this study, a 
moment, edge correlogram, and concentric circular pattern are used as the shape in-
formation, since they are robust to rotation and scaling. The segmented regions are 
then recognized by measuring their similarity to templates in a predefined database, 
where the similarity is measured based on the Euclidean distance. 

2   Segmentation of Traffic Sign Regions 

2.1   Binary Image Creation Using Color Ratio 

Most images use RGB color space that consists of three components, i.e. red, green, 
and blue. Although RGB color space is simple, it is very sensitive to lighting changes. 
Therefore, a method that only uses the pixel brightness will be limited as regards 
segmenting traffic signs. HSI color space, which consists of hue, saturation, and in-
tensity,  is invariant to lighting changes, yet the transformation formula from RGB 
color space to HSI color space is nonlinear and computationally expensive. Moreover 
H may be undefined in accordance to S or I. Thus, a color ratio that uses the relation 
between color components obtains the characteristics of HSI color space as well as 
reducing the computation time. Plus, it can directly detect ROI(region of interest). A 
binary image using a color ratio can be obtained by:  
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where ),( yxfr , ),( yxfr , and ),( yxfr are the brightness values for each color compo-

nent, red, green, and blue, respectively, and lowT1 , highT1 , lowT 2 , highT 2 , lowT3 , and 

highT3  are the thresholds that indicate the minimum and maximum value for a traffic 

sign within the brightness value range for each color component and 1k and 2k are the 

constants that represent the brightness for black and white, respectively, in the result-
ing image. 

2.2   Region Segmentation Using the Symmetric Properties in X- and Y-axes 
Directions 

In this study, traffic sign regions are segmented based on the region size, the number 
of crossing-points between edges and 8 directional scanning lines, and the symmetric 
properties in X- and Y-axes directions. After removing the candidate regions, which 
are not traffic signs, by the region size and the number of crossing-points, traffic sign 
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regions are finally segmented according to the symmetric properties for remaining 
regions. The symmetric property can robustly discriminate a traffic sign region, ex-
cept for the rotated regions. Based on the fact that the horizontal and vertical shape at 
the center of traffic sign is symmetric, the symmetric property is a way to compare the 
distance of the edge that is furthest in X-axis and Y-axis direction. Fig. 1(a) shows 
that any sign has the symmetric property in X-axis direction. Thus, the furthest edge 
points (i.e. LP and RP) in X-axis direction from the center of the region are identified, 
then the distance between the center and LP and the center and RP is divided into N 
sections. After calculating the distance of the furthest edge in the upper direction from 
the basis axis for region A and region B, the distances with the same index are com-
pared using the Euclidean distance. Meanwhile, for region C and region D, the width 
of the candidate region is divided into N sections. Then, after calculating the distance 
(i.e. aldi and ardi) of the furthest edge in the lower direction from the basis axis, the 
distances are compared. If the measured value using the Euclidean distance is small, 
this means that the region has the symmetric property in X-axis direction. Therefore, 
in this study, if the value was less than 0.3, the region was considered a traffic sign 
region. Fig. 1(b) presents the symmetric property in Y-axis direction. The furthest 
edge points (i.e. TP and BP) in Y-axis direction from the center of the region are 
identified, and then the distance between TP and LP is divided into N sections. After 
calculating the distance (i.e. bldi and brdi) of the furthest edge in the right and left 
directions of  Y-axis, the distances with the same index are compared. The following 
processes are then the same as mentioned above.   

    
(a) Symmetry in X-axis direction   (b) Symmetry in Y-axis direction 

Fig. 1. Extraction of shape information using the symmetric properties in X- and Y-axes directions 

3   Recognition of Traffic Sign Regions 

Before performing the recognition step, first, the segmented regions as a traffic sign 
region are classified in accordance with color information, as a traffic sign consists of 
specific color, such as red and blue. Then, after enhancing a color of the regions using 
a histogram stretch, their size is normalized using a linear interpolation method. Fi-
nally, we extract shape information in binary images based on frequency information 
extracted by wavelet transform.  

Wavelet transform decomposes the original signal into different frequency compo-
nents and can be widely used as a tool to extract these components. Plus, it can per-
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form multi-scale decomposition, similar to the human visual function. 2-dimensional 
wavelet transform is treated by iteratively performing 1-dimensional wavelet trans-
form in horizontal and vertical direction. Fig.2 shows the image binarized by an adap-
tive threshold after decomposing a traffic sing region using daubechies-4 as the 
mother wavelet. In this study, we use binary images of all sub-bands by 2 levels to 
extract the following shape information. 

  
(a) (b) 

Fig. 2. Wavelet sub-band decomposition(2 level). (a) : As sub-bands decomposed by 2 level, 
‘L’ and ‘H’ indicate a low and high frequency, respectively. (b) : Image binarized by an adap-
tive threshold after performing wavelet transform using daubechies-4 as the mother wavelet. 

3.1   Moment, Edge Correlogram, and Circular Pattern as Shape Information  

Moment. Moment is a superior shape descriptor in the field of pattern recognition 
and is widely used as feature information. The central moment for the digital function 
is given as Eq.(2) and the normalized moment pqη  is defined as Eq.(3).  
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An invariant moment set iφ  is easily derived from the normalized central moment 

and is invariant to various transforms, such as translation, rotation, and scaling. 

Edge Correlogram. Correlogram was proposed by J. Hung[8, 9] to solve the problem 
that existing histogram-based methods retrieve images that have a similar color 
distribution despite a perceptively different image. Thus is due to the absence of 
spatial information. As such, correlogram includes spatial information between colors 
as well as color information. Thus, correlogram is widely used in the field of image 
retrieval. In this study, we perform correlogram based on edge in binary images to 
reduce the demanded computational time and memory size.  
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Where )(Irk
C  is the probability that an edge( ap ) in image encounters another 

edge( bp ) at k distance away from itself, and the distance was set as }7,5,3,1{=k . Plus, 

CI  is the set of all edges existing in binary image.  

Concentric Circular Pattern. We use the number of crossing-points between edges 
in binary image and imaginary circles with N different radii. This information is 
invariant to rotation and scaling, and shows the complexity of the edges according to 
the radius. Fig. 3 shows how a concentric circular pattern is applied to a '+' traffic sign.  

 

Fig. 3. Extraction of shape information using concentric circular patterns  

Similarity. The similarity is measured between the features of the segmented traffic 
sign regions and a predefined database. The similarity measure function uses the 
Euclidean distance as follows:  

))((
0 0

2

= =
−×=

m

j

n

i

j
i

j
ijS DBinput

ffweightED  (6) 

where SED  is the total similarity, jweight is the weight of the similarity between the 

j ’th features, where the value of a weight is given in accordance with the degree of 

importance, j
iinput

f and j
iDB

f are the features of the segmented region and predefined 

database, respectively, and m  is the number of shape information and n  is the num-
ber of features used for each shape information. If the value of SED  is lower, this 

shows that the similarity is higher. 

4   Experiment 

The proposed system was implemented using JAVA SDK version 1.4.1 on Windows 
XP, and warning, regulatory, and indicatory signs obtained using Sony DSC-F505V in 
various environments were used as the experimental images. To obtain a red-binary 
image, the color ratio of red to green and blue as set at 0.6 as a threshold, and to obtain 
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a blue-binary image, the color ratio of green and blue to red was set at 1.5 and the color 
ratio of blue to green was set at 1.5. If the proposed system did not segment any candi-
date regions, the thresholds were reset at 0.8 and 1.3 to create a red-based and blue-
based binary image, respectively. In addition, the candidate regions were normalized at 
128 128. The weights for the shape information, i.e. the moment, edge correlogram, 
and concentric circular pattern, were set at 0.35, 0.25, and 0.3, respectively. These 
thresholds and weights are determined by experiments with various images. 

     

     

     
(a) (b) (c) (d) (e) 

Fig. 4. Segmentation and wavelet transform of traffic sign regions. (a) : Experimental images. 
(b) : Candidate regions segmented by color ratio. (c) : Finally segmented traffic sign regions 
using the symmetric properties in X- and Y-axes directions. (d) : Normalized images of the 
segmented regions.  (e) : Wavelet sub-band decomposition images of the segmented regions. 

Fig. 4 shows the experimental images obtained in various environments. In Fig.4(b), 
the candidate traffic sign regions existing in certain environments, such as at night and 
in rainy and foggy weather, were effectively segmented by using color ratio. And as be 
seen in Fig4.(c), the traffic sign regions are finally segmented by using the symmetric 
properties in X- and Y-axes directions though the shape of them is a little lossy.  
Fig. 4(d) and (e) are the 128 128 normalized images by a liner interpolation method 
and the sub-band decomposition images for them, respectively. Tables 1 and 2 show 
the computational time and accuracy rate, respectively, for the segmentation and  
recognition of the traffic signs, including warning, regulatory, and indicatory signs. In 
the  aspect of the computational time, the average computational time for segmenting a 

Table 1. Processing time for region segmentation and recognition  

Computational time(msec)# of  
images Segmentation Recognition

Warning 35 3777 1265.5
Regulation 30 4142 1030.4
Indication 35 3701 1235.21
Average 33.33 3873.33 1177.03
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Table 2. Accuracy rate for region segmentation and recognition  

Succession
Recognition

Rate of  
recognition(%)# of  

regions Segmentation # within
1 rank

# within
5 rank

Rate of 
segmentation 
(%) # within 

1 rank
# within 
5 rank

Warning 45 44 33 41 97.77 75.00 93.18
Regulation 35 34 26 32 97.14 76.47 94.11
Indication 40 38 30 35 95.00 78.94 92.10
Average 40 38.66 29.66 36 96.66 76.72 93.10

Table 3. Similarity values for warning and regulatory signs. Row : Signs stored in database. 
Column : Signs segmented in the experimental images. 

 Do not pass Yield Speed limit No right turn 
Do not pass 0.083312 0.180022 0.134764 0.110324 
Yield 0.180305 0.076962 0.195615 0.204133 
Speed limit 0.132568 0.188941 0.117383 0.148838 
No right turn 0.127546 0.229555 0.139384 0.101518 

Table 4. Similarity values for indicatory signs. Row : Signs stored in database. Column : Signs 
segmented in the experimental images. 

 Crosswalk Parking Right turn Roundabout
Crosswalk 0.086898 0.242694 0.233313 0.333459
Parking 0.257214 0.127595 0.141886 0.267155
Right turn 0.313318 0.254940 0.195169 0.199155
Roundabout 0.357787 0.296628 0.254066 0.174285

traffic sign was 3873.33msec and most of the time was spent on the labeling step in-
volving the connected component algorithm. Plus, average computational time for 
recognizing the segmented region was 1177.03msec. In the aspect of the accuracy, an 
average of 38.66 sign regions were correctly segmented from 45 warning sign regions, 
35 regulatory sign regions, and 40 indicatory sign regions. As such, the average accu-
racy rate for segmentation was 96.66%. Plus, an average of 29.66 sign regions was 
recognized, representing an average accuracy rate of 76.72%. However, in the latter 
case, only the region with the highest rank of similarity was considered. Moreover, the 
database used only included shape information on 102 standard traffic signs, yet real 
traffic signs can slightly vary from standard traffic signs. For example, the number 
notifying a speed limit will differ according to the road situation. In addition, if the size 
of the segmented region was very small, a lower accuracy rate was achieved even 
though a linear interpolation method was used to normalize the region. Therefore, 
when the five regions with the highest rank of similarity were considered, an average 
of 36 sign regions were recognized, representing an average accuracy rate of 93.1%. 
Tables 3 and 4 show the measured similarities between the features of the segmented 
region and the predefined database for traffic signs where the principal colors were red 
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and blue, respectively. First row and column show the standard traffic sign images 
stored in database and the segmented traffic sign images. In Table 3 and 4, the same 
type of traffic signs had the highest similarity. Therefore, it indicates that the shape 
information used in this study is valid for recognition of traffic sign.  

5   Conclusion  

This paper proposed an improved method using shape information to segment and to 
recognize traffic sign regions in real-image. Color ratio is used to segment traffic sign 
regions, which avoids a transformation into another color space and is robust to 
weather and lighting conditions. In addition, the symmetric properties in X- and Y-
axes directions are robust to scaling as well as a slight loss of shape, yet sensitive to 
rotation. Based on binary images created by wavelet transform, traffic sign regions 
are then accurately recognized using shape information, such as moment, edge corre-
logram, and concentric circular pattern information, which is robust to rotation and 
scaling. Future works will investigate an effective normalization algorithm for the 
scaling and recognition of a figure and number.  
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Abstract. This paper presents a method to detect and track multiple
pedestrians from a moving camera. First, a BMA(Block Matching Al-
gorithm) is used to obtain a motion vector from two consecutive input
frames. A frame difference image is then generated by the motion com-
pensation with the motion vector. Second, pedestrians are detected by
the step that the frame difference image is transformed into binary im-
age, a noise is deleted and a projection histogram is processed. And a
color histogram is applied on the obtained pedestrian region to separate
from adjacent pedestrians. Finally, color segmentation and color mean
value is used to track the detected pedestrians. The experimental results
on our test sequences demonstrated the high efficiency of our method.

1 Introduction

In this paper we present a method to detect and track multiple pedestrians in
video sequences obtained from a moving camera. The class of applications we
are interested in is the unmanned automobile system [1] with a car-mounted
monocular color camera. In this system, pedestrian detection and tracking is an
essential part. That is, a collision can be preventing from each other as previously
perceiving a dangerous traffic situation. Therefore this can be used in various
applications of a real world such as security or surveillance system and crosswalk
signal control system [2].

The pedestrian detection is a previous step to track pedestrians. If pedestri-
ans are detected correctly, the pedestrian tracking also can be achieved smoothly.
Some of conventional pedestrian detection algorithms mainly detected one per-
son and used a fixed camera. Generally, it is very ease to detect one pedestrian
from a fixed camera. Because all moving objects can be detect by the frame
difference from two consecutive input frames.

However, it is very difficult to detect and track multiple pedestrians from a
moving camera because pedestrians are occluded or existed close at hand each
other. Our goal is to obtain a robust algorithm able to cope with this situation.

There are many algorithms for moving object detection and tracking such
as correlation based method, optical flow based method, shape based method,
motion based method, frame difference based method, model based method, and
contour based method. The correlation based method [3] is operated in case of
a moving camera but it is difficult to detect nonrigid objects. The optical flow
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based method [4] has drawbacks that obtains poor result in case that an interval
between frames is wide, a illumination is change, a consistent shape can not keep
it because of noise. The shape based method [5] should be consider conditions of
a wide scope such as a shape of an object, a movement of flux, illumination, and
a color. Both motion based method [6] and frame difference based method [7]
do not detect pedestrians in case of having a subtle movement of background.
The model based method [8] should be present an exact geometrical model and
tracking model is limited to a minority. The contour based method [9] is difficult
to track in case that a target object is occluded partially.

The traditional methods detected mostly one pedestrian from the fixed cam-
era. In this paper, it is proposed an efficient novel algorithm that can detect and
track multiple pedestrians from a moving camera. Our method has advantages
that algorithm is simple and processing time is fast. The rest of this paper is
organized as follows. In the next section, the proposed algorithm is described
in detail. Section 3 shows the experimental results. Finally, Section 4 concludes
this paper.

2 The Proposed Approach

The proposed algorithm is divided into six major steps as shown in Fig. 1. The
first step is to calculate the motion vector by BMA from two consecutive input
frames. This motion vector is our primary information for pedestrian detection
from a moving camera. The second step is to calculate the frame difference
using the motion vector from two consecutive input frames. In the third step,
pre processing is carried out for the smooth work.

The frame difference image is transformed into binary image and noises also
eliminated by the proposed noise deletion method. Then, pedestrians are de-
tected by the projection histogram which is generated by counting pixels in the
pre processed image with vertical and horizontal direction respectively. However,
if pedestrians are adjacent to each other, it is very difficult to detect them and
can know only the region of pedestrians.

Fig. 1. Block diagram of proposed algorithm
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The region of pedestrians which is not detected in the fourth step is sepa-
rated by the color histogram in the fifth step. And the detected pedestrians are
surrounded by bounding box. The sixth step is to track multiple pedestrians by
comparing the color mean value in the region of pedestrians detected in the fifth
step with that in a certain region of the next frame which is segmented by a
color value.

The details of each step will be discussed in the following subsections.

2.1 Motion Vector

In case of a moving camera, the background in the image is change. In this
status, it is very difficult to detect only moving objects using the frame differ-
ence between two consecutive input frames since a background region also is
detected together with it. Therefore, we detect moving objects by the motion
compensation using the motion vector which is calculated by the BMA.

The motion vector is founded by the direction dx, dy that minimized the total
sum D of the difference between the region of the current frame and that of the
previous frame while scanning in the four direction. Their relation is shown as
follows:

D = ΣΣ|fn(xi, yj)− fn−1(xi + dx, yj + dy)| (1)

where Fn is the current frame and Fn−1 is the previous frame. xi denotes the
pixel location in the horizontal direction and yj denotes the pixel location in the
vertical direction. And the size of the region is set with 16 × 16 each and the
maximum value of the moving in the region is set to the eight pixels in the all
direction.

Once the motion vector is calculated, we find the representative motion vector
to process the motion compensation. The representative motion vector is set to
the motion vector that it emerged the most frequently among the entire motion
vector. If the representative motion vector calculated in the image is x = 4 and
y = 3, it means that the previous frame is moved as the four pixels to the x
direction and the three pixel to the y direction.

2.2 Frame Difference

The frame difference between two consecutive input frames is widely used to
detect moving objects because the computation complexity is very low. How-
ever, this method does not detect moving objects in case that the background
change by the moving camera. Therefore, we use the representative motion vec-
tor founded the previous subsection to detect moving objects.

In this paper, we compute the frame difference by the motion compensation
using the representative motion vector and the equation is shown as follows:

d(i, j) = |fn(i + x, j + y)− fn−1(i, j)| (2)

where x and y is a component of the representative motion vector.
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2.3 Pre Processing

After the frame difference step, moving objects is detected. However, due to
the irregular camera movement, there exist some noise regions in the frame
difference image. Therefore, a pre processing step to eliminate these noise regions
is necessary.

First, the binary image is generated by thresholding the frame difference
obtained in previous subsection. Then, noise regions are removed. A traditional
way to remove the noise regions is using the morphological operations. However,
these operations can remove not only noise regions, but also the object boundary.

We propose an effective noise removing method. This method is to remove
all of the pixels existing in the window if the sum total of the pixels existing
in the window which has an n× n size is smaller than a threshold value. The
window size is set to a width 25 and a height 30. The threshold value is set to
72 pixels which is a size of the circumference inscribed in the window. That is,
it deserves a face size of the pedestrian who want to detect.

2.4 Pedestrian Detection

The pedestrian detection step generates the bounding box around the pedes-
trian using the projection histogram. The projection histogram makes by the
counting pixels which is the bigger than 0 through scanning to the horizontal
and the vertical direction respectively. In [7] this method detects the position of
pedestrians.

After generating the projection histogram, pedestrians are detected using
human’s shape information. The human being is very different from an auto-
mobile or an animal. In the case of dog and cat, the height is small and the
width is big as compared with the human. In the case of automobile, the width
is very big. Therefore it can distinguish human being from them using this infor-
mation. However, this method can not detect pedestrians in case that multiple
pedestrians are adjacent or some occluded each other.

Fig. 2 shows the projection histogram and the image which pedestrians are
detected. As shown in Fig. 2, the pedestrian of the left was detected but pedestri-
ans of the right were not detected individually because pedestrians are adjacent
each other.

Fig. 2. Projection histogram and pedestrian detection result. The left is a projection
histogram image and the right is a pedestrian detection result image.
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2.5 Final Pedestrian Detection

If it fails to detect pedestrians with the projection histogram method, a color
histogram approach is used. In the previous step, we founded the area existing
pedestrians by the projection histogram. To separate pedestrians who exist in
the area, we use a color histogram method based on RGB.

Generally, pedestrians who are adjacent each other can detect as separating
the head part of them. In this paper, we assume that the size of the pedestrian’s
head is about 30 pixels. Because the size of the pedestrian’s head that we want
to detect correspond to it.

The method generating a color histogram for the area of pedestrians in the
current frame is as follows:

– It draws a histogram with the RGB component of each pixel which exists on
the first line of the pedestrian’s region.

– It repeats the previous step from the second line to the thirty lines.

Fig. 3 shows the color histogram of the RGB component for the head part of
pedestrians. As shown in the Fig. 3, it is possible to separate pedestrians with
the only R component.

Fig. 3. RGB component color histogram. The left is a R component and the center is
a G component. The right is a B component.

2.6 Pedestrian Tracking

After detecting pedestrians, the pedestrian tracking is processed using the color
mean value. First, to track pedestrians effectively, the next frame is segmented
as follows:

– On the round of the bounding box, it set the area of the 5 pixels.
– In the next frame, all of the region exclude the previous area is filled with

the white color.

The pedestrian tracking method compares the color mean value of the current
frame with that of the next frame which is segmented and finds the most well
matching part. At this moment, the search area is limited to five pixels around
the bounding box in the current frame. That is, it subtracts the color mean
value in the bounding box of the current frame from that of the next frame in
the search area and finds the region which the minimum value has and generates
a new bounding box at the position.
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3 Experimental Results

Simulations have been carried out on the video sequences captured in our city.
And test platform is a personal computer with a 1.4 GHz Pentium 4 processor.
The format of the test sequence is 320×240 at 15 fps. The quality evaluations
for the both the pedestrian detection and tracking are applied on our algorithm.

3.1 Pedestrian Detection Evaluation

Both the error rate and the failure rate of the pedestrian detection are adopted
to present the effectiveness of our algorithm. The error rate is defined as the
following equation:

Error Rate =
Error Pedestrian Count

Pedestrian Count per Frame
(3)

where the error pedestrian count(EPC) is the number of none pedestrians who
is detected in error.

The failure rate is defined as the following equation:

Failure Rate =
Failure Pedestrian Count

Pedestrian Count per Frame
(4)

where the failure pedestrian count(FPC) is the number of pedestrians who is
not detected.

Fig. 4. Error rate and failure rate

Fig. 4 shows both the error rate and the failure rate of the video sequence.
The error rate is 0% and the failure rate is 3% most of the time. This behavior
corresponds to a much occlusion of pedestrians.

Fig. 5 shows the detection results for several benchmark sequences. The se-
quences are regular, slow, fast, and running pedestrian in JPG format. The
detection results at frame #30, #60, and #90 of each sequence are shown in the
figure. The regular and slow pedestrian sequences do not have occlusion so their
detection results tend to be better than that of other sequences.
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Fig. 5. Segmentation results for three benchmark sequences

3.2 Pedestrian Tracking Evaluation

The error of the pedestrian tracking is also adopted to present the effectiveness
of our algorithm. The tracking error e is defined as the following equation:

e =
√

(x− x′)2 + (y − y′)2 (5)

where x and y denotes the location of the left upper corner point which is tracked
by the full search method. x

′
and y

′
denotes the location which is tracked by

our method.
Fig. 6 shows the tracking results for the regular, slow, fast, and running

pedestrian sequences. As shown in Fig. 6, a high tracking error is due to a big
camera movement.

Fig. 6. Tracking result for all sequences
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4 Conclusions

In this paper, we proposed an efficient method to detect and track multiple
pedestrians in video sequences obtained from a moving camera. A BMA is used
to compensate camera movement from the video sequence. And the moving
object is detected by the frame difference and the pre processing is performed.
Then, pedestrians are detected by the projection histogram. If pedestrians are
adjacent or occluded each other, it is separated by the color histogram. Finally,
after performing color segmentation, pedestrians are tracked using color mean
value. The experimental results demonstrate the high efficiency of our approach
as it have shown error rate of 0% and failure ratio of 3% and excellent tracking.
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Abstract. An automatic event detection system is presented that addresses the 
problem of safety in underground and train stations. The proposed system is 
based on video analysis from multiple heterogeneous cameras, including sensors 
in the visible and in the infrared spectrum. Video analysis on surveillance foot-
age from underground stations is a challenging task because of poor image qual-
ity, low contrast between pedestrians and the platform, reflections and occlu-
sions. To overcome these problems, statistical analysis, information fusion and 
domain knowledge are exploited. First, we perform robust object detection in 
each sensor using statistical colour change detection and a continuously updated 
background model.  Then, we integrate the results using domain knowledge and 
a common ground plane for all cameras. Finally, a binary decision tree is defined 
to detect events of interests. The effectiveness of the method is demonstrated on 
the dataset of the Challenge for Real-time Events Detection Solutions (CREDS).  

1   Introduction 

The increasing processing power of low-cost microprocessors, the decreasing cost of 
storage devices and the shift from analogue to digital video CCTV cameras are ena-
bling the automation of tasks that otherwise would require the intervention of a human 
operator. Digitalization and automation may result in more efficient and cost effective 
monitoring of pedestrians in underground and train stations. As an example, Figure 1 
reports the number of accidents on London Underground between 1993 and 2003. The 
objective is to reduce the number of accidents and causalities in non patrolled stations 
and to increase the safety in transportation networks with autonomous trains.  

The growing interest in automated analysis for monitoring underground and train 
station has been recently highlighted by the Challenge for Real-time Events Detection 
Solutions (CREDS) [1]. In the context of this challenge, a public dataset is provided, 
which was generated by the RATP, the Paris transport company, in the P.te des Lilas 
underground station. The dataset contains data for four different video cameras con-
figurations (Fig. 2). For each configuration, three synchronised cameras (in the visible 
or infrared spectrum) cover the platforms and the tracks. 

Several scenarios have been recorded with different camera configurations (Fig. 3). 
Each scenario consists of three video sequences corresponding to three video cameras 
in different positions.  
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Fig. 1. Number of people killed (black bar) and injured (grey bars) each year on London Un-
derground between 1993/1994 (1) and 2002/2003 (10). Source: Transport for London1. 

ï

Fig. 2. Layout of the underground station and camera positions that have been used for the 
generation of the CREDS dataset [1] 

The dataset presents a number of realistic and challenging image analysis prob-
lems. These problems include low contrast between the pedestrians and the platform, 
reflections on the surface of the platform and changes in illumination generated by the 
presence/absence of the train in the station. Additional complexity is introduced by 
the automatic gain control of the cameras, which is particularly strong for the infrared 
camera when people pass close to the sensor. Moreover, distortions are introduced in 
the data by the lenses of the cameras and the long field of view.  

Given the camera configuration, traditional scene analysis methods based on carv-
ing objects’ visual hulls or on stereo vision cannot be applied. 

In this paper, we describe how we solved the above mentioned problems using im-
age analysis techniques and the generation of a binary decision tree for event classifi-
cation. In Section 2 the four major modules for image analysis are described. Section 
3 reports on the experimental results and Section 4 concludes the paper.  

                                                           
1  http://www.tfl.gov.uk/tfl/reports_library_stats.shtml 
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          (a)   (b)   (c) 

Fig. 3. Examples of camera configurations and events. (top) Configuration 1: video and infra-
red camera in A and video camera in C. (centre) Configuration 2: three video cameras in A, B, 
and C. (bottom) (a) a warning event; (b) an alarm event; (c) a critical alarm event (courtesy of 
RATP from CREDS dataset). 

2   Proposed Approach 

To classify the events of interest in the underground station, we use domain knowl-
edge, video object detection and information fusion. The proposed system is organ-
ized in four major steps, namely object detection, object classification, object local-
ization, and event classification. The object detection module filters each sensor input 
and generates a set of connected blobs. The filtering depends on the type of sensor. 
Statistical colour change detection [2] with continuous background update [3] is used 
for the video sensors. Background subtraction and edge detection [4] are used for the 
infrared sensors (Fig. 4).  

To account for the perspective view and the different size of objects, the parame-
ters of the statistical change detection are adapted to the distance from the camera. For 
the infrared camera, morphological operations and contour filling are used to generate 
the final blobs. The blobs are then classified into one of the following classes: pedes-
trian, train or object (e.g., paper, thrown object). 
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Fig. 4. Example of change detection based on edges for the infrared camera 

The object classification module determines the class of the blobs based on rules 
that use the attributes of each blob. These attributes are size, location and direction of 
motion. For example, pedestrians and pieces of paper are classified based on their 
apparent size, whereas the train is classified based on its location (on the track),  
direction of motion (along the platform), and size (apparent width larger than half the 
track size).  

Object localization is a particularly difficult task because of the perspective view 
of the cameras and because of possible accumulated errors from the object detection 
and classification modules. As the layout of the station is known (Fig. 2) and the cam-
eras are fixed, an object position is defined using Regions of Interest (ROIs) in the 
scene. Five ROIs are defined, namely two platforms, R1 and R5, two proximity re-
gions, R2 and R4,, and the tracks, R3. Moreover, three blob features are used for object 
localization:  (i) the lower middle pixel of its bounding box; (ii) its contour; (iii) the 
size of the area, if any, overlapping R2 or R4. The first feature helps in predicting the 
position of the feet of a pedestrian [5], whereas the second and third features enable 
the localization of blobs that are overlapping more than one region. When the contour 
points of one blob overlap two regions, voting is used to decide which region the blob 
belongs to. This information is exploited in the event classification module.  

There are three types of events of interest: warnings, alarms and critical alarms. 
The events of interest and their description are summarized in Table 1. Examples of 
events are given in Fig. 3, bottom. Events of interest are defined by the following 
object attributes: (i) type, (ii) position, and (iii) direction. Direction is used only for 
objects in R3. Note that event classification requires the tracking of the object generat-
ing the event in order to correctly define the duration of each event.  

Proximity warnings (ID1) are generated by pedestrians that are too close to the 
edge of the platform or that are kneeling along the edge of the platform. This event is 
detected when even a minor blob area is either in R2 or in R4 or if any contour point is 
on the white line and no contour point is on R3.  Warnings such as objects thrown on 
the tracks (ID2) are more difficult to detect as they require the use of the direction of 
motion as additional information. Moreover, the detection of ID2 events is more diffi-
cult because of the small size of the objects and the short life-span of the event. In 
fact, spatio-temporal regularization filtering that is used in the object detection mod-
ule can classify objects generating ID2 events as noise and therefore remove them. A 
trade-off between small object detection and noise filtering is required with different 
parameters for each camera view.  
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Table 1. Events of interest in underground station 

Event description Event type Event ID 
Proximity warning Warning 1 
Objects dropped on tracks Warning 2 
Objects thrown across tracks Alarm 3 
Person trapped in doors of moving train Alarm 4 
Person walking on the tracks Critical alarm 5 
Person falling/jumping on the tracks Critical alarm 6 
Person crossing the tracks Critical alarm 7 

Alarms include an object thrown across the tracks (ID3) and a person trapped be-
tween the doors of a moving train (ID4). ID3 events are detected based on the object 
size and the direction of motion. For ID4 events the system should first detect the 
presence of moving train and then verify the presence of a person with the train and 
that also overlaps with the platform (R1 or R5). The detection of ID3 and ID4 events 
presents similar challenges to warning events. An ID3 event is similar to an ID2 event 
both in terms of detection strategy and problems associated with the classification.  

Critical alarms (ID5-ID7) have a unique feature: they are generated only by pedes-
trians on the tracks. The direction of motion differentiates between people walking 
along the tracks (ID5) and people crossing the tracks (ID7). In addition to the above, 
object tracking is necessary to maintain the identity of the event over time. Object track-
ing is based on a combination of nearest neighbor filter and colour histogram intersec-
tion between subsequent observations of an object. Finally, as for the ID2 event, the 
detection of a person falling on the tracks (ID6) is more difficult because the duration of 
the event is very short and requires and ad-hoc analysis. To this end, the transition from 
region R2 or R4 to region R3 is checked as well as the direction of the object’s motion. 

Based on the above description of the events of interest, we perform event classifi-
cation using a binary decision tree (Fig. 5). The proposed tree has branching factor 
B=2 and number of levels L=4. The leaf nodes represent the result of event classifica-
tion  and  the root is a query whether an object is in R3. The ID follows the definitions  

 

Fig. 5. Binary decision tree for event classification  
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in Table 1 and in addition there is ID0, which means no event. The tree is applied for 
each frame in which an object, oi, is detected; and it is repeated for each object i, i=1, 
2,…, Nf, with Nf number of objects in frame f.  

3   Results 

This section presents sample results of the proposed event detection and classification 
solution using the CREDS data set, and discusses its performance and limitations. The 
test sequences are in QCIF format at 25 Hz.  

To visualize the events, red lines delimitate the ROIs and objects are color-coded 
in red (objects generating alarms), yellow (objects generating warnings), and green 
(normal behavior on the platform). The train is color-coded in blue.  

In Fig. 6 shows different type of events that are detected under different camera 
views.  It is possible to notice, clockwise from the top left image, a normal situation 
with a train approaching, a proximity warning with the event close to the camera, a 
proximity warning with the event far from the camera, and three alarms. 

 

Fig. 6. Sample results from the CREDS data set 

In general, we observed that the major limitations of the system are related to the 
object detection module, at the beginning of the processing chain. Fig. 7 shows two 
errors of the current implementation of the system, namely the missed detection of 
thrown paper (see zoom on the top right portion of Fig. 7 (a)) and the misclassification 
of a pedestrian as part of the train. The first problem can be solved by defining a strat-
egy for decreasing the local variance of the statistical change detector. The second 
problem can be overcome by including models of the object in the scene.  
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(a)    (b) 

Fig. 7. Limitations of the current implementation of the system. (a) Small object thrown on the 
tracks; (b) illumination variations generated by the train on the platform. 

The fusion of the information derived from multiple cameras is based on the pro-
jection of the blob position onto a common ground plane. Fig. 8 shows the accumu-
lated object path over time generated by a pedestrian walking along the tracks 
(crosses of different colour represent information from different views). Voting is 
used to decide among contrasting outputs from the three cameras, with larger weight 
given to the sensor in the most favorable position.  

An important observation about the use of the ground plane for the CREDS 
events: although the ground plane view of the scene can be used as support to event 
classification, it cannot be used as only element of decision, as it does not provide 
relevant information for the detection of some of the events of interest. For example, 
the height from ground is necessary for object classification and the detection of ob-
jects activity like bending, kneeling, and throwing objects requires the image plane 
view. For this reason, the fusion of information takes place not only between cameras 
to generate the ground plane view, but also between the camera plane and the ground 
plane for object and event classification.  

 

Fig. 8. Image plane view and ground plane view of the scene 



542 A. Cavallaro 

4   Conclusions 

We presented an automatic event detection system that addresses the problem of safety 
in underground stations. The system uses image analysis, object description and a 
binary decision tree. Domain knowledge is exploited to define areas of interest in the 
scene and information from different views is combined in a common ground plane.  

Current work includes the use of models to facilitate the discrimination of objects 
and of homographic transformations to make the solution more general and to reduce 
set-up time. Finally, we are planning an extensive evaluation and comparison with the 
solutions recently proposed at the CREDS challenge [1]. 
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Abstract. We describe a method for indexing and retrieving high-resolution 
image regions in large geospatial data libraries.  An automated feature extrac-
tion method is used that generates a unique and specific structural description of 
each segment of a tessellated input image file.  These tessellated regions are 
then merged into similar groups and indexed to provide flexible and varied re-
trieval in a query-by-example environment.   

1   Introduction 

Large geospatial data libraries of remote sensing imagery are being collected today in 
higher resolution formats both spatially and spectrally and at an unprecedented rate.  
These libraries are being produced for many applications including hazard monitor-
ing, drought management, commercial land use planning, estuary management, agri-
cultural productivity, forestry, tropical cyclone detection, homeland security, and 
other intelligence and military applications [1, 2].  While these systems do provide 
end-users with useful geographic information data products, it is typically required 
that a user know precise information in a world-oriented dataset regarding a region of 
study if they are to achieve effective results.   

Techniques that facilitate search and retrieval based on image content, for example 
in a query-by-example environment, can provide an analyst or researcher with a rapid 
method for searching very large geospatial libraries with minimal query specification.  
Content-based image retrieval (CBIR) refers to techniques used to index and retrieve 
                                                           
*  Prepared by Oak Ridge National Laboratory, managed by UT-Battelle, LLC, for the U.S. 

Department of Energy under Contract No. DE-AC05-00OR22725. 
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images from databases based on their pictorial content [3, 4].  Pictorial content is 
typically defined by a set of statistical or semantic features extracted from an image to 
describe the spectral content, texture, and/or shape of the entire image or of specific 
image regions.  Region-based image retrieval is referred to as RBIR [5].   

In a geospatial library environment these searches produce results such as the frac-
tion of queried cover type existing in a defined region, e.g., describing the coverage of 
city, urban/suburban, or forest content.  Many CBIR methods for geospatial data at-
tempt to produce a description of image primitives at the pixel level (e.g., based on 
local structures, textures, or spectral content) [5, 6]. Yet as the resolution of these data 
sources increases, the ability to automatically identify cover types by classifying pix-
els becomes problematic due to the highly-resolved mixture of man-made and natural 
structures that are present in complex spatial arrangements.  

Fig. 1 demonstrates this point through several examples of the high-resolution im-
agery that will be used throughout this discussion.  These image regions represent a 
wide variety of cover types ranging from mixed deciduous and conifer forest lands to 
suburban and industrial settings.  At these resolutions and with the complex prox-
imities of the various man-made and natural structures, it is difficult to apply pixel 
classification methods to segment image content.   

(a) (b) (c) (d) (e)(a) (b) (c) (d) (e)  

Fig. 1. Examples of a wide variety of spatial data regions that may exist in a large geospatial 
image database including, (a) forest, (b) agriculture, (c) water structure (locks, dams, etc.), (d) 
urban/suburban area, and (e) industrial sites.  Resolution of these scenes are 0.5m per pixel. 

At the Oak Ridge National Laboratory (ORNL) we are developing methods to 
automatically describe these region types so that a large image library can be effi-
ciently assembled and indexed to perform content-based retrievals that will accom-
modate searches for specific spatial structure.  This system encompasses three main 
development areas: a software agent architecture to support distributed computing and 
to gather image content and metadata from the web, a geospatial data modeling com-
ponent to register the imagery in a consistent world-coordinate system, and a RBIR 
component to index imagery for search and retrieval.  In this paper we will focus 
primarily on the RBIR aspects of search and retrieval.  In Section 2 we give a brief 
overview of the architecture of the archive generation system that has been developed.  
In Section 3 we review the critical components of our image region description and 
indexing approach. Finally, in Section 4 we present and discuss results obtained using 
the data set represented in Fig. 1, a total indexed land area of approximately 153 km2 
(59 mi2) at 0.5m per pixel resolution.   
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2   Overview of Geospatial Library System Architecture  

At ORNL we have developed a system and architecture by combining novel  
approaches from three distinct research areas: software agents, georeferenced data 
modeling, and content-based image retrieval.  The resulting technology represents a 
comprehensive image data management and analysis system.  This system allows  
us to meet the challenges of organizing and analyzing large volumes of image data, 
and of automating the image consumption process to populate the database. The  
overall system approach breaks down into three components: (1) an innovative soft-
ware-agent-driven process 
that can autonomously 
search through distributed 
image data sources to 
retrieve new and updated 
information, (2) a geo-
conformance process to 
model the data for tempo-
ral currency and structural 
consistency to maintain a 
dynamic data archive, and 
(3) an image analysis 
process to describe and 
index spatial regions repre-
senting various natural and 
man-made cover types.   

Fig. 2 represents the agent-based architecture of our design. There are five types of 
agents that are represented in this system. The Coordination Agent controls the work-
flow between the different agents. The Crawler Agent performs a depth-first search 
for image links on potential websites (in our case, only URL’s ending with .edu, .gov 
and .net).  The Download Agent downloads images for all the image links generated 
by the Crawler Agent.  The Download Agent coordinates with the image repository to 
ensure that the image does not already exist in the repository or that the image is 
newer or has a higher resolution than the existing one. 

The fourth type of agent is the Markup Agent.  This type of agent creates XML 
files that have images marked up with their properties and metadata.  For each image 
in the repository, this agent extracts image properties like height, width, bit planes, 
etc.  In addition, this agent extracts geospatial information like the images bounding 
box coordinates from the accompanying metadata/world file.  After collecting this 
information, it creates an XML file for each image in the image repository using all of 
the above-deduced properties.  The XML files are then stored in a separate XML 
Repository. 

Finally the fifth agent type, Extractor Agents, perform preprocessing of the images.  
Typically each Extractor Agent runs on a separate processor so that images can be 
processed in parallel. An image is first segmented into block segments of size 
128×128 pixels.  Once the image segments are created, a feature vector file describing 
each segment is created by making use of the image properties in the XML file and 
the feature extraction methods described below.   
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Fig. 2. Schematic representation of the agent architecture 
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To deploy this agent architecture, we used the Oak Ridge Mobile Agent Commu-
nity (ORMAC) framework [7].  This framework has been under development over the 
course of several agent-based research projects. ORMAC is a generic agent frame-
work providing transparent agent communication and mobility across any Internet 
connected host. 

3   Image Analysis 

Once the imagery has been downloaded by the software agents, our goal is to generate 
a  succinct  description  of  an  image-dependent  number  of  contiguous  areas. Fig. 3  
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Fig. 3. Process flow shows tessellation of the input tile, feature extraction, segment clustering, 
indexing, and database building for query-based search and retrieval 

provides an overview of the process.  For this application we are restricting our analy-
sis to a single spatial resolution.  In general, for our architecture, multiple resolution 
data is handled independently and searches can be drilled into by performing a query 
at one resolution to locate candidate regions, followed by a step-up or step-down in 
resolution based on longitude and latitude coordi-
nates. Our approach begins with an image tile, for 
example of the size represented in Fig. 1. These im-
age tiles are 3100x3100 pixels representing a size of 
1,750m on a side.  

The tiles are tessellated into 128×128 pixel seg-
ments corresponding to 64m×64m area. The segment 
size was determined heuristically by ensuring that 
various cover structure would be adequately repre-
sented in each segment. Fig. 4 shows examples in 
clockwise order from the upper left of four cover 
types: agricultural, forested, suburban, and industrial.  
A number of structure-oriented features are extracted 
from each segment.  These features are reduced using 

 

Fig. 4. Example image seg-
ments representing four cover 
types 
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a PCA/LDA method [8] to provide a short-length vector for segment clustering by a 
region growing procedure to organize similar segments into contiguous groups.  Each 
contiguous group represents a sub-region in the original image tile and a summary 
feature description is generated for indexing.  Also, the region boundary is run length 
encoded for efficient storage in the database.  Finally, an indexing tree is developed 
using the region features by application of an approximate nearest neighbor (ANN) 
method as described in Ref. [9].  The indexing tree provides O[log2(n)] retrieval  
efficiency from the database through a query-by-example RBIR.  

3.1   Feature Analysis 

For this research, we have experimented with features that measure the texture and 
structure of the image segments.  These features are not intended to be exhaustive in 
their characterization of these attributes, but rather to demonstrate the feasibility of 
the approach.  The spectral attributes of an image segment are also valuable and have 
been used by many researchers to classify cover types in geospatial data [5, 6, 10].  
But over large geospatial extents, spectral information can unintentionally limit a 
query-based search to a confined region.  This is demonstrated by the Landsat The-
matic Mapper (TM) data shown in Fig. 5 (30m per pixel resolution).  Although we are 
not using Landsat TM data for this study, the four regions show agricultural areas 
over a large geographical distance and include Maine, Virginia, Tennessee, and Flor-
ida.  Although the same three spectral bands were used to visualize crop regions, the 
spectral content varies tremendously.  To avoid this unintentional bias in our indexing 
and retrieval process, we have adapted two feature sets that rely primarily on edge 
information to describe texture and structure.   

 

Fig. 5. Examples from the Landsat Thematic Mapper showing variation in spectral response 
across large geospatial extents.  Three of six spectral bands have been selected for display that 
emphasize variations in crop cover. From left to right, Maine, Virginia, Tennessee, Florida. 

We characterize image segment texture using local binary patterns (LBP) [11] and 
local edge patterns (LEP) [12]. In the rotation-invariant LBP texture operator, each 
3×3 pixel neighborhood in the intensity image is thresholded by the intensity value of 
the center pixel. As there are 8 neighboring pixels, each of which can be represented 
as a 1 or 0 (if above or below the center pixel value, respectively), it is evident that 
there are 256 (28) possible patterns that can result from this thresholding. Since, how-
ever, we desire rotational invariance, we note only those patterns that are unique un-
der rotation. For example, the three patterns in Fig. 6 are all (approximately) equiva-
lent under rotation about the center pixel. Applying this equivalence-under-rotation 
idea, it can be shown that there are only 36 unique patterns. This implies that every 
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pixel in the image can be assigned a number from 1-36 depending upon its LBP. The 
36-bin normalized distribution (i.e., histogram) of the LBP values in a given 128×128 
image segment hence provides 36 features for that region. 

The LEP is computed 
almost identically to the 
LBP, except that we exam-
ine 3×3 pixel neighbor-
hoods in the image edge 
map rather than the image 
intensity values. When 
considering the edge map, 
we must also consider the state of the center pixel, which is a 1 if the center pixel is an 
edge, or a 0 if not. This doubles the number of potential patterns from 36 to 72 so that 
every pixel in the image can be assigned a number from 1-72 depending upon its LEP. 
The 72-bin normalized distribution of the LEP values hence provides 72 features. 

To characterize structure in a segment, we analyze the distribution of edge orienta-
tions. The motivation to this approach is that man-made structures generally have 
regular edge features oriented in only a few directions (usually two for buildings) 
while natural image regions have randomly oriented edges.  Different mixtures of 
man-made and natural structures will result in a variety of descriptions.   

We compute local image orientation at each edge pixel using steerable filters [13]. 
We then find the 64-bin histogram of the edge orientation over angles from -90 to +90 
degrees. The edge orientation distribution for a man-made structure is shown in the top 
of Fig. 7 (a) and that for the natural image is shown in the bottom of Fig. 7 (a). Note in 
the top of Fig. 7 (c) that there are two peaks in the edge orientation distribution near -
80 degrees and +10 degrees that correspond to the orientations of the building. The 
distribution for the natural scene in the bottom of Fig. 7 (c) however, is approximately 
uniform. Since we require that the stored features be invariant to rotations of the source 
image,  we  next  take  the  discrete  or  fast  Fourier transform of the 64-point edge ori- 

(a) (b) (c)(a) (b) (c)

 

Fig. 7. Image segment in (a), edge map in (b), and edge orientation of (b) in (c). The top row 
represents a man-made structure and the bottom row a natural scene. 
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Fig. 6. Three local binary patterns (LBP) that are equiva-
lent under rotation about the center pixel 
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entation histogram and keep the magnitude of the first 32 points as the final features. 
The magnitude of the DFT or FFT is invariant to circular shifts of the data. 

The total number of texture and structure features used at this point is therefore 140 
(i.e., 36+72+32).  Subsequent to the feature extraction step we apply a PCA and LDA 
process that results in a reduction from 140 to 8 features per image segment.  These 
features are the basis of geospatial clustering and indexing for search and retrieval. 

3.2   Geospatial Clustering 

Once the features of the image segments have been extracted, it is possible to use this 
feature vector as an index for retrievals.  Since there are generally a large number of 
contiguous 128×128 segments that define a content-based region (e.g., forested, sub-
urban, etc.), we seek to group neighboring segments with similar features together to 
form a sub-region within an image tile or tiles.  We perform a geospatial clustering 
procedure using a region growing technique to connect large contiguous and homoge-
neous segments of similar structure and texture characteristics.   

Region growing is initialized by randomly selecting a seed segment at location 
(x,y), where (x,y) designates a coordinate of the corner or centroid of a segment.  A 
segment with feature vector v(x,y) is merged with a neighboring segment with feature 
vector v’, or with a segment group with mean vector <v’> if, 

- the coordinate of the neighboring segment or of the closest segment group is 
an element of the set {(x±1, y±1)}, 

- |v-v’| < T1 or |v-<v’>| < T1, where T1 is a user-specified threshold, 
- the resulting variance, σ2, of the new segment group is less than T2, where T2 

is a user-specified threshold used to limit the variance. 

The merging process is continued until all the segments in the image tile have been 
tested. Fig. 8 shows typical results of this merging process.   

 

Fig. 8.  Region growing results across three tiles from the image library. Each bordered region 
represents one homogeneous, connected group of segments as determined by their texture and 
structure features.  

Once the contiguous segment regions have been determined, each segment group 
(image sub-region) has 16 descriptive features associated with it, i.e., each sub-region 
is described by vector w = (<f1>, <f2>, …, <fN>…, σ1

2, σ2
2, …, σN

2)t, for N=8, where 
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<fn> is the average of the n-th feature across the ensemble of segments in that group, 
and σn

2 is the corresponding variance of that feature.  It is this sub-region description 
that is used for indexing and retrieval in the RBIR library.   

4   Results 

The results presented here are for a geospatial library composed of 50 image tiles 
(3500x3500 pixels, 1750m×1750m, 0.5m per pixel) representing approximately 153 
km2 of land in and around the U.S. Department of Energy’s Oak Ridge Reservation 
[14].  For this demonstration, the image regions (i.e., over all tiles) were tessellated 
into 39,200 segments of size 128×128 pixels.  Features were then extracted for each 
of the segments, which were subsequently clustered as described in Sections 3.1 and 
3.2 above.  The number of sub-regions developed through geospatial clustering was 
4,810, resulting in a reduction of 88% in the number of unique, spatially distinct ob-
jects indexed for retrieval.   

For demonstration purposes, we have indexed the original 39,200 segments in one 
descriptive dataset, and the 4,810 sub-regions in another dataset.  Fig. 9 shows an 
example retrieval of several cover types at the image segment level.  In the figure, 
each of the images in the left-hand column represents a query.  The remaining five 
images in each row represent the top five matching results of the query for an indus-
trial complex in (a), suburban area in (b), an agricultural area in (c), and a specific 
search for striped parking lots and roadways in (d).  Note the flexibility of the system 
to locate imagery of an extreme variety of cover types and detail using only eight 
features (from the original 140).  

(a)

(b)

(c)

(d)

(a)

(b)

(c)

(d)

 

Fig. 9.  Examples of the retrieval of image segments. The query images are in the left column. 
(a) an industrial complex, (b) a suburban setting, (c) agriculture, and (d) striped pavement. 
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(a)

(b)

(c)

(a)

(b)

(c)

 

Fig. 10. Examples of the retrieval of geospatial clusters. (a) An industrial complex, (b) a large 
expanse of deciduous forest, (c) an agricultural region. 

Although this type of segment-level query can be useful to an analyst, it can also 
provide too much redundant information regarding large spatial extents of visually 
similar imagery.  For example, forested or agricultural regions may occupy a large 
percentage of the data library in a rural region such as this.  An ability to collect to-
gether these large geospatial regions, or alternatively, to search for small man-made 
structures of a particular type distributed throughout large contiguous rural areas (i.e., 
a needle in a haystack) would also be useful.  Therefore, in Fig. 10, we show exam-
ples of three queries performed on the geospatially clustered regions of the image 
library.  Once again, the query region is represented by the left most column of im-
ages. In (a) we see an industrial complex, in (b) a large deciduous forest region, and in 
(c) an example of large, contiguous agriculture areas.   

5   Conclusion 

In this paper we have presented a novel method for automated feature extraction, 
spatial clustering, and indexing of a large geospatial image library.  Although retrieval 
experiments were described for a relatively small geospatial data set, the system ar-
chitecture and processing methodology have been developed to facilitate very large 
data libraries that can be maintained and updated in a dynamic manner through dis-
tributed computing with a software agent architecture.  The feature analysis and in-
dexing approach used in this research provides an efficient and flexible method for 
describing a broad range of cover types while allowing a user to locate very specific 
structural detail in a query-by-example environment. Future work in this area includes 
the incorporation of other geographical information metadata into the query process 
along with the addition of spectrally-based features for augmenting the specificity of 
local searches within a geospatial region of interest.  
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Abstract. Currently there are software packages that allow a user to
analyze GIS data. The problem is that the software is limited in the
interaction provided. This paper presents a method for merging digital
elevation models (DEM) and GIS vector layers, and also provided is an
interactive visualization tool for analyzing the output.

Keywords: DEM, GIS layers, Visualization.

1 Introduction

Training is an essential part in military effectiveness [1, 2]. Generally, the more
realistic training is to the soldier, the better prepared that soldier will be when
an actual scenario arises [3, 4]. Creating a realistic training environment requires
significant preparation in planning, coordination, time, money, etc. Resources
such as equipment, fuel, vehicle parts, and maintenance time are used extensively,
making it difficult to provide consistent, thorough training for every one.

The advent of computer technology has significantly impacted the way the
military trains its personnel. Specifically, the field of computer graphics and vi-
sualization has become crucial for the creation of realistic training environments.
With modern technology, the military can train its personnel in computer sim-
ulated situations, thus alleviating much of the need for travel and equipment
transportation. Also, personnel can work their way through a simulation several
times, honing their skills while using minimal resources.

Visualization techniques help to establish realism, but real-world geographic
data is also necessary to achieve a fully immersive and realistic simulation. The
geographic data represents a true-to-life landscape in the simulated environment.
The data can be visualized via computer graphics and virtual reality techniques.
The end goal is to give personnel the feeling they are at the real-world location,
even though they are actually in a simulated environment.

In order to obtain accurate information about a location, specialists in ge-
ographic and geological disciplines must first visit and thoroughly analyze the
location. This is viewed as a necessary expenditure of time and resources. How-
ever, situations occur where the resources and access necessary to collect ample
data is simply not available. This lack of data can endanger missions, especially
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when specific training, such as helicopter flight, requires accurate knowledge and
representation of an area.

There is some data that can be gathered and then later analyzed off-site.
One such piece of data is a Digital Elevation Model (DEM) [5]. The name has
pragmatic significance in that it consists of spatially explicit digital values of
height data. Other important data are Geographic Information Systems (GIS)
vector layers [6]. GIS vector layers are maps (i.e. represent a location) that store
two-dimensional shapes (polygons) with attributes. Attributes can be assigned
from a variety of sources including satellite imagery, site visits, etc. DEMs are
also referred to as GIS raster layers, but from this point forward, any mention
of a GIS layer refers to a GIS vector layer.

DEMs and GIS layers have been combined before, but this paper proposes
a method for merging the two so as to be efficiently displayed in a three-
dimensional virtual environment. Such an environment would give specialists
better interaction with the data being visualized. It is also believed that an en-
vironment such as this would reduce the amount of time and other resources
necessary to perform a thorough analysis of geographic sites.

The remainder of this paper is structured as follows. Section 2 presents back-
ground information on geographic applications, computer graphics, and immer-
sive virtual environments. Section 3 presents our method for combining DEMs
and GIS layers and displaying them in a manner conducive to fluid interactivity.
We present the results of our methods in Section 4 and state our conclusions in
Section 5. Section 6 presents several possibilities for future work on this topic.

2 Background

The fields of geography and computer graphics must be combined for this project
to become a practical application. Geography is the study of earth and its features.
Computer graphics refers to methods of creating visual imagery with computing
techniques. It is incredibly difficult to interpret hundreds of tables of geographic
data if it is not visualized (i.e. with computer graphics). Thus the combination of
geographic data and computer visualization techniques is unavoidable.

There are several applications in use by geographic specialists that help them
consolidate and visualize geographic data. One such program is called ArcGISTM

[7]. ArcGIS is designed for the desktop environment on a typical two-dimensional
monitor. It works primarily with GIS layer data files (mentioned in Section 1).
It is useful for portraying and altering region data and associated attributes.
ArcGIS is not meant to display three-dimensional data, that task is left to an-
other application (typically packaged with ArcGIS) called Arc SceneTM. How-
ever, users do not feel immersed into the environment because the data is visu-
alized on a two-dimensional screen.

The feeling of immersion and realism is important because it allows a spe-
cialist to notice and analyze more features of a landscape, and to analyze those
features with higher accuracy. To achieve complete immersion, we use a com-
puter graphics technique called Virtual Reality (VR).
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Effective VR is created in a virtual/immersive environment by means of several
projection screens and accompanying projectors. In this environment, users are
required to wear a headset or a pair of specialized glasses. Via the combination
of the glasses, projection screens, and the projectors, users are given a realistic
sense of depth unattainable on modern desktop systems. Several companies such
as FakeSpaceTM and Silicon Graphics Inc.TM sell full VR projection systems.

Beyond immersion in a VR environment, one must also have the means to
interact with and manipulate the data being visualized. For this project, the
immersive environment must allow the user to pick regions of a map and see all
associated attributes. Attributes assigned to regions in GIS layers depend on the
context of the research. The user must also have the ability to add, remove, and
update attributes as they see fit, all while inside the VR environment.

This interaction must be done in real-time, as one of the main points of the
purpose is to cut-down on a crucial resource, experts’ time. For many reasons,
allowing real-time interaction can be quite difficult. Geographical experts need
to interact with large areas of the world at once, and the size of the area to be
visualized is directly proportional to the amount of data stored and processed.
The second reason is we are striving for realism and the amount of realism is also
directly proportional to the amount of data stored. This all amounts to longer
and longer computation time. Optimization methods are a must to visualize
this data as fast and realistically as possible. We can now begin discussing our
methods for quickly visualizing this data to allow for fluid interaction.

3 Proposed Methods

The primary elements of visualization dealt with by this paper are three dimen-
sional digital elevation maps (DEMs), stored using the BIL File Format [8], and
two dimensional Geographical Information Systems (GIS) layers, stored using
the ESRITM Shapefile Format [9]. It is common for both DEMs and GIS layers
to be complex in terms of size and structure, thus requiring special methods for
visualization.

3.1 Digital Elevation Map Manipulation

Three-dimensional rendering APIs such as OpenGL [10] and Direct3D [11] expect
display primitives to be represented as collections of triangles. DEMs are easily
represented using triangles, so rendering a DEM can be trivial. Figure 2 shows
a DEM and all of the triangles used to approximate it. However, the size of
modern DEMs are approaching the point that real-time rendering with modern
graphics hardware is not possible. Also, this paper uses DEMs to assign an extra
dimension to a GIS layer, not just for visualization.

In order to efficiently deal with DEMs, this paper applies a lossy compression
technique to DEMs called Triangle Decimation [12, 13] and Mesh Simplification
[14, 15, 16]. Triangle Decimation works by examining coincident triangles, and re-
moving unnecessary triangles. Figure 1 shows a set of triangles that can be reduced
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Fig. 1. Candidate triangles and the result of their decimation. The small amount of
height lost in the left area is barely noticeable in the right area.

Fig. 2. Approximated Digital Elevation Map

and the possible effects of triangle decimation. Triangle decimation is called lossy
because once it is performed, it is not always possible to regain the full represen-
tation of the DEM. However, the effects of the decimation aim to have little-to-no
visual side effects. Figure 2 shows a DEM that is a prime candidate for triangle
decimation since it has many coincident triangles that are nearly coplanar.

3.2 GIS Layer Manipulation

As mentioned previously, rendering APIs expect primitives to be broken into tri-
angles. The GIS layers found in Shapefiles are represented using two-dimensional
polygons. These polygons are clean, meaning they contain no self-intersecting
lines. Examples for both clean and non-clean polygons are shown in Figure 3.
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Fig. 3. Two clean (left, middle) polygons and a non-clean (right) polygon
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Since there is no restriction on the structure of the polygons beyond that of
“cleanness,” one cannot assume anything of the convexity of the polygons in GIS
layers. This paper uses several techniques to triangulate the polygons in the GIS
layer; ear-clipping [17], monotone decomposition [18], and trapezoidilization [17].
The output of all these techniques is a set of two-dimensional, non-intersecting
triangles.

3.3 Combining DEMs and GIS Layers

In order to combine the DEM and the GIS layer, a six step approach is proposed:

1. Read and store the raw DEM and GIS layer
2. Convert the GIS layer into sets of two-dimensional triangles
3. Convert the DEM into triangles
4. Perform triangle decimation on the DEM
5. Add a third dimension to the GIS layer
6. Add the DEM points to the GIS layer

Step 1 of the approach is trivial. Steps 2, 3, and 4 can be done using the algo-
rithms discussed in 3.1 and 3.2. Step 5 can be accomplished using the O(td ∗ vg)
algorithm presented Figure 4, where td is the number of triangles in the DEM
and vg is the number of vertices in the GIS layer. Step 6 can be computed using
the O(vd ∗ tg) algorithm shown in Figure 5, where vd is the number of vertices
in the DEM and tg is the number of triangles in the GIS layer.

T0 ← Triangles in DEM
V0 ← Vertices in GIS layer
for all t0 ε T0

for all v0 ε V0

if v0 has only two dimensions
if v0 is contained by t0

v1 ← v0 projected onto t0
V0 ← V0 − {v0}
V0 ← V0 ∪ {v1}

Fig. 4. Algorithm for assigning height values to a GIS layer

V0 ← Vertices in DEM
T0 ← Triangles in GIS layer
for all v0 ε V0

for all t0 ε T0

if v0 is contained by t0
T1 ← SPLIT (t0, v0)
V0 ← V0 − {v0}
T0 ← T0 − {t0}
T0 ← T0 ∪ T1

Fig. 5. Algorithm for incorporating DEM points with a GIS layer
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Fig. 6. Cases for SPLIT: Splitting a triangle into (from left to right), 2 triangles, 3
triangles, and 1 triangle

The algorithm relies on the ability to split a triangle into one, two, or three
triangles new triangles. The algorithm, which we call SPLIT, takes as param-
eters a triangle and a point. SPLIT works by examining the location of the
point; if the point lies on a vertex of the triangle, SPLIT returns the original
triangle. If the point lies on the perimeter of the triangles, but not on a vertex of
the triangle, SPLIT returns two new triangles with the point being a vertex on
both triangles. Finally, if the point resides in the interior of the triangle, SPLIT
creates three new triangles using the vertices of the triangle and the new point.
Examples for the three cases of SPLIT can be seen in Figure 6. In the figure,
the dark dot represents the second parameter to SPLIT.

4 Results

The overall algorithm we presented takes two pieces of data for its input. The
first is a DEM, with an example given in Figure 2. The second is a GIS layer,
presented in Figure 7. The algorithm combines its input and produces a set of
three-dimensional triangles. The algorithm was implemented as a preprocessing
stage for our visualization tool.

Fig. 7. Two-dimensional GIS Layer
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Fig. 8. Three-dimensional visualization of combined DEM and GIS layer. Outlining
the triangles helps accentuate the height.

With our data in hand, we constructed an interactive visualization tool. This
tool provides better interaction with GIS data than current packages because of
the ability to accentuate specific features of the data, and because unlike other
packages you can interact with and manipulate the data. Using our tool, one
can accentuate the data by stretching, in various directions, the data set. This,
combined with the ability to become immersed in the data in three dimensions
and the capability to “fly through” the data and view the data from multiple
angles, provides the user a greater ability to discover features that would have
otherwise been missed. A screenshot of the visualization is shown in Figure 8.

5 Conclusions

The visualization methods presented in this paper will serve as the basis for
larger and more complex visualizations. The methods presented have proven to
be robust, capable of handling a wide array of data. The improved interaction
and immersion in the VR environment provides a more efficient and beneficial
experience for GIS experts than some of the common packages available today.

The method devised by this paper is by no means the end to a line of work.
In fact, the work presented by this paper will serve as the foundation for a series
of visualization tools. Because the VR environment is geared towards better
interaction, experts can work more efficiently. The added sense of depth provides
the user with more detail than is typical with two-dimensional displays, allowing
a user more accurately and efficiently analyze GIS data.

Data set sizes used ranged from tens of polygons, less than a thousand tri-
angles, and a 100 × 100 DEM, all the way to hundreds of polygons, tens of
thousands of triangles, and a DEM that was bigger than 1300 × 1100. While
the running time and response time of our methods are affected by the size of
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the input, they still cope excellently with large input sets and allow for real-time
interaction.

Packages like ArcGIS and Arc Scene provide users a rich set of features for
handling GIS data. However, these packages aim to provide as many services
as relevant (and rightfully so), instead of focusing on one or two very specific
areas. Since our method runs as a standalone application, we have the ability to
fine-tune the visualization and the level of interaction.

6 Future Work

The possibilities for future work are numerous. As stated before, the methods we
proposed will serve as the foundation for more advanced visualizations. Another
immediate possibility is the refinement of our code.

One larger goal we have in mind is to visualize dust kick-up in real-time. A
significant analysis of terrain is key to modeling dust, and we believe that the
methods implemented for this paper will serve as an excellent aid to this project.

The source code written for this paper is robust, capable of handling a wide
variety of data sets. However, this robustness comes at a sacrifice to speed. An
immediate avenue of future work is to optimize the source code, and to integrate
faster algorithms into our visualization methods.
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Abstract. In this paper some insights into the behavior of interpolation functions 
for resampling high resolution satellite images are presented. Using spatial and 
frequency domain characteristics, splines interpolation performance is compared 
to nearest-neighbor, linear and cubic interpolation. It is shown that splines inter-
polation injects spatial information into the final resample image better than the 
other three methods. Splines interpolation is also shown to be faster than cubic 
interpolation when the former is implemented with the LU decomposition algo-
rithm for its tridiagonal system of linear equations. Therefore, if the main pur-
pose for high resolution satellite resampling is to obtain an optimal smooth final 
image, intuitive and experimental justifications are provided for preferring 
splines interpolation to nearest-neighbor, linear and cubic interpolation. 

1   Introduction 

IKONOS, successfully launched on September 24, 1999, was the first civilian earth 
observation satellite with high-resolution sensors. It has 1-m panchromatic (Pan) and 
4-m multiband (XS) images: blue (0.45–0.52 μm), green (0.52–0.60 μm), red (0.63–
0.0.69 μm), and near infrared (0.76–0.90 μm). Since that date more high-resolution 
(HR) satellites have been launched with sensor resolutions in panchromatic ranging 
from 0.61 m (QuickBird) to 5 m (SPOT-5). Like IKONOS, most of these satellites 
simultaneously provide high-resolution panchromatic and low-resolution multispectral 
images.  

An effective fusion of the panchromatic and multispectral images to produce a high 
quality pan-sharpened colour image is important for many remote sensing applications 
worldwide. Specifically, this type of fused image is used for photo interpretation or 
simple visual analysis in such applications as urban planning and ecological, agricultural 
or general decision-making. Fusion is also important in order to obtain cartographic 
feature extraction. Image fusion involves two processes: registration and resampling. 
Image registration is the process of finding a mapping from each XS multispectral onto 
the Pan such that each pixel representing the same position in the two images 
corresponds to the same point in the ground of the imaged scene; image resampling is 
the processes of obtaining for the low-resolution XS the same resolution as the Pan 
image. Apart from resampling for pan-sharpening, interpolation is also essential in a 
variety of satellite image processing applications, such as magnification, image geo-
referenciation and orthophoto production. 
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Four interpolation methods have been tested on a portion of a scene from 
IKONOS, a relatively flat area of terrain on the Alcala University campus that is 2 km 
wide by 2 km long. The image was taken at 11:04 AM on June 6, 2000. A Pan and 
four XS bands of 1 and 4 meters resolution respectively were taken, with 11 bits per 
pixel for all bands. The Pan and XS grey values represent reflectivity responses of 
terrain features at different wavelengths. The Pan band is used as a reference to see 
how well each interpolation method performs on the XS bands. 

The focus in this paper will be the resampling stage, since special care was taken 
for an accurate registration. Resampling could be considered a magnification 
operation on the XS bands in order to obtain the same resolution the Pan band has, 
i.e., going from 4m to 1m resolution. In remote sensing and photogrammetry, 
resampling is done mostly through nearest-neighbour, linear and cubic methods and it 
is rare to see splines interpolation in the science literature of the remote sensing 
community. There is a misunderstanding among those working in these communities 
that splines interpolation is computationally more expensive than cubic interpolation, 
and when a smooth product is needed the last method is always applied. 

The experimental work that is going to be reported in this paper is to resample 
(through magnification) several bands of XS with 4m resolution pixels in order to 
obtain the same 1m resolution as the Pan has. Four interpolation methods will be 
compared to find out which one obtains the closest image to the Pan band. However, 
the objective of this paper is not only to determine an overall best method, but to 
present a comprehensive list of properties of the four methods and to enable the user 
of high satellite image similar to Ikonos to select which is optimal for his application. 

2   Interpolation as Convolution 

In image resampling the interpolation process must reconstruct a two-dimensional 
continuous signal g(x,y) from its discrete samples f(xi, yj) i=1…m, j=1…n, where m 
represents the lines and n the columns of the image. Interpolation can be interpreted 
as the convolution of the discrete image samples with the continuous two-dimensional 
impulse response h(x,y) of a two-dimensional reconstruction filter 
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where ckl are parameters which depend upon the sampled data f(xi,yj), and Δx and Δy 
represent the sampling increments in the abscises and ordinates, respectively. The 
range of summation of indices k and l depend on the neighbourhood chosen for inter-
polation. The impulse response h is the interpolation kernel. The kernels for the four 
types of interpolation methods studied in this paper are symmetric and separable; 
therefore computational complexity can be reduced considering that the following 
equation is fulfilled, 

)()(),( yhxhyxh ⋅= . (2) 

This allows us to study image resampling in one dimension since extension to two 
dimensions will be obvious. 
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For equally spaced data many one-dimensional interpolation functions (among 
them the four studied in this paper) should be expressed by the following equation: 
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The ck is selected so that the interpolation condition g(xk)=f(xk) for each xk is 
satisfied.  

The ideal one-dimensional interpolator is given by the sinc function [1]: 
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Some fundamental properties of any interpolator can be derived from this ideal 
interpolation function. Although the sinc function provides an exact reconstruction of 
g(x,y), it is unlimited. For band-limited data the response of the sinc function ideal 
interpolation kernel is a unit step function which has the value of one for frequencies 
between -π/Δ and +π/Δ, and zero elsewhere. If the sampling increment is sufficiently 
small, this kernel would pass every frequency of a band-limited function without 
change. 

Behaviour of the various interpolation methods can be examined by comparing the 
Fourier transforms of their interpolation kernels. Deviations from the ideal spectrum 
given by the Fourier transform of the sinc function in the interval (-π/Δ, +π/Δ) cause a 
loss of frequency information and the image would appear blurred. Deviations from 
the ideal spectrum outside the interval conduce to aliasing. In what follows we are 
going to give a brief survey of the general behavior for each interpolator, see [1-4] 
and the two recent papers by Unser and T. Blu [5] and [6] for a more detail study. 

2.1   Nearest-Neighbour Interpolation 

The value g(x) is taken as the closest known g(xk) value. The nearest-neighbour algo-
rithm is exact only when the sampled function is a constant 
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The main advantage of this interpolation method is its simplicity, which results in 
the most efficient of all implementations. However strong aliasing and blurring 
effects are associated with this method.  

2.2   Linear Interpolation 

This method will reproduce at most a first-degree polynomial. The value for g(x) is 
calculated by weighting both direct neighbours with the opposite distance to the point 
of interpolation x. Therefore, the linear approximation of the sinc function follows the 
triangular function given by the equation 
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The main disadvantages of linear interpolation are the attenuation of high frequency 
(it acts like a low-pass filter) and aliasing into the low frequencies.  

2.3   Cubic Interpolation 

Key [7] obtained the following cubic interpolation kernel 
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Key also studies the convergence rate of this method and compares it with the 
previous nearest-neighbour and linear methods. He found that the nearest-neighbour 
algorithm has a O(Δ) convergence rate while the linear has O(Δ2) and the cubic has 
O(Δ3). This means that the cubic interpolation function will generally be a more 
accurate approximation to the sampled function than the linear or nearest-neighbour 
interpolations. 

2.4   Splines Interpolation 

Splines interpolation can be derived by several self-convolutions of a so called basis 
function. Actually the kernel of the linear interpolation can be obtained from the con-
volution of the nearest-neighbour with itself. 

)()( 112 xhxhh ∗= . (8) 

Therefore, the kernel h1 can be used for the construction of splines of order n. For 
n=3 the quadratic splines is obtained and the cubic splines for n=4. When n→∞ this 
process converges to a Gaussian function, see Lehman et al. [1],   
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There are several methods and kernels for splines interpolation. In this paper we 
always refer to splines. 

2.5   Implementation 

When (x,y) is the point in the rectangular subdivision [xi, xi+1]x[yj, yj+1] the cubic and 
spline interpolation is given by equation (1) in the following form: 
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Boundary conditions are stronger for spline than for cubic, but this is not traduced 
into a longer computational execution time as usually thought.  

We will follow Press et al. [8] for the implementation. Splines and cubic have a 
similar algorithm since both are high smoothing interpolators. To interpolate one 
functional value in a 4x4 neighbourhood, one performs 4 one-dimensional splines 
across the rows of the grid in the x direction. This is followed by one additional one-
dimensional spline down the newly created column. Instead of pre-computing and 
storing all the derivative information (as in cubic interpolation), spline users typically 
pre-compute and store only one auxiliary table of second derivatives in one direction 
only. Then one need only do spline evaluations (not constructions) for the m row 
splines; one must still do a construction and evaluation for the final column spline. 
Spline construction is a process of computational complexity O(n), while a spline 
evaluation is only of order O(log n) (to find the place in the table using quick-sort 
search method).  

Splines are especially practical because not only the set of equations that generated 
them but also the boundary conditions, are not only linear, but also tridiagonal; that is, 
it has nonzero elements only on the diagonal plus or minus one column. For 
tridiagonal sets, the procedures of LU decomposition, forward- and back- substitution 
each take only O(n) operations, and the whole solution can be solved very concisely. 
Therefore the equation can be solved in O(n) operations. 

3   Comparison of Interpolation Methods 

The image registration process is crucial for the accuracy of the produced pan-
sharpened image. Therefore special care was taken to put the pixels of the XS and Pan 
effectively into correspondence through ground control points. Next the XS bands are 
interpolated to obtain the 1 meter pixel resolution. In order to know how the 
interpolation has worked, several indices are going to be defined, some for spectral 
and some for spatial quality. 

In order to evaluate interpolation kernels a common used approach is to compare 
the spectral and spatial characteristics of interpolation kernels with those of the sinc 
function. The problem with such approaches is that they are based on the fundamental 
assumption that in all cases, the sinc function is the optimal interpolation kernel, as 
stated in previous section, but in our case the optimal kernel would be the one giving 
the Pan image as the convolution result. 

CCs (Correlation Coefficients) are the most popular index for evaluating spectral 
properties among the remote sensing community; they measure the correlation 
between each RGB colour band and the original colour reference in the XS images. 

Let us now define a spatial quality index. Let Pan(xi, yj) be the panchromatic 
original image, normalized to the interval [0,1], and f(xi, yj) the intensity of the 
resample colour image, f(xi, yj) =(R+G+B)/3. The coefficient δ is defined as the 
difference between both images: 
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Table 1. Indices for resampling with nearest-neighbour, bilinear, cubic and splines 

 Nearest Linear Cubic Splines 
CCR 1 0,9426 0,9400 0,9394 
CCG 1 0,9400 0,9367 0,9367 
CCB 1 0,9428 0,9395 0,9396 
δx1000 72,5079 69,8884 67,1531 60,7070 

The Pan image should be identical to the theoretical continuous signal g(x,y). The 
smaller the factor δ is, the more spatial information from the Pan original is injected 
into the resample images. Since the coefficient δ measures only information from iso-
lated pixels without considering the neighbouring pixels, it could be considered as a 
first-order statistic for spatial conservation. It would be useful also to take into ac-
count second-order statistic coefficients, which would allow comparing to what de-
gree of spatial structure is preserved. It is obvious that only a very small fraction of 
the spatial information is addressed by this coefficient, since it would have required 
filters with different windows sides, as well as third- and higher-order statistics 
through texture. 

It can be observed in Table 1 that first order spatial quality rises from left to right 
while spectral correlation decreases in the same direction. The correlation in cubic 
and splines are very similar; however, a tiny decrement is observed in the correlation 
coefficient CCR from cubic to splines, while opposing increments are found in the  
δ factor. Contrary to CC indices the contribution of δ to the conservation of spatial 
information  is  not  conclusive  due to a high standard deviation of around 45. Further  

 

Fig. 1. Detail of Ikonos image scene from Alcala University Campus. From upper left, in 
clockwise direction, Pan image, nearest-neighbor, splines, linear interpolation. 
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research is necessary in order to find coefficients which properly represent spatial 
information. 

It can be seen clearly in Figure 1 that nearest-neighbour resampling produced the 
worst quality of all four resampling methods, as stated in previous sections. The Pan 
image is shown here for comparison purposes only. Linear and spline resampling are 
very similar, but very small differences can be observed. The cubic resampling has 
not been shown in Figure 1 as it seems it is totally similar to spline resampling to the 
naked eye. The images have 11 bits of digital level resolution, but it has to be 
normalized to 8 bits in order to be shown as an image, and the eye cannot perceive the 
fine differences in 256 digital levels.  

In order to investigate the spatial distribution of δ factor “error” images were built 
by subtracting the interpolated images from the panchromatic image (Figure 2) and 
taking absolute values. Minimum intensity (black) corresponds to the maximum 
absolute error in the interpolation image. Error magnitudes between maximum linear 
interpolation error and none are represented by corresponding shades of gray. 
Therefore, decreasing intensity denotes an increase magnitude of error in Figure 2. 

It can be observed how nearest-neighbor error image in Figure 2 is highly 
cluttered, with the typical saw structure for this method. Nearest-neighbor 
interpolation will be useful when spectral properties must be conserved, such as when 
some type of classification has to be performed after interpolation. Besides being the 
fastest of the four methods as will be seen bellow. 

From Figure 2 can be also note that splines give to the straight lines and other high 
frequency  features  a  smoother  representation  than  linear interpolation; and splines  

 

Fig. 2. Error images obtain as subtraction of each interpolation image for the Ikonos in Figure 1 
and the Pancromatic. The darker the pixel is the greater the difference. From upper left, in 
clockwise direction, nearest-neighbor, linear, splines and cubic interpolation. 
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also give a more homogeneous representation than cubic interpolation. Note that the 
roofs of buildings are uniformly lighter in splines and cubic than in linear 
interpolation. As expected, spline and cubic are better approximations to the sampled 
function than linear. 

It can be observed that in general linear has a bigger contrast than splines which 
means that the differences to the pan image are smaller in the latter. 

An overall picture shows that the splines interpolation intensity is closer in spatial 
characteristics to the Pan image than nearest-neighbour, linear or cubic for this 
IKONOS sub-scene. However, since not interpolation method is universal the 
selection could depend of the application at hand 

In Table 2 execution times are given in seconds for a Pentium processor 1.5 GHz 
with 512 MB RAM. This was to convert an image of 500x500 pixels into an image of 
2000x2000. Interpolation employed in this manner is equivalent to digital image 
magnification. 

Table 2. Execution time for nearest-neighbour, bilinear, cubic and splines 

 Nearest Linear Cubic Splines 
CT 15.31 42.99 55.18 46.90 

4   Conclusions 

From the analysis of the four kernels corresponding to the four interpolation methods, 
splines interpolation is shown to have a less blurred appearance and less aliasing. 
However, analysis in section 3 shows that the splines and cubic images suffer from a 
lost of spectral information. 

Even if the final purpose of the resampling process is only visualization, and there is 
no difference to the naked eye between cubic and splines, splines interpolation is faster 
and could be more convenient. An added reason for using splines instead of the other 
three methods is that when further calculations (of spatial characteristics) are going to 
be performed in the final resample image (such as cartographic feature extraction), 
splines interpolation is the more accurate in conserving spatial information.  
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Abstract. This note describes a web-based tool for storm analysis us-
ing multiple data sets developed for use in research of thunderstorms and
forecasting applications. The tool was developed for users to monitor at-
mospheric changes along the path of storm systems. It demonstrates the
use of the Thematic Real time Environmental Data Distributed Services
(THREDDS) and other data sets.

1 Introduction

The functionality of integrating and overlaying data from multiple sources has
been useful in atmospheric and multidisciplinary research. Several tools have
been developed over years to meet this need. These include the Man Computer
Interactive Data Access System (McIDAS) [1], VIS5D [2], VisAD [3], and more
recently the Interactive Data Viewer (IDV).

The basic functionality of such systems includes the ability to animate im-
agery, usually as time sequences, overlay gridded or point data, provide statistical
comparisons between images and other data, and to rotate the viewing angle in
the case of three dimensional (3-D) gridded data. In the case of atmospheric
data, the ability to visualize the distribution of data in space (3-D) and time is
useful. The wind is an example of an important atmospheric parameter to be
viewed in 3-dimensions and time. In this case, the air flow can be visualized from
plots of streamlines at an individual time, or as trajectories over a span of time.

In some cases, the ability to focus on an organized atmospheric system, such
an individual thunderstorm is desirable. Since storms are rarely stationary, they
must be identified and tracked in space and time in order to evaluate their evo-
lution. Often the process of identification and tracking is done manually. Given
a storm position and movement vector, wind or other data can be displayed in
a storm relative frame of reference. Viewing imagery in a storm relative frame
of reference provides insight into the interaction of the storm with its near en-
vironment, such storm relative inflow. In other applications, tools have been
developed to automatically track storms and to plot attributes of the moving
storm versus time (in the form of time-series plots). Examples of such applica-
tions include the Warning Decision Support System (WDSS) [4] which evaluates
properties of storm rotation, hail signatures, etc. from Doppler radar data. The
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output has wide applications, from severe storm research to warning guidance
for the National Weather Service forecasters.

This paper reports on a prototype tool which provides automated tracking of
cloud systems from radar and satellite and interactive functionality to obtain time-
series on-line. The application reported here is unique because of its on-line inter-
active capability. The time-series include attributes of: 1) the cloud systems, and
2) atmospheric conditions in a user selectable region relative to the moving cloud
system. The tool uses on-line databases of satellite, radar, and model analysis data
to provide both near-real time and archived information on storm attributes, and
on the atmospheric environment surrounding them to users of the Internet. The
tool has the capability to provide relatively quick access to a wealth of informa-
tion relevant to the atmospheric research community on thunderstorm behavior.
To date, this capability has yet to become widely available by other means.

2 Data Access

Data are obtained in near-real time through the Internet from a variety of
sources. Currently, forecast model data are available using the Thematic Real
time Environmental Data Distributed Services (THREDDS) being developed by
University Corporation for Atmospheric Research’s Unidata [5] and the NOAA
Operational Model Archive and Distribution System (NOMADS) by the Na-
tional Climatic Data Center (NCDC), National Centers for Environmental Pre-
diction (NCEP) and the Geophysical Fluid Dynamics Laboratory (GFDL) [6].
Data retrieval is efficient in that only desired subsets of large data files are trans-
fered from the remote servers for local archival and processing. Conceivably, all
environmental data sets may become available from THREDDS in the future.
Meteorological fields which are derived from the NOAA Rapid Update Cycle
(RUC) model and observed surface data are obtained directly from the NOAA
Storm Prediction Center (SPC). Satellite and radar data are obtained from McI-
DAS Abstract Data Distribution Environment (ADDE) servers which also allow
efficient transfer of compressed subsets of data. Satellite data are from the geo-
stationary operational environmental satellite imager (GOES-12) . Radar data
are based on a national composite from individual WSR-88D radars across the
U.S. produced at Unidata.

3 Analysis of Cloud Clusters

The analysis of cloud systems is based on the automated identification and track-
ing of features in satellite or radar images which are deemed to be associated with
deep convective thunderstorms. Often such storms form into clusters known as
Mesoscale Convective Systems (MCS) during the summer months in the central
U.S. These storms bring a variety of significant weather including heavy rain,
high wind and hail. The initiation, movement, and decay of MCSs are relatively
difficult to forecast. Although the individual storm elements may be short-lived,
the clusters often last for several hours.
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In the case of satellite imagery, storms are identified by unusually cold cloud
top temperatures in the window infrared (IR) band (wavelength near 11 mi-
crons). A simple scheme for identification and tracking of these features has
been employed following that of [7]. Other more sophisticated techniques could
be substituted in the future. The technique is based on choosing a cloud top
temperature threshold which contains most of the anvil cloud above the MCS.
The selection of colder thresholds will identify and track sub-scale features, such
as overshooting tops, possibly associated with individual storm updrafts. Track-
ing is obtained from movement of centroid positions of each identified cluster
between successive IR images. The association of clusters in successive images
is based on observed spatial overlap. This limits the analysis to features of a
minimum horizontal scale which depends on the interval between images and
propagation speed of the features. To allow for interactive user selection of cloud
top temperature thresholds, the identification and tracking is automatically com-
puted for temperature increments of 1oC covering a range of possible conditions
(-75 to -30 oC). Centroid location, cloud top size, and statistics such as mean and
minimum temperature within each cloud cluster are stored in a file for display
and relation to other variables, as described later.

An analysis similar to that of cloud top temperature is performed using pat-
terns of radar reflectivity. In this case, thresholds of radar reflectivity correspond
to echoes of different intensity.

Uncertainties in satellite and radar data are relatively small factors in the
positioning and coverage of the cloud systems with horizontal scales of 100 km
or more. However, local weather conditions at the ground (severity of wind and
rainfall) can not be inferred from these data alone.

4 Display

The display interface is based on a Java applet which allows client machines
to interact with the server database of imagery and output analysis described
in Section 3. Upon opening the tracker web page from any Java-enabled web
browser: http://tracker.nssl.noaa.gov, the user can select movies of IR satellite
images (3-hour duration) from the entire archive of data (since June 2003). The
display can be magnified (zoomed) for closer examination of desired storms.
Tracks of each cloud cluster during a 3-hour period are displayed corresponding
to the default cloud top temperature threshold of -43 oC . The images can be
enhanced to display only the cloud areas defined by the temperature thresh-
old. This depicts the cloud features being tracked for this particular threshold.
Smaller features within major clusters, such as overshooting tops, can then be
examined by choosing progressively colder thresholds.

Images of radar reflectivity can be overlaid on the satellite IR movies. In
this case, the selectable thresholds are levels of reflectivity in dBZ. The same
functionality described above for the satellite imagery can be applied to the
radar data. In this case, choosing progressively larger reflectivity values will
identify the location and tracks of smaller scale features in the radar data.
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After selecting an individual cloud or reflectivity cluster with the cursor, time
series of variables associated with the cluster can be displayed. This includes
variables associated with the satellite or radar data discussed in Section 3, such
as cloud top size and mean temperature or reflectivity within each cloud clus-
ter. The time series computed from additional data sets can also be selected for
computation and display. Computation utilizes the VisAD library to facilitate
sampling parameters from the model grids in space and time. These data sets
include observations from other sensors such as fields of atmospheric parameters.
Of particular interest are factors which influence storm behavior, such thermo-
dynamic stability and wind shear. By default, these variables are evaluated at
the centroid position of the cluster for each time period. Uncertainties in atmo-
spheric variables depend on the availability of surface and upper air observations
and the amount of variability caused by storm dynamics. The user can inter-
actively define any other location displaced from the default position. This is
particularly useful in examining the environment of the inflow region to a storm
which has not yet been modified by rain cooled air.

5 Examples

An example of a long-lived MCS in its mature and dissipating stage is shown
in Figs. 1-2. The selected centroid track appears in grey. Figures 3-4 show time
series corresponding to the mature and dissipating stages. Gridded atmospheric
variables were obtained at hourly intervals from the NOAA Storm Prediction
Center (SPC). Three variables are selected for display. The cloud top tempera-
ture (CTT) warms and the deep layer shear (6 km shear) weakens (0715-1030

Fig. 1. Mesoscale Convective Complex, mature stage. Selected track (grey) 0715-1102
UTC, 23 May 2005.
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Fig. 2. Mesoscale Convective Complex, decaying stage. Selected tracks (grey) 1045-
1432 UTC, 23 May 2005.

Fig. 3. Time series plots from Mesoscale Convective Complex (mature stage). Parame-
ters plotted: 1) Size of cloud cluster (Area, 104 km2), 2) Cloud top temperature (CTT,
oC), 3) Deep layer shear (6 km Shear, knots).

UTC) as the initial growth of the cloud cluster ceases (Fig. 3). The warming
and decreasing shear signal future weakening of the storm system. During the
dissipating stage (Fig. 4, 1045-1400 UTC), the cloud size rapidly decreases as
the atmospheric conditions stabilize (Most Unstable Convective Available Poten-
tial Energy, MU CAPE decreases). The average cloud top temperature remains
relatively steady during this period.

Another example of MCS tracks is given in Fig. 5. The storm cluster high-
lighted with the grey track produced a series of tornadoes in central Illinois
between 1930-2030 UTC. The trends of atmospheric parameters are given in
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Fig. 4. Time series plots from Mesoscale Convective Complex (decaying stage). Same
parameters as in Fig.3 except, 3) Most Unstable Convective Available Potential Energy
(MU CAPE, J kg−1).

Fig. 5. Storm track, MCS associated with central Illinois tornadoes, 13 July 2004

Fig. 6. Gridded atmospheric variables were obtained from the NOMADS in
this case. Plotted are convective inhibition, CAPE, and helicity. The inhibi-
tion is a measure of required energy to initiate storms. Helicity is a measure
of wind shear conducive to development of rotating updrafts (with potential
for tornado-genesis), [8]. There appears to be strong correlations between the
time of the tornadoes and a maximum in helicity and a minimum in convective
inhibition.
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Fig. 6. Time trends of atmospheric variables associated with MCS in Fig. 5. Variables
plotted are: helicity (Helcty), Convective Available Potential Energy (CAPE, J kg−1),
and Convective Inhibition (CIN, J kg−1).

6 Conclusions

This note describes a web-based tool for storm analysis using multiple data
sets developed for use in research of thunderstorms and forecasting applications.
The functionality includes: 1) access to a wide range of archived data, and 2)
cross-referencing of trends in radar, satellite, and other atmospheric data in
the moving frame of reference of storm clusters. The software allows users to
animate satellite and radar images and to view trends of cloud top tempera-
ture, radar reflectivity, environmental conditions, etc. In addition to being a
research tool, forecasters can monitor changes which might alter the strength
and longevity of a storm as it moves along, such as atmospheric stability, wind
shear, and moisture. In principle, additional data can be included for analysis.
For example, lightning frequency, high resolution visible imagery from GOES,
and factors such as convergence from surface and Doppler radar data could be
used to monitor and forecast the initiation of storms from developing cumulus
clouds.
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Abstract. Recently, virtual heritage has emerged as a promising tech-
nology for conservation, preservation, and interpretation of our culture
and natural history. We implemented a virtual heritage system with real
data acquisition and a MPEG-21 based graphics adaptation architecture
for transmitting adapted 3D contents to multiple target devices. Our
system consists of 3D modeling tools, 3D content authoring tools, 3D
database system and 3D graphics adaptation system. In this paper, we
provide a overview of our system, including our approach in 3D mod-
eling, a web-based interactive presentation over network and proposed
a graphics adaptation system within MPEG-21 framework for transmit-
ting adapted 3D contents to multiple target devices with different user
preferences.

1 Introduction

Virtual heritage has become increasingly important in the conservation, preser-
vation, and interpretation of our cultural and natural history. Rapid advances
in digital technologies in recent years offer virtual heritage new direction [1].
Especially, new media technologies, from 3D media technology to virtual reality,
are very promising ones expected to satisfy heritage representation such as the
naturalness, the sensation of depth and realism [2],[3].

In this paper, our main point is how to create and present 3D contents over
network on wide range of target devices with different user preferences. In pre-
vious system [4], we use digital camera with MR-MBS technique [5] and laser
based scanning technique for the 3D modeling of culture heritages. A problem
of the approach is its only focus on visible object. In presentation of 3D virtual
heritage, PCs and high speed network are used for rendering and transmitting.
The problem is how to present the 3D contents through network with different
devices capabilities and user preferences. To solve the problems, we first show
a overview of our virtual heritage system. Then, we introduce approaches for
3D modeling of various kind of culture heritages and show some results. Finally,
a graphics adaptation system within MPEG-21 framework is designed allowing
access to the same 3D contents with different devices and user preferences.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 579–586, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The paper is structured as followings: Our virtual heritage system will be
presented in section 2. Section 3 describes 3D modeling techniques. Interactive
presentation of 3D culture heritage service is showed in section 4. The conclusion
and some future development are summarized in section 5.

2 Virtual Heritage System Architecture

Our main goal are the 3D modeling of culture heritages and presentation of 3D
virtual heritage through a network. User can use PC or PDA to access to the
same 3D content on heterogeneous devices with user chose geometry quality. We
design a virtual heritage system which focuses on the following four issues:

(1) Automatic generation of 3D models.
(2) Management of 3D models using DBMS.
(3) Creation of new 3D contents through authoring tools.
(4) 3D graphics adaptation and service system.

Figure 1 shows a schematic representation of our 3D virtual heritage system.

Fig. 1. 3D virtual heritage system

3 Generation of 3D Models

3.1 Image Based Generation

3D Model Generation Using Digital Camera. We use computer vision
technique for the 3D modeling of visible culture heritage. By using single digi-
tal camera, a multiview images is captured while controlling the image capture
position. Range information is extracted by analyzing the disparity of the ob-
ject. The disparity map is extracted by using MR-MBS technique [5] because
the proposed MR-MBS method matches faster than the MBS method. After ex-
tracting the disparity map, the object is segmented using the disparity histogram
in assumption that the background is far from the object. The image-based 3D
modeling scheme using digital camera is based on our approach in [4].
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3D Model Generation Using X-ray Camera. We also develop X-Ray tech-
niques for the 3D modeling of invisible objet. We are towards two research
issues. One is the 3D modeling of ancient sword without opening the boxes
where the swords are stored using shape from silhouette method and exploit
parallel geometry of X-ray camera [6]. Our approach is very cheap, fast and
need no X-ray camera parameters to reconstruct convex shape of culture her-
itage. Fig. 2 and Fig. 3 shows an modeling procedure of an ancient sword
and 3D reconstructed model. For the 3D modeling of invisible culture heritage
with concavity, we use the back projection technique as shown in Fig. 4. Ba-
sically, the well-known inverse radon transform is used for the reconstruction
of each section data. Then, the marching cube algorithm is used for the 3D
modeling.

Fig. 2. 3D modeling procedure using shape from silhouette

Fig. 3. The X-ray image and 3D model of a ancient sword
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Fig. 4. 3D modeling procedure using Computed Tomography

3.2 Laser Scanning Based Generation

The computer vision researches have long studied the problem of determining the
shape of an object from a set of photographs. One of the common forms of active
range sensing for 3D modeling is optical triangulation [7]. One example of this
technique is the well-known laser scanning technique. The fundamental principle
is as follows: The laser stripe is casted onto the surface of the object, which is
then captured by the conventional CCD camera. Then the range information
can be captured by analyzing the captured pattern of the laser stripe. Thus each
captured image gives us a range profile and sweeping the light over the surface of
the object, we can capture its shape. Here, we apply the laser scanning scheme
for 3D modeling of Korea cultural heritage. We use the Vivid 700 laser scanner

Fig. 5. 3D model of Buddha statue
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made by Minolta Co. For 3D modeling from point clouds of laser scanning, we
use RapidForm [8] that has functions of polygon generation using triangulation,
and registration and merge of polygon models. Fig. 5 shows the 3D model of a
Korean Buddha statue.

4 Interactive Presentation

4.1 Web Service of 3D Models

Web-based virtual museum is developed for servicing 3D models through the
internet. On the homepage of a heritage service (http://culture.kist.re.kr), a
search engine for 3D models using keyword is provided. In more detail, the search
can be performed through technology, category and media type. A 3D model tour
scheme based on image-map is also provided. The system also provides a scheme
for creating a schedule of a tour course. Visitor can see 3D models sequently as
scheduled by clicking the tour button.

4.2 Service of 3D Models Within the MPEG-21 Framework

Problems in the Web based service of the virtual culture heritage content is how
to access the 3D models through network with different terminals capabilities
such as PDA, mobile phone, PCs and user preferences such as quality of ge-
ometry, texture, animation, file format information. The vision for MPEG-21
is to define multimedia framework to enable transparent and augmented use of
multimedia resources across a wide range of networks and devices used by dif-
ferent communities [9]. Digital Item (DI) is a structured digital object and is
combined by resource and descriptor. One of main MPEG-21 parts is Digital
Item Adaptation (DIA). The goal of DIA is to achieve interoperable transparent

Fig. 6. Architecture of MPEG-21 DIA based graphics adaptation system
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access to (distributed) advanced multimedia content by shielding users from net-
work and terminal installation, configuration, management, and implementation
issues [10]. A system based on MPEG-21 DIA for servicing 3D models through
network is developed to solve the problems and and its adopted in the adapta-
tion model document of the MPEG-21 DIA [9]. Fig. 6 shows the architecture of
our MPEG-21 DIA based graphics adaptation system.

Currently, our MPEG-21 DIA based graphics adaptation system includes a
adaptation server and clients(PC and PDA) where our 3D models are adapted
through network according to user preference such as quality of geometry [9]. At
the client side, main modules are a Context Digital Item Description Generator
(CDI), Content Digital Item Description Generator (XDI) and Graphics Engine.
User chooses user preferences, a CDI that produces CDI.xml, a XDI that pro-
duces XDI.xml, and Graphics Engine that display adapted content. The resource
is stored in CDI.xml. Two descriptors stored in XDI.xml are GeometryEmphasis
and TextureEmphasis. The user at the client using user interface sends a request
for a 3D graphics contents to the adaptation server. The XML files are transmit-
ted to the Adaptation server. At the adaptation server, description parser is an

Fig. 7. The client user preferences window

Fig. 8. 3D models of virtual heritage display on PDA with 0.5 geometry quality
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Fig. 9. 3D models of virtual heritage display on PDA with full geometry quality

xml parser that parses the XML files. The resource and two descriptors are sent
to graphics adaptation engine to adapt the 3D graphics contents. The 3D content
is parsed into geometry and material parts and sends to the geometry adaptation
and material adaptation engine. Each specialized adaptation engine adapts the
received parts of graphics to adapted parts. The adapted content includes the
adapted parts of graphics. For geometry part, the geometry adaptation engine
is built on a 3D triangle mesh simplification algorithm [11] . For material part,
we are implementing a size reduction method to change the texture quality. The
adapted graphics content is transfer to the communication server. Finally, the
communication server sends formatted graphics contents to graphic engine of
the client to display on the screen.

Fig. 7 shows the client’s user preferences windows setting the value of geome-
try quality that would be stored in XDI.xml and sent to the graphics adaptation
server. The 3D resource located in the CDI.xml file is also delivered to the adap-
tation server. Then, graphics adaptation server parses the XDI.xml and CDI.xml
files and adapts the 3D VRML model to simplified model according to the de-
scriptions in XDI.xml. The simplified model is transfer to the client device to
display. Fig. 8 and Fig. 9 shows our 3D model of virtual heritage display on PDA
according to different user preferences.

5 Conclusions

In this paper, we introduce our virtual heritage system of which main goal is the
service 3D models and contents of natural heritages over network with a wide
range of target devices. We first show 3D modeling approaches for various type of
heritages. Then, we introduce our 3D graphics adaptation system for interactive
cultural heritage presentation on different target devices and user preferences. In
future work, we are investigating on various algorithms for geometry, material
and animation adaptation.
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Abstract. In this paper, we propose a method for directly rendering
point sets which only have positional information by using recent graph-
ics processors (GPUs). Almost all the algorithms in our method are pro-
cessed on GPU. Our point-based rendering algorithms apply an image
buffer which has lower-resolution image than a frame buffer. Normal
vectors are computed and various types of noises are reduced on such
an image buffer. Our approach then produces high-quality images even
for noisy point clouds especially acquired by 3D scanning devices. Our
approach also uses splats in the actual rendering process. However, the
number of points to be rendered in our method is in general less than
the number of input points due to the use of selected points on an im-
age buffer, which allows our approach to be processed faster than the
previous approaches of GPU-based point rendering.

1 Introduction

In recent years, point-based surface representation is becoming more and more
important and drawing increasing attention thanks to recent advances of 3D
scanning technology. Though a large number of points can be acquired by using
3D scanning devices, it is difficult to handle large meshes constructed from these
point primitives. Therefore, approaches to point-based modeling or rendering,
which directly handle point primitives instead of constructing meshes or high-
order surfaces, have been a focus of constant attention.

Among these point-based approaches, point-based rendering is suitable for
visualizing a large number of point primitives. In the process of rendering a mesh
with millions of triangles, an overhead to rasterizing a triangle is too high because
the area of a triangle projected to a screen buffer is often smaller than that of
a pixel. This fact marks a watershed to alter a point-based rendering instead
of a surface rendering based on triangles. Moreover, the process of point-based
rendering can be accelerated using recent graphics processors (GPUs).

In this paper, we propose a direct rendering approach of point primitives
using GPU. ”Direct” in our case means that points are rendered using only their
position information. Our approach is effective especially for rendering a large
number of points acquired from 3D scanning devices. This is because that those
acquired points mainly consist of only 3D positions and colors. On the other
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hand, a normal vector is also needed to compute shading effects when rendering.
These normal vectors are usually calculated from 3D positions of points (e.g.
[1, 2]) as a pre-process. If we define a normal vector for each point, large space
equivalent to the same size as 3D positions will be required to store such normal
vectors. This would cause a large bottleneck when rendering points on PCs with
a little DRAM memory.

The idea of our approach is based on the method proposed by Kawata and
Kanai [3]. However, our algorithm is mostly executed on GPU, and is essentially
different from the algorithm in [3] when implemented on GPU. The main features
of our approach are described as follows:

Ad-hoc normal vector calculation. Normal vectors needed for shading ef-
fects are calculated in the rendering process on GPU. This saves the calcu-
lation time of such vectors in the pre-processing stage.

Noise reduction. Noise reduction of points is applied on GPU. In general,
points acquired from 3D scanning devices involve several types of noises.
Our approach is effective for rendering such noisy points.

Fast rendering algorithm. Splats are used in the final rendering stage. Tex-
ture filtering needed for this stage is applied for only selected points on an
image buffer. The number of such selected points are in general less than
input points. Our algorithm then renders points quickly compared to the
previous approaches of GPU-based point rendering.

2 Related Work

Details of the approaches of point-based computer graphics are described in [4, 5].
Here we mainly describe related researches of point-based rendering. Point based
rendering was first introduced by Levoy and Whitted [6]. One important process
is to fill holes between neighboring points. There are two types of approaches
for such hole-filling; screen-based approach and object-based approach. Our ap-
proach is basically of the former approach.

On the other hand, most of GPU-based point-rendering approaches focus on
the implementation of the filtering phase when overlapping splats. Ren et al. [7]
proposed an object-space anisotropic EWA filtering on GPU. In [7], a rectangle is
used as a rendering primitive which has the problem of rendering speed, because
four vertices in each splat have to be transferred to GPU. Guennebaud et al. [8]
and Botsch et al. [9] independently addressed this issue by using point sprites.
Zwicker et al. [10] proposed a high-quality object-space EWA texture filtering on
GPU. Botsch et al. [11] realized a per-pixel lighting (Phong shading) by using a
normal vector field for each splat. Other approaches include a method to transfer
points effectively to GPU by using linear point lists [12], and an implementation
of point-selection algorithm [13].

In our approach, splats are used to render points as done by most of the
approaches described above. In addition, both the normal vector computation
and noise reduction processes are also implemented on GPU.
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3 Rendering Algorithm Using GPU

Figure 1 illustrates an overview of our direct point rendering algorithm on GPU.
The input for our algorithm is a set of points P : pi ∈ P (i = 1 . . . n, n is the
number of points). Although only a 3D position pi is required for each point, in
some cases it is also possible to attach color information ci.
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Fig. 1. Overview of our direct point rendering algorithm on GPU

Our approach adopts a totally five-pass algorithm. In the process of filling
holes, we use an image buffer as proposed in [3] which has a lower resolution than
a frame buffer. In our approach, an image buffer is used from the first to the fourth
passes. In the fifth pass, we magnify a buffer to the resolution of an actual frame
buffer and apply splat rendering in this pass. We allocate several floating-point
textures Ω in VRAM memory on GPU. They have the same resolution as an im-
age buffer and are used as inputs/outputs for each pass of our whole algorithm.

3.1 Setting the Resolution of an Image Buffer

In the first and second passes, we project each point to an image buffer1(details
are described in Section 3.2).

In these processes, an appropriate resolution of an image buffer has to be
determined for filling holes. This resolution is dynamically determined by the
resolution of a point set and by camera parameters (a view position, field of
view, the size of view frustum, etc.).

Let the width and height of a frame buffer and an image buffer be ws, hs,
wi, hi, respectively. wi, hi are then calculated by the following equations derived
from the perspective projection:

wi = ws/ρ, hi = hs/ρ, (1)

1 For the image buffer, we use a floating-point buffer on GPU. In case of DirectX, IEEE-
format D3DFMT A32B32G32R32F is available. In case of OpenGL, pbuffer can be used.
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ρ =
σ

tan(f/2)
· 1
λ
· ws, (2)

λ =
zf · zn

zf − zn
· |v − p̃|+ 1. (3)

where f denotes a view angle (fov), v denotes a view position, zf , zn denote the
distance from a view position to the far plane and the near plane respectively,
and p̃ denotes a barycentric point of a point set.

σ in Equation (2) is the resolution of a point set, that is, a parameter which
estimates an interval between neighbor points. σ can be calculated as follows:
First, a k−neighbor graph of a point set is defined. For each point, the distance
to the closest point is calculated. σ is set as the minimum of these distances.
Since the definition of a k−neighbor graph and the calculation of the closest
point is view-independent, we can calculate σ as a pre-process when we input a
point set. Using the above equations, the value of ρ is usually greater or equal
to 1, and the value of wi, hi is then smaller or equal to ws, hs.

3.2 Points Selection for Noise Reduction and Averaging

In the first and second passes described in Figure 1, the selection of a point set
to an image buffer is processed by using vertex shader. These processes are done
to reduce noises of a point set. Note that only a point can be stored for each
pixel on current GPUs. We then add rendering passes to store multiple points.
In our case, a two-pass rendering algorithm is applied.

For each pass, we apply perspective projection for each point and store a pro-
jected point to an image buffer. This process is done by both vertex shader and
pixel shader on GPU. In the vertex shader, the perspective projection to a camera
coordinate for each point is applied. In the pixel shader, a projected point is simply
written to an image buffer. After the process of the pixel shader, the contents of
an image buffer are copied to a floating-point texture Ω. In this case, a projected
point is stored in a corresponding pixel of a texture as a floating point value.

Figure 2 shows the procedure for selective storage of points to an image
buffer. When multiple points are projected to the same pixel, only the closest

view

1 texel

stored points into an image buffer

view

1 texel

first pass second pass

Fig. 2. Overview of selective storage process
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point to a view position is selected and stored to a pixel of a texture Ω1 in the
first pass (Figure 2 left).

In the second pass, we also apply perspective projection for each point and
store the projected one to an image buffer. In this case, we select a point whose
depth from a point selected in the first pass is in the range of γ, and which is
the farthest point within this range (Figure 2 right). There are two purposes for
this selective storage: One is to omit isolated points (called outliners), and the
other is to reduce bumpy noises by averaging.

To implement this selective storage on GPU, we first look up a point on Ω1
and investigate whether the depth of a projected point is within the range of
γ or not in the vertex shader of the second pass. If a point is out of range, we
omit this point. By setting γ, we can omit later processes for outliners or for
points of back faces. γ is a view-independent parameter, then a constant value
can be set in the pre-processing stage. According to our experiments, we found
that 0.5-1.0% over a diagonal length of a bounding box surrounding at an object
is suitable for our results.

Next, the farthest point within the range of a threshold γ is selected by
setting “write if the depth of a pixel is larger than that which has already been
written”2in the depth test on GPU. A selected point by this test is stored in a
pixel of a texture Ω2.

Even if a point has both its position and a color, both results can be written to
separate buffers in each pass by using MRT (Multiple Renger Target). Moreover,
we also use Vertex Texturing to look up a point stored in a texture Ω1 in the
vertex shader of the second pass. These two functionalities are supported from
Shader Model 3.0, and can be used by only nVIDIA GeForce 6 series GPU.

In the third pass, we look up two corresponding points on floating-point
textures Ω1 and Ω2 in the pixel shader to compute their average value. An
average value is then stored to a texture Ωa. This value is used only as a position
for drawing splats in the final pass described in Section 3.4.

3.3 Computation of Normal Vectors

In this sub-section, we describe our novel approach to compute normal vectors
on GPU. The computation of normal vectors is processed in the pixel shader of
the fourth pass in Figure 1.

In the process of computing normal vectors, information on neighboring
points for each point is needed. To rapidly acquire neighboring points, we utilize
textures Ω1 and Ω2 created in the selective storage process described before.
Figure 3 shows the principle of computing normal vectors. In the left figure of
Figure 3, a normal vector at a point p is computed by using its neighboring point
pi (18 points at a maximum).

We approximate here the proximity of a point p defined on the camera coor-
dinate system to a plane,

f(x, y) = z = Ax + By + C, (4)
2 In case of DirectX, we can use D3DCMP GREATER flag for this process.
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1 pixel
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f(x,y)=z=Ax+By+C
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texture Ω1, Ω2

p
i

Fig. 3. Plane-fitting process and computation of normal vector

by using least-square fitting (Figure 3 right). We first look up neighboring points
pi = {xi, yi, zi} (i = 1 . . .N ≤ 18) from Ω1,Ω2. For point p, we compute coeffi-
cients A,B,C by solving the following equation:

N∑
i=1

{zi − (Axi + Byi + C)}2 → min. (5)

A,B,C are the solution of a 3×3 linear equation. Here we try to solve this
equation by using both Cramer’s formula and Gauss’s elimination method. Al-
though the latter is the numerical solution, we can expand the code and write it
to the pixel shader directly. Compared to these two solutions, we found that the
computation time and thus the number of instruction sets in the pixel shader is
almost equal (Gauss’s elimination: 336, Cramer’s formula 340). By using such
computed coefficients, a normal vector can be defined as (A,B,−1). We then
apply shading to compute a color by using a normal vector and a point from Ωa
and store a color to a texture Ωc.

We approximate a plane in Equation (4) to the proximity of a point p. How-
ever, in this equation, we cannot define a plane parallel to a viewing direction.
In our case, situations which a normal vector is completely perpendicular to the
viewing direction rarely occur. We then think that it is a trivial problem for prac-
tical use. We also think that more general equations such as Ax+By+Cz+D = 0
can be used to fit to a plane. In this case, complicated numerical approaches such
as Newton’s method are required to compute coefficients, which tend to increase
the number of instruction sets and thus the computation time.

3.4 Rendering with Splats

We now draw splats in the fifth pass with two floating-point textures Ωa and Ωc
where positions and colors are contained respectively in Figure 1. Along with Botsch
et al.’s approach [9], each splat is rendered with alpha-blending by using a Point
Sprite with an attached Gaussian kernel texture. A Gaussian kernel texture is a
2D texture sample (point sprite) in which a Gaussian function is embedded. Each
vertex of this texture has its own 2D texture coordinate (ui, vi) whose origin is
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(a) (b) (c)

Fig. 4. Rendering results for actual range images. Top: Stanford Asian Dragon. Bot-
tom: Beetle. (a) Range image. (b) Rendering results by approach in [9]. (c) Rendering
results by our approach.

the center point. The rendering process is done in both vertex shader and pixel
shader. The final color in a frame buffer is a weighted sum of splat colors. The res-
olution of textures Ωa,Ωc is smaller than that of a frame buffer. We therefore need
to magnify them to the same size as a frame buffer in this pass.

4 Results

Figure 4 shows visual comparisons between our approach and an approach in
[9] for actual range images. The upper part of Figure 4 denotes the results for a
point set of Stanford Asian Dragon (3,609,600 points). This point set is acquired
from a 3D scanning device, however it looks “good”, namely, it has less bumpy
noises. For such point sets, we found that the approach in [9] produces higher-
quality images than our approach, because normal vectors can be computed
correctly. In contrast, some blurring effects appear as a result of our approach.
This is thought to be a certain loss of points in the selective storage process.

The bottom of Figure 4 shows results for a point set of Beetle (559,327
points). This point set has high bumpy noises and considerable outliners, and it
is difficult to compute normal vectors correctly in this case. In the result of [9],
the blob patterns appear, while our approach can produce better quality image
even for such point sets, proving that our approach fully demonstrates it’s ability
for noisy point sets.

5 Conclusion and Future Work

In this paper, we have proposed a direct rendering approach for GPU to points
which only have positional information. We have demonstrated three advan-
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tages of our approach by experiments: First, we keep the rendering quality as
the previous GPU-based point rendering approaches, while involving normal vec-
tor computation for each frame. Secondly, our approach fully demonstrates it’s
ability for noisy point sets by the noise reduction process. Finally, the computa-
tion time is twice faster than previous approaches by using the selective storage
process.

In future work, we wish to decrease flickering effects in interactive rendering,
and to apply our approach for irregular point sets.
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Abstract. We present a new model for artistic portrait caricature mod-
eling and rendering. It is composed of a caricature model and a rendering
system. The computer portrait caricature is based on an exaggeration of
the face features depending on measures realized on the head. A canon
provides “golden proportions” to idealize adult male or female head. Ac-
cording to automatic measures realized on a 3D head mesh, the model
produces a new deformed mesh. Using the deformed mesh, the renderer
produces images in real-time with an hand-like line drawing style.

Keywords: Mesh deformation, Non-Photorealistic rendering, hand-like
line drawing.

1 Introduction

Artistic portrait and moreover caricature are new topics of Non-Photorealistic
Rendering[1]. Perkins[2] defines a caricature as a symbol that exaggerates mea-
surements relative to any measure which varies from one person to another.
Brennan[3] has produced a caricature generator. Based on a 2D image, it pro-
duces a caricature. But with this system only one viewpoint is possible. Our
aim is to produce 3D images of caricature portrait in real-time. Our model is
composed of a caricature model and a rendering system. The caricature model
focuses on the facial features. The renderer produces an image with a hand-
like line-drawing style. In a portrait, the silhouette can be realized with this
method[4] and for a caricature portrait, it enhances the distortions produced by
the artist. In the following, we present our caricature model, the renderer and
images produced.

2 Caricature Model

The input of our caricature model is a 3D triangle mesh. Our caricature model
is designed to produce a distorted triangle mesh which is then the input to
the rendering system. This model is inspired by artistic books dealing with
portraits[5],[6]. In the following, we present a brief discussion on the facial an-
thropometry consideration compared to the attempts of artist. Then our canon
and our model are presented.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 595–600, 2005.
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2.1 Craniofacial Anthropometry and Artistic Aesthetic Ideals

Craniofacial anthropometry involves measurement of the skull and face. Gen-
erally, some particular points of the head are used, measures are realized and
compared to anthropometric landmarks[7]. This can be used in medicine to pre-
vent and treat assymmetries for example. Artists use generally a grid system
named canon and rules which provide “golden proportions” to idealize adult
male or female head. But they were not intented to represent typical cranonical
morphology (some of these do not exist in normal head face). As this paper
deals with caricature portrait, we focus on artistic aesthetic ideals. We propose
a caricature model based on a canon.

2.2 The Canon

A canon can be viewed as a set of rules which determinate the proportion of
the face. It produces a gird system. In our canon, the head is delimited by a
bounding box. Vertically, we compute the distance, named dh, which is equal to
2/7 of the head height. Idealy, starting from the bottom of the bounding box:

– the lower lips is at a distance equal to 1
2 × dh,

– the lower part of the nose is at a distance equal to dh,
– the top of the eyes, the bottom of the eyebrows and the top of the ears are

at a distance equal to 2× dh

– the top of the forehead is at a distance equal to 3× dh.

Horizontally, we compute the distance, named dv, which is equal to 2/5 of the
head width. Idealy, starting from the right of the bounding box:

– the left limit of the left eye is at a distance equal to 1
2 × dv,

– the right limit of the left eye is at a distance equal to dv,
– the center of the nose is at a distance equal to 5

4 × dv,
– the left limit of the right eye is at a distance equal to 3

2 × dv,
– the right limit of the right eye is at a distance equal to 2× dv.

The left part of the figure 1 presents this canon with these “golden proportions”.
The thick lines are used to represent the integer values of dh and dv.

2.3 The Caricature Model

Caricature modeling is performed in five steps.

1. A model is loaded1 and an half-edge data structure is created to maintain
the edge adjacency information[8].

1 Additional Informations concerning front-facing, back-facing and material properties
are maintained.
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Fig. 1. left: Canon model, right: Canon of the Beethoven’s head

2. Creation of a bounding box around the head of the model. The user specifies
the lower limit of the head with an horizontal line2. The following steps use
this box as a limit.

3. Creation of the canon. The user specifies an horizontal line, named H (top
of the eyes), and a vertical line, named V (left of one eye), and our system
computes the canon of the face based on our canon model defined above. The
right part of the figure 1 presents the results of this step on the Beethoven’s
head.

4. Detection and extraction of significant parts of the head. This step is real-
ized automatically using the canon and if available material properties of the
model. Note that the material properties simplifies the detection of signifi-
cant part limits. For all of these significant parts, at least one chain of edges
is created with the half-edge data structure. The significant parts are:
– eyes are localized with the canon. At the previous step, the user have

specified the upper left corner of the left eye. Based on curvature and
material properties if available3, a closed chain is created for each eye
representing the limit of the eye.

– eyebrows: the curvature and material properties are used. A closed
chain is created for each eyebrows.

– nose: two chains are created. The first one is a set of segments describ-
ing the curvature of the nose bone. The set of segment is composed by
vertices with a high Z-value placed horizontally between the eyes and
vertically starting between the eyes and finishing with a high Z-value.
Note that the expected value for the curvature of the nose bone is a set
of segments which have the same vector. The second one is composed by
vertices describing the triangle mesh of the nose. In this case curvature
is used.

– shape of the head: the shape of head’s chain starts from the chin,
includes the ears and the top of the forehead excluding the hairs. Chin

2 To help the user, an orthographic projection is used and only the front-facing poly-
gons are drawn as outlined polygons.

3 Note that for some models, eyes are composed by edges incident to only one polygon
and so the detection is very easy.
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Fig. 2. Original and distorted Beethoven’s head and nose

is at the bottom of the canon and a vertical symmetry is used to find
other parts. Materials properties can also be used to find the limit with
the hair.

At the end of this step, the user can verify and modify the detection realized
if needed. Eyes, nose and shape of the head are often well detected. Some
problems remains for eyebrows chains.

5. Measure computation and generation of a new triangle mesh: using the chains
generated above and the canon, we compute measures on the head. These
are the nose curvature and size, the eyes size and tilt, the fronthead size, the
height of the hair and the eyebrows. We deform the triangle mesh according
to the measures and the expected values of the canon. The deformation is
weighted by a user-specified value. The order of the deformations is the hair,
the forehead, the width of the head, the eyes and the nose4. This assures
that there is not discontinuity on the new 3D mesh. The number of vertices
and edges is constant. The figure 2 presents the results of this step on the
Beethoven’s head (left to right: global view (original, distorted), focus on
nose (original, distorted)5.

3 Rendering

The rendering process produces images in real-time in NPR style using hand-like
line-drawing. Our method is based on the Sousa et al. method[9]. The main steps
of the algorithm are:

1. extraction of additional feature lines. We search the silhouette edges (SE),
the border edges (BE) and the creases (CE). The creases are edges which
separate two front-facing triangles whose normal vectors make an angle θ.
The limits of θ are given by the user and can be changed dynamically.

4 There are two deformations for the nose: one for the curvature and the other for
sub-mesh of the nose.

5 Note that for Beethoven’s nose, two vertices do not follow the curvature (starting
from the top of the nose, the second one is above the expected curvature and the
next to the last is below the curvature and one can see the exaggeration of the nose
curvature produced.
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2. creation of graphs. Three graphs, one for each kind of edge, are created.
They maintain an adjacency list represented by an array of vertices (see[9]
for details).

3. generation of list of chains: a chain corresponds to a path in the graph (SE,
BE, CE) starting from a source (vertex with indegree equal 0) and finishing
at a skin (vertex with outdegree equal 0). Contrary to Sousa, the sources are
sorted by lowest indegree and highest outdegree and we build all chains for a
graph composed at least by two vertices (possible chains with less than two
vertices are not considered). Note that when a vertex is selected, its indegree
and outdegree are updated. This permits to obtain the same chains at any
time. This process is iterated until no valid chain remains in the graph.

4. creation of B-splines: at this step we have obtained chains from graphs and
we add chains extracted for significant parts of the head (eyes, eyebrows,
nose...). Vertices of chains are considered as control points of a B-Spline
then rendered. The thickness of the B-Splines depends on two parameters:
– the kind of edges: B-Spline of silhouette and border have globally a thick-

ness greater than creases and the chains created during the caricature
process have the same thickness.

– the measure of curvature: for each control point of the B-Spline, we
compute the thickness of the curve depending on the curvature (a high
curvature increases the thickness).

The triangle mesh is drawn with the background color and the curves are drawn
with the foreground color. Using the Z-buffer, the visibility computation is re-
alized. Remark that for the other views (i.e. when triangles are displayed with
lines) the back face culling is used to display only the lines of the visible triangles.
The images have been produced on a Pentium IV 2,4Ghz with an X800 graphic
card. The figure 3, presents different views of the Beethoven’s head rendered with
our system. The frame rate is 30 frames/second for images in 800x600. Other
examples are given in figure 4. It is impossible to compare images produced with
our system with other methods because there is no other 3D portrait caricature
model.

Fig. 3. Different view of the Beethoven’s head with different values for creases rendered
with our system



600 V. Boyer

Fig. 4. Two other examples: Original mesh, images produced by our rendering system
with different deformation ratios and creases values

4 Conclusion

We have presented a model to design artistic portrait caricature rendering. It
is the first working directly on 3D models, other ones distort only 2D images.
It produces distortions of a 3D triangle mesh and a real-time rendering in an
artistic style. The distortions depend on the measures between the model and
a canon. The rendering is a 3D NPR method that automatically enhance the
distortions with pure line drawings.
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Abstract. In this paper, we propose a method for obtaining a textured
billboards representation of a static scene, given a sequence of calibrated
video images. Each billboard is a textured and partially transparent
plane into which the input images are mapped using perspective pro-
jection. Binning using Hough transform is used to find the position of
the billboards, and optic flow measures are used to determine their tex-
tures. Since these billboards are correct only from specific view-points,
view-dependent rendering is used to choose and display appropriate bill-
boards to reproduce the input.

1 Introduction

A fundamental problem in Computer Vision is the retrieval of a geometric model
from a set of images. Even when the input images are accurately calibrated,
it is easy to find two different objects that yield identical images after being
projected. However, some applications do not require exact reconstruction, but
only a compelling reproduction, and a simple model representation. Billboards
are a good approach, as they provide an unstructured, light weight representation
of an object that can be combined with other rendering systems. The automatic
billboard generation from calibrated video sequences is our goal in the present
paper.

The problem we try to solve can be shortly stated as finding a minimal
number of textured planes that reproduce the input images when seen from
the appropriate position. We define an equivalent geometry to a textured
geometry G for a set of viewpoints V as a textured geometry E that looks identical
to G when viewed from V . The set of geometries equivalent to (G, V ) forms an
equivalence class. Our target is to find an equivalent geometry for the static
scene in the input. Finding the accurate geometry might be neither feasible nor
desirable, as explained. Since our input is a calibrated video sequence of unknown
scene geometry, our computation of billboards is purely image-based and shall
not assume anything about the shape of the objects in the scene. In essence,
all planes in the object geometry are perfect choices for billboards, but not all
billboards belong to the object geometry.

Since the goal of stereo-based techniques is to extract exact geometry, such a
reconstruction is overly restrictive for our purposes of obtaining an approximate
reproduction of the input. On the other hand, our approach tolerates certain
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geometric distortion between the original scene and the obtained representation,
so long as the result is visually equivalent to the input.

Specifically, the following are the main contributions of this paper.

– Given a calibrated video sequence of an unknown geometry, we calculate an
equivalent geometry using optical flow properties.

– We reduce the complexity of the set of billboards using Hough transform
and also based on the constraint of maintaining the geometric equivalence.

– We show the use of these billboards in the reconstruction of video images
from viewpoints not completely aligned with any input viewpoint.

2 Related Work

The trade-off between representing a scene with geometry and images is a clas-
sical conflict in image based rendering (IBR) in computer graphics. Image-based
methods take a collection of images as input, construct a representation of the
color or radiance of the scene, and use it to synthesize new images from arbitrary
viewpoints. The methods tend to differ in the number of input images they use,
the representation of the data, the degree to which they incorporate geometric
information about the scene into the image representation, and the compres-
sion techniques they employ. Almost all image based rendering techniques avoid
explicitly extracting geometric information from the images. Nevertheless, they
use such an information, if provided, to improve the efficiency of storage and
rendering.

Levoy and Hanrahan [1] acquire many hundreds of images, which are re-
sampled to lie on a regular grid in a two-plane parameterization. They apply
vector quantization to obtain compressed representations of light fields. Gortler
et al. [2] present a similar two-plane parameterization that they call a lumigraph.
They use approximate surface geometry derived from photograph silhouettes to
perform a depth correction that substantially reduces ghosting and blurring ar-
tifacts. Schirmacher et al. [3] use light field and per pixel quantized dense depth
for rendering.

Heigl et al. [4] uses unstructured camera images to perform image-based
rendering from such an unstructured data. A similar algorithm is presented by
[5] where an IBR method known as unstructured light fields is designed to satisfy
a set of goals that includes making use of information about surface geometry, if
available. This method also generalizes many IBR algorithms, including lightfield
rendering and view-dependent texture mapping. In all these methods, input
images are directly used for rendering, without any resampling or reformatting
to any other representation.

Another class of algorithms require geometric proxies to approximate the
scene geometry and are closely related to this paper. View-dependent texture
mapping [6, 7, 8] uses geometric information to re-project each input image from
the desired camera viewpoint. The re-projected input images are then blended
together using weights based on primarily the view direction, and possibly other
factors such as sampling rate. In these works, the geometric information about
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the scene is provided by the user and the input set of images are retained and
used during rendering from novel viewpoints. Similarly, Decoret et al. [9] au-
tomatically refactor the triangulated model into a representation purely based
on billboards. Our system extracts the required equivalent geometry, and the
input video sequence, once reindexed into this geometry, is not used any longer.
These are the primary differences between our work and view-dependent texture
mapping techniques. A formal analysis of the trade off between the number of
images from different camera positions and the fidelity of geometry in order to
produce satisfactory IBR from novel viewpoints is presented in [10].

For compression of light field data, Magnor and Girod [11, 12]develop an
MPEG-like scheme to compress two-plane lightfields that achieves better com-
pression ratios than those obtained by Levoy and Hanrahan. Further in [13],
they use the accurate scene geometry to develop two methods for multi-view
coding: one is the texture-based coding where the scene geometry is used to con-
vert images to view-dependent texture maps and the other is the model-aided
predictive coding where the geometry is used for disparity compensation and
occlusion detection between images. In either case, the geometry of the scene
has to be provided as input. Further, the representation is used for multi-view
coding and rendering of scenes and not directly applicable for video compression.

The final category of IBR algorithms require accurate geometry of the scene.
Surface light field Nishino et al. [14, 15] uses the user specified surface of the
object to index and compress the view dependent radiance information. The
accurate geometry of the object is used for two purposes. The colors indexed
on the surface of the object would exhibit high degree of coherence, and the
rendering of the object can use the traditional geometry rendering pipeline.

In this paper, we use ideas similar to those used in image based modelling
to compress video of static scenes; but with additional complexity of extracting
the equivalent geometry automatically from the video sequence.

3 Optic Flow as a Measure of Geometric Proximity

Our goal is to find the equivalent geometry of a model as a set of billboards.
Instead of operating at a per-pixel level, we obtain geometric proxies for con-
tiguous pixels regions. A region on a plane that is proximate to geometry has
the property that texture projected from multiple input viewpoints will match in
the region. So, we apply projective texturing to map the input images onto the
billboard and then use texture similarity as a measure of geometric proximity.

We can use different measures of texture matching: Color distance at each
pixel is noisy and unreliable, while using intensity correlation can return good
results, but is expensive. We use optical flow between the projected images as a
measure of texture matching. Regions with low optic flow project similar textures
from the input viewpoints and thus are candidates for being part of the equivalent
geometry. We use an optic flow algorithm for texture matching. Given the optic
flow value, we perform an adaptive thresholding to get regions of low flow, based
on the location of the cameras and the billboard.
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4 Algorithm Description

Our algorithm takes a set of calibrated images of a video sequence and produces
an equivalent geometry for the represented scene. That is, a set of textured planes,
or billboards, that look like the input when seen from the input viewpoints. The
process comprises two fundamental steps, repeated until the input data has been
exhausted. These steps are the spatial sampling of the input scene and the search
for fitting planes. In the first one, the geometry of the objects in the input scene
is sampled using measures of optic flow. In the second step, we find a set of
planes that fit the approximate sampled geometry obtained in the first step.

4.1 Spatial Sampling of the Input Scene

The first step in the process of finding an equivalent

Fig. 1. Grid of planes for
dense spatial sampling of the
input geometry

geometry sampling the input scene to calculate an es-
timate of the geometry contained in the input. Such
sampling can be as well split in two stages. First we
must roughly identify the area where the input ge-
ometry is to be located. In the second one, we actu-
ally sample that geometry. The first sampling stage
can be accomplished in a number ofways. Under con-
strained conditions, such as controlled video capture
or when using synthetic models like in this paper, the
approximate location of the object might be already
known, and this step can be skipped.

The second stage in the sampling procedure is a dense sampling of the volume
resulting in the first stage. In order to extract a set of points near the input
geometry, we place a regular grid of parallel planes along the three dimensions,
spanning all the sampling volume found in the previous stage. For each of those
planes, we project pairs of images from the input viewpoints and use an optic
flow measure, as explained in Section 3, to determine which points on the plane
lie nearby the input geometry. Points on the plane with an optic flow value under
a threshold are treated as being near the input geometry. After this operation has
been performed on all sampling planes, we triangulate the obtained 3D points
(see Figure 1) to produce an approximation to the surface in the input scene.
This set of triangles will be the input to the next part of the algorithm, described
in the following subsection.

4.2 Finding Fitting Billboards

This step in the algorithm takes a set of triangles near the surface, and returns
the equivalent geometry for the input scene. We say a plane fits a triangle if all
its three vertices lie within a user defined distance from the plane. The equivalent
geometry is made of planes fitting the triangles that approximate the geometry.
To find a set of planes that fit a large number of triangles, we use a variant of the
stochastic method RANSAC: Iteratively, we choose three points from different
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Fig. 2. Left: Input images for the Blob and Armadillo scenes. Right: Resulting
billboard sets for the same scenes.

triangles in the surface approximation. These three planes define a plane P that
fits n triangles from the surface. n is a measure of the goodness of P fitting the
data. RANSAC methods guarantee that a good solution will be reached with
high probability after a certain number of samplings are done. After we have a set
of good fitting planes, we do a local optimization of the position and orientation
of the candidate planes to maximize surface coverage.

Finally, we texture the obtained planes with the projection of one input
image. In order to reduce texel distortion, the input image with the most normal
orientation with respect to the plane is chosen.

The two described steps of the algorithm are repeated several times, with
a number of new billboards added to the result in each iteration. Every time
a billboard is added to the result, part of the input is covered. Covering of an
image is defined as follows. Given an input image I, a pixel I(x, y) with color
c in I is said to be covered when visualizing the billboards onto I produces an
image with color c at position (x, y). Covered pixel regions are removed from the
input images, and when all the input pixels have been covered, the algorithm
terminates and the set of billboards is returned.

5 Results and Conclusion

Although the algorithm described in Section 4 finishes after a bounded num-
ber of iterations, convergence is slow. To speed up the process, we associate a
quadtree that keeps track of the covered regions in each input image. This way,
the termination condition is checked more effifiently. Furthermore, increasing the
granularity of billboard texturing from one pixel at a time to block sizes reduces
the run time at the cost of a small decrease in the quality of results, like those
in Figure 2.

We have introduced a novel method to construct a billboard-based repre-
sentation of an unknown-geometry object from a sequence of calibrated images.
We demonstrate it with a number of pairs of images from the input and the
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results. Planned future work includes an accurate sampling volume estimation,
a more structured billboard identification and the necessary modifications to
handle more general models, such as a room or an open space.
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Abstract. Although surface voxelization is now becoming a matured field, 
solid voxelization still lags quite behind due to the lack of robust and efficient 
means of processing complex polygonal models. Our paper presents a fast and 
easy to implement error-bounded solid voxelization algorithm in three subtasks: 
(i) PVM (Primary Volume Model), in which most of the non-object voxels are 
eliminated. (ii) BVM (Boundary Volume Model), which provides reliable 
discrete object boundary. (iii) RVM (Revised Volume Model), which is the 
result of Heuristic Seed Filling as the critical portion of our algorithm. In the 
third subtask, the non-object voxels from PVM and the object voxels from 
BVM form the boundaries and seeds are computed from PVM and BVM as 
well. Unlike traditional seed filling, our approach achieves significantly 
improved performance and produces error-bounded experimental results. 
Furthermore, our method is more robust compared to 3D scan-filling. 

1   Introduction 

Volume model has many natural advantages over surface model by being viewpoint 
independent, insensitive to scene/object complexity, and suited to the representation of 
sampled dataset, inner information as well as block operations [1]. With the 
enhancements of hardware, volume graphics technology has been applied widely in 
diverse fields. However, surface graphics is so far the primary branch of computer 
graphics.  Thus in order to benefit from volume graphics, we need to convert surface 
model into volume model in variant applications. This conversion, termed as 
voxelization, can be basically classified as surface voxelization and solid voxelization. 
Another common classification results in binary and non-binary voxelization. The core 
focus of our paper is to develop a solid binary voxelization for complex polygonal 
models which 3D scan-filling is not able to process correctly. 

From 1980s, firstly being introduced by Kaufman [2]-[5], a few voxelization 
algorithms have been proposed. Surface voxelization is used as a fundamental aspect 
for solid voxelization[6]-[10]. Furthermore, the topological theory of surface 
voxelization in discrete 3D space is a particularly key problem. There are three kinds 
of separability for a discrete boundary (i.e. 6, 18, and 26-separability) [3], generally, an 
n-separating boundary doesn’t have any n-connected tunnels from inside to the outside.  
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    Solid voxelization is usually based on surface voxelization, but so far it still lacks 
robust and efficient means. Seed filling and 3D scan-filling, as the two main 
approaches of solid voxelization, have limitations. As a robust way to eliminate all 
non-object voxel with n-separating discrete boundary, the performance of seed filling 
algorithm decays dramatically when the number of filled voxels increases [11]. 3D 
scan-filling is efficient yet sensitive to the behavior property of ray intersection points 
[9] [10]. By taking advantages of graphics hardware, Karabassi et al. voxelized a 
surface model based on six depth buffer images only, which were read from depth 
buffer memory by rendering the model in six views of a bounding-box [12]. Although 
Karabassi’s method is the fastest for binary solid voxelization, it might produce some 
errors in resultant volume models. Passalis tried to alleviate errors by adding more 
depth buffer images [13], but his method still suffered from lack of error control.   
    Therefore in this paper, we are motivated to develop a novel solid binary voxelization 
approach for complex polygonal model based on heuristic seed filling. Our paper 
improves performance of seed filling algorithm for solid voxelization, which reduces 
the number of filled voxels by narrowing the filling space. To ensure the correctness, 
reliable 6-separating surface voxelization is proposed. Compared to Karabassi’s method, 
ours not only eliminate most errors but provide mean of error control.  
    In particular, our approach is the best candidate for polygonal models where 
enclosed and non-enclosed surface boundaries coexist. The rest of this paper is 
organized as follows: PVM and BVM computations are presented in section 2. Details 
of Heuristic seed filling are given in section 3. And experimental results and 
conclusions in section 4 and 5 respectively. 

2   PVM and BVM  

Karabassi’s method judges whether a voxel is an object voxel by 6 depth-buffer 
images, i.e. X1, X2, Y1, Y2, Z1, Z2, obtained from rendering the polygonal model 
six times. The camera is placed on each of the six faces surrounding the computed 
bounding box of the object and the depth-buffers are retrieved using parallel 
projection [11]. For each pair of opposite directions (e.g., +X, -X), the values of the 
two associated depth-buffers provide a regular sampling of the object’s surface from 
the front and back views. On one hand Karabassi’s method is fast and able to 
eliminate most non-object voxels, while on the other hand its resultant model might 
leave some errors without error control. We adapt Karabassi’s method to improve the 
robustness by relaxing ε voxels’ size for the value of each pixel in depth-buffer 
images. It results in PVM (Primary Volume Model) with uncontrollable errors. 
    Separating boundary is essential to filling algorithm. In order to obtain a 6-
separating discrete solid boundary, we adopt POLYGON algorithm [5] for polygon 
face voxelization. The method of 3rd dimensional coordinate computation in 
POLYGON is applied to edge voxelization. 2D Amanatides and Woo’s line traversal 
algorithm is used to discretize edges on the other two dimension plane [6]. 
    Without losing of any generality, assume 0=+++ dczbyax is the polygon plane 
equation satisfying bcac ≥≥ , . Further assume that the polygon projects on XY plane, 
with p(x, y) as the projection of a voxel central point, p(x+1, y) and p(x, y+1) are 
projections of two neighbor voxel central points. Define caz /−=Δ X , cbz /−=Δ Y . 
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Now we label Z coordinate at p(x, y) as z, then Z coordinate at p(x+1, y) and p(x, y+1) 
can be deduced as Xzzzx Δ+=+1 and Yzzzy Δ+=+1  respectively. Such Z coordinate 

computation method in principle guarantees 6-connection of resultant voxels. 
POLYGON only takes care of the voxels whose central point projections are enclosed 
by the polygon. We adopt the same method to consolidate computation of Z 
coordinate for all voxels whose projections intersect with edges. As long as the result 
of 2D edge discretization is 4-connected, we can guarantee the result of polygon 
voxelization is 6-separating. Since Bresenham algorithm results in 8-connected and 
LINE algorithm results in 26-connected [2], we exploit Amanatides 2D line traversal 
algorithm which is one of the most efficient methods for 4-connected discretization 
[6]. The resultant model of surface voxelization, named as BVM (Boundary Volume 
Model), includes a part of object voxels that compose a 6-separating boundary. 

3   Heuristic Seed Filling 

With 6-separatability property, BVM guarantees that 6-connected seed filling 
algorithm will not affect object voxels as long as seed filling begins from any outside 
non-object seed. Conventional seed filling is slow because it usually begins from a 
corner voxel and fills a tremendous number of outside voxels. Starting from this 
point, we thoroughly present a heuristic seed filling algorithm here, which improves 
the performance remarkably.  
    So far most non-object voxels have been affirmed by PVM, and can be neglected in 
this step. Meanwhile, no non-object voxels from PVM would be suitable as seed 
candidates anymore. However, these non-object voxels along with the boundary 
object voxels from BVM can serve as outer and inner boundary in our seed filling 
algorithm respectively. The solution to our remaining key problem, i.e. how to seek 
heuristic seeds, can now be reach by seeking fake boundary object voxel in PVM. The 
resultant model from heuristic seed filling, named as resultant volume model (RVM), 
eliminates most errors in PVM, with bounded error left only. 
    Before we enter the critical portion of the algorithm, some neighbor operations for 
expressing voxel topological properties are in order.  

},,|{),(26 ξξξξ ≤−≤−≤−= nkmjlilmnijk VVN  (1) 

},,|{),(6 knjmlilmnijk ==≤−= ξξ VVN X  (2) 

},,|{),(6 knlimjlmnijk ==≤−= ξξ VVN Y  (3) 

},,|{),(6 jmlinklmnijk ==≤−= ξξ VVN Z  (4) 

),(),(),(),( 6666 ξξξξ ijkijkijkijk VNVNVNVN ZYX ∪∪=  (5) 

    Let PVMSOV , PVMSNOV  and PVMSBOV  denote the set of object voxels, non-object 

voxels and boundary object voxels in PVM respectively.  

}PVMin1|{PVM == ijkijk VVSOV  (6) 
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}PVMin0|{PVM == ijkijk VVSNOV  (7) 

PVM PVM 6{ | , ( ( ,1) 0)}ijk ijk lmn lmn ijk lmn= ∈ ∃ ∈ ∧ =SBOV V V SOV V V N V V  (8) 

    Similar naming is applied to BVM too. These sets are affirmed from previous 
computation. We obtain the set of checking voxels as follows:  

} -|{ BVMPVM SBOVSOVVVSCHV ∈=  (9) 

    Then a set of candidate heuristic seed could be collected. 

PVM { | , ( ( ,1) ) }= ∈ ∃ ∈ ∧ ∈6SCDV V V SCHV N N N V N SNOV  (10) 

    At the last step, fake boundary object voxel set, i.e. heuristic seed set, can be 
defined as follows: 

26 BVM( ) { | , ( , ) }ijk ijk ijkξ ξ= ∈ ∩ = ∅SFBOV V V SCDV N V SBOV  (11) 

where ξ  is an integer parameter satisfying εξ ≤≤0 . ε is the relaxing factor PVM 
computation. )0(SFBOV  is the set defined with ideal accuracy and increased ξ  would 
improve stability.  
    We remark that some unlocated fake boundary object voxels are produced, 
however, it doesn't necessarily result in errors because all fake object voxels in a 6-
connected block would be eliminated as long as there is only one fake boundary 
object voxel being detected in the block. Furtherly, we have relaxed PVM 
computation by relaxing factor ε  so that we can detect fake boundary object voxel 
more reliably by setting εξ < .  At last, even if some fake boundary object voxels 
haven’t been detected, errors are bounded by a narrow band.  Fake object voxels in 
PVM will be eliminated by heuristic seed filling algorithm which takes )(ξSFBOV  as 
seeds. Let SFOV  denote the set of fake object voxels.  

4   Examples 

We choose three typical polygonal models as examples to analyze the algorithm 
performance. As shown in Fig. 1, Fig. 2 and Fig. 3. Boundary object voxels, fake 
object  voxels  and  inner  object  voxels  are  labeled using different gray scales, from  

 

Fig. 1. (a) Polygonal model of potted plant is complex in that closed and non-closed surface 
boundaries coexist in the model. 3D-Scan filling doesn’t treat such models correctly.  

 (a) Polygon model (b) PVM (c) BVM (d) RVM 



Error-Bounded Solid Voxelization for Polygonal Model Based on Heuristic Seed Filling 611 

dark to bring, accordingly. We choose the opacity value as 0.8 for boundary object 
voxels and inner object voxels, 1 for fake object voxels. The experiments were 
performed on a 3000MHZ Pentium IV with 512M RAM and ATI RADEON 9600 
display adapter. 1=ξ for SFBOV computation. The fake object voxels are eliminated 
while object voxels are very well kept intact. As suggested in Table 1, the time 
complexity has been reduced remarkably by applying heuristic seed filling. The 
examples proves the correctness of our method, including 6-separatability of BVM, 
the ability of seeking suitable seeds for heuristics seed filling, as well as performance 
improvement. 

  

Fig. 2. Voxelization of polygonal apple model 

 

Fig. 3. Voxelization of polygonal bell model 

Table 1. Comparison of timing. 0δ =  for PVM computation. 1ξ = for SFBOV computation.  

Model Conventional Heuristic Time Ratio 
Plant 1814628 23402 77.74 

Apple 860517 1421 605.57 

Bell 1733082 1681 1030.98 

5   Conclusion 

The method proposed in this paper improves performance of polygonal model solid 
voxelization remarkably, by saving time and space cost. The experiment’s result has 

 (a) Polygon model (b) PVM (c) BVM (d) RVM 

 (a) Polygon model (b) PVM (c) BVM (d) RVM 
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proven the method’s correctness and efficiency. In addition to polygonal model, the 
method could be flexibly extended to other representations as well. In this paper, we 
didn’t consider inner cavities hidden in surface, which is a difficult problem for 
random polygonal model when it might be solved by ray shooting method for some 
models owning parity property of crossing point number. 
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Abstract. In this paper we explicitly derive a level set formulation for
mean curvature flow in a Riemannian metric space. This extends the tra-
ditional geodesic active contour framework which is based on conformal
flows. Curve evolution for image segmentation can be posed as a Rieman-
nian evolution process where the induced metric is related to the local
structure tensor. Examples on both synthetic and real data are shown.

1 Introduction

Motion of a front by its mean curvature has been extensively studied. It is well-
known that a planar curve moving with normal speed equal to its curvature
will shrink to a point while its shape becomes smoother and circular [1, 2]. The
smooth shrinkage to a point is what makes this type of motion attractive since
in many problems solutions are required to be smooth.

Mean curvature evolution schemes for segmentation, implemented with level
set methods, have become an important approach in computer vision [3, 4]. Evans
and Spruck [5] and Chen, Giga, and Goto [6] independently framed mean cur-
vature flow of any hypersurface as a level set problem and proved existence,
uniqueness, and stability of viscosity solutions. Extension of Evans et al. and
Chen et al. to manifolds was presented by Ilmanen in [7]. Sarti et al [8] have
presented a Riemannian mean curvature flow of graphs, however the authors
limit their final analysis to an extension of the conformal case. In this paper, we
provide expressions that take into account a general metric.

Motion by curvature is characterized by the curve evolution equation, in its
level set formulation,

∂Ψ

∂t
= div

( ∇Ψ

‖∇Ψ‖
)
‖∇Ψ‖ = κ‖∇Ψ‖, (1)

where Ψ is the level set function and κ is the mean curvature. In this paper we
present a natural generalization of eq. (1) to a Riemannian metric space. Section
2 introduces some basic concepts and the notation of differential operators in a
Riemannian space. In Section 3 we provide a formulation of the level set equation
in a general Riemannian metric space. Section 4 presents the Riemannian Mean
Curvature Flow (RMCF) given by eq. (11). Here also the particular case of
RMCF when the metric is conformal is presented. Finally, Section 5 shows some
experimental results on synthetic metric fields and real data.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 613–620, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Background

2.1 Riemannian Geometry

A metric tensor, also called a Riemannian metric, is a symmetric and positive
definite second-order tensor, G = [gij ]. The arc length, dsG, between two in-
finitely close points x and x + dx in a Riemannian metric space is given by
ds2

G = dxT G dx
Let a(x) and b(x) be two vectors defined at a point x ∈ R

n. In Riemannian
geometry, the inner product is generalized by using the metric tensor. For each
x ∈ R

n, there is a positive definite symmetric metric tensor G(x), that can be
represented as a n × n matrix. The metric tensor is used to define a new inner
product 〈a(x),b(x)〉G , the G-inner product, by

〈a(x),b(x)〉G = a(x)T G(x)b(x). (2)

The space R
n together with the G-inner product is a Riemannian metric space.

2.2 Definitions

Many of the concepts from multivariate vector calculus generalize in a straight-
forward way to Riemannian metric spaces [9]. Let u : R

n → R be a smooth
function and v : R

n → R
n a vector field. The generalization of the Euclidean

gradient and divergence to a Riemannian space with metric G is given by the
G-gradient and G-divergence with formulae

∇Gu = G−1∇u, divG (v) = |G|− 1
2 div

(
|G| 12 v

)
, (3)

where |G| is the determinant of the tensor G. The Laplacian of u, div (∇u) can
be generalized in the Laplace-Beltrami operator

divG (∇Gu) = |G|− 1
2 div

(
|G| 12 G−1u

)
. (4)

3 Riemannian Level Sets

In this section we present the level set equation on a Riemannian manifold. We
are going to study the evolution of a front given by the n-dimensional hypersur-
face C(s, t) : [0, 1]n−1 × [0,∞) → M where M is a Riemannian manifold with
metric G(x), and x is a point in R

n. This front propagates in M with a speed
F . Let us embed the propagating front C(t) as the zero level set of a function
Ψ(x, t) :M× R → R. Since C(t) is the zero level set of Ψ , Ψ(C, t) = 0.

Theorem 1. (Riemannian level set equation)
The evolution of a function Ψ(x, t) in a Riemannian manifold M defined by
the metric G with a embedded front propagating in the normal direction of the
manifold M under the speed function F is given by

∂

∂t
Ψ(x, t) = F‖∇GΨ(x)‖G. (5)
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In order to prove the Riemannian level set equation we proceed as follows, in
analogy to [10]. The evolution of a front C(t) in its normal direction is given by

∂C(t)
∂t

= F N̂G (6)

for all t, where N̂G is the unit normal to the front in the Riemannian manifold
with metric G. Taking the total derivative of Ψ(C(t), t) = 0 with respect to t
and applying the chain rule we get

〈∇Ψ(C(t), t), ∂C(t)
∂t

〉+
∂Ψ(C(t), t)

∂t
= 0. (7)

Writing Ψt for ∂Ψ
∂t and using eq. (6) we get

Ψt = 〈−∇Ψ(C(t), t), F N̂G〉. (8)

The unit normal, N̂G, to the front can be written in terms of the level set
function as

N̂G = − ∇GΨ

‖∇GΨ‖G
. (9)

Then, eq. (8) can be expanded as

Ψt = −F 〈∇Ψ,− ∇GΨ

‖∇GΨ‖G
〉 =

F

‖∇GΨ‖G
(G∇GΨ)T ∇GΨ

=
F

‖∇GΨ‖G
‖∇GΨ‖2G = F‖∇GΨ‖G. (10)


�

4 The Riemannian Mean Curvature Flow

Here we generalize the Euclidean mean curvature flow to mean curvature flow
in a Riemannian manifold. Essentially, we warp the Euclidean space into a new
space, the Riemannian manifold, and we solve the evolution for that space. The
benefit of this approach is that we are free to choose the metric tensor, and thus
the nature of the space in which the flow will take place. In image processing,
this is crucial since the metric for the space may be derived from the image,
resulting in a flow adapted to the image characteristics.

Mean curvature flow appears naturally within the problem of curve shortening
and the solution has been already introduced in eq. (1). This montion has also
been extended to the case where the curves evolve in a space having a special
kind of Riemannian metric, a conformal metric. See [4] and sub-section 4.3 of
this paper.

In this paper, we extend the method to the case of a general Riemannian
metric G. Indeed, the minimization of the curve length functional

LG =
∫ 1

0
||Cp||G dp =

∫ 1

0
dsG
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in a Riemannian space with metric G leads to the mean curvature flow Ct =
κGNG, and the corresponding partial differential equation

Ψt = κG‖∇GΨ‖G = divG

( ∇GΨ

‖∇GΨ‖G

)
‖∇GΨ‖G. (11)

4.1 Explicit Formulation

Here an explicit formulation of eq. (11) in terms of the Euclidean gradient is
presented. The explicit formulation makes possible an interpretation of the forces
that act in a RMCF. The Riemannian mean curvature flow can be rewritten in
the following form

Ψt = Tr
{
PGG−1H

}︸ ︷︷ ︸
smoothing term

+ Tr
{(

I−G−1 ∇Ψ∇ΨT

2‖∇GΨ‖2G

)
A
}

︸ ︷︷ ︸
Advection term type 1

+

|G|−1

2
〈G−1∇Ψ,∇|G|〉︸ ︷︷ ︸

Advection term type 2

. (12)

where H is the Hessian of the level set, I is the identity matrix, A is a matrix
with elements aik = ∂gij

∂xk

∂Ψ
∂xj

, and PG is the G-projection operator defined as

PG = I−G−1 ∇Ψ∇ΨT

‖∇GΨ‖2
G
. The projection operator defines the projection onto the

tangent plane to the manifold M with metric G. The interested reader can find
details on the derivation of eq. (12) in [11], as well as a numerical implementation.

4.2 Interpretation

Equation (12) reveals that the motion under mean curvature in a Riemannian
manifold with metric G is the result of three action forces:

– Smoothing term (Fs): This term is the result of projecting the Hessian of
the level set function into the tangent plane to the manifold. The projected
Hessian is weighted by the metric inverse. Therefore, smoothing along sheets
tangent to the manifold will be allowed while smoothing in other directions
will be restrained.

– Advection term type 1 (Fa1): This advection term is due to a change
in the rotationally dependent part of the metric as well as the rotationally
invariant part. In other words this term attracts the evolving contour to
areas where the metric changes in orientation as well as where the metric
changes in magnitude.

– Advection term type 2 (Fa2): This advection term is only due to a change
in the rotationally invariant part of the metric. Basically, this term attracts
the evolving front to areas where the metric changes in magnitude. ∇|G| is a
doublet that forces the G-gradient of the propagating front to get attracted
toward the extrema of ∇|G|.
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4.3 Conformal Case

In this section we analyze the particular case where our metric G is conformal.
A conformal metric space is characterized by a metric of the form

G(x) = φ(x)I (13)

where φ(x) : R
n → R. Here φ defines the cost for a front to travel in an isotropic

medium. For this metric, the following relations hold: |G| = φn, ‖∇GΨ‖G =
φ− 1

2 ‖∇Ψ‖ and ∇|G| = nφn−1∇φ. Using these relations, eq. (12) can be made
specific to the conformal metric case by the expression

Ψt =
1
φ

div
( ∇Ψ

‖∇Ψ‖
)
‖∇Ψ‖+

n− 1
2φ2 〈∇Ψ,∇φ〉. (14)

For the 2D case, i.e. planar curve evolution n = 2.
The evolution of curves by mean curvature in conformal metric spaces has

been studied by other authors [3, 4]. Both of these works conclude that the
evolution equation in 2D is

Ψt = φ
1
2 div

( ∇Ψ

‖∇Ψ‖
)
‖∇Ψ‖+

1
2φ

1
2
〈∇Ψ,∇φ〉. (15)

The discrepancy between our result and their result is given by a factor φ
3
2 .

Appendix A elaborates on the source of this discrepancy.

5 Experiments

5.1 The Pullback Map

We have tested the connection between the Euclidean mean curvature flow and
its Riemannian counterpart in the warped space by means of pullback maps.
Let B be a n-dimensional Euclidean space, so GB = I, and let w : A → B
be a smooth injective mapping from A = R

n into B. The mapping w defines
a warping of the Euclidean space B into A. Let GA = JT

wJw where Jw is the
Jacobian matrix of w given by

[Jw]ij =
∂wi

∂xj
, (16)

and w = (w1, w2, . . . , wn). Then GA is the pullback of GB to A via w. This
results in two Riemannian spaces (A,GA) and (B,GB) that are isometric. This
means that if we have a curve C in (B,GB) of some length, then C◦w in (A,GA)
is a curve of the same length. Let Ψ be a level set function on B undergoing mean
curvature flow given by the partial differential equation (1). We define a new level
set function Ψ∗ = Ψ ◦ w that is the pullback of Ψ via w. Since the two spaces
(A,GA) and (B,GB) are isometric, the mean curvature with respect to GB of
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(a) (b) (c)

Fig. 1. Level Set Evolution in a Riemannian metric space. (a) Level Set Evolution of
a circular contour in a Euclidean space. (b) Evolution with a metric given through the
Jacobian eq. (17). (c) Evolution in a metric space with a non-trivial metric.

the level set Ψ at a point w(x) is the same that the mean curvature with respect
to GA, i.e. in the warped space, of the level set Ψ∗ at x. Therefore, through the
pullback map we can test the correctness of our formulation.

To that end, we have considered the following situation. We have embedded an
initial circular contour as the zero level set of a function Ψ : [−1, 1]×[−1, 1]→ R.
This level set function has undergone mean curvature flow in the Euclidean
space as given by eq. (1). Contours corresponding to the zero level set during the
evolution process are shown in Figure 1a. We have tested two different mappings
w, namely, an affine map and a less trivial map.

Affine Map. The affine map used to pull back is given by w(x, y) = (x+y, 2y−
x). The metric of the space described by this map is

Gaff =
[

2 −1
−1 5

]
. (17)

An initial level set, Ψ∗(x, 0), in the space A has been obtained by applying the
map to the initial circular contour Ψ∗(x, 0) = Ψ(w(x), 0). The initial zero level
set is shown in Figure 1b in thick line. This new level set function Ψ∗ has been
evolved under eq. (12) using the metric Gaff . The resulting evolving zero level
sets are shown in Figure 1b. In this figure the metric is represented by means
of local coordinate systems in the orientation given by the main eigenvector of
the metric Gaff , with axes shown with length proportional to the corresponding
eigenvalue. As we can see the evolution shrinks the contour to an ellipse.

Non-trivial Map. The map used to pull back in this case is given by w(x, y) =
(x + y2

3 + cos(πy)
3.5 ,− (x+0.5)2

4 + 2y + sin(πx)
3.5 ). In this case the metric tensor is a

function of x and y. As in the previous case, the initial level set is defined
as Ψ∗(x, 0) = Ψ(w(x), 0). This initial contour in A is shown in Figure 1c as
the outermost thick contour. The Riemannian mean curvature flow equation has
been solved in the domain. The zero level sets for the evolution process are shown
in Figure 1c. The corresponding metric tensor that defines the space where the
evolution takes place is also displayed. It is possible to go from one of the zero
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level sets at t = t0 in Figure 1c to the corresponding one in Figure 1a via w, i.e.
Ψ∗(x, tk) = Ψ(w(x), tk).

5.2 Image Example

The RMCF can be used in a framework for performing image segmentation. In
this case, the metric of the Riemannian space is defined by the image that we
want to segment given by the local structure tensor. A balloon force term is
added to allow the initial level set to expand. The Riemannian curvature flow
acts on the expanding level set as a attracting force to the location where the
metric changes. At the same time it tries to keep the level set smooth. Figure 2a
shows an example of the RMCF segmentation result of an MRI image. In blue
we show the initial contour. A detailed view of the image metric used to define
the Riemannian space is shown in Figure 2b.

(a) (b)

Fig. 2. Image segmentation by RMCF. (a) Segmentation result, in blue the initial
contour and in red the final result. (b) Metric induced by the image.

6 Conclusions

We have proposed a RMCF equation using level set theory. The mean curvature
flow takes place in a space endowed with a Riemannian metric. This case can be
seen as a generalization of what it has been called geodesic active contours. We
provide an explicit formulation for the flow, showing it comprises three forces.
We have analyzed the particular case where the metric used in the RMCF is con-
formal. Experimental results have built an insight into the proposed evolution.

A Conformal Case Discrepancy

Eq. (14) and eq. (15) differ by a factor φ
3
2 . The discrepancy can be accounted

for by revisiting the derivation of the evolution equation. In appendix B of [3],
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the authors show the derivation of their evolution equation. They minimize a
length functional L by computing the first order variation. At a given point they
derive

Lt =
∫ L

0

〈
〈∇φ

1
2 ,N〉N − φ

1
2κN , Ct

〉
ds. (18)

From this equation the steepest-descent method, connecting a initial curve C′
with a local minimum of L(C), is used to yield the evolution equation given by
eq. (15). It is our understanding that eq. (18), although being the right integral,
should be expressed in terms of the intrinsic inner product and length, i.e. 〈, 〉φ
and dsφ respectively, i.e.

Lt =
∫ L

0

〈(
〈∇φ

1
2 ,N〉N − φ

1
2κN

)
φ− 3

2 , Ct

〉
φ
dsφ. (19)

In this case, the way to achieve the minimum of the function L is by solving the
evolution given by eq. (14) with n = 2.

Although the flow in eq. (15) implies that the functional L is decreasing, it is
not the mean curvature flow in the image space with the conformal metric, and
in general the use of the two flows eq. (15) and eq. (14) will not produce the
same result.
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10. S. J. Osher and J. A. Sethian. Fronts propagation with curvature dependent

speed: Algorithms based on hamilton-jacobi formulations. Journal of Computa-
tional Physics, 79:12–49, 1988.
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Abstract. We present a framework to automatically infer topology and
geometry from an unorganized 3D point cloud obtained from a 3D scene.
If the cloud is not oriented, we use existing methods to orient it prior to
recovering the topology. We develop a quality measure for scoring a cho-
sen topology/orientation. The topology is used to segment the cloud into
manifold components and later in the computation of shape descriptors.

1 Introduction

In this paper we are concerned mainly with inferring the topology and shape of
the components of complex 3D scenes. We are after a methodology that works:
for scenes involving multiple surfaces; with data which are possibly sparse and/or
noisy; with partial views of some objects. The geometric features at each surface
point that we search for are the mean and Gauss curvature and the principal
curvatures directions. To meet our goals, we use a novel approach to define and
extract topology on the cloud so that surface points have neighborhoods that are
as tight as possible in surface distance, not simply in Euclidean distance; we use
redundant stable calculations to infer the geometric features. We develop a new
scoring function for evaluating the fit of the assigned orientation and topology
to the point cloud.

2 Related Work

There is a substantial body of work on the recovery of geometry from point
clouds. One approach is to reconstruct a parametrization or a polygonal mesh
[1, 2, 3, 4, 5, 6, 8, 9, 10, 13, 15, 16, 19, 21, 25, 35] and then use differential geometric
formulae or a tailor-made approach to compute differential properties. The ex-
isting surface reconstruction methods are not well suited to deal automatically
with sparse, noisy samples from multiple surfaces and surfaces with boundary.
Such methods will benefit if combined with a reliable approach for extracting dif-
ferential properties from the cloud prior to the reconstruction. Some key recent
techniques for computing differential properties include [7, 11, 18, 26, 29, 31, 34]
and the eleven methods in [33]. They will work better if the neighborhoods used
in the computation are tight in surface distance. [36] extends tensor voting to
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estimate the curvature tensor but not at the original cloud points but at per-
turbed ”re-adjusted” point locations. This position adjustment is not justified
in many applications.

A key component in reconstruction and in computation of differential prop-
erties is to establish good estimates of the surface orientation and topology (in
the correct mathematical sense of a ”neighborhood structure”).

3 The Framework

3.1 Oriented Cloud

An oriented point cloud M =
{
(p,N) ∈ R3 × S2

}
is a set {p} of 3D base

points with a normal vector attached to each base point. Sometimes one can
pull orientation directly from the experiment [12, 20, 38]. If a point cloud is
not oriented we compute orientation using one of the many existing methods
[8, 14, 19, 21, 27, 28, 30].

Our methodology addresses fundamental questions arising in geometric pro-
cessing of unorganized point clouds: how to segment the cloud into components
equipped with topology which accounts for surface distance, and how to compute
differential properties of surface components. The framework includes methods
to: quantify the likelihood that two points are neighbors in terms of an implicit
measure of surface distance; build topology based on neighborhoods which are
tight in terms of surface distance; and measure (score) how well a given choice
of orientation and topology fit the cloud in terms of surface distance.

3.2 Topology of an Oriented Cloud

Let f be a local parametrization of an oriented surface in R3 and let N be the
Gauss map (the normal field), and let < ·|· > denote the Euclidean dot product

in R3. The fundamental identity −
〈
dN
ds

∣∣∣∣dfds
〉

=
〈
N
∣∣∣∣d2f
ds2

〉
, can be used to

quantify the proximity between two points P and Q in an oriented point cloud.
Here s is an arc-length parameter of a curve on the surface.

Proximity Likelihood. To incorporate multi-scale analysis we use a scale/
resolution parameter ρ > 0. It can be selected according to the needs of the appli-
cation at hand, or be set to be the diameter of the 3D point cloud of base points. To
define the neighbors of an oriented cloud point P = (p,Np) we use a weight func-
tion ΔP , which weights all oriented cloud points Q = (q,Nq) whose base points q
are inside a 3D volume Bρ(p) centered at the base point p. The volume could be
a ball of radius at most ρ or a cubic voxel with side at most 2ρ. ΔP (Q) quantifies
the proximity likelihood that Q is nearby P on the sampled surface. It accounts for
Euclidean distance, surface distance, and the deviation of the normals:

ΔP (Q) =
(

1− |p− q|
M1(P )

)
t(P,Q), where M1(P ) = max

(q′,N ′),q′∈Bρ(p)
(|p− q′|),

(1)
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and t(P,Q) depends on the cosine between the normals, 〈Np |Nq 〉, and on an

implicit measure of surface distance derived from the identity, −
〈
dN
ds

∣∣∣∣dfds
〉

=〈
N
∣∣∣∣d2f
ds2

〉
. We choose, [23],

t(P,Q) =
(

1
2

+
1
2
〈Np |Nq 〉

)(
1− δp(Q)

M2(P )

)
, M2(P ) = max

(q′,N ′),q′∈Bρ(p)
(δp(Q′))

δp(Q) = | 〈Nq + Np |−→pq 〉 |.

Note that δp(Q) = O(s3), where p = f(0) and q = f(s) and that t(p,Q) is a
product of two terms: the first depends on the cosine of the angle between the
normals at P and Q, and the second, expresses the implicit measure of surface
distance. In the case of exact samples of oriented planar or spherical patches,
ΔP (Q) encodes exactly the surface distance between the base points.

In addition to the construction of neighborhoods the proximity likelihood also
provides a tool to score the pair of orientaion/topology.

Δ Neighborhoods on an Oriented Point Cloud. Following [23] we use the
proximity likelihood to build a topology on an oriented cloud which accounts
for surface distance. Given an oriented cloud M and a scale ρ > 0, a collection
U (P ) ⊂M is called neighborhood of P = (p,N) of likelihood λ ≥ 0, if for every
neighborhood point Q = (q,Nq) �= P we have: (i) the likelihood ΔP (Q) ≥ λ; (ii)
the base point q is inside the volume Bρ(p) and the vector q − p is not collinear
to the normal N at the base point p.

Fig. 1. On the left we show segmentation of an unorganized oriented cloud generated
using stereo [12]. The components are recovered automatically using the extracted Δ
neighborhoods topology. The three largest components are displayed, they account for
97% of the total 17500 points. On the right we show a point based rendering of one
of the objects in the scene (consisting of three components) which uses the computed
differential shape descriptors.
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The points in oriented clouds fall into two classes: interior surface points and
boundary points. The boundary points include boundary surface points, isolated
points, and curve points. The isolated points do not have neighborhoods with
positive likelihood. The surface and curve points do have neighborhoods with
positive likelihood. P is a surface point if one can use the neighborhood to es-
timate the orientation along at least two orthogonal directions emanating from
the base point. P is an interior surface point if one can use a positive likelihood
neighborhood U(P ) to compute the orientation in a full circle of directions cen-
tered p and perpendicular to N. A point is a curve point if it is not a surface or
an isolated point. The surface points are samples of 2D manifolds and we can
compute differential properties at each such point see Section 3.3.

Finding a Δ neighborhood of a point P is a pretty straightforward local
procedure. There is no extra cost to treat scenes with multiple objects and
surfaces with boundary.

Segmentation. The neighborhoods U(P ) of the points P in the oriented cloud
define a graph. The vertices of the graph are the points in the oriented cloud,
and two vertices P and Q are connected by an edge if either P is a neighbor of Q
(P ∈ U(Q)), or if Q is a neighbor of P (Q ∈ U(P )). The connected components
of this graph are (discrete samples of) the manifold components of the scene.
See Figure 1. This scene segmentation algorithm has time complexity Θ(n+ k),
where n is the number of points in the oriented cloud and k is the number of
pairs of neighbors (edges in the graph).

Orientation/Topology Scoring. For non-oriented clouds one can choose one
of the many existing techniques to assign orientation, see Section 2. Topology

Fig. 2. On the left, we show one of the connected components and in bold the computed
Δ neighborhoods of one interior surface point and two surface boundary points. This
2D connected component is automatically segmented from the cloud in Figure 1. In the
center, we show one family of principal directions for another connected component,
and on the right we ”zoom” and show detail of the two families of principal directions
recovered on this component.
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is build using Δ neighborhoods. There are alternative topologies, for example
using neighborhoods provided by the orientation algorithm. To decide which
orientation/topology choice is appropriate we use ΔP (Q) from (1) to assign a
loss L for an orientation/topology choice. Our main concern is to find neigh-
borhoods which are tight in surface distance in order to minimize the error in
computing differential properties. Thus the loss is associated with the radius
of a neighborhood in surface distance. This radius controls the step size of the
difference quotients approximating differential properties at the center of the
neighborhood. More precisely, given an oriented cloud and its corresponding
topology and a scale parameter ρ, we define the expected loss L for the chosen
orientation/topology as a weighted average, over all cloud points, of the devia-
tion of the mean likelihood for each neighborhood from the ideal likelihood, 1.
The weight for each neighborhood is its normalized likelihood. In math terms,
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Fig. 3. Example evaluating 11 different orientation/topology selections for a point
cloud sampled randomly from a unit sphere. One of the normal fields consists of the
true normals, the other 10 are generated using increasing level of noise. On the left,
we show for a fixed point of the sampled sphere the 11 unit normals used: the true
unit normal is marked with a circle; the perturbed unit normals, for k = 1 . . . 10,
are generated as follows, Nk = Xk/|Xk| where Xk is a 3D random vector with a
multivariate normal distribution with mean the true unit normal at the point and a
variance-covariance matrix vark ∗ I , where vark = 0.1k and I is the 3 by 3 identity
matrix. Note that the generated noisy normals allow for increasingly large deviations
from the true normal. For the particular point illustrated here, the angles between the
true normal and the perturbed normals vary from 10.6 to 106.9 degrees. On the right,
we show the scoring of the 11 normal fields (same point cloud, 11 different normal
fields) and the corresponding Δ neighborhood topologies which are computed using
our likelihood measure of closeness which incorporates surface distance, deviation of
normals, and Euclidean distance: On the horizontal axis, are the variances, vark that
were used in generating the perturbed normal fields, the mark 0 on the horizontal axis
corresponds to the exact normal field. On the vertical axis, are the expected loss scores,
L, for the various orientation/topologies. A lower expected loss L indicates a better
normal filed/topology fit for the original unorganized point cloud. Note that since the
expected loss in this case happened to be exponential we used a semilog plot to display
it, the marks on the vertical axis are the correct expected losses, but the graph is linear
exhibiting the log of the exponential function.
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Fig. 4. Example evaluating the 11 different orientations and computed topologies for
a point cloud sampled from the Utah teapot spout. The generation of the perturbed
normals, and the labelling conventions of the figure are as those in Figure 3(right) with
the exception that the graph is the expected loss itself, not its log.

L =
∑

P (1 − Δ̄P ) Δ̄P

P Δ̄P
, where P is a point that runs over the whole cloud,

and Δ̄P denotes the mean, over all neighbors Q of P , of all likelihoods ΔP (Q).
We have been testing this loss function for different synthetic surfaces providing
ground truth and for different noise levels, see Figures 3 and 4.

3.3 Geometric Descriptors of Oriented Point Clouds

We follow the approach in [22] to compute differential properties from an oriented
point cloud equipped with topology. Recall the classical identities relating the
mean and Gauss curvatures, H and K, to the directional derivatives of the
parametrization f and the Gauss map N

−Hdf(u) =
1
2

(dN(u)−N× dN(v)) (2)

ω(u) =
1
2

(dN(u) + N× dN(v)) (3)

K = H2 − (a2 + b2) (4)

where (u,v) is any positively oriented basis of the tangent plane, and a =<
ω(u)|df(u) >, and b =< ω(u)|df(v) >. Furthermore, the principal curvature
directions are expressed in closed form in terms of a and b, [22]. These identities
allow us to define and compute the ”surface type” differential features at a
”surface point” P = (p,N). In our framework P is a surface point if we can
use a neighborhood of P , U(P ), to compute the Gauss map in at least two
orthogonal directions in the tangent plane passing through p and perpendicular
to the normal N. Cloud components that contain surface points are samples of
2D surfaces. To compute the differential features (mean and Gauss curvature and
principle curvature directions) at a surface point P we use the distribution of the
normals in U(P ). With every neighbor Qi �= P we associate a positively oriented
frame φi = (ui,vi) where ui is the unit vector in direction of the orthogonal
projection of the vector −→pqi = qi − p on the tangent plane and vi = N × ui.
The neighbor Qi gives us an estimate of the directional derivative dN(ui). For
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each such neighbor Qi, for which we can estimate the directional derivative
dN(vi) from the distribution of the normals in U(P ), we obtain an estimate
Hφi of the mean curvature using (2). The mean curvature, H , at the point
is estimated statistically by averaging the measurements {Hφi} after throwing
out the minimal and maximal. The principal curvature axes and the Gauss
curvature are estimated in a similar fashion, from (4), and by noticing that the
principal curvature vectors can be expressed in closed form in terms of the entries
< ω(ui)|ui >, < ω(ui)|vi >, and < ω(vi)|vi >.

Thus we use multiple estimates of the mean and Gauss curvatures and the
principal curvature directions at each surface point P . The redundancy is cru-
cial when dealing with discrete, possibly sparse, and noisy data. Results are
shown in Figures 1, 2. By design, the technique only involves first order numeric
differentiation and avoids matrix diagonalization. The technique does not need
parametrization – all that is needed is a method to define orientation and topol-
ogy (if not given). Comparisons with results evaluating methods for quantitative
shape extraction [17, 29, 33] demonstrate that independently of the surface type
tested or the shape parameters sought (mean or Gauss curvature) our approach
always gives empirical results better or comparable to the best published in
[17, 29, 33]. (See [24].)

4 Summary

We present a framework for computing topology and geometry for unorganized
point cloud sampled from a complex 3D scene with multiple objects and possi-
bly occlusions. If the cloud is not oriented we use one of the existing methods
to orient it. The advantage we have is that we also developed a scoring function
that quantifies the fit of a given orientation and topology to a point cloud. The
crucial ingredient in computing the topology is a proximity likelihood function
that accounts simultaneously for Euclidean distance, deviation of the normals,
and implicitly for surface distance. Once the topology is computed, the cloud
is partitioned into 2D manifold components, isolated points and curve compo-
nents. Next, shape descriptors are estimated for the points that belong to the 2D
manifold components. These computations are local, work directly on the cloud,
exploit redundancy, avoid unstable computations like diagonalization of general
symmetric matrices and taking of square roots. They do not use surface/mesh
reconstructions. Our approach to extracting topology is unique in incorporat-
ing the unknown surface distance. Empirical studies show that our geometry
extraction method is admissible in decision-theoretic sense and outperforms the
dominant approaches developed up to 2003.
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29. M. Meyer, Desbrun, M., Schröder, P., Barr, A., ”Discrete Differential-Geometry
Operators for Triangulated 2-Manifolds”, Preprint.
See http://www.cs.caltech.edu/ mmeyer/
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Abstract. We present an appearance-based 3D hand posture estima-
tion method that determines a ranked set of possible hand posture can-
didates from an unmarked hand image, based on an analysis by synthesis
method and an image retrieval algorithm. We formulate the posture es-
timation problem as a nonlinear, many-to-many mapping problem in a
high dimension space. A general algorithm called ISOSOM is proposed
for nonlinear dimension reduction, applied to 3D hand pose reconstruc-
tion to establish the mapping relationships between the hand poses and
the image features. In order to interpolate the intermediate posture val-
ues given the sparse sampling of ground-truth training data, the geo-
metric map structure of the samples’ manifold is generated. The exper-
imental results show that the ISOSOM algorithm performs better than
traditional image retrieval algorithms for hand pose estimation.

1 Introduction

Despite the rapid advances in computing communication and display technolo-
gies, the development of Human Computer Interaction (HCI) still lags behind.
Gesture is a good candidate for the next generation input devices. It has the
potential ability to relieve the interaction bottleneck between users and the com-
puter. Vision-based gesture interpretation is a promising research area for this
problem due to its passive and non-intrusive sensing properties.

Many approaches of 3D hand pose estimation to support gesture recognition
may be classified into two categories: model-based approaches with 3D data
[1] and appearance-based approaches with 2D data [2] [3]. Athitsos et al. [4]
formulated the problem of hand pose estimation to a problem of image database
indexing. Shimada et al. [5] generated 125 possible candidate poses with 128
view points with a 3D model of 23 degrees of freedom (DOF). The real input
hand image was matched to pre-computed models with a transition network,
and possible pose candidates were found for their hand tracking system.

In this research, we take an image retrieval approach based on analysis by syn-
thesis method. It utilizes a 3D realistic hand model and renders it from different
viewpoints to generate synthetic hand images. A set of possible candidates is
found by comparing the real hand image with the synthesis images. The ground
truth labels of the retrieved matches are used as hand pose candidates. Because
hand pose estimation is such a complex and high-dimensional problem, the pose
estimate representing the best match may not be correct. Thus, the retrieval
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is considered successful if at least one of the candidates in top N matches is
sufficiently close to the ground-truth (similar to [4]). If N is small enough, with
additional distinguishable contextual information, it may be adequate for auto-
matic initialization and re-initialization problems in hand tracking systems or
sign language recognition systems, where the correct estimation could be found
and the incorrect ones could be eliminated in the later tracking.

The hand is modeled as a 3D articulated object with 21 DOF of the joint
angles (hand configuration) [1] and 6 DOF of global rotation and translations
1. A hand pose is defined by a hand configuration augmented by the 3 DOF
global rotation parameters. The main problem of analysis by synthesis is the
complexity in such a high dimension space. The size of the synthesis database
grows exponentially with respect to the parameter’s accuracy. Even though the
articulation of the hand is highly constrained, the complexity is still intractable
for both database processing and image retrieval. Wu et al. [6] and Zhou et al.
[7], for example, reduced the dimensionality to 6 or 7 based on data collected
with the data glove.

In this paper, we formulate hand pose reconstruction as a nonlinear map-
ping problem between the angle vectors (hand configurations) and the images.
Generally, such mapping is a many-to-many mapping in high dimension space.
Due to occlusions, different hand poses could be rendered to the same images.
On the other hand, the same pose is rendered from the different view points
and generates many images. To simplify the problem, we eliminate the second
case by augmenting the hand configuration vector with the 3 global rotation
parameters. The mapping from the images to the augmented hand configura-
tions becomes a one-to-many mapping problem between the image space and
the augmented hand configuration space (the hand pose space). The dimension-
ality of image space can be reduced by feature extraction. Finally, we establish
the one-to-many mapping between the feature space and the hand pose space
with the proposed ISOSOM algorithm. The experimental results shows that our
algorithm is better than traditional image retrieval algorithms.

The paper is organized as follows. The ISOSOM algorithm is proposed in Sec-
tion 2. The experimental results are shown in Section 3. Finally, the conclusions
are given in Section 4.

2 ISOSOM

Instead of representing each synthesis image by an isolated item in the database,
the idea of this research is to cluster the similar vectors generated by similar poses
together and use the ground-truth samples to generate an organized structure
in low dimension space. With such structure, we can interpolate the interme-
diate vector. This will greatly reduce the complexity. Based on Kohonen’s [8]
Self-Organizing Map (SOM) and Tenenbaum’s ISOMAP algorithm [9], we pro-
pose an ISOmetric Self-Organizing Mapping algorithm (ISOSOM). Instead of
1 The translation parameters could be estimated by hand segmentation algorithms or

neglected if translation and scale invariant features are adopted.
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organizing the samples in the 2D grids by Euclidian distance, it utilizes the
topological graph and geometric distance of the samples’ manifold to define the
metric relationships between samples and enable the SOM to follow better the
topology of the underlying data set. The ISOSOM algorithm compresses infor-
mation and automatically clusters the training samples in a low dimension space
efficiently.

2.1 ISOSOM Initialization, Training, and Retrieval

Although the ISOSOM algorithm is robust with respect to the initialization, the
appropriate initialization allows the algorithm to converge faster to the solution.
Before the training, initial vectors associated with neurons on the ISOSOM map
are linearly interpolated by the sample nodes of the manifold’s topological graph.

We generate the topological graph of the manifold using the approach de-
scribed in the first two steps of the ISOMAP algorithm. We define the graph
G over all data points by connecting node i and j if i is one of the k nearest
neighbors of j. We set the edge lengths equal to the Euclidean distance of i and
j. On the graph, the distance of any two nodes is defined by the cost of short-
est path between them. This distance is approximately the geometric distance
on the manifold. Such distance preserves the high-dimension relationship of the
samples in low dimension space.

The neurons of the ISOSOM map are connected with their neighbors on the
low dimension manifold. In each training step, we randomly choose a sample
vector from the training samples and find its Best-Matching Unit (BMU) in the
ISOSOM map. Instead of using Euclidean distance, we measure the similarities
of the input sample vector with each neuron vector in the ISOSOM map by
the geometric distance between the two nodes on the manifold of the training
samples. In order to measure this similarity, the nearest nodes of input vector
and the neuron vector on the topological graph are retrieved by the Euclidean
measurements. The shortest path between the two retrieved nodes on the man-
ifold graph is approximated as the distance of the input vector and the neuron
vector of the ISOSOM map. The BMU is the neuron on the ISOSOM map with
the smallest geometric distance to the input training vector.

After obtaining the BMU, its associated vectors and its topological neighbors
on the ISOSOM map are updated and moved closer to the input vector in the
input space as in the classical SOM algorithm.

Given a vector with full components or partial components, similar neurons
are found and sorted by the similarity measurement described above. The mask
is used for the vector with partial components and the similarity measurements
are also modified to handle such cases.

2.2 ISOSOM for Hand Pose Reconstruction

Due to the projection and the feature extraction, feature samples of the different
poses are highly overlapping in the feature space. In order to separate the mixed-
up features, we form large vectors consisting of both feature vectors and their
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Fig. 1. The ISOSOM for Hand Pose Reconstruction

corresponding hand pose vectors. These vectors are used as training samples in
our algorithm. In other words, after training, each neuron of the ISOSOM is
associated with two vectors: the feature vector and the hand pose vector. Figure
1 gives an intuitive depiction of the ISOSOM map.

In the retrieval step, for a given input hand image, we calculate its feature
vector. Using a mask to handle the missing hand pose components, we compare
the similarity of this feature vector with all feature vectors associated with the
ISOSOM neurons. The possible candidates of the hand pose are retrieved by the
top n best matches. Because the mapping from the feature space to the hand
pose space is a one-to-many mapping, one feature vector could have several
possible hand pose candidates. This is desirable because it reflects the intrinsic
nature of the mapping. The confidence of each candidate is also measured by
the error measurement of ISOSOM.

3 Experimental Results

We generate a training database containing 25 commonly used poses. Three
camera parameters (roll: 0◦ − 360◦, pitch: −90◦ − 90◦, and yaw: 0◦ − 360◦,
interval: 36◦) control the global rotation of the camera viewpoints. For each pose,
726 images are rendered in different view points and there are totally 18150
synthesis images in the database. For each hand configuration, 48 joint angle
parameters are saved as the joint angle vector, which are 3 rotation parameters
for hand, 9 parameters (3 rotation parameters for 3 joints respectively) for each
finger and thumb. In addition to the 3 global rotation parameters of the camera,
the hand pose vector is composed of these 51 parameters.

In the experiments, we adopt traditional Hu moments features [10] to repre-
sent given images. It should be pointed out that ISOSOM is a general algorithm
for nonlinear mapping and dimension reduction, it does not specify the features.
The following experimental shows that even with less descriptive Hu features,
our algorithm still can achieve good estimation results.

We generate another synthesis database containing the same 25 poses but
more dense samples for the testings. Because Hu features are invariant to in-
plane rotation, translation, and scale, we focus on pitch and yaw rotation of
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Table 1. The comparisons of the reconstruction performance by the traditional re-
trieval algorithm, the SOM and the ISOSOM algorithms. (The number of images mea-
sured: 21525.)

The percentages of hits of the similar hand pose (except roll rotation)
Threshold 10 Threshold 20 Threshold 40

Number IR SOM ISOSOM IR SOM ISOSOM IR SOM ISOSOM

Top 40 23.21% 16.13% 36.73% 36.25% 34.27% 59.97% 47.93% 55.64% 78.01%
Top 80 27.13% 23.20% 48.71% 44.48% 44.52% 72.11% 58.36% 67.03% 86.85%
Top 120 29.28% 28.63% 55.77% 49.14% 50.97% 78.82% 63.69% 73.04% 91.64%
Top 160 31.41% 32.39% 61.14% 53.17% 55.37% 83.32% 68.39% 76.28% 94.33%
Top 200 33.35% 35.28% 65.26% 56.98% 58.62% 86.13% 72.78% 78.64% 95.56%

Fig. 2. The ISOSOM retrieval results (The name of each image indicates the hand
configuration. The number for query image is the index number in the query dataset.
The number for retrieved image is the index number in the ISOSOM neuron graph.)

the camera. Instead of using 36◦ as a interval, we use 9◦ as a interval for the
pitch and yaw rotations. In this dense sampling database, 21525 hand images are
generated as testing data set. It turns out that 92.33% of the testing images in
the dense sampling database cannot find the exact match in the sparse sampling
database (the training data set). Because the training samples are from the
sparse sampling training set and the testing samples are from the dense sampling
set, the difficulty for retrieving the correct hits increases.

We compare the performance of the traditional image retrieval algorithm (IR),
SOM, and ISOSOM in Table 1. For a given testing image in the dense set, we
count a hit if there are one or more hand poses in the retrieved poses which satisfy
two criteria: first, they have a similar hand configuration as the query image;
that is, the hand configuration’s parameter components changes within a small
range without changing the physical meaning of the posture. Second, the global
rotation parameters are close to the query image within evaluation threshold
10◦, 20◦ and 40◦ respectively. Table 1 shows that the performance of ISOSOM
is the best among the three algorithms. Compared to the traditional image
retrieval algorithm for the top 40 matches, the hit rates of ISOSOM increase
around 13%−31%. This also indicates that the ISOSOM algorithm not only has
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the clustering ability, but also has interpolation ability. The ISOSOM retrieval
results are shown in figure 2. The first image is the query image. The rest 20
images are the retrieval results from the ISOSOM neurons.

4 Discussion and Conclusion

We have investigated a nonlinear mapping approach for 3D hand pose estimation
from a single image. Traditional image retrieval algorithms just compare the im-
age features in feature space and retrieve the top matches. Our approach utilizes
both the feature vectors and their corresponding augmented hand configuration
vectors to avoids the feature overlapping problem in nature. To deal with the
complexity, we reduced the redundancy by clustering the similar feature vectors
generated by similar poses together and represented them by neurons in our
low dimension ISOSOM map. The ISOSOM algorithm could be considered as a
variant of the SOM algorithm which aims at enabling SOM to follow the better
topology of the underlying data set. The experimental results confirm that the
ISOSOM algorithm greatly increase the hit rates in the pose retrievals.
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Abstract. HANDY[1] is a project for the synthesis of articulatory sign-
language as used by the deaf. This paper describes a sub-project named 
HANDYCap, which is used as a prior stage to the actual sign-language synthe-
sis. HANDYCap is a low-cost hand-motion capture and data-processing system 
which we use to enable semi-automatic construction of the sign database. Addi-
tionally, the paper gives a broad survey of the technical and linguistic issues re-
lating to the signing task. The optical tracking system used for motion-capture 
is described, together with related issues. In performing the database-
construction task it is necessary to pay attention to the linguistic background, as 
well as to the problems of loading and storing the data efficiently and correctly. 

1   Introduction 

The paper introduces the process and way of data from native signer to the sign data. 
This paper describes a part of a sign-language synthesis project which is necessary as 
a prior stage to the actual sign-synthesis. We outline the handling of sign-data from its 
origination (the symbols articulated by the native signer) to its intermediate destina-
tion, the sign database which is to be built up. The process is designed so as to enable 
a semi-automatic construction of the sign database. The digitization of a sign entails 
the capture of the hand-motions of the native signer. In our project, the motion infor-
mation is then converted into a format appropriate for use by the subsequent sign-
synthesis module. There are several previous publications on sign and gesture synthe-
sis, motion planning and data representation; most of them however focus exclusively 
on either linguistic or on technical issues. In contrast, this overview attempts to con-
cern itself both with all the technical tasks involved in sign capture, and also with the 
linguistic aspects necessary for generation of the sign database introduced in [1]. 

HANDYCap is based on the use of (relatively) low-cost optical motion capture 
hardware to capture the hand movement. Our other goal was to achieve real-time 
computation without the necessity for special high-performance computer hardware. 
In order to achieve correct results from motion capture (detecting movement paths 
                                                           
*  This work is supported under contract no. TST-00014/2003 from the Hungarian Ministry of 

Education. 
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and relevant body parts) it is necessary to take account of the linguistic characteristics 
of sign language; and for the synthesis operation also, it is vital to generate grammati-
cally correct utterances in sign language.  

2   Why Is Sign Language Synthesis Important? 

Sign synthesis is a way to achieve the conversion of a sign-language message se-
quence from a stored, textual form into the “fluid” medium used in conversation. In 
more and more countries, deaf persons have now gained recognition as a special lan-
guage-minority group. This is quite justified since, for a number of reasons, their 
access to information using normal language is restricted. However, beyond this, 
many deaf people have difficulty in reading the written form of a spoken language. 
Sign synthesis may be grouped into two types: articulatory, where the output is syn-
thesized by rules that are intended to correspond to the process by which humans 
articulate speech; and concatenative, where prerecorded signs (motions) are broken 
down into small segments that are recombined to create new signs. 

Sign synthesis is today still an active research topic. There are reports on several 
re-search projects, and some commercial applications have been released. In Japan, 
two concatenative synthesis systems have been developed for a larger speech-to-text 
sys-tem by Hitachi and the Communications Research Laboratory. The companies 
Vcom3D and SignTel have released synthesis applications that generate a North-
American variety of Signed English, with Vcom3D using motion capture data and 
SignTel using videos. A British company has developed a prototype captioning sys-
tem named “Simon the Signer” [4]. The extended system known as ViSiCAST, which 
likewise generates signed English, uses concatenations of DataGlove data [5]. Sign-
Synth is a prototype system which uses ASCII-Stokoe encoding for the underlying 
data representation and produces H-Anim compliant Web3D output.  

3   Motion Capture 

Some sign synthesis applications use synthetic signing [4], while others make use of 
recorded signs (captured motion) directly [6]. A possible method of capturing a sign 
is that the hand and other motions of the signer are tracked using several different 
input devices: an optical system (with markers on the face) for tracking facial expres-
sion, a magnetic body-suit for posture sensing, and data gloves for sensing hand and 
finger shapes [5]. 

In [2], the reader can find a good survey of the solution methods and the devices 
employed. The two main types are based on optical and on magnetic devices; at the 
present time neither type has a clear advantage over the other [3]. A short description 
of the technical parameters of both systems and the importance of these systems in 
sign language research can be found in [3]. The HANDYCap system uses three cam-
eras, which operate at a high frame-rate of 120 Hz (120 frames/second). Two cameras 
are focused on the whole body, while the third one is focused only on the face and 
provides data for further processing (for sensing facial expressions).  

The basis of the optical systems is the camera calibration, also called homography 
computation. It means that the intrinsic parameters (focal length, aspect ratio, princi-



638 L. Havasi and H.M. Szabó 

pal point) and extrinsic parameters (rotation and translation) of the cameras are 
known and can be correlated to a world coordinate-frame. This computation can be 
accomplished using a calibration rig, which consists of a printed pattern (of a type 
designed to be easy to automatically detect) placed onto two orthogonal planes. The 
equation system is linear and can be solved using SVD (Singular Value Decomposi-
tion) or by other methods (e.g. Gold Standard) [7]. After calibration, the 3D coordi-
nate computation is possible from coherent points on two cameras by using the trian-
gulation method. The average and the maximal 3D errors of our system were found to 
be 2.3mm and 12mm, respectively. For body part localization the optical motion-
tracking system records the positions and movements of markers placed on the sub-
ject’s (signer’s) body. The first task is the retargeting, which is the mathematical “fit-
ting” of skeleton model parameters to the native signer’s physical characteristics. 
Current solution is to waiting the signer in a predefined rest position while the system 
computes and fits model parameters from 3D coordinates. 

The critical point of the optical system is the spatio-temporal tracking of the de-
tected markers. The markers are easy to detect because their emitted light lies in a part 
of the infrared spectrum to which these digital cameras are very sensitive. The motion 
of a marker is called its trajectory; the computation to predict the position of the 
marker in the next frame is performed using the sliding-window technique from frame 
to frame. In the final step, the tracked 3D points will be fitted to the skeleton model to 
determine the model parameters (joint rotations) required during the movement; this 
task is solved by a non-linear optimization. Most of the above-mentioned tasks are 
challenging in themselves, and have given rise to a considerable amount of literature. 

Because HANDYCap uses only two cameras for data-capture for the subsequent 
3D computations, this restricts the number of body-markers which can be distin-
guished. We in fact placed markers on the signer’s wrists, elbows, shoulders and on 
the lower part of the neck. This arrangement allows us to determine the movement of 
the hands and estimate the position on the head. 

4   Sign Visualization 

There are several methods for visualization (display of signing output): simple skele-
ton, VRML, anatomy-based modeling, and others. Briefly, our visualization engine 
uses a spline-based interpolated (B-spline) surface (Figure 1c) from the skeleton 
model (Figure 1a) and the predefined base point set around the bones (Figure 1b); 
these points can be generated easily with a simple rotation around the starting posi-
tions of the bones, and with a translation. Because the HANDY project focuses on 
sign language synthesis, our 3D model contains only the upper part of the body. This 
approach assists us to achieve real-time animation. 

Thanks for the spline interpolation technique; the surface can in fact be dynami-
cally modified during the animation. In our experiments using different orders for the 
splines a more realistic effect can be achieved around the joints. The hand is built up 
from 6 parts (surface segments), and every part is defined with 3D B-spline control 
lines (1D splines) and not with B-spline surfaces (2D splines). 

The final visualization requires the support of the DirectX Direct3D software  
technology. 
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a)         b)           c)   d) 

Fig. 1. Hand model for sign visualization:  a) General skeleton model.  b) Reference points 
around the bones (short illustration).  c) B-spline control lines.  d) Hand with texture. 

5   Linguistic Issues Storing Data 

As mentioned above, for efficient motion capture and sign synthesis an essential pre-
condition is to carefully examine the inherent structure of signs. There are several 
distinct types of signs; a primary dichotomy is that signs can be one-handed or two-
handed. It has also been suggested by many investigators that phonological units of 
sign languages are organized into syllables. Where two signs follow one another, 
either the handshapes or the movements can be assimilated – they are phonological 
processes in sign languages. Sign languages differ from spoken languages in having 
two distinct, anatomically similar articulators – namely, the two hands. However, 
while many signs do involve both hands, the hands do not have equal roles. We must 
reflect this fact when storing data in the HANDY database. In case of symmetrical 
two-handed signs both hands move independently during articulation of a sign, then 
both hands must be specified for the same handshape and the same movement (simul-
taneously or in alternation), and specialization for orientation must be symmetrical or 
identical. That’s why the parameters for the active hand can be copied into the control 
for the weak hand, of course giving due consideration to the mirror image of the ar-
ticulator itself, and the mirrored path of movement. In case of asymmetrical signs the 
two hands do not share the same specification for handshape, then the specification 
for the passive hand must belong to a restricted set. 

Many significant similarities between oral and sign languages have been found to 
exist. Within the models of the inherent structure of signs, static (location) elements 
correspond to consonants, and dynamic (movement) elements correspond to vowels, 
much the same as an LML syllable may be compared to CVC. 

The movement performed between the two points can be referred to as macro 
movement. This movement, which can be further divided into lexical movement and 
transitional movement, is characterized by the displacement of the hand between two 
distinct points in space. The purpose of the transitional movement is to bring the ar-
ticulator(s) back to the starting position of the lexical (primary) movement which has 
just been completed; or, within signs, between adjacent lexical units; or to move the 
hands from a resting position to the point where the sign starts. Therefore this transi-
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tional type of movement is not stored in the database, in contrast with the lexical type 
movements. The single unidirectional movement, the repeated unidirectional move-
ment and the cyclic movement constitute different categories of these. 

There is also a type of movement in signs that can be referred to as micro movement 
(movement in fingers; handshape change; movement in fingers) Handshape changes 
can be involved only in finger configurations: from closed to open shapes, or vice 
versa. In detecting parameters of movement and handshape, HANDYCap must pay 
attention to all these phenomena. In a later phase, in order to generate fluent signed 
utterances we must pay attention to the management of some inflexions and other 
phonological processes. The shape of passive hand assimilates to the form of the active 
hand if two or more signs form a compound. Signs can be morphologically extremely 
complex too. Derivation causes changes at the sublexical level to result in systematic 
changes in meaning as well (derived forms of pronouns; change of aspects or action 
arts; changes to express plural, or differences in size). That is why it is necessary to 
survey the main cases of these processes. These parameters in HANDY must be modi-
fied manually, and so we can generate many variations from the basic signs. 

6   Conversion of Motion into Database Format 

Because rough motion in the captured data presents the possibility of some traps or 
errors, we have chosen a middle-way solution, namely that signs are constructed only 
semi-automatically from the captured motion. If we note some errors in the animation, 
we can then manually modify the appropriate parameter(s). This method also renders 
possible some retrospective investigations, e.g. on variable speed and movement. 

For sign-generation, HANDY builds up signs from lexical and sublexical compo-
nents stored in the database [1]. During sign editing, the operator first defines the start 
and end positions of a sign in the captured data. From this information the hand loca-
tion can be determined. The handshape and hand orientation in the sign are adjusted 
manually. The advantage of the motion capture system appears during the motion 
planning. The highest-priority aim is the ability of the “clients” (deaf people) to un-
derstand the signing output. 

The module which is principally responsible for realism in the generated signing is 
called the motion planner. The characteristics of lifelike animation have been studied 
e.g. in [8]. Generally the motion data is confined by keyframe-like constraints de-
fined in the database [1]. In our case these keyframes are built up from sublexical 
elements and the points of motion trajectory; they form a lexical component in the 
database. In our implementation the motion planner uses spline (Bezier, or B-Spline) 
interpolation to approximate the captured trajectories. This results in a very smooth 
trajectory even when the captured motion data shows irregularities and variations 
(such fluctuations are inherent to natural live motion). The motion capture system was 
used to extract the properties of these small motions. We generated some “typical” 
additional fine motions from the differences between the captured motion and the 
spline interpolation. For improved naturalness, the motion planner module adds-on 
one of these components to the synthesized motion. 
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7   Conclusions 

The aims of our research project are 3D sign synthesis, computer aided sign design 
and uniform sign-data representation, employing cost efficient methods. 

The paper has surveyed the sign capture procedure from the input stage, the body-
movements of the native signer, to the construction of the sign database. Most of the 
technical tasks involved have been summarized, together with the linguistic aspects. 
HANDYCap is based on a comparatively cheap optical motion capture system. It 
employs basically a two-camera (stereoscopic) system, which does set limits on the 
system’s capabilities; our main goal however was not the complete motion capture 
which would be required for the purpose of concatenative sign synthesis. The tech-
nology which is now available allows researchers to simulate the real-time articula-
tion of sign language with great fidelity. 
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Abstract. This paper proposes a dynamic visualization approach that combines 
the graph metaphor and the spatial metaphor for visualizing and navigating spa-
tially referenced data. It provides users with a “marching” scheme for viewing a 
series of graphs G1, G2, … Gn that are related to a spatial map. Moreover, It pro-
vides three types of navigation mechanisms. This dynamic visualization can fa-
cilitate the processes of spatially referenced data mining. 

1   Introduction 

The recent estimates show that over 80 percent of information today contains geospa-
tial referencing, such as geographic coordinates, addresses, and postal codes [1]. 
Therefore, many researches [2, 3] have been done in discovering spatially related 
knowledge from the huge datasets, such as predicting the spread of a disease, finding 
crime hot spots, and detecting instability in traffic. 

Many geographic information systems provide functions for generating spatial maps 
that can be used for viewing, referencing, exploration and manipulation of data that 
contains spatial attributes. We call these maps “spatial frame of references” that can 
significantly amplify the cognition process in identifying geographic locations. Graph 
visualization uses a graph metaphor to map the extracted patterns into one or more 
graphs. A good graph layout allows users to understand data much easier. Many recent 
applications like [4] and [5] have combined graph visualization with thematic maps for 
exploring spatially referenced data. 

However, most of the existing visual spatial data mining methods separate the spa-
tial metaphor from graph metaphor into two visual objects (such as windows, widgets). 
This, thereby, limits the correlation between two visual metaphors, which will probably 
cause two problems: 1) Lack of the overall context of visualization; 2) Impossibility of 
cross navigation. 

M. Kreuseler and H. Schumann have proposed a new approach called Marching 
Sphere [6] in 2002, which integrated the spatial metaphor and the graph metaphor into a 
single visualization. While Marching Sphere is a good solution to combining two visual 
metaphors to visualize complex information, it has the following weaknesses: 1) the 
implementation of 3D graphics is computationally expensive in ordinary PCs; 2) it is 
practically difficult to navigate across 2D and 3D visual metaphors.  



 Dynamic Visualization of Spatially Referenced Information 643 

In this paper, we proposed a dynamic visualization called Marching Graph that re-
places 3D spheres used in [6] with 2D graphs. We use spring layout algorithms to layout 
the data structure and allow users to “march” through the geospatial map interactively. 

2   Terminology 

Spatial Frame SF: is an interactive thematic map which consists of a set of spatial 
regions. We have SF = {R1, R2, … , Rn}. There is a independent graph Gi can be derived 
from a corresponding spatial region Ri, and it can be expressed by Ri  Gi. 

Spatial  Region  R:  is  a  sub-area  of  the  spatial  frame.  We define each spatial region  
as  ),,,,,,( Riiiiiiii SFpolygonhwyxnameR = ,  in  which  the namei is the identifier of the  

region, xi and yi are coordinators of the top-left point of the rectangle that just bounds 
the polygonal boundary of Ri, wi and hi is the width and height of the rectangle re-
spectively, polygoni contains a series of the boundary points of the region, SFRi is a 
lower level nested spatial frame which contains the sub-regions information of Ri.. 

Circular Region C(Gi): is a display space which contains the drawing of a graph Gi. 

Historic Trail HT: consists of a sequence of small circles displayed above the spatial 
frame that represent the recent history of explored graphs.  

3   Technical Details 

Marching Graph is implemented in Java. It displays a thematic map (the spatial frame) 
and a series of circular areas above the map (see Figure 1(a)). At a time only one  
circular  area is fully opened with the green background color and the display of a graph  

 
(a) 

 
(b) 

Fig. 1. (a) A display of Marching Graph with the focus on “Montana” state. (b) A display of 
Marching Graph with state “West Virginia” focused. 
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layout D(Gi), while other small yellow circular areas are displayed as a historic path of 
the navigation without the display of graph layouts. 

3.1   Graph Visualization 

We use graphs G1, G2, … Gn to visually present the relational data that are associated 
with particular geographic regions on the thematic map. To generate such a visual 
metaphor we need to extract the implicit/explicit relational structures from the spatially 
referenced data. The modeling of such structures is essential for the analysis and 
process of data. 

To visually represent the relational structures on the screen, we use a physical 
model called force-directed layout algorithm to draw the abstract graphs G1, G2,…Gn 
on a 2D geometric space according to the aesthetics rules that ensure the quality of 
layouts. Figure 2 shows examples of force-directed layout graphs produced by our 
visualization. 

  

Fig. 2. The left frame displays the sub-graph Gi
 of G with a focus queue Qi ={Pob, Thony, Sue}, 

and the right frame displays the Gi+1 with the focus queue Qi+1 ={Frank, Pob, Thony} 

3.1.1   Dynamic Display of Focus Frames 
Each drawing D(Gi) is bounded in a given circular area with the certain size. Therefore, 
the display of large graphs with many nodes and edges may cause overlaps, which will 
greatly reduce the readability of graphs. To solve this problem, we adopt an exploratory 
concept [7] to draw a series of subsets of the graph called focus frames F1, F2, …, Fn on 
the geometric plane incrementally. This method is used only when the number of nodes 
excess 30 in the graph. Suppose that G=(V ,E) is a graph, v V is a node, and d is a 
nonnegative integer. The distance-d neighborhood Nd(v) of v is the sub-graph of G 
induced by the set of nodes whose graph-theoretic distance from v is at most d. In our 
implementation we have chosen d=2, and we write N2(v) as N(v) and call it the 
neighborhood of v ( v N2(v) ). Given a queue Q=(v1,v2,…vs) of nodes, and the current 
focus node v N2(v), the sub-graph of G induced by the union of N2(v) and Q is called a 
focus frame. The nodes v1,v2,…vs are the focus nodes of the focus frame.  
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3.1.2   Graphic Design and Positioning 
To display the drawings D(G1), D(G2), …, D(Gn) on the screen, we need to assign a set 
of graphical attributes, such as shape, color, size, thickness, brightness, z-coordinator 
etc, to the drawings for improving their visibility. To place the drawing of graph Gi in 
the visualization, two parameters are needed: 1) the position of its related geographic 
region of the map and 2) the amount of display space currently used. The graph position 
is given by a reference point of the map coordinate system. A graph is positioned by 
translating its local center point (i.e. the center of a polygon) into its reference point on 
the map. We draw a line to link the graph to its corresponding geographic region.  

3.2   Navigation Within (and Cross) Visual Metaphors 

The success of visual data retrieval and analysis depends very much on the ability of 
supporting a variety of exploration tasks provided by the visualization. In our visualiza-
tion, the abstract relational data is represented by graph metaphors that are located above 
a spatial region of the spatial metaphor. Consequently, during the navigation the user 
usually maintains two focuses. One is on a particular region of the thematic map. Another 
is on a data item of the corresponding graph. These dual focuses are independent. In our 
visualization, there are three types of navigation: 1) Intra-Graph Navigation, 2) In-
ter-Graph Navigation, 3) Marching on the Map (cross metaphors navigation).   

3.2.1   Marching on the Map 
Our system provides users with a kind of marching effect when users navigate on the 
map. Particularly, we use the small symbolic circles to show the history of visited 
graphs. Also the sizes of symbolic graphs are different. The smaller the circle is, the 
earlier the visiting time is. During the “marching”, we always maintain a Historic Trail 
(HT) showing the history of recent visits. This HT consists of a sequence of small cir-
cles in the display representing the recent history of explored graphs. Each recently 
visited graph is presented by a small yellow symbolic circle without the display of 
detailed layout of graph (see Figure 1(b)).  

3.2.2   Intra-graph Navigation  
Since the circular display area C(Gi) assigned to a graph Gi is limited, it is unable to 
display a large number of nodes (say more than 30 nodes) comprehensively. Therefore, 
we adopt “filtering” technique to provide dynamic display of graphs. In a given circular 
area C(Gi) of display, the user’s view is focused on a small subset of the entire graph Gi. 
at any time. Figure 2 shows an example of the change of focus frames from Fi to Fi+1 
progressively. 

3.2.3   Inter-graph Navigation 
We also allow users to navigate across two graph layouts D(Gi) and D(Gi+1) based on 
the inter-relationships among graphs. The user can move the focus over a small sym-
bolic circle (see Figure 1(a)) to highlight it with different color (“blue” in our system). 
If the user clicks on this small circle, it will be enlarged with the display of detailed 
graph layout and the corresponding region on the map will be focused simultaneously. 
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4   Conclusion 

This research was initially motivated by a health data mining application that attempts 
to predict the spread of diseases over Germany [6]. In the paper, we proposed a new 
visualization framework, called Marching Graph that uses a force-directed layout al-
gorithm to draw the relational structure in a 2D geometric space. We allow users to 
“march” through the whole geospatial map, region by region, to find out particular data 
items of interest through the display and navigation of a series of relational structures 
presented by graphs G1, G2,…,Gn. Moreover, we provide three types of navigation 
mechanisms that allow users to freely navigate through the complex information space 
across two visual metaphors.  
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Abstract. This paper suggests to enhance the concept of tool tips by presenting 
translucent preview bitmaps. The basic idea is to give the user a preview of 
what would happen when a certain operation is invoked. We have implemented 
two prototypes to evaluate the concept. One provides WYSIWYG (What You 
See Is What You Get) tool tips for documents and applications on the desktop. 
The second one is an application that provides previews of dialogs while brows-
ing through the menu. Initial experience shows that this can provide a benefit 
for the user as she or he sees what is going to happen rather than only providing 
feedback on what has happened. This is in particular of interest to actions that 
can not be undone. 

1   Introduction 

A central rule when designing interactive systems is to give the user control over the 
system [1]. To feel comfortable and in control when interacting with a computer, it is 
necessary to have an expectation about what will happen as a result of the intended 
action. The user interface combined with the user’s knowledge must allow to predict 
what a command or action will result in. In graphical user interfaces descriptive 
names of menu items give the user a hint what will happen when she or he is invoking 
this menu item. For further assistance of the users, it is common to provide more 
information about a menu item by displaying a tool tip. Such a tool tip (or balloon 
help) is a small window, which displays a textual or iconic description of what to 
expect when choosing the item under the current mouse cursor position. 

It is hard to provide useful textual tool tips. On one hand they should be short so 
that the user can instantly recognize the message. On the other hand if the text in a 
tool tip is too long it becomes cumbersome to read all the text. Tool tips normally 
display the menu item text and do not carry more information. It is common to dis-
play additional help texts in the status bar of an application, but very often just the 
name of the menu item is repeated or the menu item text is made into a sentence., e.g. 
‘Save’ and ‘Saves the document’. 

The following example shows shortcomings of current textual tool tips. The tool 
tip that commonly appears when the mouse cursor is over the tool bar button for sav-
ing a document in Microsoft Word says “Save Document”. The resulting action on 
pressing the button is however different depending on whether the document was 
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already saved or whether it is the first time that the document is saved. In the first 
case no dialog will appear and the document will be saved in the background. In the 
second case a dialog will appear where the user can choose a name for the document. 
Similarly the resulting action on pressing the print button in the toolbar can not be 
determined from the label or tool tip in current applications. E.g. in Microsoft Word it 
commonly prints the whole document to the default printer whereas in the Adobe 
Acrobat Reader a dialog appears. This motivated the development of prototypes, 
where additionally to the tool tip a semi transparent bitmap preview of the result of 
the action is displayed. 

For the convenience of the users, most software applications provide several ways 
to invoke the same dialog – from the menu, from a toolbar, from a property context 
menu or even from outside the application by the control panel. Multiple ways to the 
same dialog support the intuitive use. The other side of the coin is, that if a user is 
searching for a specific setting, she or he may end up again and again in the same 
dialog, which was searched for the specific setting already. Here too providing a pre-
view of what is going to be displayed when selecting an option can make searching 
quicker. 

2   Preview and Feedback 

Feedback is an important topic for human computer interaction. Providing a confir-
mation that the intended action had taken place is reassuring for the user [1]. With the 
spread of computers the question in the users head shifted from ‘Does the computer 
do this?’ to ‘How to get the computer to do this?’. So the answer to the question how 
to assist the user controlling a computer shifts from feedback to preview. A preview 
message like ‘This will delete all your data’ is more helpful to the user, than the feed-
back message ‘All your data have been deleted’. 

In cases where interaction with the computer has a permanent effect and where 
undo is not possible, feedback is too late for guiding the user. Typical tasks in desktop 
applications that have a permanent effect are printing or sending email. These actions 
can not be undone as they either change the physical world or have effects in areas 
where the user has no control anymore. When looking beyond desktop systems into 
physical computing or embedded computing this becomes even more critical, e.g. 
shutting down a pump in a power plant or accelerating a vehicle will in general have 
effects that are not easily reversible. 

For communicating what is going to happen we considered different options for 
presentation, such as texts, icons, and graphics. From informal user interviews we 
learned that people are reluctant to read long tool tips and that icons require learning 
of their meaning. To make a preview work it has to be instantaneously recognizable 
by the user. Therefore the best options are images of what will happen. However 
presenting solid and large images on top of the application will hide information. 
This is an annoying effect with the existing small textual tool tips. Also solid images 
as a preview for dialogs can not be distinguished from the real dialog. The main two 
parameters of interest for WYSIWYG tool tips are the size and the transparency  
of the presented preview picture. To explore this further we have implemented  
prototypes. 
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3   Application Tool Tips 

The basic concept of providing previews of dialogs that will appear is implemented in 
the application tool tip prototype. When moving the mouse over the toolbar a preview 
of the dialog, that would appear when this button is pressed, will be shown addition-
ally to the textual tool tip (see figure 1). This is implemented similarly for menu items 
as menu tips. When a menu item is highlighted a preview of the dialog, which will 
appear when this action is chosen, is presented, see figure 2.  

The application demonstrated is an empty Win32 application, generated by the 
framework of the integrated development environment, extended with the dialog 
preview. Based on this application example any application can be developed includ-
ing WYSIWYG tool tips, but it could also be implemented into the operating system 
without the need to code it within any application. Whenever the mouse cursor stays a 
while over a button on the toolbar or an item of the menu, a translucent preview of the 
corresponding dialog appears at exactly the position it will appear when clicking the 
item. In our prototype we can change the value for transparency. An extensive discus-
sion on the use of transparency can be found in [2]. Alternatively to the use of trans-
parent visualization multiblending, as introduced in [3], could be used. 

The save button of this application shows the typical behavior of applications. It 
behaves different depending on whether the document has been saved already or not. 
The first time a document is saved, the application pops up a save dialog to enter a 
filename. Pressing the save button again does not show a dialog but simply saves the 
document under the given name. This is reflected in the bitmap tooltip. 

Presenting a preview of the dialog that will appear has two advantages. One is 
speed. The user can already see in the dialog preview if this provides the options she 
or he needs. In general this saves two clicks (one for opening the dialog and one for 
canceling the dialog) and the mouse movement in between. The second advantage is 
to avoid unwanted actions, e.g. when there is no preview for the save action it is clear 
that the user will not have the chance to give the document a new name. 

 

Fig. 1. When the mouse cursor is over a 
button in the toolbar, additionally to a textual 
tool tips a preview of the dialog to expect is 
visualized 

 

Fig. 2. While navigating in a menu a preview 
of the expected dialog is presented. This 
allows the user to avoid choosing menu items 
which lead to unwanted dialogs. 
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4   Desktop Tool Tips 

In the desktop tool tips we generalize the concept to the preview of applications and 
documents. The basic idea demonstrated in this prototype is to provide a preview of 
what happens when an icon on the desktop is double clicked (or clicked depending on 
the setup of the system).  

This prototype implements translucent previews of applications for the icons on the 
desktop. Whenever the mouse cursor stays a while over an icon on the desktop, a 
translucent preview of the application appears on the desktop. On an application icon 
the preview shows the opened application, on a document icon the preview shows the 
opened application with the document loaded. 

In the current version of the prototype the previews are static images and taken 
from a preconfigured bitmap. For a product implementation we would expect that the 
application will store a bitmap of the window when closing together with the position 
where the window was presented. This can be done by the operation system using the 
representation in the display memory. 

When moving the mouse pointer over a desktop icon of an application a preview of 
the application as it will open appears translucent on the screen. It is visualized on the 
desktop how and where the application would start. In figure 3 this is shown for a 
document. A translucent picture of the application, as last opened, is presented. In this 
case it shows that the document was open in full screen and would open in full screen 
if double clicked. We extended the prototypes for our experiment to allow to select 
the level of transparency and the size of the window.  

5   Implementation of the Prototypes 

Both prototypes are written for the Windows XP platform using C++ and Visual Stu-
dio. They make use of functionality of the operating system to overlay transparent 
windows. The prototypes are available for download in the internet on the project web 
page, see [4]. 

Both prototypes catch notifications from the operating system. The application tool 
tips prototype does this by overriding the GetMessageString-function of the framework, 
which is asking for a help text for the status bar. The desktop tool tips prototype runs in 
the background. It installs a system wide hook, which catches the notifications from the 
operating system for displaying and hiding a tool tip (TTN_SHOW, TTN_POP).  

In contrast to the application tool tips prototype, where all message handling takes 
place within the same address space, the desktop tool tips prototype has to handle 
messages and share data across processes. As a technical consequence, the hook func-
tion must reside in a dynamic link library, as dynamic link libraries map their address 
space into each of its client processes, see [5]. 

6   Interviews with Users 

We have used the prototypes to discuss the idea and design considerations for 
WYSIWYG tool tips. Over the last month we conducted informal interviews with 
users from different backgrounds.  
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Fig. 3. When the cursor is positioned on a 
document the translucent preview of this 
document is presented 

 

Fig. 4. In the interviews users could experi-
ment with the settings of transparency and 
size of the preview 

When presenting the application tool tips prototype, nearly all persons stated some-
thing like: “This is nice, but I know how an open or save dialog looks like. The idea 
will make more sense for dialogs which I do not know.” This statements suggest that 
it is important to use a real and complex application for a larger user study. In general 
there was agreement that the presentation of the dialog to expect is providing addi-
tional control over the system as one knows what the system will do. Most users were 
happy with the visualization of the dialogs in real size and did not feel that it obstructs 
their view on the document, as they are navigating in a menu or a toolbar anyway. 

Talking with the users about the desktop tool tips gave similar results. People nor-
mally know how an application looks like if they put it on their desktop, but they 
appreciated the preview of their documents. Some of the users asked for the preview 
of the documents laying on the desktop toolbar. Others asked for such previews in the 
explorer for documents like Word, PDF and HTML files. The existing thumbnail 
previews are helpful, but it is impossible to read a line of text in this reduced bitmap. 

With regard to size most users preferred larger previews of documents and applica-
tions (50% to 100% of the original size) as this allowed them to really see the docu-
ment details. In terms of transparency the preferred levels depended on the used back-
ground and on the size of the preview. It appears that users would like to have full 
size previews with a high level of transparency and that smaller previews are pre-
ferred with less transparency, see figure 3 for an example of a full screen 60% trans-
parent document preview and figure 4 for a half size 30% transparency preview of the 
same document.  

One of the interview partners gave a hint to a psychological effect. Clicking or 
double-clicking something invokes an action. If it is not clear what kind of action will 
take place, a shy user avoids to click anything; maybe this click will destroy some-
thing or change some settings and the system won’t work anymore. Moving the 
mouse doesn’t invoke any action and the preview of a dialog or an application does 
not have the obligation to read the displayed text and to decide, whether to press ‘OK’ 
or ‘Cancel’. 
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7   Conclusions 

In this paper we introduced the concept of translucent WYSIWYG tool tips to provide 
preview information on action that may happen if the user invokes a command. In two 
prototypical implementations we demonstrated how this can be realized within appli-
cations and on the desktop.  

Providing a preview helps the user to anticipate what will happen if a button is 
pressed. From the participatory design sessions it can be concluded that such func-
tionality is helpful when working with a new, unknown (e.g. guest account), or com-
plex system.  

The native Win32 implementation that was developed shows that current computer 
hardware has enough performance to provide such functionality. 
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Abstract. This paper presents a method for motion visualization of medical ul-
trasound imaging based on line integral convolution (LIC) algorithms. The mo-
tion vector is derived by a hierarchical-type of block matching algorithm with 
sub-pixel accuracy. Then, the original pixel-based LIC algorithm has been ex-
tended to block-based processing and the proposed method can handle both the 
steady and unsteady motion where the size of the convolution filter is a function 
of the motion strength. Test results are reported to verify the effectiveness of 
the proposed approach both in synthetic and in-vivo ultrasound images. We also 
present a display technique to show the grey-scale LIC image for the motion di-
rection and color coded motion amplitude to enhance the motion strength. 

1   Introduction 

Ultrasound has become a standard clinical tool in the diagnosis and treatment of ill-
ness and injury. Applications in the measurement of tissue motion include the identi-
fication of ischemia by analyzing heart, and arterial walls motion [1]. Furthermore, 
motion analysis of passive tissues, due to the heart or due to external forces such as 
compression, may show the response as a function of its elasticity, which is directly 
related to the healthiness of the tissue [2].   

Virtually all methods proposed up to now for measuring tissue/flow motion rely on 
two approaches [3]: estimating the displacement/velocity field on B-mode images; and 
computing the flow velocity using Doppler techniques [3]. The derived velocity field 
from the current methods, however, has not been processed in such a way that the 
clinician can simultaneously visualize both the magnitude and direction for extracting 
the information of motion dynamics. In this paper, we apply the line integral convolu-
tion (LIC) algorithm [4] for motion visualization in medical ultrasound imaging.  

2   Motion Detection from Image Registration 

The use of 2-D correlation to estimate motion from ultrasound B-mode images was 
proposed by Akiyama et al. [5] for soft tissue motion and by Trahey el al. [6] for 
blood flow detection. The simplest method of the correlation estimation is the Sum-
Absolute-Difference (SAD),  
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In Eqn (1), the registration error has been calculated between the windowed target 

region of gx×gy on frame l centered at (ic,jc) and a search region on frame l+1 centered 
at (i,j). The location (i0,j0) which has a minimum in SAD(i,j) for all (i,j) within a 

searching area of Sx×Sy determines the motion vector of (ic,jc) on the frame l.  
In this report, we present a hierarchical type of search where the size of search area 

is a function of the initial SAD. Mathematically, this will be 
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and the minimum SAD corresponds to the pixel (i(K-1),j(K-1)) where  
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defines the searching area used in the k-th iteration with (i(0),j(0))=(ic,jc).  
To achieve the sub-pixel accuracy of the minimum SAD (MSAD) approach, we 

present a quadratic interpolation to estimate the local minimum around the MSAD 
derived from Eqn (2). From three SAD values of h1, h2 and h3 along the X direction 
where h2 is the MSAD value with the x-component of x2. The floating-number pixel 
with the local minimum can be obtained by 
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where Δx is the x-interval of the last searching area. Similarly, the y component of the 
local minimum can be derived from three SAD values along the Y direction. 

3   Algorithm Development of Motion Visualization 

The LIC algorithm is a technique used in computer graphics and scientific visualiza-
tion for imaging vector fields with image intensity and directional information, see [4] 
and some extensions in [7]. The basic idea of the LIC is displaying a texture that has 
been locally filtered according to the vector field. The LIC algorithm takes as input a 
vector field and a texture (e.g., a white noise bitmap) and outputs an image. The tex-
ture could represent the local vector field, i.e., the local texture captures the curvature 
features of the vector field. 

3.1   Line Integral Convolution in Vector Field 

The streamline vector of a velocity lattice is defined by the line segment which passes 
through the current lattice with a direction parallel to the velocity vector. In Fig. 1, the 
vector (B(k), B(k+1)) is the streamline vector at the lattice k. Mathematically, the pixel 
B(k+1) can be written as, also see [4], 

k
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where ΔSk is the distance between B(k) to the boundary of the current lattice along V(k), 
or,  
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In Eqn (7) the subscript d represents the d-component (e.g., the x or y component 
from Eqn (6)) of a vector. If  0)()( == k

y
k

x VV  then set ΔSk = 0 for a static velocity 

lattice and the search stops. 

 

Fig. 1. A vector field which determines the local forward streamline 

It is clear that, from Eqn (6), one needs two searches to determine the next stream-
line boundary, one in x and the other in y direction. The corner pixel C(k) used in Eqn 
(7) will be estimated along the velocity vector of the current lattice, also see Fig. 1. 

The new velocity lattice L(k+1) could be determined by updating its center pixel: 
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where the function sgn(V) is equal to 1 or −1, according to the sign of ψ.  
Therefore, for each pixel F(x, y) in the output image, it will be determined by the 

1D convolution of a filter kernel and the texture pixels along the local streamline 
indicated by the vector field from the following formula: 
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where hk is a line integral of a convolution kernel h(ω), 
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where Sk+1 = Sk + ΔSk, S0 = 0 and ΔSk is defined in Eqn (6). The value I(i;B(k),B(k+1)) of 
Eqn (10) is the i-th texture pixel between the line segment B(k) and B(k+1), where there 
are N1 + 1 pixels. 

The size of the velocity lattice (wx,wy) in Eqns (8) and (9) is a function of the mo-
tion vector, i.e., using a larger lattice in convolution for a stronger motion. To have a 
smooth change of the size of the velocity lattice, we apply a sigmoid function A(v) to 
be the area of the velocity lattice, 
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where a1 = αa2, α ≥1 defines a constant to change the shape so that the stronger mo-
tion always has a longer convolution kernel. The two unknown v0 and a2 in Eqn (12) 
can be computed from the following conditions: A(0)=Amin and A(vmax)=Amax-0.5 
where Amax is the maximal area of the velocity lattice. The window size w is then the 
square root of A. 

3.2   Display of Motion Dynamics 

In this Section we will apply the color transparency to the grey-scale LIC image and 
color coded motion amplitude to enhance the motion strength on display.  Mathemati-
cally, the color transparency image could be seen as an interpolation between I1, the 
grey scale LIC image and the color coded I2, the motion amplitude image: 

)bg,r,(21)bg,r,( ][ )1( ICII ββ +−=  (13) 

Where C[.](r,g,b) denotes a color map and β is the transmission coefficient ranged from 
0 to 1. 

As discussed in [1] the radial and the tangential components of a motion vector can 
represent the contraction (expansion) and the rotational motion along a predefined 
direction vector. In our application, we can define an examined box centered at (xc,yc) 
and oriented along a vector starting from (x0,y0), see Fig. 2a. The radial and the tan-
gential velocity components Vr and Vt will be 

22
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where R
r is the position vector of (xc-x0, yc-y0) and sgn( A

r ) is equal to one if the z-
component of A

r is positive; otherwise it’s negative one.  

4   Computer Simulations and Results 

Because the accuracy of the motion detection is the key to a high quality LIC image, 
we have investigated the detected error of MSAD-based methods by looking at the 
angular error between the theoretical and the estimated motion vectors, 
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To obtain moving tissues governed by known motion vectors, we make a sequence 
of synthetic images as follows: start from a phantom speckle image and then generate 
more images by shifting and interpolating with respect to its previous image with 
predefined motion patterns.  

Simulation results show that angular error has a range from 4 to 20 degrees corre-
sponding to the local motion of 5.5 to 1 pixel shifting when we apply a 24x24 hierar-
chical MSAD search. The LIC imaging of a simulated rotational field derived from 
theoretical motion vectors is visually the same as that from MSAD search. 

Finally, we tested our motion visualization algorithms to a sequence of cardiac im-
ages acquired from a Siemens Elegra system. In Fig. 2, the user is asked to draw a 
region of interest with significant motion and the LIC algorithm only works for that 
region.  

Fig. 2a shows the detected motion vectors superimposed on the original image. 
Fig. 2b shows the LIC image which was derived by the particle flow going through 
seven successive image frames. In Fig. 2b the motion intensity has been color coded 
and blended with the grey scale LIC texture where brown is used as background (i.e., 
zero to low velocity) and green for motion intensity changes. 

At the bottom of Fig. 2 we show the radial and tangential velocity components 
within a used defined ROI and display them as a function of time. In the left radial 
velocity panel, the motion profile looks like a sinusoidal which means the local tissue 
in this ROI moves back and forth in a radial manner. The tangential velocity curve in 
the right panel is low and flat because, in this case, the tissue is moving almost in a 
radial manner inside the ROI. 

Consequently, we have proposed motion visualization algorithms based on the LIC 
technique for ultrasound imaging. The LIC image with reliable motion fields can 
display motion patterns with more information in direction, amplitude, singularity. It 
also displays the interface of different velocity fields, which may not be obtained 
from the conventional B-mode and color-flow ultrasound imaging. 

 

Fig. 2. a. Derived velocity field plus a display of radial velocity component as a function of 
time; b. The color transparency LIC image plus a display of tangential velocity component 
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Abstract. In this paper, we propose two complete sets of similarity invariant 
descriptors under the Fourier-Mellin Transform and the Analytical Fourier-
Mellin Transform (AFMT) frameworks respectively. Furthermore, their nu-
merical properties are presented and be revealed through image reconstruction. 
Experimental results indicate that our proposed invariant descriptors can fully 
reconstruct the original image eliminating any existing similarity transformation 
(such as rotation, translation and scale) from the original image. 

1   Introduction 

A central issue in pattern recognition is the recognition of objects independently of 
their position, orientation and scale. For this purpose, the extraction of invariant de-
scriptions with respect to similarity transformations remains a crucial challenge. It is 
important that the invariants fulfill certain criteria such as low computational com-
plexity, numerical stability and completeness [1-3]. The first two criteria are easy to 
be understood while the third criterion is generally ignored. Indeed the completeness 
is one of important criteria for the invariant evaluation. The complete invariant means 
that two objects have the same form if and only if their invariant descriptions are the 
same. Whereas the invariant property is only relative to a certain transformation. It 
may only contain partial information of an object and not the whole information. 
Thus, invariant description based on partial information of an object is usually prone 
to an incorrect recognition. It is clear that the complete set of invariants can effec-
tively be used for an accurate object discrimination. Nevertheless, many invariant 
descriptors are incomplete [4], such as geometric moments, complex moments, Leg-
endre moments and Zernike moments. In this paper, we will pursue the research line 
of Brandt and Lin in [2,6] and Ghorbel in [3] to develop two novel complete sets of 
hybrid invariants with respect to similarity transformations, and further give some 
numerical problems of our proposed hybrid invariants. For evaluation, the proposed 
complete invariants are used to reconstruct image. This because when describing an 
image by a set of invariants it is very useful to investigate which invariants give rise 
to which characteristics of the image or vice versa. Indeed, there exist some success-
ful examples of image reconstruction by the invariant descriptors [4,5]. 

The paper is organized as follows: two complete sets of similarity invariants are 
first presented in Section 2. Then, some numerical properties (or problems) of the 
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proposed hybrid complete invariants are presented in Section 3. Image reconstruction 
and experimental analysis are presented in Section 4. Finally, our conclusions and the 
future works are given in Section 5. 

2   Proposed Complete Invariants 

2.1   Translation 

The Taylor Invariant Descriptor [2]: 
With this invariant descriptor, the basic idea is to eliminate the linear part of the phase 
spectrum by subtracting the linear phase from the phase spectrum. Let F(u,v) be the 
Fourier transform of an image I(x,y), and φ(u,v) be its phase spectrum. The following 
complex function is called the Taylor invariant, 

FT(u,v) = exp(−j(au+bv)) F(u,v),                                            (1a) 

where, a and b are respectively the derivatives with respect to u and v of φ(u,v) at the 
origin (0,0), i.e. a = φu(0,0), b = φv(0,0). Due to the property of reciprocal scaling, it 
can be modified as follows: 

FT(u,v) = (u2+v2) F(u,v) exp(−j(au+bv)).                               (1b) 

The Hessian Invariant Descriptor [2]: 
With this invariant descriptor, the basic idea is to differentiate the phase spectrum 
twice so as to eliminate the linear phase. It can be written in a vector form as follows, 

FH(u,v) = (|F(u,v)|,φuu(u,v),φuv(u,v),φvv(u,v))T.                        (2a) 

Due to the rotational symmetry and the reciprocal scaling, it is modified as follows, 

H(u,v) = (u,v) FH(u,v),                                                        (2b) 

where, the definition of (u,v) refers to [2]. H(u,v) is referred to as the Symmetric 
Hessian Invariant. 

2.2   Rotation and Scaling 

In [6], the Fourier-Mellin transform was adopted to construct the rotation and scaling 
invariants. First the image I(x,y) is mapped to its corresponding Log-polar image 
I( , ) with its Fourier transform F(u,v). The complete rotation and scaling invariant is 
then obtained through the application of the Taylor invariant of Eq.(1a) to I( , ), 

MT(u,v) = exp(−j(au+bv)) F(u,v).                                          (3) 

MT(u,v) is called the Mellin-Taylor invariant. Similarly, one can also apply the Hes-
sian invariant of Eq.(2a) to I( , ) to get the Mellin-Hessian invariant MH(u,v). 

In [3], the Analytical Fourier-Mellin Transform (AFMT) was adopted to construct 
a complete invariant to rotation and scaling. Different from the Fourier-Mellin trans-
form, the AFMT adopts the polar coordinate instead of the Log-polar coordinate. 
Its definition and inverse transform refer to [3]. Under the AFMT, the rotation and 
scaling transform in a polar coordinate, i.e. I1(r, ) = I0( r, + ), are transformed 
through the AFMT as follows, 
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AF1(u,v) = –c+ju exp(jv ) AF0(u,v).                                      (4) 

It can be noted that the magnitude spectrum is no longer invariant to scaling because 
of the –c term. Several of the AFMT numerical algorithms were presented in [7]. 

The basic idea of the AFMT complete invariant in [3] is to eliminate the scaling 
term –c+ju and the linear phase exp(jv ) in Eq(4). On this basis, the AFMT complete 
invariant with respect to rotation and scaling is defined as follows, 

( )( ) ),()1,0(argexp)0,0(),( vuAFAFjvAFvuAI c
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.       (5) 

2.3   Proposed Hybrid Complete Invariants 

When considering the translation, rotation and scaling together, we can apply the 
translation property of Fourier transform into the complex domain to combine the 
translational invariant with the rotation and scaling invariant to construct a hybrid 
complete invariant as follows, 

S(·) = MT(FT(·)),                                                                    (6) 

where, MT(⋅) is as defined in Eq.(3) and applied to a complex spectrum, and FT(⋅) is as 
defined in Eq.(1) and applied to a real image. Similarly, we can also construct another 
hybrid invariant based on the Mellin-Hessian invariant, i.e. MH(FT(⋅)). Accordingly, 
because MT(⋅) (or MH(⋅)) is applied directly to a complex spectra but not separately to 
a magnitude spectrum and a phase spectrum, the resulting hybrid invariant of Eq.(6) is 
complete. 

Similarly, we can also exploit Eq.(4) in the complex domain to construct a hybrid 
descriptor under the AFMT. But then, due to the reciprocal scaling property of the 
Fourier transform, i.e. F(I( x, y)) = –2F( –1u, –1v), when the property of Eq.(4) is 
applied in the polar domain of the Fourier spectra, it would be modified as follows, 

AF1(k,w) = c−2−jk exp(jw ) AF0(k,w).                                  (7) 

The AFMT invariant of Eq.(5) is also modified as follows, 
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By the same manner as Eq.(6), we can construct a hybrid complete invariant under the 
AFMT scheme as follows, 

S(·) = AI(FT(·)).                                                                    (9) 

3   Numerical Problems of Our Proposed Hybrid Invariants 

3.1   Scaling Invariant Problem 

Consider the complete invariant S(k,w) of Eq.(6). Under the Fourier-Mellin transform 
scheme, the similarity transform is eliminated through the elimination of the linear 
phase in S(k,w). Indeed, the elimination of the linear phase only results in a cyclic 
shift but not eliminates the scale factor in the original domain. We refer to it as the 
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scaling invariant problem of the Fourier-Mellin transform. This can be justified as 
follows. 

The key idea is that converting I(x,y) to Log-polar coordinates I( , ) will change 
the domain of I in the scale dimension as (− , max{ln(x2+y2)0.5}], which is infinite, 
while the length of the discrete sampling on I( , ) is finite. Therefore, eliminating the 
linear phase exp(juln ) will result in a circular shift of I in the spatial finite domain. 
Since the reconstructed I is not infinite. This is summarized as follows. 

Proposition 1. Eliminating the linear phase cannot overcome the scaling factor under 
the Fourier-Mellin Transform scheme. 

Because of the scaling invariant problem, the Fourier-Mellin transform results in a 
circular shift in the scaling dimension, while the Analytical Fourier-Mellin transform 
can alleviate this problem. Expanding the reciprocal scaling formula of AFMT can 
yield to, AFMT(I( r, )) = −c exp(juln ) AF(u,v). It can be noted that when the linear 
phase exp(juln ) results in a circular shift in the scaling dimension, –c can make the 
magnitude of AFMT reciprocally scaled and the coordinate u needs not to be recipro-
cally scaled. This is different from the reciprocal scaling property of Fourier transform. 
When –c is eliminated in Eq.(9), the contraction or dilation can be eliminated but not 
converted to a circular shift after taking the inverse AFMT. This can effectively allevi-
ate the circular shift of scaling, which results from the linear phase exp(juln ). 

3.2   Phase Diffusion Problem 

In the complete invariant of Eq.(6), eliminating the linear phase usually brings about 
the phase diffusion in the phase spectrum. The chief reason is that the complete in-
variant of Eq.(6) requires the estimated coefficients of the linear phase to be integer. 

Our starting point is the following two well-known propositions, (1) Discrete sam-
pling results in a periodic spectrum; (2) The periodic signal results in a discrete spec-
trum. When the phase φ(u,v) is linearly modified as, φc(u,v) =φ(u,v) − au − bv, the 
resulting phase φc(u,v) is required to be periodic modulo 2 , i.e. φc(u,v)mod(2 ) = 0. 
In general, a finite spatial signal (such as an image) is always regarded as a periodic 
signal. This results in a discrete spectrum. Due to the discrete spectrum, the magni-
tude is zero in between integer grids, and the phase in between integer grids is unde-
fined. Thus, the above equation can be rewritten as follows, 

(φ(2 u ⁄M, 2 v ⁄N) − 2 (au ⁄M + bv ⁄N)) mod (2 ) = 0, 

where u = 0 or M, and v = 0 or N. For this reason, in the Taylor or Hessian invariants, 
the centroid of the phase spectrum should correspond to an integral cyclic translation 
in the spatial image plane. This is summarized as follows. 

Proposition 2. The coefficients of the linear phase should be integers, and correspond 
to an integral circular translation in the original coordinate plane. 

Because the Mellin-Taylor invariant is applied directly to a complex frequency do-
main in Eq.(6), the linear phase estimate becomes very sensitive to the centroid of the 
phase spectrum. The inaccurate estimate fails to make the resulting phase periodic 
modulo 2 . Thus, this results in a diffused spectrum. From the above analysis, one can 
see that the main error of Eq.(6) is from the linear phase estimate and the scaling factor. 
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With the complete invariant of Eq.(9), the phase diffusion problem can be avoided. 
Considering Eq.(8), one can note that only the linear phase coefficient of rotation is 
estimated, which is AF(0,1). Because the spectrum AF(k,w) is a discrete spectrum, 
thus, (2 AF(0,1)) mod (2 ) = 0. It is clear that no phase diffusion takes place. The 
main error of Eq.(9) is from the scaling problem, though it is alleviated. 

4   Image Reconstruction and Analysis 

Image reconstruction consists in the adoption of the inverse procedure that was used 
to compute the hybrid complete invariant. For comparison, the numerical procedures 
of the hybrid invariant computation and reconstruction are briefly described in Fig.1. 

     

a. b. 

     

c. d. 

Fig. 1. The computational procedures of the complete invariants of Eq.(6) and Eq.(9) are shown 
in (a) and (c), while image reconstruction procedures based on Eq.(6) and Eq.(9) are shown in 
(b) and (d) respectively 
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The Zero-Padding Approach for discarding these low frequency components: 
1) Extend the size of FT( , ) (or FT(r, )) and pad FT( , ) (or FT(r, )) with zero in the 
frequency Log-polar (polar) domain along the scale dimension; 2) Take the DFT (or 
AFMT) of the padded FT( , ) (or FT(r, )). This will lead to a more finely sampled 
version of the continuous Fourier transform (or continuous AFMT); 3) Compute the 
hybrid invariant S(k,w) of Eq.(6) (or Eq.(9)); 4) Take the inverse DFT (or inverse 
AFMT) of S(k,w); 5) Select the original size of the scale dimension in FT( , ) (or 
FT(r, )), i.e. [0, max] or [0,rmax]. 

The zero-padding has the effect of adding a large gap between the low frequency 
and the high frequency domains in FT( , ) (or FT(r, )). By selecting the original size 
in the scale dimension, we can discard those low frequency components. 

On the other hand, since the DC component in the frequency Cartesian domain 
FT(u,v) corresponds to  = 0 (or r = 0) in the frequency Log-polar (or polar) domain 
FT( , ) (or FT(r, )), and the magnitude spectrum of FT(u,v) follows an approximately 
negative exponential distribution around the DC component. Thus, discarding some 
DC components resulted in the reconstructed image darker than the original, and a 
change of some essential structure (similar to an affine transform). One can observe 
that the aspect ratios of Fig.(2e,2f) and Fig.(3e,3f) are slightly different from the 
original images in Fig.1. Furthermore, one can also note that the aspect ratios and 
gray levels are also slightly different between Fig.(2e) and Fig.(2f) (or Fig.(3e) and 
Fig.(3f)). This is due to the fact that the quantities of the discarded low frequency 
components are different in Fig.(2c) and Fig.(2d) (or Fig.(3c) and Fig.(3d)). However, 
discarding the circular low frequency components is carried out in image reconstruc-
tion. Hence, the hybrid complete invariant S(k,w) should be unaltered. 

    

original images                a.                  b.                  c.               d.                      e.                    f. 

Fig. 2. Image reconstruction using the hybrid invariant descriptor of Eq.(6). The magnitude 
spectra illustrate the scaling invariant problem of the Fourier transform while the quality of the 
reconstructed images is used to evaluate this hybrid invariant. a) and b) are the magnitude 
spectra before the application of the Mellin-Taylor descriptor; c) and d) are the magnitude 
spectra after the Mellin-Taylor descriptor is applied; e) and f) are the reconstruction results. 

    
a.                          b.                         c.                        d.                          e.                     f. 

Fig. 3. Image reconstruction using the hybrid invariant descriptor of Eq.(9). The magnitude 
spectra illustrate the scaling invariant problem of the Fourier transform while the quality of the 
reconstructed images is used to evaluate this hybrid invariant. a) and b) are the magnitude 
spectra before the application of AFMT invariant; c) and d) are the magnitude spectra after the 
application of AFMT invariant; e) and f) are the reconstruction results. 
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Comparing Fig.(2e,2f) with Fig.(3e,3f), one can note that the reconstructed results 
based on the complete invariant of Eq.(9) do not appear distinct artifacts. This means 
that the complete invariant of Eq.(9) can avoid the phase diffusion problem as de-
scribed in section 3.2. 

5   Conclusions 

In this paper, we presented two complete sets of hybrid similarity invariants under the 
Fourier-Mellin transform and the analytical Fourier-Mellin transform frameworks 
respectively. Furthermore, some numerical problems of our proposed complete in-
variants were presented. Through image reconstruction, we could intuitionally and 
effectively reveal these numerical problems for further evaluation. 

However, the AFMT-base hybrid complete invariant maintains some good numerical 
properties. In future work, we will apply it to 3D object registration and recognition. 
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Abstract. In this paper, we present an approach to the segmentation
and detection of text region from natural scenes. Clustering-based nat-
ural scene segmentation is first considered based on the histogram of
hue and intensity components separately. Secondly, text region extrac-
tion method is proposed by using wavelet-based features for represent-
ing the input patterns and neural network architecture for the classifier.
The effectiveness and reliability of the proposed method is demonstrated
through various natural scene images. The experimental results have
proven that the proposed method is effective.

1 Introduction

We easily accumulate natural scene image by personal digital assistant, mobile
phone, and robot, equipped with a digital camera according as diverse media
has been widespread. And it is natural that the demand of detection and recog-
nition of text region has been increased. Texts are ubiquitous in traffic signs,
indicators, video sequences, documents, etc. Therefore, segmentation, detection,
and recognition of text region from a color natural scene are useful in many
field and very important technologies. Detecting text region generally consists of
two processing procedures; the first is separating text region from natural scene,
and then verifying text region is followed as a post-processing. The quality of
separating text region affects on the whole performance directly.

Some approaches have been proposed on the detection and recognition of
texts from document images or from simple natural scenes. Researches [1-5] have
been developed as a prototype of sign translation system, where [1-3] were for
handheld device and [4,5] were for PC. Works related to segmentation have been
presented in [6,7]. The previous works can be classified in terms of color space
based on and segmentation method. RGB space was used in [1,4,5] and work in
[2] was based on RGB and HSI spaces. Diverse segmentation methods were used,
such as edge detection [2][4], Gaussian mixture model [2], color quantization [4],
binarization method [3], histogram-based color clustering [5].

In this paper, we analyze the performance of several color components in
terms of segmentation of text regions. And then we perform the detection of
text region using wavelet-based features and neural network.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 666–671, 2005.
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2 Clustering-Based Natural Scene Segmentation

The k-means clustering algorithm is applied to each component of hue and in-
tensity separately to perform segmentation of text region. K-means algorithm
has the complexity O(nkdL) where n is number of pixels, d is the number of di-
mensions, k is the number of clusters, and L is the number of loops. Since we use
each of color components separately, d is 1. So the time complexity is O(nkL).In
addition, the time complexity could be reduced drastically since the processing
was carried out on the histogram space. Algorithm I shows the modification of
the clustering algorithm originally proposed by Zang et al. [8].

Algorithm I. Histogram-based k-means clustering algorithm

1. Compute histogram H or I with m bits for the n pixels;
2. Initialize k clusters, u0

i , 1 ≤ i ≤ k;
3. L = 0;
4. REPEAT {
5. L = L+1;
6. Assign each sample to the closest cluster center;
7. Compute new cluster centers, uL

i ;
8. } until(uL−1

i = uL
i , 1 ≤ i ≤ k );

In the line 7, new cluster center value is computed by

uL
i =

1
N

∑
b∈B[i]

H [b] ∗ b (1)

where B[i] represents the set of bits assigned to i− th cluster by the line 6 and
b is bin value of histogram assigned to i− th cluster. Now the time complexity
is O(mkL). m may be regarded to be 256(if hue component, m is 360) since the
intensity component is quantized into 1 byte.

Because the hue is a value of angle, the cyclic property of the hue must be
considered. Hue space is a 2π cyclic space. A new definition of the distance of
cyclic hue space that was proposed by C. Zhang and P. Wang is used in this
paper [8]. The center point of a cluster is computed by the definition of center
point proposed by them. The k-means clustering algorithm requires the number
of clusters to be known beforehand. The number of clusters is not only most
important factor for the quality of clustering algorithm, but also increasing the
complexity of the problem segmenting text region in the next post-processing
step. The number that is less than the proper number of clusters makes text
region blurred, and a character is divided into multiple characters for the case
where the number of clusters is more than the proper one. Many approaches to
solve the problem have been proposed over the years [9]. Our text segmentation
can be described as algorithm II.
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Algorithm II. Text segmentation using k-means clustering

1. for(k = 2; k < max number of clusters; k++) {
2. Apply the algorithm I by letting number of clusters to be k;
3. Compute the validity measure in [9], vk;
4. }
5. k

′
= arg max vk;

6. Using k
′ − th clustering result, for each of n pixels in the image,

assign region label, i,
7. if the pixel belongs to i − th cluster;

3 Text Region Extraction

There are many problems in obtaining efficient and robust text region detection from
natural scenes. We will consider the classification of the potential text regions and the
detection of the text from its backgrounds. We develop a simple method for the text
region detection from segmentation image. Each candidate text region is normalized us-
ing nearest neighbor interpolation when scaling is simple region resampling. The input
feature vectors for the neural network are directly extracted from 64 × 64 normalized
text region.

3.1 Feature Extraction from Candidate Regions

The feature extraction is one of the most important tasks in pattern classification and
recognition. In this Section, we develop a wavelet-based feature extraction method for
text and non-text regions. The wavelet features are extracted from the high-frequency
and low-frequency by using the same method proposed by Park et al. [10].

Agorithm. Wavelet-based feature extraction method
Input : arbitrary-sized segmented sub-image with grayscale tone.
Output : wavelet features.
Procedure :
1. size-normalize the input image into 64 × 64 image
2. perform wavelet transformation using Daubechies kernels by 2-levels.
3. partition using mesh schemes in [10].
4. compute the first and second moments from the blocks by (1)
5. take the moments as the features.

μ =
1
n2

n−1

i=0

n−1

j=0

b(i, j), σ =
1
n2

n−1

i=0

n−1

j=0

[μ − b(i , j )]2 (2)

here, b(i, j) represents a block sub-image.



Detection of Text Region and Segmentation from Natural Scene Images 669

3.2 Multi-layer Perceptrons Classifier

The modular neural network architecture is used as the classifier, usually consisting of
multiple layers of one input layer, hidden layers and one output layer. Let us assume
that we have K classes, each represented as wi. The modular neural network classifier
consists of K subnetworks, each responsible for one of K classes [11].

The database is divided into a training set and a test set. Training and testing sets
are performed using a neural network classifier. The neural network classifier is trained
using standard programming technique. In the text region detection step, we are using
wavelet feature vectors of 3.1.

4 Experimental Results

To test the effectiveness of proposed method, we have performed experiments on all
color natural scene images supported from ICDAR. The conversion of the RGB color
image to HSI model is carried out and the hue and intensity components are only used
as values of the feature vectors. The ICDAR database includes diverse images, such as
simple, complex, distorted images, and the sizes and distribution of color of natural
scene images are various.

4.1 Natural Scene Segmentation

Clustering-based segmentation algorithm has been applied to the histogram of hue and
intensity components of natural scene images in Figure 1. Figure 1 (a), (d) and (g) show
the original image with highlights being included. Figure 1 (b), (e) and (h) show the
segmented results using intensity component and Figure 1 (c), (f) and (i) are the results
of segmentation using hue component. We can observe that segmentation based on
intensity causes the division and blurring of characters due to the variation of intensity
components in the highlighted image. However, the segmentation on the hue space
is robust to the highlighted natural scene images although there are many separated
regions on characters. The experimental results can be summarized; 1-dimensional
clustering method based on either H or I components is sufficient for application of
mobile device. And the processing time is important for the efficiency of running on
mobile devices. The running time of our method is millisecond level in 640×480 size.

4.2 Text Region Detection

The text region detection algorithms have been designed and trained on an ICDAR
database. The feature extraction, training and testing procedures described in Section
3 have been applied on this database. More precisely, 2000 pattern containing both
true text region and non-text region have been selected from the output of the natural
scene segmentation step applied this database.

Some experimental results using neural network are shown in figure 2. Here, text
regions are overlapped with regular bars or line. Although the lighting is uneven, most
of the text regions in the natural scenes can be located. In figure, some lowercase text
region are false alarm and missing, because they are of similar patterns between text
region and non-text region. Of course, this problem could be avoided using precision
segmentation and feature extraction algorithms.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 1. Segmentation result of natural scene image using I and H components

(a) (b)

(c) (d)

Fig. 2. Examples of text region detection from natural scene : (a),(b) detected result
in I, (c),(d) detected result in H
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5 Conclusion

In this paper, we present a general scheme for the segmentation and detection of em-
bedded text region using intensity and hue value in natural scene images. The method
is split into two parts : the segmentation of natural scene and detection of text region.
The performance of color components hue and intensity are analyzed and compared
in terms of segmentation of text region in color natural scene images. We conclude
that intensity component is dominant among the other components, but the hue com-
ponent is better than intensity component for the color natural scene image whose
text region is highlighted. From the experimental results, the following conclusion is
drawn : the proposed method can locate most of text region in natural scene images,
although mistakes sometime occur, missing text region and causing false alarms. Also,
segmentation using only hue component works well when the intensity might fail. The
performance of text segmentation can be improved by combining both results. Future
work will be concentrated on varied feature extraction and improvement the robustness
of algorithm.
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Abstract. This paper presents how a ARM7 was designed by repeated adding 
group-instructions and the system was verified in a self-developed FPGA board. 
This ARM7 was then connected with a CMOS image capturing and processing 
unit (IPU) implemented in other FPGA board. ARM7 now become a microcon-
troller for this IPU. IPU integrates image capturing, convolution and sorting in 
FPGA to perform 3-stage pipelined operations to seed up system operations. 
Convolution and sorting help further filter out the Fixed Patten Noise (FPN) 
and dark current noise in CMOS image sensor and result in better image quali-
ties. The FPGA board with ARM7 and IPU could be used for teaching CPU de-
sign, controller design and a system-on –chip (SoC) design since all circuits are 
in a single FPGA chip. 

1   Introduction 

This paper presents how a ARM7 CPU[1,2,3,4] was designed by adding group-
instructions and was tested in a FPGA board. Then this ARM7 was connected with a 
CMOS image capturing and processing device implemented in other FPGA board. 
ARM7 now becomes a microcontroller for this image capturing and processing unit 
which sometimes is called image accelerator for its high speed operations. ARM7 
may contains more than 5 instruction groups, namely, data-processing, branch, data-
transfer, status/exception and coprocessor. The first 3 groups of instruction design and 
system verification are described in section 2 through 4. FPGA image accelerator 
combining the image capturing algorithm was usually done in 8051 series CPU. Sec-
tion 5 describes the SoC architecture and verification results of the ARM7 as an inter-
face controller for the image accelerator. Some concluding remarks are described in 
section 6. 

Peoples are usually familiar with using CPUs, such as 8051.80×86, ARM, MIPS. 
But very few of them think about designing them. Section 2 and 3 describe a way by 
repeated adding more and more group-instructions to obtain a ARM7 CPU. 

Since CPU circuit can be added up, it can also be shrunk down in FPGA design by 
taking out unused instructions. So it is possible to construct a tailor-made ARM CPU 
in FPGA for a specific application. 
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2   ARM7 System Configuration 

ARM7 system shown in Fig. 1 includes a register bank (REG) containing 16 32-bit 
registers, a main memory (MEM), a data processing unit (DTU), and control unit 
(CON) for organizing and sequencing the system operations. Fig. 1 also shows the 
datapath between these 4 units for the execution of 28 DPU instructions (16 for alu, 6 
for shifting, 6 for multiply), not including the 4 condition bits of NZCV (Negative, 
Zero, Carry, Overflow). If the condition bits are included (as many other computers 
do ) the maxima number of  instructions may reach 112 (28×4). More detailed DPU is 
not shown for simplicity. It is a ordinary combinational circuit composed of an arith-
metic-logic unit a shifter and a multiplier. 
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Fig. 1. ARM7 System Configuration for 28 DPU instructions   

3   Added Branch and Data Transfer Instructions and Control Unit 

3.1   Branch and Data Transfer Circuit 

Fig. 2 shows the block diagram, datapath and control for the adding of branch and 
data transfer instruction groups. Comparing Fig. 2 with Fig. 1, an increasing complex-
ity can be found in datapath structure, multiplexing inputs to IA of DPU, and the 
control unit CON. The 4-bit bus rd2, m2 in Fig. 2 are the outputs form 2 multipliers 
that connect to rd and rn for addressing REG. The inputs of the 2 multiplexer are not 
shown for simplicity. 

Branch instructions used for changing the program execution sequence, are usually 
accomplished by changing the values of program counter (R15). Data transfer instruc-
tions are concerned with the single or multiple data transfer between registers and 
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memory as shown in Figure 2. The a gray-dotted bus DO [31:0] in Fig. 2 from mem-
ory to D terminal of REG and the other dotted bus R(Rd) form REG block to the 
DI[31:0] terminal of MEM were added for the data transfer purpose.  

Note:
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Fig. 2. Block diagram of Arm7 contains branch, data-transfer and DPU instructions 

3.2   Control Unit 

When more instructions were added, the control unit became larger and more compli-
cated. The control unit (CON) at lower right corner in Fig. 2 has more inputs and 
outputs than those in Fig. 1. CON actually is a finite state machine realization form 
the state diagram shown in Fig. 3. Most of the instructions in ARM use only 3 states 
during  instruction  execution, namely F(fetch), D(decode), E (execute). Long (l) mul- 

 

Fig. 3. Control state diagram and Enlarged Control unit block diagram from Figure 2 
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tiplication (64 bit product) and Branch Link (bl) instruction, both needed extra E1 or 
E2 state, respectively. The data transfer included Load/Store (ls), multiple Load/ Store 
(mls) need extra states F1 and F2. So the inputs of the CON block are the decoded 
instruction signals l, bl, ls, mls, as mentioned above, and ct represented the multiple 
register transfer counts, the outputs are the states F, F1, F2, D, E, E1, E2 as shown in 
the enlarged block in  Fig. 3 for easy reading. 

4   Platform Board Demonstration 

Fig. 4 showed the self-develop FPGA board with an 0.8 million gate count XILINX 
FPGA chip (xcv800) at the center.  Each of the 36 instructions in ARM7 was verified 
in the board. Several programs such as sorting, arithmetic calculations, counters were 
keyed in for verification. Fig. 5 shows the board was running a 24-hour clock pro-
gram which was keyed in through the key pad at lower right corner and the total 24-
hour clock circuit was loaded through parallel port into FPGA chip. The 7-segment 
showing 030903 was the snap shot at the 3 o’clock 9 minutes and 3 seconds while 24-
hour clock program was running.  

               

 Fig. 4. Self-made platform board Fig. 5. Self-made platform board snap shot at 
03:09:03 during program running 

Section 2 through 4 are briefly described the design approach of adding group-
instructions and the verification of our ARM7 CPU. This approach works fine so far 
and can be continued adding more and more instruction groups. But in the following 
sections, the focus is in the application of the ARM7 CPU interfacing with an image 
capturing and processing unit (IPU) [5], implemented in a 300k gate-count FPGA 
chip (xc2s300e).  

5   ARM7 as Microcontroller or SoC Based Design 

Image Processing Unit (IPU) includes image capturing, 2-D convolution and 2-D 
sorting. Image capturing is a self-developed FPGA version based on 8051 software 
program. 2-D convolution and 2-D sorting are based on the FPGA version of image 
processing algorithms from Crookes[6,7] and Maheshwari[8], respectively. 
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Fig. 6. a. ARM7 and IPU in separate FPGA board. b. ARM7 and IPU merge in a single FPGA 
chip 

   

(a) Original Image (b) Averaging filter (c) Gaussian filter 

   

(d) High pass filter (e) Enhance from d (f) a plus d 

Fig. 7.  Photo of Lena through this experiment 

Capturing, convolution and sorting were usually done in series. They are now inte-
grated in a single FPGA chip. IPU can be connected to the self-developed ARM7 
microcontroller as shown in Fig. 6a. Fig. 7 shows the experiment result by using 
photo of Lena as an original image. In Fig. 6a ARM7 used up to 600k gate-count out 
of an total 800k gate-count FPGA-2 chip, IPU used up to 70k gate-count out of  
a 300k gate-count FPGA-1 chip. IPU can be merged to the 800k chip as shown in  
Fig. 6b since both are using FPGA design. This architecture becomes a kind of SoC 
design in FPAG version. 

6   Concluding Remarks 

Since FPGA is reconfigurable the microcontroller CPU can be tailored to fit a special 
purpose. For example, supposed a 800k FPGA chip was fully occupied by the circuits 
of ARM7 and had no room for putting in another 70 k gate-count image accelerator. 
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Since all calculations during image processing are done in the image accelerator cir-
cuits. Then it is possible to take out the unused 32 32 multiplier (occupied about 150k 
gate-count) and make room available for 70k gate-count image accelerator to be in-
cluded in.  

ARM7 embedded with many device controllers in a FPGA chip shown inside the 
dash-lined area in Fig. 6b demonstrates a kind of SoC architecture design. It might 
gradually become a platform for CPU design capable of adding controllers for con-
trolling special accelerators or for interfacing the devices, such as image processing, 
mechantronics, nano-optics. 
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Abstract. In this paper a new calibration scheme for recovering Euclidian cam-
era parameters from their affine of projective primitives is presented. It is based on
a contraction mapping implying that the obtained solution is unique, i.e. no local
minimas threaten to yield a non-optimal solution. The approach unifies Euclidian
calibration from affine and projective configurations and fewer cameras (m ≥ 2)
need to be available than in traditional schemes. The algorithm is validated on
synthetic and real data.

1 Introduction

The structure from motion problem has been studied extensively during the last two
decades. In particular the problem of autocalibration, i.e. how to automatically calculate
the intrinsic parameters of the observing camera, can be solved if the aspect ratio and
the skew are known which is shown in [2].

The problem has received a lot of attention in the projective case, but also in the
affine case [3], making extensive use of projective geometry. The central idea of this
paper is to use a well known result from functional analysis, the Contraction Mapping
Theorem, which states that if a function is a contraction, then it has an associated unique
fixed point. This unique fixed point can be evaluated with arbitrary precision through
iteration of the contraction mapping, independently of the starting point.

It would thus be interesting to know of a function P �→ P , P denoting all possible
projective or affine camera configurations, whose fixed point were to be the optimal
Euclidian calibration of the cameras, since this would by iteration yield the optimal
calibration.

The challenge addressed here is that of finding such a function, which has led to an
algorithm with an experimental success rate of 100% for affine calibration and less for
projective calibration, depending on the constraints imposed. Success is here defined as
reaching the optimal (ground truth) least squares estimate of the calibration parameters.
The guarantee of success is only shown experimentally, however strong arguments are
presented suggesting that the guarantee could be proved theoretically too.

In Section 2 we describe the fundamental notions necessary to understand the cal-
ibration problem the way we address it. In Section 3 the upgrading from an affine to
a Euclidian camera configuration by means of a contraction mapping is treated and in
Section 4 the results are sought extended to projective→ Euclidian calibration. Exper-
imental validation on both synthetic and real data is eventually done in Section 5 and
Section 6 concludes the paper.
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2 Notation and Background

2.1 Generalities

The perspective camera matrix, which models a classical pinhole camera, may be de-
composed as

P =

⎡⎣f sf fxc

0 af fyc

0 0 1

⎤⎦
︸ ︷︷ ︸

K

⎡⎣r�1 t1
r�2 t2
r�3 t3

⎤⎦
︸ ︷︷ ︸
[R� t]

(1)

where f denotes the focal length, a the aspect ratio, s is the skew and (xc, yc) the prin-
cipal point. The ri are the 3 columns of the rotation matrix R indicating the orientation
of the camera, i.e. r1 and r2 are the horizontal and vertical axis of the image plane
respectively and r3 the focal axis. c = −R(t1, t2, t3)� is the camera centre. In most
practical cameras, xc and yc are highly correlated to the camera rotation, highly am-
biguous and only of interest if the rotation needs to be determined very precisely. They
are thus often, and will be in the sequel be, assumed to be zero.

The affine camera matrix has the form

P′ =
[

P̄ t
01×3 1

]
, (2)

where the uncalibrated state is expressed by the prime (′). It may when calibrated be
decomposed as

P =

⎡⎣γx s 0
0 γy 0
0 0 1

⎤⎦⎡⎣ r�1 t1
r�2 t2

01×3 1

⎤⎦ (3)

where γx and γy are analogous to f and af in (1).

3 Affine to Euclidian Calibration

3.1 Euclidian Calibration

Classical autocalibration for affine cameras is described in the method in [3], i.e. by
assuming skew s = 0 and aspect ratio a = 1 and determining an upgrading 3D homog-
raphy H that maps (2) to (3), i.e. P = P′H.

We here propose an alternative iterative scheme which in practice guarantees con-
vergence to a least squares estimate of the three parameters up to an overall scaling (i.e.
100% success rate).

The basic idea of the algorithm is to iteratively find a homographyHc that will trans-
form the uncalibrated affine cameras so as to get them as close to the calibrated form
(3) as possible. The idea is very simple, although the formal presentation within the
framework of the contraction mapping theorem tends to make it somewhat opaque: the
information needed for the calibration of an affine camera is contained in 1) the upper
triangular form of the intrinsic calibration matrix K, and 2) in the orthonormality of
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the two vectors r1 and r2 defining the rotation of the camera. In order to recover the
form (6) we start out by aligning our existing estimate of the form (6) with a plausible
candidate, the plausible candidate being the current r1 and r2 of each camera. These
current r1 and r2 are obtained via QR-factorisation of each of the current matrices and
subsequently stacked in a large matrix. In this alignment, the aligned estimate will hope-
fully inherit some of the structure of the target. Furthermore, repeating the alignment
brings the camera matrices as close as possible to the desired form, as we shall see. The
algorithm proceeds as follows:

1. Stack the 2× 3 camera matrices in a 2m× 3 matrix P ; Perform a QR factorisation
of each of the camera matrices;

2. Stack the resulting rotation matrices in a 2m× 3 matrixR.
3. Align P toR, i.e. minimise/reduce the Frobenius norm ‖PH−R‖F over an arbi-

trary homography H
4. Go to 1. unless the algorithm has converged.

Even though the algorithm is iterative, it converges very fast, and in fact 1 iteration
would seem to suffice to obtain useful parameters. Each iteration takes a few millisec-
onds (m ≤ 15, standard PC) and scales linearly with the number of calibrated cameras.

The Contraction Mapping Theorem. Before addressing the central problem, we de-
fine a contraction and introduce a common tool from functional analysis, the so-called
Contraction Mapping Theorem here reproduced from [1]:

Definition 1. Contraction: A mapping T : X �→ X where X is a subset of a normed
space N is called a contraction mapping, or simply a contraction, if there is a positive
number a < 1 such that

‖Tk1 −Tk2‖ ≤ a‖k1 − k2‖, ∀k1k2 ∈ X . (4)

The definition is central to

Theorem 1. Contraction Mapping Theorem: If T : X �→ X is a contraction map-
ping a closed subset X of a Banach space, then there is exactly one x ∈ X such that
Tx = x. For any x0 ∈ X , the sequence (xn) defined by xn+1 = Txn converges to x.

The challenge is thus to determine a contraction T with a suitable fixed point, i.e. a
fixed point solution which minimises the sum of squared errors between the 3m esti-
mated intrinsic parameters and the wanted parameters from (3).

We introduce P as the 2m× 3 stack of all the 2× 3 matrices P̄ from (2), i.e.

P =

⎡⎢⎣ P̄1
...

P̄m

⎤⎥⎦ =

⎡⎢⎣ K1R1
...

KmRm

⎤⎥⎦ ,

where the rightmost expression is a RQ-factorisation of each of the P̄’s, i.e. Ki is
2 × 2 upper triangular containing 3 entries form k and Ri has two orthonormal rows.
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Furthermore, we define the block-diagonal 2m× 2m matrix K and the 2m× 3 matrix
R such that

K =

⎡⎢⎣K1
. . .

Km

⎤⎥⎦ , R =

⎡⎢⎣ R1
...

Rm

⎤⎥⎦ ,

i.e.
P = KR.

Let H denote the homography that minimises the distance between P andR i.e.

min
H
‖PH−R‖F , (5)

where ‖A‖F denotes the Frobenius-norm, i.e. the square root of the sum of the squares
of all the elements of the matrix A. Note that H may be considered as the affine trans-
formation that optimally aligns the point clouds described by the rows of the two 2m×3
matrices P andR and let

P̂ = PH = K̂R̂ (6)

denote the optimally aligned point cloud. By extracting the new estimate of the intrinsic
parameters from K̂, denoted k̂, the output of T is obtained.

We now conjecture that aligning two point clouds K1R1 ∈ V and K2R2 ∈ V to the
point clouds R1 and R2 which have the local structure (orthogonal point pairs) brings
each of the local structures closer to each other from an overall least squares point of
view, i.e.

‖Tk1 −Tk2‖2 ≤ α‖k1 − k2‖2, (7)

with α < 1. As formulated in (7), the conjecture seems to be somewhat false and
overly general, which we are only able to show experimentally. Two instances K1R1
and K1R1 and their corresponding k1 and k2 are created by applying two random
transformations H1 and H2 according to (5). They are subsequently transformed by T
and it is verified whether they fulfill (7). It turns out that (7) is satisfied in only 97% of
the tries. This would indicate that T might not truly be a contraction. It could however
also be due to the implementation of the minimisation in (5) which is not guaranteed
to yield a global minimum. It is noteworthy that for the second iteration, i.e. if T is
applied twice, the (7) is satisfied every time. Also, the algorithm converges to the unique
fixed point every time, thus guaranteeing an optimal Euclidian calibration of the affine
cameras.

Validity of the Fixed Point. Equation (7) implies that T is a contraction. It follows
from the Contraction Mapping Theorem that the equation k = Tk has a unique solution
k0. It now remains to be proven that the fixed point k0 is a least squares estimate of the
affine intrinsic parameters (up to an undefined scale factor).

Since k0 is a fixed point k0 = Tk0 and accordingly H = I3×3 (according to (6) )
and the point clouds K0R0 andR0 are thus optimally aligned, i.e.

‖K0R0 −R0‖F = min
KR∈V

‖KR−R‖F . (8)
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Also, considering each pair of points separately and decomposing each Ri into

Ri =
[
u1 u2 u3
v1 v2 v3

]
and each Ki − I into

Ki − I =
[
k1 k3
0 k2

]
−
[

1 0
0 1

]
=
[
ε1 ε3
0 ε2

]
,

we see that
‖KiRi −Ri‖2F = ‖(Ki − I)Ri‖2F

= ε21(u2
1 + u2

2 + u2
3)+

+ ε22(v
2
1 + v2

2 + v2
3)+

+ ε23(v
2
1 + v2

2 + v2
3)

= ε21 + ε22 + ε23,

(9)

which is valid for every of the m point pairs. Thus the minimisation in (8) which is the
one that is performed, is equivalent to the minimisng (9) for all the i = 1..m cameras,
which affirms the estimate as a least squares estimate.

Finally, if the estimated H at each iteration is denoted Hj , j = 1..,mi, j denot-
ing the iteration number and mi the number of iterations, the upgrading (calibrating)
transformation Hc is obtained as

Hc =
mi∏
j=1

Hj

and is applied to each camera P′
i according to

PAi = P′
iHc . (10)

4 Projective → Euclidian Calibration

The projective→ Euclidian case is conceptually very similar to the affine→ Euclidian
case. The difference is that the stacked camera matrices P now consist of m 3 × 4
matrices, and that the regularised parameters of Ki are the 5 parameters from (1). The
conjecture is not as well satisfied as in the affine case.

5 Experiments

5.1 Comparison to the Traditional Approach, Affine Case

In the traditional approach to affine autocalibration described by Quan in [3] the prob-
lem is formulated as that of solving a set of homogeneous quadratic equations in a
least squares sense which is done using Levenberg-Marquardt minimisation. Such an
approach is generally prone to stranding in local minimas.
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Fig. 1. Comparison to traditional affine calibration, see [3] Top: Success rate. The existing
state-of-the art algorithm works quite well, i.e. the underlying Levenberg-Marquardt minimisa-
tion reaches the global minimum ≈ 90% of the time. The proposed algorithm however shows
a 100% success rate. Bottom: Execution times. Even though the proposed algorithm is iterative,
every iteration is very fast, only few iterations are needed and the execution time scales linearly
with the number of cameras. Note: Quan’s algorithm was implemented using numerically (as
opposed to analytically) calculated derivatives.

In the following experiments, a varying number (2,4,8,16 and 32) of random cameras
were generated and transformed by a random 3× 3 homography Hr.

The success rates of Quan’s and the proposed algorithm were compared together
with their execution times. Quan’s algorithm reached the global minimum approxi-
mately 90% of the time, compared to a 100% for the contraction mapping scheme.

The results, success rates and execution times, are shown in Figure 1.

6 Summary and Conclusions

A new autocalibration framework was presented uniting affine and projective calibra-
tion. For affine calibration, the implemented algorithm achieves a 100% success rate at
reaching the optimal least squares estimate, independently of the number of available
cameras. This is better than the state-of-the-art algorithm [3], which at best has a 90%
success rate. This was shown experimentally, and with a strong argument for it being
valid theoretically too.
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Abstract. This paper evaluates the discriminative potential of time-
scale-frequency decompositions for contour-based recognition of natural
shapes. Specifically, it provides the analysis and comparison of descrip-
tors derived from the Fourier Transform, the Short-Time Fourier Trans-
form, the Wavelet Transform and the Multi-Resolution Fourier Trans-
form. Linear Discriminant Analysis and Backward Sequential Selection
are employed for dimensionality reduction and selection of the most sig-
nificant features, respectively. A Bayesian Classifier is used for class dis-
crimination. To improve discrimination, a hierarchical classification is
adopted. The approaches are analyzed and compared considering exper-
iments developed over digitalized leaves.

1 Introduction

Natural shapes are often irregular and thus characterized by great intra-class
variability. Therefore, recognition systems of natural shapes must consider, in
addition to suitable descriptors for the class differentiation, classification ap-
proaches capable of dealing with the large variance of measured features.

Approaches based on scale and/or frequency decompositions are frequently
considered for shape description because the domain change resulting from them
usually reveals features which contribute to a most efficient classification system.
Examples of scale decomposition approaches are the Curvature Scale Space [1]
and the Wavelet Transform [2]. Frequency decomposition approaches are, in
general, based on the Fourier Transform [3] or on variations of it, such as the
Short-Time Fourier Transform [4] and the Generic Fourier Transform [5]. Due
to its characteristics, Multi-Resolution Fourier Transform [6] can be included in
both approaches.

To evaluate the potential of the time-scale-frequency transforms, four differ-
ent approaches are tested and compared in this paper: the Fourier Transform
(FT), the Short-Time Fourier Transform (STFT), the Wavelet Transform (WT),
and the Multi-resolution Fourier Transform (MFT). Methods for dimensionality
reduction, feature selection, theoretical decision and error estimation are em-
ployed for the improvement and evaluation of the discriminative potential of the
approaches. The cost, accuracy and discriminative potential of the approaches
are analyzed and compared based on the results of experiments developed over
a database of 300 digitalized leaves of 15 different plant species.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 684–689, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Discrimination of Natural Contours 685

2 Time-Scale-Frequency Decompositions

2.1 The Fourier Transform

Through the FT [3], temporal measurements are decomposed and represented
by their spectral information. By definition, given a periodic function x(t), its
FT X(ω) is obtained by:

X(ω) =
∞

−∞
x(t)e−jωtdt (1)

where ω is the analyzed frequency. Since e−jωt = cos(ωt)−j sin(ωt), the simplest
interpretation of the equation (1) is that the signal x(t) is decomposed through
sinusoids and co-sinusoids of different frequencies.

Advantages of using FT in shape description emerge from the speed and ease
by which its coefficients can be normalized to possible signal variances, such as
rotation, reflection, scale and position changes [5].

2.2 The Short-Time Fourier Transform

The STFT [4] makes possible the differentiation of signals whose FT spectral rep-
resentations are identical (resulting from integration between (-∞,∞) of equation
(1)). In this approach, a function x(t) is multiplied by some fixed-width window
function which is, typically, non-zero only in a region of interest. Therefore, by
centering the window in different positions over the signal, it is possible to de-
compose it in the spectral domain, keeping the relationship between the analyzed
frequencies and their occurrence locations. The STFT of x(t) is computed by:

X(tg, ω) =
∞

−∞
x(t)g(t − tg)e−jωtdt (2)

where g(t− tg) is a window function and tg is its center. A Gaussian is usually
used as window, leading to the least uncertainty for the transformation [7].

Invariance normalizations from FT are mostly preserved here. However, signa-
ture shifts cause proportional shifts in the STFT time axis. This can be overcome
by either time shifting the whole result to start at a pre-defined position (e.g.
max or min) or using some measurement taken along the time axis.

2.3 Wavelet Transform

The WT [2] is based on the signal decomposition through a family of functions
called wavelets. A wavelet family is built from a function limited in time, usually
called the mother wavelet (ψ), and dilations and translations of this function.
The decomposition of a signal x(t) by WT is obtained through the equation (3):

X(a, b) =
1√
a

∞

−∞
x(t)ψ(

t − b

a
)dt (3)

where a and b are the respective scale and translation parameters.
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A time x scale space results from wavelet decomposition, and from it, feature
vectors can be composed by its coefficients or by any other measurement taken
along the axes. Regarding invariance acquisition, scale changes and translations
can be treated directly during the contour parameterization, dividing the whole
signature by its maximum value and using coordinates relative to the shape
centroid. Rotations, reflections and changes on sampling initial point result in
signature shifts and, consequently, time shifts on wavelet coefficient. Invariances
can be acquired through the use of measurements taken along the time axis.

2.4 The Multi-resolution Fourier Transform

Extending the STFT concepts, the MFT [6] performs signal decomposition using
the same equation (2) but with variable window width σ. Thus, time, scale and
frequency are correlated to form a space capable of representing arbitrary signals
in a non-ambiguous fashion. However, the main difficulty associated with this
transform is its high computational cost.

One alternative, called Instantaneous Multi-Resolution Fourier Transform
(IMFT) [8], is an approach to reduce the MFT dimensionality through time
fixation. Time is fixed by centering the window over a relevant position tg of the
signal x(t), and freeing the window width σ and the analysis frequency ω. It is
important to notice that this procedure retains the local analysis capability of
the descriptor.

Since IMFT is the multiple application of FT over larger parts of the signal,
invariances can be acquired, at each change of σ, the same way as with FT,
except the selection of tg, which must be done by manually indication or higher
level knowledge. Its coefficients can be used as descriptors, as can any other
measurements which exploit the variation of coefficients due to the successive
increase of the window.

3 Evaluation Methodology

3.1 Preprocessing and Feature Extraction

Leaf samples (Figure (1a)) were digitalized with a scanner, configured to generate
8-bit monochromatic images with 70 ppi. The sample contours were extracted
using 8-neighborhood sequential capture of thresholded boundaries. The apex
reference position was indicated manually for each sample, but this information
was used only by IMFT descriptors. The contours were thus represented by their
centroid distance signature normalized in amplitude (0 − 1), resampled to 512
points and decomposed by the transforms under consideration.

Features were extracted from the resulting decompositions, helping to identify
descriptors which could make viable the complete discrimination of the tested
species. Thus, as descriptors, feature sets composed by the transform coefficients
or measurements, as energy, moment and entropy, were analyzed, observing al-
ways their invariance acquisition procedures. For the WT, the features were
also extracted using decompositions through Morlet and Mexican Hat wavelet
families.
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Fig. 1. Hierarchical classification trees for dataset illustrated in (a): (b) FT Coefficients,
(c) STFT Coefficients, (d) Energies of STFT, (e) Energies of WT (Morlet), (f) Energies
of WT (Mexican Hat), (g) IMFT Coefficients and (h) Energies of IMFT

3.2 Dimensionality Reduction and Feature Selection

For all approaches, dimensionality reduction was performed by Linear Discrimi-
nate Analysis (LDA). LDA transforms the original feature space maximizing the
distances between classes and minimizing the distances within classes. The trans-
formation which best achieves this is determined by the eigen-decomposition of
C−1

W CB , where CB and CW are the between- and within-class covariance matri-
ces, respectively.

Taking advantage of the its calculation conditions, dimensionality reduction
was achieved by determination of the most relevant features, made through se-
quential elimination of those features which presented the smallest relationships
varB/varW . For classification purposes, only the first two components of the
LDA space are considered, which will likely be formed by the best features.

3.3 Theoretical Decision and Error Estimation

A Bayesian Classifier, applied over the LDA space formed by the first two com-
ponents, was used to evaluate the discriminative capability of the tested descrip-
tors. The Bayesian discriminant function between a class ωi and an unknown
sample xk can be calculated by Si(xk) = p(xk|ωi)P (ωi), where p(xk|ωi) is the
probability that xk belongs to the class ωi, and P (ωi) is the occurrence proba-
bility of the class ωi. The sample xk is assumed to belong to the class ωi which
yields the largest numerical value for Si(xk).

In general, the identification of a large number of classes increases overlappings
and decision ambiguities, thus reducing the system classification capability. To
minimize overlappings and improve classification capability, the sample classifica-
tion was made in steps, in a hierarchical tree fashion, whose branches were formed
through the successive subdivision of the population into smaller groups every time
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a decision ambiguity did occur. However, until this moment, the subdivision of the
population has been performed through visual inspection, as gaps between classes
are noted. Feature selection was made in each classification step and the minimum
number of features was assigned to the respective tree node (Figure (1)).

The method Leave-One-Out was employed for estimating the classification
accuracy. This method was chosen because it generates the most realistic esti-
mations for relative small populations and, in addition, allows the exact repro-
duction of the results, due to its independence on random choices.

4 Experiments and Result Analysis

As database, 300 images of leaves equally distributed over 15 plant species were
used (Figure (1a)). For comparison purposes, results of the two best feature
sets of each approach will be shown, except for FT, which only one feature set,
composed initially by the first 120 lowest order coefficients, was used. For the
STFT, descriptors initially formed by (1) 340 normalized coefficients and (2) 64
coefficient energies were analyzed. For the IMFT, descriptors initially formed by
(1) 200 normalized coefficients and (2) 60 coefficient energies were used. Since
the WT coefficients are influenced by horizontal shifts of the signatures caused
by the shape rotation, reflection and changes on contour sampling, feature sets
were formed by coefficient energies calculated from the signal decomposition
through the bases Morlet and Mexican Hat.

Figures (1b-h) illustrate the hierarchical classification trees for the mentioned
descriptors. For each illustrated result, a transform was applied over the centroid
distance signature of the signals, and, after feature extractions from the resulting
space and respective invariance normalizations, descriptors were formed and then
classified by a Bayesian Classifier in a hierarchical fashion, as overlapping of
classes did occur. For Bayesian equation, Gaussian distributions were assigned
to the classes, and all classes were assumed to have equal occurrence probability.

Cost factors reflect the efficiency of each approach and can be compared with
an eye to the establishment of a methodology for natural shape recognition. As-
pects which influence the classification cost of the approaches are: (1) the number

Table 1. Summary of results (see text for details)

Levels Cost [sec]2 AccuracyApproaches
(Nodes)

Feats.1
Descrip. Classif. Total No Tree Tree

FT Coeffs. 4(8) 102 0.002 0.940 0.942 24% 100%
Coeffs. 4(8) 92 0.045 0.820 0.865 27% 100%STFT
Energ. 4(10) 63 0.150 0.670 0.820 29% 100%
Morlet 4(10) 60 0.800 0.580 1.380 31% 100%WT
Mex.Hat 4(10) 58 0.780 0.570 1.350 32% 100%
Coeffs. 3(8) 62 0.030 0.442 0.472 34% 100%IMFT
Energ. 3(6) 60 0.150 0.440 0.590 37% 100%

1 Union of feature sets of each node.
2 Estimated by a Matlab algorithm on 333MHz/512MB-RAM SUN station.
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of nodes in the tree, since it is directly related to the number of applications of
the classification algorithm; and (2) the number of minimum features needed
to differentiate the classes, which influences the cost for feature extraction and
dimensionality reduction. In the tests performed, the number of minimum fea-
tures was obtained through the union of the feature subsets from each tree node.
Table (1) summarizes the results of the tested descriptors.

5 Conclusions

The four tested approaches resulted in good accuracy in the identification of the
species being examined after the hierarchical approach was adopted. However,
the descriptors extracted from IMFT showed slightly better discriminative capa-
bility. This conclusion is based both on the smaller number of tree subdivisions
needed for the complete identification of the classes and on the smaller number of
features required for each tree node. Although the number of levels contributes to
an increase in computational cost, it was possible to observe that the processing
cost associated with the sample feature extraction was a major influence in the
computational performance of the approaches, and the main factor responsible
for the greater time demand by WT descriptors. As expected, the FT approach
showed the best performance during the feature extraction step, but due to its
greater number of features and classification levels, more time was consumed in
the classification step than in the same step in the approaches derived from it
(STFT and IMFT).

The disadvantage of the IMFT, compared to the other approaches, is its
dependence on the user interaction or higher level knowledge necessary to deter-
mine the most suitable position for the analysis window. This procedure could,
eventually, limit the use of this approach for automatic systems. Nevertheless,
the identification of this position could be made through search methods over
the sample contours, an issue not raised in this work.
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Abstract. Standard histograms, because of their efficiency and insensitivity to 
small changes, are widely used for content based image retrieval. But the main 
disadvantage of histograms is that many images of different appearances can 
have similar histograms because histograms provide coarse characterization of 
an image. Color histograms too are widely used and suffer from the same prob-
lem. In this paper, the technique defined is based on Histogram Refinement [1] 
and we call it Color and Egde Refinement. Color and Egde Refinement method 
splits the pixels in a given bucket into several classes just like histogram re-
finement method. The classes are all related to colors & edges and are based on 
color & edge coherence vectors. 

1   Introduction 

There are queries that require the comparing of the images on their overall appear-
ance. In such cases, color histograms can be employed because they are very efficient 
regarding computations. Plus they offer insensitivity to small changes regarding cam-
era position. But the main problem with color histograms is their coarse characteriza-
tion of an image. That may itself result in same histograms for images with different 
appearances. Color histograms are employed in systems as QBIC[2], Chabot[3] etc. 

In this paper, a modified scheme based on histogram refinement [1] method is pre-
sented. The histogram refinement method provides that the pixels within a given bucket 
be split into classes based upon some local property and these split histograms are then 
compared on bucket by bucket basis just like normal histogram matching but the pixels 
within a bucket with same local property are compared. So the results are better than the 
normal histogram matching. So not only the color and edge features of the image are 
used but also spatial information is incorporated to refine the histogram. The results are 
obtained by testing the algorithm on a database of images provided in MPEG-7 data. 

2   Related Work 

Hsu [4] exploits the degree of overlap between regions of the same color. They used a 
database of 260 images. Smith & Chang’s method also partitions the image. However, 
they allow each region to contain multiple different colors instead of one predominant 
color like in Hsu method described above [5]. They used database of 3100 images. 
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Rickman and Stonham [6] provide a method based on small equilateral triangles 
with fixed sides. Stricker and Dimai [7] finds the first three moments of the color 
distributions in an image. Huang et al. [8] method is called Color Correlogram and it 
captures the spatial correlation between colors. 

Pass and Zabih [1] method is Histogram Refinement. They partition histogram bins 
by the spatial coherence of pixels. They further refine it by using additional feature. 
The additional feature used is the center of the image. The center of the image is de-
fined as the 75% centermost pixels. Jong-An, Bilal et al. [9] provided shape descrip-
tion based on histogram based chain codes.  

3   Method 

3.1   Color Refinement 

Color Refinement is based on histogram refinement [1] method. The histogram re-
finement method provides that the pixels within a given bucket be split into classes 
based upon some local property and these split histograms are then compared on 
bucket by bucket basis and the pixels within a bucket are compared. 

Pre-processing 
Three different methods can be used for preprocessing: 

a) Convert to HSV Space. Quantize so as to obtain 8:2:2 (HSV) from 256:256:256 
(RGB). Then obtain the histogram. 

b) Convert to HSV Space. Quantize so as to obtain 8:2:2 (HSV) from 256:256:256 
(RGB). Consider only the hue value. Then obtain the histogram. 

c) Convert to grayscale intensity image. Uniformly quantize into eight quantized 
values. Then obtain the histogram. 

Methods (b) and (c) are considered for preprocessing so as to reduce the feature 
vector size which is associated with the image. 

Color Refinement Method 
Color histogram buckets are partitioned based on spatial coherence just like computed 
by Pass and Zabih [1]. A pixel is coherent if it is a part of some sizable similar col-
ored region, otherwise it is incoherent. So the pixels are classified as coherent or in-
coherent within each color bucket. If a pixel is part of a large group of pixels of the 
same color which form at least one percent of the image then that pixel is a coherent 
pixel and that group is called the coherent group or cluster. Otherwise it is incoherent 
pixel and the group is incoherent group or cluster. 

Then two more properties are calculated for each bin. First the numbers of clusters 
are found for each case, i.e., coherent and incoherent case in each of the bin. Sec-
ondly, the average of each cluster is computed. So for each bin, there are six values: 
one each for percentage of coherent pixels and incoherent pixels, number of coherent 
clusters and incoherent clusters, average of coherent cluster and incoherent cluster. 

These values are calculated by computing the connected components. A connected 
component C is a maximal set of pixels such that for any two pixels p,p′∈C, there is a 
path in C between p and p′. Eight connected neighbors method is used for computing 
connected component. A pixel is classified as coherent if it is part of a connected 
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component whose size is equal to or greater than τ (τ = 1% of the image size). Other-
wise it is classified as incoherent. And the connected component is classified as co-
herent connected component if it equals or exceeds τ. Otherwise it is classified as 
incoherent connected component. Finally the average for coherent and incoherent 
connected component is calculated.  

For each discretized color j, let the number of coherent pixels as αj, the number of 
coherent connected components as Cαj and the average of coherent connected compo-
nent as μαj. Similarly, let the number of incoherent pixels as βj, the number of inco-
herent connected components as Cβj and the average of incoherent connected compo-
nent as μβj. For each discretized color j, the total number of pixels are αj+βj and the 
color histogram summarizes the image as <α1+β1,…,αn+βn>. 

Post-processing 
We use the L1 distance to compare two images I and I′. Using the L1 distance, the jth 
bucket’s contribution to the distance between I and I′ is: 

Δ1 = ⏐(αj-α′j)⏐+⏐(βj-β′j)⏐    (1) 
Δ2 = ⏐(Cαj-C′αj)⏐+⏐(Cβj-C′βj)⏐    (2) 
Δ3 = ⏐(μαj-μ′αj)⏐+⏐(μ βj-μ′βj)⏐    (3) 

So we get a very finer distinction with this method. In original scheme [1], only 
equation (1) is used and for comparison, the following equation is used: 

Δ1 = ⏐(αj+βj)⏐-⏐(α′j+β′j)⏐    (4) 

Also equations (1) to (3) provide for incorporating the scalability. And remove 
problems identified by Huang et al. [8] which cannot be removed by only using CCV 
(Color Coherent Vector) defined in [1]. 

3.2   Edge Refinement 

Edge Refinement is also based on histogram refinement [1] method.  

Pre-processing 
Two different methods can be used for preprocessing: 

a) Apply the Sobel operator to find the horizontal and vertical edges. 
b) Apply the Compass operator to find the edges in eight directions. 

Method (a) is considered for preprocessing so as to reduce the feature vector size. 

Edge Refinement Method 
First the buckets are formed based on edge direction in the pre-processing stage. Then 
for each bucket, total number of pixels is computed. We used the Sobel operator to 
compute the edges. We computed horizontal and vertical edges only. Hence two 
buckets were formed in our case. Here, another improvement is made by classifying 
each pixel in the bucket as coherent or incoherent. 

Then four more values are calculated in each bucket. First the numbers of clusters 
are found in each bucket by 8-neighborhood rule and secondly, the average of the 
cluster is computed in each bucket. Then based on the number of pixels and the clus-
ters, number of straight edges and slanted edges are computed. So for each bin, there 
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are five values: one each for total number of pixels, number of clusters, average of 
cluster, number of straight edges and number of slanted edges. 

These values are calculated by computing the connected components. The con-
nected component is classified as straight edge cluster if it occupies rows (in case of 
horizontal edges) or columns (in case of vertical edges) equal to or less than τ (τ = 3 
rows/columns in our case). Otherwise it is classified as slanted edge cluster. Also, one 
more condition is added that the straight or slanted edge cluster must have at least 3 
pixels. For each edge direction j, let the number of pixels as αj, the number of con-
nected components as Cj, the average of connected component as μj, the number 
straight edge cluster as γj, and the number of slanted edge cluster as Γj. Again we used 
the L1 distance to compare two images I and I′.  

4   Results and Discussion 

We implemented the color refinement and used it for image retrieval from a database 
of images provided in CD 6 and CD 8 of the MPEG-7 test material. We conducted the 
tests for methods (b) and (c) listed in the pre-processing stage in section 3.1. This was 
done to reduce the feature vector size. We obtained six values for each of the bucket 
in the histogram. The six values include percentage of coherent pixels (αj), percentage 
of incoherent pixels (βj), number of coherent clusters (Cαj), number of incoherent 
clusters (Cβj), average of coherent cluster (μαj) and average of incoherent cluster (μβj) 
for each jth bucket. We used total of eight buckets. So the total length of the feature 
vector associated with an image is 48 integer values. 

We compared the results with L1 distance. First, we used equation (1) for identify-
ing the similarity between images. Then we used equation (2) to further refine the 
results and finally we used equation (3) to get the final result. Descriptor values for 
some of the still images from CD 6 are provided in Appendix 1. 

Edge refinement was used to further refine results of color refinement method. 
We conducted the tests for method (a) listed in the section 3.2. We obtained five 
values for each of the bucket in the histogram. We used total of two buckets. The 
total length of feature vector associated with image is 10 integer values. We com-
pared the results with L1 distance. Descriptor values for some of the still images for 
edge refinement are shown in appendix 2. As can be seen from the tables in appendix 
2, the values for total number of pixels (αj) vary greatly and there analysis form the 
first step in matching an image with the other. That search is further refined by num-
ber of clusters (Cj). 

  
   The Input Image  #1(Img001) The result for Image #1 (Img002) 
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For image number one shown above (Img001 in the tables), we got only one result. 
On inspection of all the images of the database, we found that this was the closest 
result. With further experiments, we found that this was also the case for many more 
images. For example in appendix 1, Img005 was found to be the result for Img004, 
Img006 was found to be the result for Img008, Img009 was found to be the result for 
Img007 and so on. However, we also got multiple results for our input image, for 
example, we found Img4, Img5 and Img 6 as the results for Img 3. 

5   Conclusions 

Usage of method (a) in section 3.1 and 3.2, described in pre-processing, give better 
results. However, the length of the feature vector is increased from 48 integer values 
to 192 integer values. So, that method was not implemented. 

Color refinement method takes care of the color as well as the spatial relation fea-
ture. And hence, it provides better results than the equivalent methods. 

Application of edge refinement method to the results of color refinement method 
provides significant improvement and provides more accurate and precise results. 
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Appendix 1. Descriptor Values (Color Refinement Method) for Images from CD 6 

Image # αj βj Cαj Cβj μαj μβj 
Img0017 0 0 0 0 0 0 
Img0018 0 0 0 0 0 0 
Img0019 0 0 0 0 0 0 
Img0041 0 0 0 0 0 0 
Img0042 0 0 0 0 0 0 
Img0043 0 0 0 0 0 0 
Img0085 0 0 0 0 0 0 

Bin 1 (Above), Bin 2 (Below) 

Image # αj βj Cαj Cβj μαj μβj 
Img0017 98 2 1 11 8178 16 
Img0018 100 0 1 5 14503 1 
Img0019 99 1 1 5 14897 25 
Img0041 98 2 2 1 7596 233 
Img0042 100 0 1 23 11772 1 
Img0043 98 2 2 20 8136 17 
Img0085 98 2 1 8 2283 5 

Bin 3 

Image # αj βj Cαj Cβj μαj μβj 
Img0017 0 100 0 19 0 8 
Img0018 0 100 0 18 0 7 
Img0019 0 100 0 8 0 11 
Img0041 0 100 0 2 0 7 
Img0042 0 100 0 4 0 6 
Img0043 0 100 0 7 0 9 
Img0085 0 100 0 14 0 16 

Appendix 2. Descriptor Values for Edge Refinement Method 
Bin 1: Horizontal Edges 

Image # αj Cj μj γj Γj 
Img001 1334 372 4 127 29 
Img002 1317 359 4 136 28 
Img003 1147 232 5 88 20 
Img004 1028 205 5 73 26 
Img005 1110 208 5 70 34 
Img006 996 219 5 84 25 
Img007 856 174 5 49 34 
Img008 1062 239 4 102 30 
Img009 775 159 5 48 40 
Img010 890 199 4 68 30 

Bin 2: Vertical Edges 

Image # αj Cj μj γj Γj 
Img001 1159 404 3 111 36 
Img002 1204 446 3 123 38 
Img003 978 364 3 82 34 
Img004 925 241 4 49 29 
Img005 957 315 3 73 30 
Img006 937 187 5 61 31 
Img007 825 133 6 52 22 
Img008 944 187 5 64 28 
Img009 824 158 5 57 35 
Img010 1043 216 5 83 32 
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Abstract. In the general case, searching for images in a content-based
image retrieval (CBIR) system amounts essentially, and unfortunately,
to a sequential scan of the whole database. In order to accelerate this
process, we want to generate summaries of the image database. In this
paper, we focus on the selection of the texture features that will be used
as a signature in our forthcoming system. We analysed the descriptors
extracted from grey-level co-occurrence matrices’s (COM) under the con-
straints imposed by database systems.

1 Introduction and Motivation

For one or two decades, with content-based image retrieval (CBIR) systems,
images can directly be retrieved by their visual content such as colour [1], tex-
ture [2], shape, and others [3]. The use of texture proved its effectiveness and
usefulness in pattern recognition and computer vision. Texture is generally hard
to be described using key words because our vocabulary for textures is limited.
This is a strong motivation to use them in a CBIR. Also, texture is recognised
as an essential feature in order to classify, recognise, and, as of this work, query
images. However, no general definition of texture exists despite its importance
in digital images [4] [5].

Several techniques have been proposed and compared to analyse and describe
the texture. Strand and Taxt [6] compared filtering features [7] and co-occurrence
statistics and found that co-occurrence matrices were the best. Buf et al. [8] re-
port that several texture features offer roughly the same performance when eval-
uating co-occurrence features [9], fractal dimension, transform and filter bank
features, number of grey-level extrema per area, and curvilinear integration fea-
tures. Compared to run-length difference, grey-level difference density, and power
spectrum, co-occurrence-based features were found better as reported by Con-
ners and Harlow [10].

Consequently, the first aim of this study is to evaluate the performance
of texture features extracted from grey-level co-occurrence matrices (COM)
for retrieving similar textures. An additional and salient requirement is that
such features must be used within an actual image database system, i.e., a
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general-purpose database management system (DBMS) rather than an ad hoc
CBIR. Due to hard limitations of multi-dimensional indexing [11] [12], still
harder for standard DBMSs, the feature vector’s size has to be quite low, in the
order of only four up to, say, twelve for high-dimensional indexing techniques,
e.g., X-trees [13] or SR-trees [14] (not yet available as standard tools). Therefore,
firstly, they have to be as discriminative as possible, they can distinguish be-
tween different classes of textures, and secondly as uncorrelated as possible, the
features must be independent to avoid the redundancy’s problem which may in-
fluence the analyses. Let us note that the second property should be verified out-
side the DBMS world too. Finally, we also want the used properties to be inter-
pretable and understandable by the human point of view since we will also have
to translate them into linguistic variables during a following stage of our work.

The rest of the paper is organised as follows. The co-occurrence matrices
method is presented in section 2 for texture analysis and the various descriptors
that can be taken into consideration. In section 3, the Experiments are con-
ducted and presented in order to select a subset of descriptors that satisfy our
requirements. Finally, in the conclusion in section 5 we indicate how the results
of this paper will be used in the next step of our work.

2 Texture Description

2.1 Co-occurrence Matrices

A co-occurrence matrix (COM) is the joint probability of occurrences of grey-
levels i and j between pairs of pixels. Each value x at coordinate (i, j) in the
matrix reflects the frequency of the grey-levels i and j separated by a given
distance d (offset) along a given direction θ. The pair (d, θ) is the key of a COM.
Formally, the definition of COM matrix for an N ×M image f is the normalised
square matrix K ×K given as follows, where K is the maximum grey-level and
i, j ∈ {1 . . .K}:

Pd,θ(i, j) =

∣∣∣∣∣∣
⎧⎨⎩(n,m) :

f(n,m) = i,
f(n + d cos θ,
m + d sin θ) = j

⎫⎬⎭
∣∣∣∣∣∣

N ×M
(1)

As an example, figure 1 shows a bark texture and some of its related COMs.

2.2 COM-Based Selected Descriptors

From COM, one derives numerical parameters that are more convenient and use-
ful to analyse and describe textures. In the early 70’s, Haralick et al. [9] proposed
fourteen parameters. This approach explored the grey-level spatial dependence
of texture.

For our work, we considered that, among the proposed fourteen, eight are a
priori pertinent. The rationale for the choice of these features is multiple: (i) a
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Fig. 1. A Bark texture and some of its grey-level co-occurrence matrices calculated
respectively for d = 1, 3, 5 (in row) and θ = 0, 45, 90, 135 (in column)

Table 1. The eight retained Haralick’ descriptors

Feature Formula

energy (eng) n
i=0

n
j=0 pd,θ(i, j)2

uniformity (unif) n
i=0 pd,θ(i, i)2

local homogeneity (homloc) n
i=0

n
j=0

1
1+(i−j)2 pd,θ(i, j)

entropy (ent) − n
i=0

n
j=0 pd,θ(i, j) log pd,θ(i, j)

variance (var) n
i=0

n
j=0(i − μ)2pd,θ(i, j)

contrast (cont) n
i=0

n
j=0(i − j)2pd,θ(i, j)

correlation (corr) n
i=0

n
j=0

(i−μi)(j−μj )pd,θ(i,j)
σiσj

directionality (dir) n
i=0 pd,θ(i, i)

careful reading of the literature indicates that the other six parameters are sel-
dom used, (ii) they are computationally less expensive, an important constraint
to be taken into account when dealing with large image databases, (iii) we found
ourselves uneasy to attribute a “natural” semantics (such as “coarse”, “smooth”,
“contrasted”, “directional”, etc.) to the eliminated parameters, and (iv) we are
searching for a minimal though discriminant set of descriptors, and eight is al-
ready large for us. The eight retained descriptors are presented in the Table 1.

3 Experiments

Experiments have been conducted on two consecutive stages. The first one con-
sists in determining, among the previous eight features, the smallest subset of
discriminant and uncorrelated ones. Next, we verify their discriminative power
by computing precision/recall graphs for each of them individually, then for their
combination using an Euclidean distance as a similarity measure.

3.1 Experimental Databases

These experiments have been conducted on images of:

– the Brodatz’s album [15] as a training database (148 grey-level images being
divided into 15 different classes),
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– on images of the Meastex’s collection [16] [17] (69 grey-level images divided
into 5 different classes: Asphalt, 4; Concrete, 12; Grass, 18; Rock, 25; Misc,
10),

– and another excerpt, much more diverse, of the Brodatz’s album as test
databases (111 images labelled from D1 to D112 consisting of 31 classes).

3.2 Feature Extraction

A main problem with COM is the choice of the key. For the distance, we used
d = 1, 3, 5 without observing differences (the presented results correspond to
d = 1). For the direction, we used θ = 0, 45, 90, 135. To obtain invariance by
translation and rotation, we summed the four feature values fθ,d, for a given
distance d of feature f (See Table 1):

fd =
∑

θ∈{0,45,90,135}
fθ,d (2)

4 Results

Firstly, we selected a sub-subset of the Haralick’s features thanks to experiments
on the first Brodatz’s album sample. Then, we verified, on the two other image
collections, that this selection is valid.

4.1 Selection of a Minimal Feature Vector

We studied the correlations between the eight descriptors calculated from COM
in order to avoid redundancy as well as to reduce the size of the feature vector.
Table 2 provides the correlation coefficients r (given for d = 1) on the first
excerpt of the Brodatz’s collection. By grouping the features depending on very
strong (r is near to ±1) or less strong (r is near to 0) correlations between
them, we can further reduce the feature vector from eight dimensions to only
five. Let us note that direction is a strong texture indicator that ought to be
analysed differently in order to extract the actual orientation (otherwise it is
strongly correlated to uniformity, a fact that can also be derived from equations
in Table 1). Then, we analysed the effectiveness of the features thanks to the
well-know precision/recall graph of information retrieval:

precision =
retrieved ∩ relevant

relevant
(3)

recall =
retrieved ∩ relevant

retrieved
(4)

Figure 2(a) gives the different graphs of the different features taken individ-
ually, to illustrate the discriminative power for each one. Secondly, thanks to
this graph and the correlations of Table 2, we conducted the same test with
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Table 2. Correlation coefficients between the eight descriptors on the excerpt of the
Brodatz’s collection (for d = 1)

eng unif hom ent var cont corr dir

eng 1 0.99 0.43 -0.20 -0.40 -0.19 -0.03 0.70
unif 1 0.39 -0.16 -0.42 -0.20 -0.02 0.67
hom 1 -0.81 -0.32 -0.38 -0.15 0.88
ent 1 0.43 0.37 0.25 -0.60
var 1 0.91 0.02 -0.08
cont 1 0.02 -0.05
corr 1 -0.13
dir 1
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Fig. 2. Plot of different curves of precision/recall (a) for all descriptors individually,
and (b) for possible combinations of these descriptors, for the “training” subset of the
Brodatz’s album

the eight possible combinations of uncorrelated features (i.e., {eng, unif} ×
{ent, homloc}×{var, cont}×{corr}×{dir}). Figure 2(b) shows the correspond-
ing precision/recall graph, where the Euclidean distance is used as the similarity
measure. The “best” feature vector consists of energy, variance, entropy, cor-
relation, and directionality. Note the significative improvement in precision and
recall of using several features.

4.2 Validation

Next, we validated this result on the two other sample databases. Interestingly
enough, the results turned out to be disappointing for the Meastex database
(See Figure 3(a)), whereas they were much better for the second excerpt of the
Brodatz’s album (See Figure 3(b)). Nevertheless, the selected combination re-
mains the good one. Moreover, the differences between some variants do not
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Fig. 3. Plot of different curves of precision/recall for the possible combinations of
descriptors for (a) the Meastex database, and (b) the second excerpt of the Brodatz’s
album

seem statistically significant, which allows the designer to choose among two
subsets. However, in order to understand such large a difference in the graphs,
we went trough the correlation test for these two additional image collections.
The respective correlations of the Meastex and the second excerpt of the Bro-
datz’s album are given in Table 3(a) and (b). The additional correlations found
in Table 3(a) with respect to Table 2 are easily explainable: the classes of the
Meastex database demonstrate strong visual similarities between them (espe-
cially between Asphalt, Concrete, and Rock). However, the curve being so bad,
a further reduction of the size of the feature vector is not an option. Conversely,
the second Brodatz’s sample demonstrates that additional features could have
been used, since the correlation between variance (var) and contrast (cont) has
disappeared. However, the curve being very good, a less rigorous reduction of
the feature vector is certainly inappropriate; moreover, it could introduce a
bias [18].

Table 3. Correlation coefficients between the eight descriptors (for d = 1) on (a) the
Meastex collection, and (b) the second sample of the Brodatz’s collection

eng unif hom ent var cont corr dir

eng 1 0.96 0.96 -0.86 -0.42 -0.50 -0.09 0.98
unif 1 0.89 -0.71 -0.29 -0.36 -0.13 0.98
hom 1 -0.90 -0.44 -0.61 -0.14 0.98
ent 1 0.71 0.80 0.09 -0.84
var 1 0.86 -0.09 -0.38
cont 1 -0.03 -0.52
corr 1 -0.15
dir 1

eng unif hom ent var cont corr dir

1 0.98 0.80 -0.84 0.27 -0.11 -0.31 0.86
1 0.78 -0.79 0.31 -0.35 0.31 0.98

1 -0.91 0.34 -0.09 0.28 0.84
1 -0.18 0.34 -0.32 -0.93

1 0.30 -0.35 0.41
1 -0.15 -0.30

1 0.24
1

(a) (b)
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5 Conclusion

In this work, we analysed the benefit of using descriptors derived from grey-level
co-occurrence matrices of images for these have been widely used and accepted
as good texture descriptors. The aim was to decide which (1) small subset of
(2) discriminant and (3) uncorrelated features to retain for future work.

The selection process was based on a priori selection, where general consid-
erations have been taken into account, followed by an experiment conducted on
well-known test collections of textured images in order to extract the descriptors
that fit our needs. This selection work has led to the following set of texture
descriptors: energy, entropy,variance, correlation, and direction.

These descriptors could be used directly into an image database. However,
standard DBMSs are not at ease with computing complex functions (i.e., dis-
tances) because they cannot be efficiently indexed. More generally, clustering is
unavoidable when dealing with large collections of images. Also, in order to offer
different ways to query and browse an image database, we also want textures to
be described, to some extents, thanks to key words.

Therefore, the next step in our work is to study the actual range of values for
the various descriptors, their variations, their impact on the human perception,
and finally their translation into fuzzy linguistic variables. These linguistic terms
could be used are mere key words. In fact, an efficient and incremental algorithm
has already been developed in our research team and used to cluster images based
on colour features [19]. We shall extend it with these texture features.
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Abstract. This paper proposes an automatic relevance feedback approach for 
content-based image retrieval using information fusion and without any user in-
put. This method is proposed as an alternative of the simple ranking of result 
images. The idea consists to pass from a simple user selected query image to 
multi-images query in order to get more information about the query image 
type. Given a query image, the system first computes its feature vector to rank 
the images according to a well-chosen similarity measure. For each retrieved 
image, the degree of belief about the relevance is then assigned as a function of 
this measure. This degree of belief is then updated using an iterative process. At 
each iteration, we evaluate, for each retrieved image, the degree of relevance 
using the combination of belief functions associated to previously retrieved im-
ages. Then, each retrieved image is not found by the query image only but it is 
found by the query image and previously retrieved images too. Some experi-
mental results will be proposed in this paper in order to demonstrate that the 
methodology improves the efficiency and accuracy of retrieval systems. 

1   Introduction 

The goal of any CBIR system (Content Based Image Retrieval) is to find the most 
similar images to a user selected query image. But CBIR is generally based on low-
level visual features like colour, texture and shape. These low-level visual features 
can't always express the user's high-level concepts due to the richness of human 
semantics. That is because a lot of attention is given to systems based on the rele-
vance feedback in order to explore user favorites for improving and enhancing re-
trieval performance. Various techniques have been proposed [1][2][3][4] for rele-
vance feedback. They consist to update system parameters after each user reaction to 
a set of result images proposed by the system. These reactions are obtained by man-
ual annotation of the user for each result image. When the user decides what best 
images are and what worst images are, the system uses these user inputs to re-
compute new ranked images, looking for more user satisfaction. There are other 
methods [5] based on automatic feedback but only to gather the recognized personal 
faces in order to use it later on identifying images of person in large collections. The 
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rest of this paper is organized as followed: we review the belief functions theory in 
section 2, our method of automatic relevance feedback using belief functions is pre-
sented in section 3. Section 4 summarizes experimental results. Finally, we give a 
conclusion in section 5. 

2   Dempster-Shafer Theory 

Dempster-shafer theory (or belief functions theory) has been already used in image 
retrieval systems to combine a lot of information sources (text analyzers, image content 
based analyzers) and it has been successfully compared with linear combination [6]. In 
this section, several concepts of the DS theory of evidence [7] are recalled, which al-
lows introducing notations used in this paper. Let us denotes ={ω1, ω2, …, ωM} a 
finite set of mutually exclusive and exhaustive hypotheses, generally called the frame 
of discernment. Given an information source S and an unlabeled pattern X, which we 
look to recognize its unique label between the M subsets of the frame Ω. A basic belief 
assignment (bba) m[S,X] on  is defined as a function from 2  to [0,1] verifying: 

m[S,X](Ø)=0 and 1)](,[ =
Ω⊆A

AXSm . (1) 

Each subset A, such as m[S,X](A) > 0, is called a focal element of m[S,X]. An  
-discounted bba m [S,X] can be obtained from the original bba m[S,X] as follows: 

m [S,X](A) = .m[S,X](A)   A ⊂ ,  A  

m [S,X]( )  = 1-  + .m[S,X]( )  with 0 1. 
(2) 

The discounting operation is useful when the source of information S, from which 
m[S,X] has been derived, is not fully reliable. In this case, coefficient  represents a 
form of metaknowledge about the source reliability, which could not be encoded in 
m[S,X]. Let S1 and S2 two sources of information and m[S1,.] and m[S2,.] their pieces 
of evidence. For an unlabeled pattern X, theses two bba can be aggregated with the 
Dempster’s rule of combination (orthogonal sum ⊕), yielding to a unique belief func-
tion m[.,X] defined as: 

=

==

φCB

ACB

CXSmBXSm

CXSmBXSm

AXm

I

I

))](,[).](,[(

))](,[).](,[(
)]([.,.

21

21
. (3) 

Based on rationality arguments developed in the TBM (Transferable Belief Model), 
Smets [8] proposes to transform m[S,X] into a pignistic probability function 
BetPm[S,X] used for decision making and defined for all ωl∈  as: 

∈Ω⊆

=
AA

l

l
A

AXSm
XSBetPm

ω
ω

/

)](,[
)](,[  (4) 

where |A| denotes the cardinality of A; and l = {1, 2… M}. In this transformation, the 
mass of belief m[S,X](A) is distributed equally among the elements of A. 
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3   Automatic Feedback in Image Retrieval  

Often the image which has the shortest distance to the query image is a relevant image; 
we will exploit this propriety in order to accumulate more information about the cate-
gory of the query image. Our idea is simple: given an input image Iq (query image) and 
an information source Sq derived from this query image Iq with a reliability q, the 
image retrieval system returns an image I1 (the higher ranked image). We can say that 
the information source Sq decides that the image I1 is the most similar image to the 
query image Iq. Now we will consider another information source S1 derived from the 
first retrieved image I1 with a reliability 1 and 1 q. The second most similar image 
will be retrieved by both sources Sq and S1. After obtaining the second most similar 
image I2, an information source S2 will be derived from this image with a reliability 
coefficient 2 where 2 1 q. The sources Sq, S1 and S2 will decide together which 
the third similar image is. The system follows this way until getting the desired number 
of retrieved images. Generally, to find the nth similar image, we consider n images (the 
query image and (n-1) previously retrieved images) as information sources (Sq, S1, 
S2,…Sn-1) with different reliabilities ( n-1 ….. 2 1 q). Each one of these sources 
takes part on the decision of the next retrieved image In, combining all information 
issued from these information sources. Let B a set of N images in the database, and 
R⊂B a set of the result images. At the beginning, the set R is empty: R=Ø. The set B/R 
represents the complementary of R into B (called the candidate images). The coeffi-
cient i denotes the reliability associated to information source Si issued from the ith 
retrieved image Ii while q denotes the reliability coefficient related to information 
source Sq issued from the query image Iq. Theses values are chosen into the interval 
[0,1] (1 if the source is fully reliable and 0 if it is completely unreliable). 

Let = {relevant, not-relevant} the frame of discernment. So, we have three possible 
focal elements, two assumptions ("image is relevant" and "image is not relevant") and a 
composite assumption  also called uncertainty. Each information source Si, presented 
by an image Ii∈R {Iq} (i can be q) examines each image Ij in the set (B/R): is it a 
relevant image, not-relevant image or is there no opinion for this image Ij. For this rea-
son, we propose a basic belief assignment m[Si,Ij], which distributes the belief quantity 
between three elements: relevant, no-relevant and uncertainty ( ) and satisfyes: 

m[Si,Ij](relevant) +m[Si,Ij](not-relevant)+ m[Si,Ij]( )=1 (5) 

where Ii∈ R {Iq} and Ij∈(B/R). The quantity of belief given to the assumption "rele-
vant" by Si to Ij must be proportional to the distance between the two images Ii and Ij.. 
This distance, noted by d(Ii,Ij), can be computed by the measure of the distance be-
tween their feature vectors d: (Features space)²  [0,1] with d(Ii,Ij)=d(Vi,Vj) where Vi 
and Vj are the feature vectors extracted respectively from the image Ii and the image Ij. 
The more the two images are similar, the smaller their distance is (Ii=Ij d(Ii,Ij)=0). 
The basic belief assignment m[Si,Ij](.) which is discounted by a coefficient i accord-
ing to the reliability of source Si can be computed as follows: 

m i[Si,Ij](relevant)= i.(1-d(Ii,Ij)) 

m i[Si,Ij](not relevant)= i.d(Ii,Ij) 

m i[Si,Ij]( )= 1- i. 

(6) 
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For each image Ij from B/R, we combine all basic belief assignments using the Demp-
ster's combination rule (formula (3)). The aggregated bba is: 

m[., Ij]= m q[Sq,Ij] ⊕ m 1[S1,Ij] ⊕ m 2[S2,Ij] ⊕..⊕ m r[Sr,Ij] (7) 

where r denotes the cardinality of R. After the discounting and combination phases, 
the system computes the pignistic probability using formula (4). Finally, the system 
decides what the most similar image (relevant image) is, by selecting, from B/R, the 
image which has the biggest value of pignistic probability for the subset "relevant" of 
the frame Ω. Ia∈B/R is the most similar image if: 

BetPm[., Ia](relevant) > BetPm[., Ib](relevant) ∀  Ib Ia∈B/R. (8) 

This retrieved image will be included into the set R of retrieved images. The re-
trieval operation can be stopped by putting a threshold on the cardinality of R or/and 
putting another threshold on pignistic probability. 

4   Experiments 

The feature vector used in this evaluation is based on colour histograms of nine sub-
images [10] in order to represent the local information in different zones of the image. 
We reduce number of colours in space HSV (Hue, Saturation, Value) by a uniform 
and static quantization in 162 bins [9]: 18 bins for hue axis, 3 bins for saturation and 3 
bins for value. With this method, the sub-image is now presented by a feature vector 
within a space of dimension 162. Thus, the image is presented by a matrix 9×162 
(number of sub-images × number of quantified colours): 
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where k
cav ,  is the proportion of colour c in the kth sub-image of the image Ia. The 

similarity function between the two images Ia et Ib is given by the following equation: 
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Our database contains 1115 colour images obtained from the database 
COLOMBIA: (http://www.cs.washington.edu/research/imagedatabase/groundtruth/). 
These images are distributed in 20 categories (football, Barcelona, flowers, moun-
tains,…). Reliabilities of information sources are computed in the following manner. 
Let α∈[0.1], αi=(α)i for each source Si issued from ith retrieved image. All the time, 
the Sq issued from the query image is fully reliable then αq =1. In our tests, we have 
fixed α at 0.9. Then α1= 0.9, α2=0.81, α3= 0.729,… The figure 1-a shows the 9 result 
images for a query images (the 1st image) using a simple ranking. The 5th, 6th, 7th, and 
the last result image are not relevant. In the figure 1-b, where we have used our  
approach, all the 9 result images are relevant. The figure 2 illustrates the average 
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precision-recall for the 48 images of football category. We can see that our proposed 
approach is better than a simple ranking for this category. 

5   Conclusions 

In this paper, an automatic relevance feedback approach for content-based image 
retrieval using information fusion and without any user input has been proposed. 
Given a query image, the system first computes its feature vector to rank the images 
according to a well-chosen similarity measure. For each retrieved image, the degree 
of belief about the relevance is then assigned as a function of this measure. This de-
gree of belief is then updated using an iterative process. We can note that using belief 
functions in relevance feedback, in attempt to gather more information about query 
image category, gives more precision than systems based on a simple ranking. More-
over, the system becomes more robust, and it can be integrated easily with any image 
retrieval system. This technique has some critical points as the measurement of reli-
ability. Another critical point is the accumulation of errors. We will try to solve these 
problems in future works by analysing the conflict information. 

 

 

 

 

 

Fig. 1. Query image and its result images by simple ranking (a) and our approach (b) 
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Fig. 2. Average precision vs. retrieval effectiveness of 48 images of football category using the 
simple ranking and using our approach 
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Abstract. In this paper, we propose a novel fast motion estimation algorithm 
based on successive elimination algorithm (SEA) which can dramatically re-
duce complexity of the variable block size motion estimation in H.264 encoder. 
The proposed method applies the conventional SEA in the hierarchical manner 
to the seven block modes. That is, the proposed algorithm can remove the un-
necessary computation of SAD by means of the process that the previous mini-
mum SAD is compared to a current bound value which is obtained by accumu-
lating current sum norms and reused SAD of 4x4 blocks for the bigger block 
sizes than 4x4. As a result, we have tighter bound in the inequality between 
SAD and sum norm than the bound in the ordinary SEA. If the basic size of the 
block is smaller than 4x4, the bound will become tighter but it also causes to in-
crease computational complexity, especially addition operations for sum norm. 
Compared with fast full search algorithm of JM of H.264, our algorithm saves 
60 to 70% of computation on average for several image sequences. 

1   Introduction 

The motion estimation and the compensation play an important role in the digital 
video compression system.  Block matching algorithm (BMA) is widely used for the 
motion estimation, which searches a block in the previous frames correlated most 
highly with the current block [1][2]. In H.264, the blocks for the motion estimation 
vary in size, i.e. from 16x16 to 4x4. Variable block-based motion estimation algo-
rithm (VBMEA) supplies the huge gain in compression efficiency. Full-search algo-
rithm (FSA), the most simple algorithm used in VBMEA, checks all allowed refer-
ence blocks within search range to get the optimal vector but suffers from crucial 
computational cost as considering all blocks in the search range [3][4]. Successive 
elimination algorithm (SEA), which improves the searching process by removing 
unnecessary computation, was proposed as a solution to reduce computational cost 
[5]. In this paper, we propose a fast search algorithm using SEA which may be useful 
to decide the optimal mode among seven variable blocks (4x4, 4x8, 8x4, 8x8, 8x16, 



 A Fast Full Search Algorithm for Variable Block-Based Motion Estimation of H.264 711 

16x8, and 16x16). The proposed method, in which sum norm or SAD of 4x4 blocks 
for each mode is stored produces the necessary condition with tighter bound than the 
traditional SEA depending on the availability of SAD. As the hierarchical process 
from 4x4 to 16x16 needs the additional operations like addition, we should take into 
account the computational overhead consumed in the hierarchical process to decide 
whether SAD computation is needed or not for the candidate blocks. Nevertheless, the 
proposed algorithm is of great advantage to computation reduction by keeping away 
from unnecessary SAD computation with hierarchical SEA. 

The organization of this paper is as follows. In Section 2, we give the general intro-
duction and the problem for variable block-based motion estimation and full search 
algorithm of JM 7.3. Section 3 describes SEA and variable block-based motion esti-
mation using SEA. Section 4 presents our experimental results by which our scheme 
is evaluated. Conclusions are presented in Section 5. 

2   Variable Block-Based Motion Estimation with FSA 

The purpose of BMA is to search the optimal reference block in the previous image 
for a block in a current image. To do this, Sum of absolute difference (SAD) is widely 
used as a criterion for finding the most correlated block. The variable block-based 
motion estimation (VBME) of H.264 supports block matching of the variable sizes. 
Moreover, due to adopting multiple reference frames in H.264, it is feasible that the 
blocks over 8x8 refer to different reference frames [2][7][8]. The hierarchically-
structured motion estimation may be efficient since the blocks are organized in the 
hierarchical manner. That is, the region with low activity like background is more 
probable to be decided to a mode of large block while the region with high activity is 
more likely to be done to small block size modes. However, the use of various block 
modes causes complexity problem. To make matters worse, applying FSA to VBME 
makes the computational cost heavier. 

Fast full search algorithm (FFSA) was used in JM 7.3 of H.264. As presented in 
the flowchart of Fig. 1, SADs of other six modes are computed by accumulating pre-
computed  4 x 4 SADs. Although the SADs of 4x4 blocks are reused for larger blocks  

 

Fig. 1. Flowchart of the fast full search algorithm in H.264 
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than 4 x 4 blocks, the hierarchical structure for the seven modes needs more intensive 
computation than a 16x16 MB mode. That is, variable block approach requires more 
cost than fixed size approach in computation for block matching in spite of high com-
pression efficiency. 

3   Proposed Variable Block-Based Motion Estimation Algorithm 

SEA among many fast algorithms is quite an efficient method to reduce computa-
tional complexity by removing unnecessary blocks for SAD computation with a nec-
essary condition for a reference block to be the optimal block. The necessary condi-
tion is well-known as Minkowski’s inequality which identifies the relationship be-
tween SAD and sum norm. 

On the assumption that the size of a block is NxN and the search range is 
(2N+1)x(2N+1), the inequality in [5] for the optimal motion vector to have to satisfy 
the necessary condition is as follows  

),,(),(),( minmin nmSADRyxMnmSADR iiiii +≤≤−  (1) 

where i  is each mode, R  and ),( yxM  are sum norms of a block in the current frame 
and in the previous frame, and ),(min nmSAD  denotes the minimal SAD among SADs 
of the candidate blocks before the current search point. ),( yx  and ),( nm  are the mo-
tion vectors of each position. The optimal block matching is performed only for the 
blocks whose sum norms meet the condition of Eq. (1). It is sure that the number of 
the blocks that satisfies the condition of Eq. (1) is less than the number of all blocks 
within the search range. Therefore it is feasible that the algorithm reduces computa-
tional complexity of search process without excluding the optimal position. The per-
formance of the algorithm is depending on an initial motion vector and computation 
of sum norm for each block. 

3.1   Variable Block-Based Motion Estimation with SEA 

In this paper, we propose a method to remove unnecessary computation by combining 
the pre-computed SADs with sum norms of 4x4 blocks. The method excludes the 
blocks for which SAD computation is not needed by the inequality which compares 
the minimal SAD with SAD or sum norm of a block. In case that the inequality in [9] 
is applied to 4x4 blocks, an 8x8 sub-block satisfies Eq. (2). 

|,),(||),((|
4

1

4

1

yxMRyxMR
k k

kkkk
= =

−≤−  (2) 

where k is the index of each 4x4 block. Eq. (2) means that the sum of the sum norms 
of four 4x4 sub-blocks to which an 8x8 block is partitioned is larger than the sum 
norm of the 8x8 block. That is to say, the sum of sum norms of the split blocks makes 
bound of SEA tighter than the sum norm of the original block before splitting. Un-
doubtedly, being split smaller, the bound is getting tighter by the sum of the partial 
sum norms because the sum of sum norms of a pixel by a pixel is SAD of the block in 
case of being split by pixels. Therefore, if pre-computed SADs are partially reused, 
we can get almost SAD for the tight bound of SEA without SAD computation for the 
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mode (larger blocks than 4x4) and it is feasible that unnecessary SAD computation is 
reduced by the inequality of SEA. Fig. 2 shows the relationship of SADs according to 
the ways of block partitioning and the selections of SAD or sum norm. Furthermore, 
suppose that the reuse of SADs of the second and the third 4x4 blocks, denoted by 
SAD2(x,y) and SAD3(x,y), are available by the mean to make the bound of the 8x8 
block tighter. Then, we have the following relationship. 

,),(),(|),(|

),(),(|),(||),(|
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44

321

4

1
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=
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(3) 

The above inequalities can be generalized to the other type sub-blocks (16x8, 8x16, 
8x4, and 4x8) of 16x16 MB. Eq. (3) denotes that the combination of the sum norms or 
the SADs of 4x4 blocks, the second term, is closer to the SAD(x,y) than the sum of 
only sum norms of 4x4 blocks. Thus, if the SADs of smaller blocks were pre-
computed, we use the SADs instead of the sum norms, which gives tighter bound. 

≤ ≤ ≤≤ ≤ ≤≤ ≤ ≤
 

Fig. 2. The comparison of the bound of 8x8 block by the accumulation of SAD and sum norm 
for 4x4 blocks 

The proposed algorithm reduces whole SAD computation for the motion  
estimation by making the inequality’s bound of larger blocks tighter by reusing  
pre-computed SAD of 4x4 blocks. The following procedure presents the method  
to remove the reference blocks which SAD computation is unnecessary with slight 
modification and generalization to various blocks of SEA in the initial block-size  
of 4x4. 

Step1. When search range equals 0, compute R4x4 and SAD (0, 0) min4x4 for each index 
of 4x4 block. 

Step2. When search range is larger than 0, compute M (x, y) 4x4 for each index of 4x4 
blocks. 

Step3. Compare | R - M(x, y) |4x4 with SAD (m, n) min4x4. 
   3.1. If | R - M (x, y) |4x4   > SAD (m, n) min4x4, go to Step 7. 
   3.2. If | R - M (x, y) |4x4 SAD (m, n) min4x4, go to Step 4. 

Step4. Compute SAD (x, y) 4x4 and replace | R - M (x, y) |4x4 with it. 
Step5. Compare SAD (x, y) 4x4 with SAD (m, n) min4x4. 

   5.1. If SAD (x, y) 4x4 SAD (m, n) min4x4, go to Step 7.  
   5.2. If SAD (x, y) 4x4 < SAD (m, n) min4x4, go to Step 6. 
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Step6. Replace SAD (m, n) min4x4 with SAD (x, y) 4x4 as the minimum SAD of current 
(x, y) position for 4x4 blocks. 

Step7. Maintain the minimum SAD of previous position for 4x4 blocks as it of current 
position. 

 

Fig. 3. The search process for each mode to need SAD computation in the proposed algorithm 

Fig. 3 is an example to help understanding for the algorithm. As shown in Fig. 3, in 
case that the above procedure is repeated according to each mode, the number of the 
blocks for which SAD computation is needed will be obtained. The shaded regions in 
Fig. 3 present the blocks whose SADs were computed in the process of each mode. 
By our empirical results, we need SAD computation only for tiny ratio of 4x4 blocks 
per 16x16 MB. We should not miss that the proposed method finds the optimal vector 
like FSA. As a result, the proposed method has advantage of complexity reduction 
without performance degradation. 

4   Experimental Results 

For the performance evaluation, we compare the proposed method with FFSA in JM. 
We assume ADD (addition), SUB (subtraction), and COMP (comparison) as one cycle 
operation and ABS (absolute value) as two cycle operations considering 2’s comple-
ment operations. The experiment was performed for five QCIF (176x144) standard 
image sequences (Foreman, Coast guard, Mother & daughter, Stefan and Table tennis). 
The input image sequences of 100 frames were used and only one previous frame was 
referenced as a reference frame. The number of search points for motion estimation 
was (2N+1)*(2N+1) = 1089, when N=16. Table 1 shows the ratio of the number of 4x4 
blocks with SAD computation to the total number of 16x16 MBs, without and with 
pre-computed SAD4x4, according to each mode and test images. 

As presented in Table 1, the difference of the computational costs between NOT 
and REUSED for pre-computed SAD4x4 is remarkable except 4x4 mode. NOT is the 
application for sum of only sum norms of split blocks like the second block in the 
inequality of Fig. 2 and REUSED is the application for accumulation of not only sum 
norms but also pre-computed SADs of split blocks like the third block of Fig. 2. That 
supports that the proposed algorithm reduces unnecessary SAD computation by the 
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tight bound of the larger modes than 4x4 with reusing pre-computed SAD4x4 in Min-
kowsi’s inequality as shown in Fig. 2. 

Table 1. Without and with reusing pre-computed SAD4x4, the comparison for the average ratio 
of the number of each mode with SAD computation to the total number of each block-size per 
16x16 MB 

mode Foreman Coastguard 
Mother & 
daughter 

Stefan Table tennis 

SAD4x4 Not Reused Not Reused Not Reused Not Reused Not Reused 
4x4 7.828 7.828 17.205 17.205 6.525 6.525 13.427 13.427 19.183 19.183 
4x8 3.662 0.457 10.734 0.364 4.219 0.626 7.701 0.587 14.327 0.665 
8x4 3.936 0.421 13.666 0.369 4.197 0.481 9.333 0.614 14.077 0.606 
8x8 2.195 0.296 8.625 0.239 3.455 0.451 5.379 0.435 10.906 0.446 

8x16 1.271 0.284 5.461 0.234 2.487 0.332 3.291 0.38 8.646 0.459 
16x8 1.361 0.281 6.595 0.228 2.234 0.276 3.894 0.384 8.331 0.407 
16x16 0.918 0.24 4.22 0.222 1.492 0.22 2.614 0.331 6.878 0.439 

4x4total 10.694 8.364 24.372 17.483 10.087 7.496 19.273 14.067 29.23 20.109 

 

Fig. 4. The average rate of the number of 4x4 blocks for which SAD was computed the total 
number of 4x4 block-sizes per 16x16MB in each frame 

Fig. 4 shows the percentage of the 4x4 blocks for which SAD was computed ac-
cording to each frame and image. As shown in Table 1, in contrast with Foreman and 
Mother & daughter, Table tennis and Coast guard have the higher percentage of 4x4 
blocks to undergo SAD computation. In Table tennis, it is noticeable that 4x4 blocks 
with SAD computation are suddenly increased around the 25th frame where zoom-out 
happens. And in Coast guard, global motion by camera movement and two objects 
overlapping takes place around the 65th frame. On the other hand, Foreman and 
Mother & daughter have the small motion of the objects which is the reason why the 
percentage is consistent. Stefan has the large motion of an object without zooming. 
Therefore, in case that the image has sudden changes in motion and size of objects  
or  there is global motion in the sequences, the number of blocks which need the SAD  

Table 2. The comparison of the computational cost of SAD and that of sum norm per 4x4 
block: the computational cost for each step was represented in this table 

 SAD4x4 |R-M|4x4 

Search range 0 ~ 1088 0 1 ~ 1088 1 2 ~ 1088 
SAD 15     

R  15    ADD (+) 
M    15 4 

SUB ( - ) 16  1  4 
ABS (| |) 16  1  4 
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Table 3. The comparison of the computational cost of fast full search algorithm of JM 7.3 and 
that of the proposed algorithm for all test image sequences  |R-M|  COMP ( |R-M| vs. 
SADmin )  SAD4x4  SAD+|R-M|  COMP ( SAD+|R-M| vs. SADmin ) 

 Common Individual  (Proposed + SEA) 
Image All  Foreman Coast guard MOT&DAU Stefan Table tennis 

Operation    
 

 
 

 
 

 
 

 
 

FFSA 
(JM 7.3) 

SAD4x4  1008 91854  191709  82215  154287  220563  1097712 

|R-M|4x4 155872       

4x4(+)  17408 1353 2957 1170 2305 3347 
 

4x8(+) 8712 8704 80 64 110 102 116 8712 

8x4(+) 8712 8704 74 64 84 108 106 8712 

8x8(+) 4356 4352 26 20 40 38 38 4356 

8x16(+) 2178 2176 12 10 14 16 20 2178 

16x8(+) 2178 2176 12 10 12 16 18 2178 

16x16(+) 1089 1088 

 

6 

 

4 

 

4 

 

8 

 

10 1089 

Sum 228713  93417 194818 83649 156878 224218 1124973 

Common+ 
Individual 

322130 423531 312362 385591 452931  

(Proposed 
x 100) / 

FFSA (%) 

 

28.6 37.6 27.8 34.3 40.3 100 

computation increases. However, the proposed algorithm is still available, since the 
sudden changes are not frequently happened in the overall image sequences. 

Table 2 shows the computational complexity of SAD and sum norm for a 4x4 
block. For the computation of M in Table 2, we refer to [5] where it is shown that the 
sum norms of reference blocks can be computed with just a little computation since 
the previously obtained sum norm of a neighbor block is used to compute a current 
block’s sum norm. Adopting [5], complexity of M is 8 cycles on average. Provided 
that there are two 4x4 blocks which are horizontally overlapped by 3 pixels, the block 
on the right requires four addition operations and four subtraction operations. That is, 
the sum norm of the block on the right can be calculated by adding the 4 new supple-
mentary pixels to the sum norm of the block on the left and subtracting the 4 left most 
pixels of the right block. 

Table 3 shows the computational complexity of FFSA in JM7.3 and the complexity 
of the five operation processes in the proposed algorithm for all test image sequences, 
respectively. The computational complexity of the proposed algorithm comes from 
the operation frequency for five main processes as presented in Table 3. We can get 
the outstanding result from the table. The ratio for FFSA denotes the complexity of 
our method when we consider FFSA as 1. As presented in Table 3, the proposed algo-
rithm has gain of 60~70% in complexity with the same optimal motion vector as 
FFSA has. 

5   Conclusion 

In this paper, we proposed a fast search method based on SEA for the variable block 
size motion estimation in H.264. It was realized that SAD computation for 4x4 blocks 
was reduced by accumulating not only sum norm but also pre-computed SAD. It 
originates from the fact that the bound of the inequality gets tighten by the sum of 
sum norm of sub-blocks split from a whole block and the reuse of pre-computed 
SADs. Thus, the proposed algorithm can make the bound of the inequality tighter 
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without additional SAD computation because the SADs available from previous proc-
essing are considered in company with sum norms into the inequality of SEA. 

In experimental results, we showed that our method had the consistent gain of 
60~70% without degradation of performance with the various test images whose 
motion characteristics are quite different from one another. 

Acknowledgement. This work supported by the IT Research Center (ITRC), Ministry 
of Information and Communication, Korea. 
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Abstract. Linear prediction has been extensively researched and a significant 
number of techniques have been proposed to enhance its effectiveness, among 
them switching linear predictors. In this paper, we propose a general framework 
for designing a family of adaptive switching linear predictors. In addition, we 
will utilize the proposed framework to construct a concrete implementation 
based on set partitions and relational operators. 

1   Introduction 

Since the introduction of CALIC [1], and JPEG-LS [2], the data compression scene is 
witnessing a revived interest in lossless data compression after being dominated by 
the lossy sibling. One theme that is playing a role in most recent compression algo-
rithms is predictive coding. 

Predictive coding has uses in image, speech, and audio compression. It has been 
extensively researched and a significant number of techniques have been proposed to 
enhance its effectiveness. One such technique, commonly known as switching linear 
predictors, uses a combination of linear predictors where, at each pixel, it selects 
which linear predictor to use next based on some predefined rules. 

In this paper, we propose a general framework for designing a family of adaptive 
switching linear predictors. In addition, we will utilize the proposed framework to in-
troduce a new adaptive switching linear predictor. Finally, the performance of our 
new predictor will be compared to the one used by the JPEG-LS coder. 

2   Monochrome Digital Images 

The term monochrome (or gray-level) digital image is defined as a function, denoted 
by ),( crf , where r  and c  are spatial coordinates, and the value or gray-level of 

f  at any pair of coordinates ),( cr  is a nonnegative integer representing the bright-

ness in the image at that point. The origin is assumed to be at the upper left corner of 
the image; values on the horizontal, or c , axis increase from left to right, and values 
on the vertical, or r , axis increase from top to bottom. 
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3   Predictive Coding 

Predictive coding consists of two major steps: pixel prediction, and entropy coding. 
Pixel prediction is accomplished by traversing an image using some predetermined 
order, such as raster-scan, where the value of each pixel is predicted based on a num-

ber of past pixels. The prediction, ),(ˆ crf , is then rounded to the nearest integer and 

used to form the difference between the actual and predicted value of that pixel. 

),(ˆ),(),( crfcrfcre −=  (1) 

Finally, when the image traversal ends, the prediction errors are encoded using 
some entropy coder. The order of a predictor is a quantitative measure and it is equal 
to the number of past pixels, a.k.a. causal neighboring pixels, used in the prediction. 

3.1   Linear Predictors 

Linear predictors use a linear combination, such as weighted sum, of the causal 
neighboring pixels. As an example, consider the following first-order linear predictor 

)1,(),(ˆ −= crfcrf α  (2) 

Despite its simplicity, a first-order linear predictor is an effective method for re-
moving much of the horizontal dependencies between pixels. A second-order linear 
predictor similar to the following 

),1()1,(),(ˆ crfcrfcrf −+−= βα  (3) 

takes advantage of both horizontal and vertical dependencies to deliver even more im-
pressive compression results, provided 2-dimensional correlation exists between pixels. 

3.2   Nonlinear Predictors 

Simply stated, any predictor that is not linear belongs to the nonlinear category. In this 
section, we will focus our attention on a particular nonlinear predictor, the one known as 
MED [3]. This nonlinear predictor is part of the JPEG-LS coder, which is a relatively 
new standard in lossless and near–lossless compression of continuous tone images. 

MED performs a test on three causal neighboring pixels to detect vertical or hori-
zontal edges. If an edge is not detected, then the guessed value is an interpolation 
based on the three neighboring pixels. This expresses the expected smoothness of the 
image in the absence of edges. Specifically, for )1,( −= crfα , ),1( crf −=β , 

)1,1( −−= crfχ , the LOCO-I predictor guesses 

−+
≤
≥

=
otherwise
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χβα
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βαχβα

crf  (4) 
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The predictor can be interpreted as picking β  in most cases where a vertical edge 

exists left of the current location, α  in most cases of a horizontal edge above the cur-
rent location, or a plane predictor if no edge has been detected. 

4   A New Family of Adaptive Switching Linear Predictors 

We will now introduce a new family of adaptive switching linear predictors using a 
formal framework for the definition of such predictors. Our new predictor is a family 
because for any given positive parameter n, a unique context-based adaptive switch-
ing linear predictor is constructed. The number of context-classes is directly related to 
the value of n, but the two are not equal. In general, n is much smaller than the num-
ber of context classes, and each and every context class has exactly one linear 
sub-predictor of order n. 

Starting with the n  past neighbors, the encoder classifies the current context to 
adaptively select which sub-predictor to use in the prediction step. Furthermore, the 
sub-predictor coefficients are, themselves, adaptive since they are dynamically ad-
justed to enhance the prediction of the sub-predictor belonging to the respective con-
text class. 

One way to interpret the classification method is to treat it as a relation R on a set 
of pixels I that gives rise to a partition P in which the members of P are the context 
classes of R. The union of all context classes, therefore, is the set of pixels I that make 
the digital image. In addition, the intersection of any two context classes is empty. 

Each class context keeps track of the n  sub-predictor coefficients. Initially, the coef-

ficients start with the value zero. In order to predict the value of a pixel ),( crf , we 

first classify the current context, based on the yet to be defined relation R , then use the 

corresponding sub-predictor to find the prediction ),(ˆ crf . The prediction, ),(ˆ crf , 

is then rounded to the nearest integer and used to form the final prediction value. 
What follows next is a simple reward system, where the coefficient corresponding 

to the neighbor closest in value to ),( crf  is adjusted to increase its value. As a re-

sult, the next time this same context class is encountered, the adjusted coefficient will 
have a bigger influence on the prediction outcome. 

What we described thus far is a general-purpose framework for the description of 
adaptive switching linear predictors. In order to construct a concrete implementation, 
we need to define the one thing that remains so far undefined, mainly the relation R. 

The relation R is a set of Boolean predicates, i.e. propositions that can be either 
True or False. The number of Boolean predicates is equal to the number of context 
classes. Each and every predicate allows or denies membership to a corresponding 
context class. 

One of the several definitions of R that we experimented with uses the relational 
operator <, the relational operator =, along with the values of the n past neighbors as 
operands, to define the predicates. The predicates describe all possible comparative 
relationships that the operands might have with respect to each other. For the sake of 
brevity, we will refer to this particular implementation as ASLP, Adaptive Switching 
Linear Predictor. 
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For the case when n = 1, we have exactly one predicate whose value is always 
True. Therefore, when n is 1, ASLP behaves exactly like a regular first-order linear 
predictor with coefficient 1=α . 

For the case when n = 2, we have exactly three predicates. They are 

ba <   ab <   ba =  

As a final example, the case when n = 3, we have exactly thirteen predicates 
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The predicates, for any value of n, can be found using a simple algorithm that per-
mutes the operators along with the operands, then removes the duplicates. Two predi-
cates, p and q are duplicates if and only if p ↔ q is a tautology. Theoretically, we can 
always limit the number of predicates from above using the formula 2n-1n!. The higher 
the value of n , the bigger the discrepancy is between the upper bound and the actual 
number of predicates needed. For example, for n = 1, the upper bound and the actual 
value are the same. On the other hand, for n = 3, the upper bound is 24, while the ac-
tual value is 13. 

4.1   Experimental Results 

Table 1 shows the entropy (in bits per pixel, assuming memoryless Markov processes) 
before and after applying various predictors to several 512×512, 8-bit standard test 
images. 

Table 1. Comparison between the MED and ASLP for various values of n 

ASLP  Original MED 

3=n  4=n  5=n  
f-16 6.71 4.25 4.40 4.34 4.35 
goldhill 7.48 4.92 5.06 5.02 5.02 
Lena 7.45 4.60 4.66 4.50 4.52 
mandrill 7.36 6.30 6.27 6.25 6.25 
peppers 7.57 4.87 4.79 4.66 4.68 
Zelda 7.27 4.24 4.25 4.15 4.16 

Average 7.30 4.86 4.90 4.82 4.83 

The results reflect a slight advantage in favor of ASLP when using four or five 
causal neighboring pixels, with the best results obtained at n = 4 The causal neighbor-
ing pixels used to obtain the results reported, for all n  5, are given in Figure 1. 



722 A. Itani and M. Das 

 

Fig. 1. ASLP causal neighboring pixels for values of n  5 

The empirical results presented do echo the results of a more comprehensive study 
which involved standard test images in addition to medical images and satellite im-
ages. We applied the ASLP algorithm using values of n  ranging from 1 to 6, inclu-

sive. The ASLP with parameter 4=n  did better, on average, than the rest of the pa-
rameter values we tested. 

We must stress that the empirical results presented reflect only the performance of 
the MED and ASLP prediction algorithms. These two algorithms are not meant to be 
used as full-fledged compression systems. Prediction is just one step in the compres-
sion process, and the final outcome of any compression algorithm typically yields bet-
ter results than the ones achieved by the prediction step alone. 

5   Conclusion and Future Work 

The advantages that ASLP has over the MED predictor are not statistically signifi-
cant. However, the major contributions of this paper are the formal definition of the 
adaptive switching linear predictors framework, and the particular implementation of 
the relation R presented earlier. 

The current reward-based system does not perform exceptionally well because it 
only allows positive weights. By making room for negative weights, we believe our 
predictor will gain a significant boost in performance. In addition, the initial condi-
tions we used for the weights, a vector of zeros, is not a particularly good idea. We 
suspect that a static set of non-zero vectors tailored to the contexts defined by the rela-
tion R might further enhance the performance of our predictor. 

References 

1. X.Wu and N. Memon, “Context-based, adaptive lossless image coding,” IEEE Trans. Com-
mun., vol. 45, pp. 437–444, April 1997. 

2. M.J. Weinberger, G. Seroussi, and G. Sapiro, “LOCO-I: A Low Complexity, Context-
Based, Lossless Image Compression Algorithm”, Proceedings of the IEEE Data Compres-
sion Conference, March-April 1996. 

3. S. A. Martucci, “Reversible compression of HDTV images using median adaptive predic-
tion and arithmetic coding”, Proc. IEEE International Symposium on Circuits and Systems, 
pp. 1310-1313, IEEE Press, 1990. 



Toward Real Time Fractal Image Compression
Using Graphics Hardware

Ugo Erra

ISISLab - Dipartimento di Informatica ed Appl. “R.M. Capocelli”,
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Abstract. In this paper, we present a parallel fractal image compres-
sion using the programmable graphics hardware. The main problem of
fractal compression is the very high computing time needed to encode
images. Our implementation exploits SIMD architecture and inherent
parallelism of recently graphic boards to speed-up baseline approach of
fractal encoding. The results we present are achieved on cheap and widely
available graphics boards.

1 Introduction

Fractal compression is a lossy compression method introduced by Barnsley and
Sloan [1] for compactly encoding images. The main idea of fractal compression is
to exploit local self-similarity in images. This permits a self-referential descrip-
tion of image data to be yielded.

The general approach is firstly to subdivide the image using a fixed parti-
tion in simple case or adaptive partition in an advanced approach, and then
to find the best matching image portion for each part. This searching phase is
known to be the most time consuming part and numerous strategies have been
presented to speed-up encoding. On the other hand, fractal image compression
offers interesting features like fast decoding, independent-resolution and good
image quality at low bit-rates which is useful for off-line applications.

Today’s GPUs (graphics processing units) have high-bandwidth memories
and more floating-point units. One of the most recently presented GPUs, the
NVIDIA 7800, has peak performance of 165 Gflops and memory bandwidth
of 38.4 GB/sec. Recently, all this computational power has become cheap and
widely available. As side effects, several researches has began to exploit GPUs for
general purpose applications such as scientific computation, database operations,
matrix multiplications and many more as shows in [2].

This paper presents a novel approach to perform fractal compression on pro-
grammable graphics hardware; to our knowledge, this is the first application that
uses the GPU for image compression. Using programmable capabilities of the
GPUs, we exploit the large amount of inherent parallelism and memory band-
width to perform fast pairing search between portions of the image. As a result,
we show that GPUs are effective co-processors for fractal compression.

G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 723–728, 2005.
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2 Fractal Compression

The basic idea of fractal compression is to find similarities between larger and
smaller portions of an image. This is accomplished partitioning the original im-
age into blocks of fixed size, called range and creating a shape codebook from the
original image of double size of the range, called domain. Range blocks partition
the image so that every pixel is included while the domain blocks can be over-
lapped and/or to not contain every pixel. We give below the baseline approch,
the mathematical theory about these principles can be found on [3].

Given a range block R we must find a domain D from codebook such that
R ≈ sD + o1 where s and o are called scaling and offset respectively. These
values define the optimal transformation by which we can encode an image
portion using another part. The encoder must scan all the codebook to find
optimal D, s, and o. The domain block must be shrunk by pixel averaging to
match the size of range block.

Given the twoblocksR andDwith n pixel intensities, r1, . . . , rn and d1, . . . , dn,
the quantity to minimize is

∑n
i=1 (s · di + o− ri)

2 where coefficients s and o are
given by

s =
n (
∑n

i=1 diri)− (
∑n

i=1 di) (
∑n

i=1 ri)

n
∑n

i=1 d
2
i − (

∑n
i=1 di)

2 o =
1
n

(
n∑

i=1

ri − s

n∑
i=1

di

)
(1)

The values s, o, and the position of domain block D are the encoded values
for range R. The steps of the baseline encoder with fixed block are the following:

1. Range blocks Ri. Given a fixed size (4 × 4, 8 × 8, and so on) create a set of
range blocks overlapping the entire image.

2. Shape codebook Di. The shape codebook is created in two steps:
(a) Using a step size of l pixel horizontally and vertically create a set of

domain blocks which are double the range size.
(b) Shrink the domain blocks by averaging four pixel to match range size.

3. The search. For each range block R an optimal approximation R ≈ sD+ o1
is computed in the following steps:
(a) For each domain block Di compute R ≈ sDi + o1 using formulas (1).
(b) Among all codebook Di output the code for current range [k, s, o] such

that the error R ≈ sDk + o1 is minimum.

Related works. Fractal compression allows fast decompression but has long en-
coding times. The most time consuming part is the domain blocks searching
from each range. In [4] Beaumont adopts a search strategy using an outward
spiral starting from the coordinate of range and halts when a necessary condi-
tion has been reached. This strategy reduces encoding time but image quality
could suffer due to the overlook of some possible optimal pairing. Categorized
search proposed by Boss, Fisher and Jacobs [5, 6] and features vector methods
proposed by Saupe [7] are efficient classification techniques. They reduce the
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encoding complexity using a classification of the domain codebook block in such
way that for each range the search is essentially more efficient.

The use of general purpose high performance architecture has been used
to accelerate the encoding phase without a decrease of image quality. Related
work has been done concerning the encoding phase on SIMD architecture. In [8]
massively parallel processing approach has been used on an APE100/Quadrics
SIMD machine. For testing, they used 512 floating point processors, offering a
peak power of 25.6 GFLOPS. They are able to compress a gray level image of
512× 512 using a scalar quantization techniques in about 2 seconds.

3 Programmable Graphics Hardware

Today, GPUs are fundamentally programmable stream processors [9]. In this
computational model stream are collections of data requiring similar computa-
tion. Every object in the stream is processed by the some function called kernel.
GPUs has a screen-space stream engine called fragment processor. The fragment
processor supports a fully orthogonal instruction set optimized for 4-component
vector processing. Furthermore, as stream architecture, the fragment processor
exploits spatial parallelism; it runs the same fragment program for each pixel.

This processor presents limits and advantages. For each incoming pixel the
fragment program is invoked at a specific location and returns the final value in
the same location as output. That is not possible to write in a different location
or to do scattering. Instead the kernel can do gathering using textures as lookup
table to read precomputed values.

The textures can be used as lookup tables during computation though access
to them is restricted to write-only or read-only. Floating-point texture vectors
can be of two, three of four components. Each fragment can fetch a component
vector as input from one or more textures and returns a vector components.
This feature and the fact that fragment processor has enormous throughput
make fragment engine well suited to fractal compression.

4 Mapping Fractal Compression on the GPU

In order to exploit the specialized nature of the GPU and its restricted program-
ming model we must map the fractal compression as a streaming computation.
The goal is to perform pairings test between range and domain exploiting parallel
architecture of the GPU and high bandwidth access to pixels. The entire process
uses a gray level image as input data and returns the textures TPOS with the posi-
tion of optimal domain blocks and TSO with scaling/offset coefficients as outputs.

The underlying idea is to use a producer/consumer scheme. The producer
gathers from the domain pool a block which is broadcasted to all consumers
that are the ranges. Each range stores the current domain as soon as it appears
as the best pairing block. The entire process continues until all domain blocks
have been consumed. In this scenario, a pixel appears as a single floating-point
processor responsible for only one range. Then, the GPU mimics a computational
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grid rendering a sized-range rectangular upon which performs parallel pairing
test among all the ranges for a given domain.

4.1 Data Structures Organization

Fractal compression is implemented as fragments programs. These programs are
executed via multi-pass rendering of a screen-sized rectangle where each pixel is
an encoding range. Notice that during encoding the same range will be paired
among all other domains and from another point of view the same domain will
be paired among all ranges. Then, for each range block and for each domain
block we precompute all the related quantities that remain constant during the
entire encoding. These constant values are the summations of the scaling and
offset formulas in 1 and will be stored in the lookup textures TR and TD using
one 32-bit component for TR and two 16-bit component for TD.

In order to exploit SIMD parallelism and efficient bandwidth, during the en-
coding, the source image is stored compactly into texture. An RGBAtexture which
uses 32-bit per component is capable to store up to 256 bit per pixel. Usually, for a
gray level image, 8-bit per pixel are necessary. Thanks to the specialized instruc-
tion pack we are able to store up to 16 pixels into a single RGBA pixel’s texture.
Using this representationof the image it is possible to read 16 pixels simultaneously
in a single texture access followed by a unpack instruction.

4.2 Fractal Compression Kernels

The entire flow diagram for the streaming fractal compression is illustrated in
Figure 1. The following sections detail the implementation of each kernel and
the read/write textures access. In the following, the kernels always take as input
the compact version of source image.

Ranges summation. This kernel precomputes the range summation using the
technique described in the previous section. It takes the original image as input
and returns a texture TR as output. This buffer is a previously declared one 32-
bit color component texture. The size of this buffer is 1/4 of the input image if
we choose a range block size of 4×4, or 1/8 for a range block of 8×8, and so on.

Domains summation. The kernel precomputes the domains summations. It
takes the original image as input and returns the texture TD as output. This
buffer is a previously declared two 16-bit color components texture.

Stream range generator. This is the only party performed in the CPU and it
is not a computational stage. It serves as a start-up routine to generate a stream
of fragment programs. It draws a texture of size TR to force the “Pairing Test”
fragment program execution for each range. Furthermore, it passes to the next
stage the position of the current domain and the entire group of pixels belongs
to the current domain as parameters. This permits to store an entire domain
into registers of fragment processor avoiding continuous texture fetches.

Pairing test. This kernel performs all possible tests for optimal pairing. At
each rendering pass this kernel has TR as input textures, coordinate of current
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Fig. 1. A streaming fractal compressor

domain and pixels’ domain from the previous stage. It returns a sized range
texture TPOS with the coordinates of current optimal blocks as output. More
precisely, due to hardware limits which not allow read/write access on the same
texture, pairing tests are not performed for a given range R among all domains
Di. We must invert pairing tests as follows: given a domain D performs pair-
ing tests among all ranges Ri updating minimal errors for each range. This
schema use a double buffer to read previous errors in texture Tprev and to store
current errors in texture Tcurr. Thus, given a domain block D at each ren-
dering pass each fragment program computes and stores the following value:
Tcurr = min (E (Ri, D) , Tprev) . Before the next rendering pass the errors tex-
tures Tcurr and Tprev are swapped and another domain block is passed as input.

Stream codebook generator. The last stage computes and writes into texture
TSO final scaling s and offset o. The kernel has textures TPOS as input and
returns a texture TSO with optimal coefficients. This operation is performed here
in order to avoid useless write operations and therefore optimizes the amount of
memory bandwidth required for texture accesses.

5 Experimental Results

In order to compare the amount of pairing tests that GPU is capable to perform,
we implemented heavy brute force algorithm on GPU as well as on CPU. We
have experimented on a Pentium IV based machine with 3.2GHz processor speed
and 1GB of RAM. The used graphics card was a GeForce FX 6800, with 128MB
of video memory, core speed of 300MHz and memory speed of 800MHz. We used
OpenGL Cg shading language to implement our GPU-based compressor.

The test image has a resolution of 256× 256 pixels. Choosing a range size of
4× 4 pixels we obtain 64× 64 ranges. The domain blocks must be twice the size
of range blocks and using a step of one pixel to scan the image, the domain pool
contains (128 − 4 + 1)2 = 15, 625 elements. In total, using a heavy brute force
strategy 4, 096× 15, 625 = 64, 000, 000 possible pairings require testing.

The CPU version takes about 280 seconds to perform all pairing test whereas
the GPU version takes about 1 second. Then, the amount of paring test that
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the GPU is capable to perform is about 64 millions per second whereas the
CPU performs about 220 thousands paring test per second. These results arise
considering fractal compression a random-memory-access intensive problem. The
memory bandwidth together arithmetic intensity advantages GPU over CPU.
Moreover, our work shows its advantages when compared to expensive parallel
architecture as for instance in [8] which uses 512 floating-point processors with
performance comparable to our GPU implementation.

6 Conclusions and Further Work

Fractal image compression is well suited for parallel system due to its high com-
putation complexity and regular algorithmic structure. Today, we think that
graphics board offers substantial computational power to take full advantages
of the baseline approach. We are going to investigate two scenarios. The former
is to further exploit the graphics hardware to obtain more efficient compression
schema and taking into account also color image. The latter is to use GPU as an
efficient co-processor. The general purpose architecture of the CPU permits to
excel on arranging data. The GPU could be used as an efficient pairing engine
while the CPU arranges pairings tests.

Today, the consumers for less than $500 can buy an off-the-shelf graphics card
with performances comparable to SIMD parallel machines that cost hundreds of
thousands of dollars several years ago. Furthermore, as the GPU consumes less
power than a high-end CPU, it is evident how using the graphics card can extend
the life-time of an existing computer system. In conclusion, we think that GPUs
offer the great opportunity to take full advantages of the fractal compression on
consumer desktop personal computers.

References

1. Barnsley, M.F., Sloan, A.: Chaotic compression. Computer Graphics World (1987)
2. GPGPU. (Website) http://www.gpgpu.com.
3. Yuval, F.: Fractal Image Compression - Theory and Application. Springer-Verlag,

New York (1994)
4. Beaumont, J.M.: Image data compression using fractal techniques. British Telecom

Technol. Journal 9 (1991) 93–109
5. Jacobs, E.W., Fisher, Y., Boss, R.D.: Image compression: A study of the iterated

transform method. Signal Processing 29 (1992) 251–263
6. Yuval, F.: Fractal image compression. Fractals: Complex Geometry, Patterns, and

Scaling in Nature and Society 2 (1994) 347–361
7. Saupe, D.: Accelerating fractal image compression by multi-dimensional nearest

neighbor search. In Storer, J.A., Cohn, M., eds.: Proceedings DCC’95 Data Com-
pression Conference, IEEE Computer Society Press (1995)

8. Palazzari, P., Coli, M., Lulli, G.: Massively parallel processing approach to fractal
image compression with near-optimal coefficient quantization. J. Syst. Archit. 45
(1999) 765–779

9. Venkatasubramanian, S.: The graphics card as a stream computer. In: SIGMOD-
DIMACS Workshop on Management and Processing of Data Streams. (2003)



Motion Based Segmentation
Using MPEG Streams and Watershed Method

Renan Coudray and Bernard Besserer

Laboratoire Informatique Image Interaction, University of La Rochelle,
Av. Michel Crepeau, 17042 La Rochelle Cedex 1, France

renan.coudray@univ-lr.fr, bernard.besserer@univ-lr.fr

Abstract. Many computer vision applications require the calculation of
motion present in image sequences, such as video indexing, summarization,
motion segmentation and others. In previous work, we have presented a
new technique which performs Global Motion Estimation on MPEG com-
pressed video. This article presents a method to extend the process to al-
low fast motion-based segmentation of a video. The method enables the
segmentation of the background and objects which have their own local
motion in real time. The motion information belonging to each area is also
given. Moreover, some indicators warn if the estimation is not reliable.

1 Introduction

As the amount of archived videos continuously grows, the demand for video
annotation and metadata generation increases in order to catalog, sort or cat-
egorize the huge amount of sequences often stored in digital form[1]. Several
approaches for video indexing based on single image (snapshots) have been in-
vestigated [2], but the analysis of the dynamic behavior of the sequences could
improve sequence characterization [3].

Since the MPEG1 or MPEG2 standards are widely used for digital video
storage and for digital video broadcasting (DVB [4]), the input data of the
presented approach is a MPEG stream [5]. Global Motion Estimation (GME)
performed in MPEG4 or MPEG7 is not exploited because its use is still marginal.
Instead, Global Motion Estimation is based upon existing motion vectors carried
along in the MPEG stream for block-based motion compensation.

In [6], the model for the estimation was a simplified affine motion model. We
presented here an extension of the method, fitting the complete affine model.

The GME algorithm calculates global translation by forming an accumula-
tion space of the motion vectors where the different translation movements are
separated. By this accumulation space, a motion based segmentation is carried
out with a watershed algorithm. An alternative method is also proposed, more
adapted to our sparse data. Finally visual results will be presented and discussed.

2 Global Motion Estimation

Since MPEG is a data compression standard, the motion compensation vectors
stored in MPEG streams are not necessarily accurate with regard to real motion
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Fig. 1. Scheme of the Global Motion Estimation using affine model

in the scene. The motion estimation is for reducing temporal redundancy and not
for estimating the real displacements. In a previous work [6], we have presented
a method to set up one motion field per Group Of Picture (GOP, often 12-15
successive frames) and to reject wrong vectors ([7], areas with poor visual surface
characteristics like flat shades often lead to meaningless motion vectors) by the
use of the Discrete Cosine Transform (DCT) coefficients computed for each bloc
in the compressed stream.

For the GME (Global Motion Estimation), the motion vectors are plotted
in appropriate accumulation spaces, and the estimation is fast. In [6], the used
motion model was the simplified affine model (4 parameters). Here, the motion is
represented with the affine model (6 parameters, Eq. 1, Fig. 1). The same method
is still used, each sample (motion vector) contributes to a globally consistent so-
lution. The most redundant values point to the parameters of the global motion.

In a first stage (upper part of Fig. 1), the motion vector spatial derivatives
are computed to estimate a first set of deformation parameters (zoom, rotation).
As a second stage, all motion vectors are compensated to estimate the remaining
translational motion (lower line of Fig. 1).

V =
(
a1 a2
a3 a4

)(
x
y

)
+
(
tx
ty

)
(1)

V = V −
(
a1 a2
a3 a4

)(
x
y

)
(2)

As the MPEG motion vectors can be inaccurate, each contribution from a
motion vector to an accumulation space is weighted by a Gaussian distribution.
This accumulation method congregates close contributions in a same peak within
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the accumulation space. The simple search of the most redundant value gives
the global parameter. To refine the estimation, for each one-dimensional accu-
mulation space (a1, a2, a3, a4), a second order polynomial regression is carried
out around the maximum. The top position of the regression curve gives the pa-
rameter value (i.e. where the curve derivative is zero). All the motion vectors are
compensated (Eq. 2) before being added up in the two-dimensional accumula-
tion space (tx, ty). In this space, the mode represents the translation parameters
of the global motion, and each remaining peak represents an object movement.

The extension of the Global Motion Estimation by fitting the complete affine
model is the natural continuity of previous works. The main contribution of this
paper is the complete investigation of the accumulation space to compute a
motion based segmentation.

3 Motion Based Segmentation

Efficient motion-based segmentations usually rely on a dense motion vectors field
(so-called optical flows). Being based on the work published in [8], our concept is
similar : estimation of the affine movement for each picture area and classification
of the obtained parameters. However, using a sparse motion field, the deforma-
tion parameters (a1, a2, a3, a4) are problematic to estimate on small areas. Given
a video shot, the foremost deformations are caused by camera motion.

So, our compromise is to estimate the global deformation and to classify each
vector only on the translation values.

Fig. 2 is a representation of our translation accumulation space after to have
compensate the global deformation. With a standard watershed method, all the
relevant peaks can be easily extracted. The first step is to threshold the accumu-
lated data in order to eliminate noise. All location (or cells) in this accumulation
space holding less than 5 occurrences are discarded. Then, the accumulation
space is inverted (making valleys from peaks, Eq. 3). Finally, the standard wa-

Fig. 2. (tx, ty) accumulation space visual-
ization
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tershed algorithm [9] is applied. Fig. 3 presents the result of the watershed, and
three movements are easily distinguished.

v = M − v
Where v is one value and M the maximum value
of the accumulation space (3)

For clarity, only the center of our accumulation space is shown in the figures.
In fact, the accumulation space is rather large to enable the segmentation of large
motion (-1024 to 1024, with half-pixel precision). This accumulation space is also
very sparse, so a recursive method has been developed which gives equivalent
results to the watershed. The optimization is not presented in details, but this
approach allows to treat only nonnull positions. Basically, the position of each ac-
cumulation is registered, and this registration map is used in the next step, mak-
ing computation cost fairly independent of the size of the accumulation space.

Firstly, the maximum position (mode) within the accumulation space is de-
tected. For each position related to the maximum one, the directional Gradient
in the direction of the mode is computed. While the Gradient is positive, points
are assumed to belong to the same peak and the algorithm is repeated in a neigh-
borhood. At this step, all points which belong to the highest peak are aggregated,
and this aggregate is labelled. Prog. 1 presents the code (in C language) which
computes the gradient for each position and labels the accumulation space for
all the data of the same peak.

Prog. 1: (mx,my) is the maximum position, (x,y) the actual position and n the iden-
tification number of the peak. histoT is a global array which contains the accumulation
space data and mask is the array which contains the label of each position.

void DilatPeakRec(int x,int y,int mx,int my, __int64 n){
// is this point already agregated
if(!(_mask[x+y*_histoWidth]&n)){

// compute the direction of the maximum position
int tx,ty;int dx=mx-x;int dy=my-y;
int adx=abs(dx);int ady=abs(dy);
if((adx==0)||(adx<ady/2.0)) tx=0;
else tx=dx/adx;
if((ady==0)||(ady<adx/2.0)) ty=0;
else ty=dy/ady;
// verification of the gradient direction
if(_histoT[x+y*_histoWidth]<_histoT[x+tx+(y+ty)*_histoWidth]){

// the position belongs to the peak
_mask[x+y*_histoWidth]+=n;
// recursion on the neighborhood
DilatPeakRec...

} } }

The process is iterated until all non-zero positions belong to a peak : the
maximum in the remaining positions is located and a new aggregation around
it is started, and so on. If a position belongs to several aggregates, it becomes
a member of the peak which has the nearest maximum position. In this case,
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(a) Watershed segmentation (b) Our segmentation

Fig. 4. Peak over segmentation with watershed algorithm

(a) Watershed segmentation (b) Our segmentation

Fig. 5. Contiguous peaks confusion with watershed algorithm

borders are perhaps less well delimited than with the watershed algorithm, but
without much consequence on the picture segmentation result.

For contiguous peaks, our segmentation results differ to those issued by the
watershed algorithm. But the watershed technique gives also different results
according to the Structural Element chosen : if the Structural Element is too
small (4 connections) then wrong local maxima can be detected (Fig. 4). In other
cases, contiguous peaks are not distinguished with a 4- or 8-connex Structural
Element (Fig. 5). Our method gives more stable results for this situation.

Some time, the segmentation is bad. This occurs on very difficult scenes,
for example scenes with high motion amplitude or scenes with an important
and moving foreground object. For a good segmentation, each peak and its ag-
gregation must have a small standard deviation (ideally the same one used for
the Gaussian distribution at the accumulation stage). The ratio between main
peak’s energy (sum of contributions located within the aggregation) and overall
energy (occurrences for the whole accumulation space) should be high. A bad
segmentation is often due to a bad estimation of the early deformation param-
eters (zoom, rotation). In the actual implementation, no re-estimation of the
motion parameters is proposed when the situation is difficult (i.e, if the main
peak have a too large standard deviation), but some kind of temporal filtering
could be designed (the segmentation results should be consistent from GOP to
GOP in the sequence).
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Instead of showing the segmentation in the accumulation space, the next
section illustrates the matching segmentation for the sequence’s frames.

4 Results

Tests are carried out on the “Mobile and Calendar” sequence1. A train is moving
to the left while the calendar moves vertically and the camera zooms and pans
to the left.

When the accumulation space is segmented, all the macroblocks whose mo-
tion vectors belong to the same peak’s aggregate are marked with the same
label and displayed with the same color. For visualization clarity, Fig. 6 shows
the results of the first three segmented peaks. Underlying frames are the intra-
coded picture of each GOP and 4 pixels per macroblocks are drawn (the DC
components of each DCT block).

Fig. 6. Motion segmentation of “mobile and calendar” sequence. Frames are sequen-
tially arranged from left to right and from top to bottom.

For illustrating this paper, we focused on frames taken when the calendar
stops before moving upwards. This is a difficult step for the motion-based seg-
mentation because background and calendar motion are very similar. Black color
represents unsegmented areas, and segmented areas are drawn with gray levels,

1 http://www.mpeg2.de/video/streams/tek.htm
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Fig. 7. Mosaicing on Sport Event. For each GOP, only I-frame DC coefficients which
belong to the background are drawn and each frame is adjusted to others with the global
motion parameters.

coupled to the peak energy. The background shows the most intensive value and
the calendar the second one, except when its motion becomes null (on frame
3) and when it has almost disappeared (frame 8). Interlacing artifacts can be
seen because, according to the MPEG2 standard, odd and even lines can be
compensated separately. Fig. 5(b) corresponds to the segmentation of the first
frame, the tangle of the 2 peaks explains the bad calendar affectation (for the
odd lines only).

Although the exposed approach allows to estimate and compensate the global
motion according to the affine model (zoom, rotation and translation), segmen-
tation of moving objects are only based on translations. Even with a complete
analysis of the accumulation space, the ball, which rotates pushed by the train,
would not be segmented.

The “Mobile and Calendar” example shows that MPEG motion can be used
for motion segmentation with a fair precision. Complex movements appear in this
sequence (zoom, objects with similar displacements), fortunately, their motion
amplitude is rather small. In the case of large motion, the precision of the MPEG
motion vectors decrease. Our algorithms have been tested on some sport events.
When the movements are too large, the estimation of the background motion
gives good results, but the segmentation is more inaccurate. Fig. 7 shows the
result of a background mosaicing uses our Global Motion Estimation and motion
based segmentation methods. We notice a flaw for wide and fast panning : the
background is then oversegmented in two or three distinct regions. Players are
too small to be represented by peaks in the accumulation space, but they are
not assimilated to the background when they are in movement. At last, the
mosaicing is good, since all the GOPs of the sequence contribute to and complete
this display, hiding possible bad segmentations.

The difficulty of the presented method is to choose a suitable Gaussian filter
variance. As the Gaussian distribution congregates motion vectors which must
represent the same movement, the segmentation result depends to this setting :
with a large variance, similar motion can not be segmented while with a small
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variance, objects can be over segmented. Moreover, it is noted that large motion
vectors have less precision that small ones. The use of a non-linear accumulation
space is being investigated to resolve that matter.

The complete approach is implemented using C language. The test video
sequence parameters are : 12 frames per GOP, 30 fps and frame size is 704×480.
The motion segmentation is carried out at GOP frequency, for each I-Frame (2
times per second). The partial decoding of the MPEG stream, the Global Motion
Estimation and the segmentation takes about 200 ms on a 2.4 GHz computer,
so 200ms are still available for real-time, application related, tasks.

5 Conclusion

This contribution demonstrate that it is possible to obtain, with computationally
efficient techniques, the camera motion and foreground objects position and
movement from compressed video sequences. Based on MPEG compressed data
(that means possibly inaccurate, block-based motion estimation), the results
are beyond our expectations. Current work focuses on performing automatic
sport events summarization using these results. The main advantage of this
algorithm is its performance and it is intended that this method could be used
in collaboration with traditional methods (which are using uncompressed data)
to improve the visualization of the results.

References

1. Tekalp, A.M.: Digital video processing. Prentice Hall Ed. (1995)
2. Kobla, V., Doermann, D., Lin, K.: Indexing and retrieval of mpeg compressed video.

Journal of Electronic Imaging 7 (1998)
3. Porter, S., Mirmehdi, M., Thomas, B.: Video indexing using motion estimation.

The British Machine Vision Conference (2003)
4. Benoit, H.: Digital Television MPEG-1, MPEG-2 and Principles of the DVB System,

second edition. Focal Press (2002)
5. : ISO/IEC 13818-1 and ISO/IEC 13818-2. (2000)
6. Coudray, R., Besserer, B.: Global motion estimation for MPEG-encoded streams.

Proc. of IEEE Int. Conf. on Image Processing (2004)
7. Coudray, R., Besserer, B.: Agregation, selection et utilisation de l’information de

mouvement issue d’un flux MPEG. GRETSI (2005)
8. Wang, J., Adelson, E.: Spatio-temporal segmentation of video data. SPIE Proc.

Image and Video Processing II 2182 (1994) 120–131
9. Vincent, L., Soille, P.: Watersheds in digital spaces: An efficient algorithm based

on immersion simulations. IEEE Transactions of Pattern Analysis and Machine
Intelligence 13 (1991)



G. Bebis et al. (Eds.): ISVC 2005, LNCS 3804, pp. 737 – 744, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Efficient Depth Edge Detection Using Structured Light 

Jiyoung Park1, Cheolhwon Kim1, Juneho Yi1, and Matthew Turk2 

1 School of Information and Communication Engineering, Sungkyunkwan University, Korea 
Biometric Engineering Research Center 

{jiyp, ani4one, jhyi}@ece.skku.ac.kr 
2 Computer Science Department, University of California, 

Santa Barbara, CA 93106 
mturk@cs.ucsb.edu 

Abstract. This research features a novel approach that efficiently detects depth 
edges in real world scenes. Depth edges play a very important role in many com-
puter vision problems because they represent object contours. We strategically 
project structured light and exploit distortion of the light pattern in the structured 
light image along depth discontinuities to reliably detect depth edges. Distortion 
along depth discontinuities may not occur or be large enough to detect depending 
on the distance from the camera or projector. For practical application of the 
proposed approach, we have presented methods that guarantee the occurrence of 
the distortion along depth discontinuities for a continuous range of object loca-
tion. Experimental results show that the proposed method accurately detects 
depth edges of human hand and body shapes as well as general objects. 

1   Introduction 

Object contour is valuable information in image analysis problems such as object 
recognition and tracking. Object contours can be represented by depth discontinuities 
(a.k.a. depth edges). However, the use of traditional Canny edges cannot distinguish 
between texture edges and depth edges. We describe a structured light based framework 
for reliably capturing depth edges in real world scenes without dense 3D reconstruction. 

Depth edges directly represent shape features that are valuable information in 
computer vision [1, 2]. Unfortunately, few research results have been reported that 
provide only depth discontinuities without computing 3D information at every pixel 
in the input image of a scene. On the other hand, most effort has been devoted to 
stereo vision problems in order to obtain depth information. In fact, stereo methods 
for 3D reconstruction fail in textureless regions and along occluding edges with low 
intensity variation [3]. Recently, the use of structured light was reported to compute 
3D coordinates at every pixel in the input image [4, 5]. However, the fact that this 
approach needs a number of structured light images makes it hard to be applicable in 
realtime. One notable technique was reported recently for non-photorealistic 
rendering [6]. They capture a sequence of images in which different light sources 
illuminate the scene from various positions. Then they use shadows in each image to 
assemble a depth edge map. This technique was applied to finger spelling recognition 
[7]. Although very attractive, it only works where shadows can be reliably created. In 
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contrast, our method is shadow free. In addition, by a slight modification of the 
imaging system so that it can capture white and structured images at the same time, it 
can be easily applied to dynamic scenes where the camera moves. 

The remaining of this paper is organized as follows. In section 2, we describe the 
procedure to detect depth edges in a patterned image. Section 3 presents our methods 
that guarantee the occurrence of the distortion along depth discontinuities for a 
continuous range of object location. We report our experimental results in section 4. 
Finally, conclusions and future work are discussed in section 5. 

2   Detecting Depth Edges 

We detect depth edges by projecting structured light onto a scene and exploiting 
distortion of light pattern in the structured light image along depth discontinuities. 
Fig. 1 illustrates the basic method to compute depth edges. First, as can be seen in Fig. 1 
(a), we project a white light and structured light consecutively onto a scene where depth 
edges are to be detected. Second, we extract horizontal patterns simply by differencing 
the white light and structured light images. We call this difference image the ‘patterned 
image’ (see Fig. 1 (b)). Third, we exploit distortion of light pattern in the structured light 
image along depth edges. We use 2D Gabor filtering that is known to be useful in 
segregating textural regions. The amplitude response of the Gabor filter is very low 
where distortion of light pattern occurs. We then accurately locate depth edges using 
edge information from the white light image. Fig. 1 (c) illustrates this process and a 
final depth edge map is shown in Fig. 1 (d). 

However, distortion along depth discontinuities may not occur or be sufficient to 
detect depending on the distance from the camera or projector. Fig. 2 shows an 
example situation. Along the depth edges between objects A and B and between 
objects C and D, the distortion of pattern almost disappears. This makes it infeasible 
to detect these depth edges using a Gabor filter. For practical application of the 
proposed approach, it is essential to have a solution that guarantees the occurrence of 
the distortion along depth discontinuities irrespective of object location.  

 
(a)                       (b)                            (c)                                  (d) 

Fig. 1. The basic idea to compute a depth edge map: (a) capture of a white light and structured 
light image, (b) patterned image, (c) detection of depth edges by applying a Gabor filter to the 
patterned image with edge information from the white light image, (d) final depth edge map 
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(a)                                           (b)                                          (c) 

Fig. 2. Problem of disappearance of distortion along depth edges depending on the distance of 
an object from the camera and projector: (a) white light image (b) patterned image (c) 
amplitude response of Gabor filter applied to the patterned image 

3   Detectable Range of Depth Edges 

We have described that we can easily detect depth edges by exploiting the distortion 
along depth discontinuities in the patterned image. However, as previously mentioned, 
the distortion may not occur or be sufficient to detect depending the distance of depth 
edges from the camera or projector. In this section, we present methods to guarantee 
the occurrence of the distortion for a continuous range of object location. 

3.1   Reliably Detectable Distortion 

In order to compute the exact range where depth edges are detectable, we have modeled 
the imaging geometry of the camera, projector and object as illustrated in Fig. 3. The 
solid line represents a light ray from the projector. When structured light is projected 
onto object points A and B, they are imaged at different locations in the image plane 
due to different depth values. That is, distortion of horizontal pattern occurs along the 
depth discontinuity. The amount of distortion is denoted by Δ . Note that the width of 
horizontal stripes projected onto object locations A and B are the same in the image 
plane although they have different depth values. This is because the perspective effect 
of the camera and projector cancel each other out. From this model, we can derive the 
following equation using similar triangles: 

+
=−=Δ
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fd                                        (1) 

In order for a depth edge to be detectable by applying a Gabor filter, the disparity 
of the same horizontal stripe, Δ , in the image plane should be above a certain 
amount. We have confirmed through experiments that an offset of at least 2/3 of the 
width of the horizontal stripe (w) is necessary for reliable detection of the distortion. 
Thus, the range of Δ  for reliable detection of pattern distortion can be written: 
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From equation (2), we can know that there are ranges where we cannot detect depth 
edges due to the lack of distortion depending the distance of a depth edge from the 
camera or projector. Therefore, for practical application of the proposed approach, we 
need to guarantee that we are operating within these detectable regions. 
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                          (a)                                                           (b) 

Fig. 3. Imaging geometry and the amount of distortion: (a) spatial relation of camera, projector and 
two object points viewed from the side (b) the magnitude of pattern distortion, , in a real image 

3.2   Extending the Detectable Range of Depth Edges 

We propose two methods to extend the range so that detection of distortion is guaranteed. 
The first method is based on a single camera and projector setup that uses several structured 
light images with different width of horizontal stripes. We use additional structured light 
whose spatial period is halved such as, w2=2w1, w3=2w2, w4=2w3, . When n such 
structured light images are used, the range of detectable distortion, Δ , is as follows. 

( ) 11 32232 ww n −<Δ< .                                          (3)  

The second method exploits an additional camera or projector. As illustrated in 
Fig. 4, this method is equivalent to adding a new curve, d=d2 (the dotted line), that is 
different from d1. Recall that d denotes the distance between the camera and the 
projector. The new detectable range is created by partially overlapping the ranges by 
the two curves. A and B represent respectively detectable and undetectable ranges in 
Δ . They correspond to X and Y regions in a. When a1>a2 and a4>a3, the undetectable 
range B in X is overlapped with the detectable range A in Y. Similarly, the 
undetectable range B in Y is overlapped with the detectable range A in X. Therefore, 
if we consider both X and Y, we can extend the range where the detection of the 
distortion is guaranteed. To satisfy the condition a1>a2 and a4>a3, equation (4) must 
hold where the range of Δ  is ,wwkwwk βγαγ +<Δ<+ L,1,0=k .  
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3.3   Computation of the Detectable Range of Depth Edges 

The detectable range of depth edges [amin, amax] is computed in the following two steps: 

- Step 1: Determination of the width of a stripe, w , in the structured light 
First, we set amax to the distance from the camera to the farthest background. Given 
rmin, w  can be computed by equation (5) which is derived from equation (1).  
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Fig. 4. Extending the detectable range 
using an additional camera or projector 

Fig. 5. Computation of the detectable 
range of depth edges 

Thus, given amax and rmin, we can compute the ideal width of stripes of the structured 
light. Using this structured light, we can detect depth edges of all object points that 
are located in the range, a = [0, amax ], and apart from each other no less than rmin. 

- Step 2: The minimum of the detectable range, amin 

Given w  from step 1, we can compute amin that corresponds to the upper limit of Δ , 
u , as shown in Fig. 5. We have described two methods in section 3.2 for extending 
the detectable range of depth edges. The expression for u  is different depending on 
which method is used. After determining u  and rmax, amin can be computed by equa-
tion (1). rmax denotes the maximum distance between object points in the range  [amin, 
amax] that guarantees the occurrence of the distortion along depth discontinuities. 
Clearly, the distance between any two object points is bounded by (amax.- amin). There-
fore, when amin and rmax satisfy equation (6), we are guaranteed to detect depth edges 
of all object points located in the range [amin, amax], and apart from each other no less 
than rmin and no more than rmax 

max min maxa a r− =                                            (6)  

In this case, u, amin and rmax have the following relationship. 
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Then rmax becomes: 
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Substituting equation (8) into equation (6), we obtain the following equation.  

max1

max1
min uafd

afd
a

+
=                                            (9)  

This way, we can employ structured light of optimal spatial resolution that is most 
appropriate for given application. Furthermore, we can use this method in an active 
way to collect information about the scene. 



742 J. Park et al. 

4   Experimental Results 

For capturing structured light images, we have used a HP xb31 DLP projector and 
Canon IXY 500 digital camera. In this section, we present experimental results for 
two different experimental setups.  

A. 1 camera and 1 projector  
In order to extend detectable range of depth edges, this setup uses the first method (as 
explained in section 3.2) that just employs additional structured light whose spatial 
frequency is halved. Fig. 6 shows the result of depth edge detection using three 
structured light images with different width of horizontal stripes. Setting f=3m, 
amax=3m, d=17.3cm and rmin=10 cm, w1 and amin are determined as 0.84cm and 2.33m, 
respectively. Each Gabor amplitude map (Fig. 6 (c)~(e)) shows that we cannot detect 
all the depth edges in the scene using a single structured light image. However, 
combining the results from the three cases, we can obtain the final Gabor amplitude 
map as in Fig. 6 (f). The result Fig. 6 (g) shows that this method is capable of 
detecting depth edges of all the objects located in the detectable range. We have also 
compared the result with the output of the traditional Canny edge detector Fig. 6 (h).  

B. 1 camera and 2 projectors  
We can apply both extension methods when using a single camera and two projectors. 
The detectable range can be extended more than setup A when the same number  
of  the  structured light images is used. Fig. 7 shows the experimental result when two  

(a) Front view (b) Side view 1 0.84w w cm= = 12 1.68w w cm= =(c) (d)

14 3.36w w cm= = (f) Combined Gabor amplitude map(e) (h) Canny edges(g) Depth edges

(a) Front view (b) Side view 1 0.84w w cm= = 12 1.68w w cm= =(c) (d)

14 3.36w w cm= = (f) Combined Gabor amplitude map(e) (h) Canny edges(g) Depth edges
 

Fig. 6. Detecting depth edges using a single camera and projector 

(a) Front view (b) Structured Light I, Projector I (d) Structured Light II, Projector I(c) Structured Light I, Projector II

(e) Structured Light II, Projector II (f) Combined Gabor amplitude map (g) Depth edges (h) Canny edges

(a) Front view (b) Structured Light I, Projector I (d) Structured Light II, Projector I(c) Structured Light I, Projector II

(e) Structured Light II, Projector II (f) Combined Gabor amplitude map (g) Depth edges (h) Canny edges  

Fig. 7. Detecting depth edges using a single camera and two projectors 
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structured lights are used for each projector. When f =3m, amax =3m, d1= 17.3cm, 
d2=20.7cm, rmin =10cm are used, w1 and amin are determined as 0.84cm and 1.94m, 
respectively. Fig. 7 (b)~(e) show how the four structured light images play 
complementary roles to produce a final depth edge map.  

Fig. 8 shows the result of detecting of hand and human body contours. Our method 
accurately detects depth edges by eliminating inner texture edges by using only a 
single camera and one structured light image. The result shows that our method is 
effectively applicable to gesture recognition. 

 
(a)                                                                           (b) 

Fig. 8. (a) Detection of depth edges in the case of hand gestures for fingerspelling, (b) Detecting 
human body contours for gesture recognition, from left to right: white light image, Gabor 
amplitude map, depth edges and canny edges 

5   Conclusions 

We have proposed a new approach using structured light that efficiently computes 
depth edges. Through a modeled imaging geometry and mathematical analysis, we 
have also presented two setups that guarantee the occurrence of the distortion along 
depth discontinuities for a continuous range of object location. These methods enable 
the proposed approach to be practically applicable to real world scenes. We have 
demonstrated very promising experimental results.  

We have also observed that infrared projectors show the same distortion 
characteristics in patterned images. This makes us directly apply the same analysis 
from the LCD projectors to infrared projectors. By bypassing dense 3D reconstruction 
that is computationally expensive, our methods can be easily extended to dynamic 
scenes as well. We believe that this research will contribute to great improvement of 
many computer vision solutions that rely on shape features.  
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Abstract. We propose a discrete regularization framework on weighted
graphs of arbitrary topology, which leads to a family of nonlinear filters,
such as the bilateral filter or the TV digital filter. This framework, which
minimizes a loss function plus a regularization term, is parameterized by
a weight function defined as a similarity measure. It is applicable to se-
veral problems in image processing, data analysis and classification. We
apply this framework to the image smoothing and segmentation prob-
lems.

1 Introduction

Image smoothing, denoising and segmentation are fundamental problems of com-
puter vision. The goal of image smoothing and denoising is to remove spurious
details and/or noise for a given possibly corrupted image, while maintaining
essential features such as edges. The goal of segmentation is to divide a given
image into parts that belong to distinct objects in the image. There exists several
methods to solve these problems. The variational ones, based on regularization,
are particularly well suited to impose constraints on the solution, such as regula-
rity. These methods, solved with partial differential equations (PDE), constitute
a significant framework in image processing and data analysis. In the case of
an image regularization, a classical methodology first supposes the image to
be defined on a continuous domain. Then it considers a continuous variational
function which typically involves a regularization term (internal energy), and a
constraint term (external energy). The problem is formalized by a minimization
problem which can be solved by finding the steady-state solution of a heat equa-
tion corresponding to the Euler-Lagrange equation. Finally, the resulting PDE
are numerically discretized [1], [2].

However, many data can be represented by graphs of arbitrary or complex
topology. With these representations, the continuous regularization cannot work.
The idea is to consider a discrete regularization on graphs, which can be re-
duced to solve linear systems or nonlinear systems by iterative methods. This
was proposed for images represented by grid graphs [3]. For example, the total
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variation (TV) digital filter [4], which is a discretization of the continuous one,
is used for denoising and enhancing images, or more generally data living on
graphs. In the context of data classification, a discrete regularization method is
applied on weighted graphs, using discrete differential operators [5], [6], [7]. We
propose a regularization framework on weighted graphs of arbitrary topology,
which corresponds to a family of nonlinear filters. This family includes the bila-
teral filter [8] and the TV digital filter. It is parameterized by a weight function
defined as a similarity measure. Each filter can be implemented by a simple and
fast algorithm. We apply our framework on the image smoothing, denoising and
segmentation problems.

This article is organized as follows: In Section 2, we present differential ge-
ometry on weighted graphs, which is similar to the one introduced in [6]. In
Section 3, we present discrete regularizations on graphs. In Section 4, we present
algorithms for image filtering and segmentation by the construction of a graph
corresponding to an initial adapted partition and by a diffusion on this graph.
The partition of the graph is realized by an energy partition [9].

2 Differential Geometry on Weighted Graphs

A graph G = (V,E) consists of a finite set V of vertices and a finite set E ⊆ V ×V
of edges. We assume G to be undirected, connected, with no self-loops and no
multiple edges. Let (u, v) be the edge that connects the vertices u and v, G
is weighted if it is associated with a weight function w : E → R+ satisfying
w(u, v) = w(v, u), for all the edges in E. The degree function dw : V → R+ of a
vertex v, is a measure on the neighborhood of v: dw(v) =

∑
u∼v w(u, v), where

u ∼ v denotes all the vertices u connected to v by an edge of E.
Let H(V ) be the Hilbert space of real-valued functions f : V → R. Similarly

define H(E), the graph gradient operator $ : H(V ) → H(E) of f on an edge
(u, v) is:

($f)(u, v) =

√
w(u, v)
dw(u)

(f(u)− f(v)). (1)

The amplitude of the gradient, or the local variation of f at the vertex v, is
defined to be:

‖ $v f‖H(V ) =
√∑

u∼v

($f)2(u, v). (2)

It can be viewed as a measure of the regularity of a function around a vertex.
Meanwhile the global variation of f (or the 2-Dirichlet form), defined by:

Rp(f) =
1
p

∑
v∈V

‖ $v f‖p
H(V ), (3)

measures of the regularity of f over the graph.
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The graph Laplace operator Δ : H(V )→ H(V ), of f at a vertex v, is defined
to be:

(Δf)(v) =
∂R2(f)
∂f

∣∣∣∣
v

= dw(v)f(v)−
∑
u∼v

w(u, v)f(u). (4)

3 Regularization of Weighted Graphs

Given a graph G = (V,E) and a function g ∈ H(V ), the regularization of
G consists in the search of a function f ∈ H(V ), which is not only smooth
enough on G, but also close to g. It is an optimization problem formalized by
the minimization of a weighted sum of two energy terms:

f∗ = arg min
f∈H(V )

{
Rp(f) +

μ

2
‖f − g‖2H(V )

}
, (5)

where Rp(f) represents the regularization term defined by (3), and the second
term represents the closeness to the function g. The positive constant μ corres-
ponds to the Lagrange relaxation parameter. Since the energy terms in (5) are
strictly convex functions, then the optimization problem has a unique solution
f∗ which satisfies the equation:

∂Rp(f∗)
∂f∗ + μ(f∗ − g) = 0. (6)

Depending on the choice of p ∈ N∗, the equation (6) leads to different kinds of
regularizations. In the particular case of p = 2, the equation (6) can be considered
as the discrete analogue of the Euler-Lagrange equation on a graph. Using the
Laplace operator of the equation (4), we rewrite the equation (6) for each vertex
of V :

(μ + dw(v))f∗(v)−
∑
u∼v

w(u, v)f∗(u) = μg(v),∀v ∈ V . (7)

This is a system of linear equations in f∗ which is strictly positive definite.
Its solution is unique and depends on g and μ. Among the existing methods
to solve the system (7), the local iterative ones converge to the solution with
efficiency, even if the graph has a large size or a complex topology. The Gauss-
Jacobi method is the simplest of them. Let n be the iteration step, f (n) be the
function f∗ at the step n, and f (0) = g. At each vertex v of V , the computation
of f (n+1)(v) only depends on f (0) and on the values of f (n) in the neighborhood
of v. The following equation expresses an iteration of the algorithm:

f (n+1)(v) =
1

μ + dw(v)

∑
u∼v

w(u, v)f (n)(u) +
μ

μ + dw(v)
f (0)(v). (8)

The above method is a forced low-pass digital filter. We call it, the anisotropic
weighted Laplace filter and note it AWL(n,G, g, μ).

The cases where p �= 2 are not the purpose of this article since they do not use
the Laplace operator. As in the case of p = 2, they have been used in numerous
applications with other definitions of the gradient operator (1), see [6], [7] for
example.
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4 Application to Image Filtering and Segmentation

4.1 Graph Representation and Energy Partition

Let g : Z
2 → R be a grey level image of pixels. We modelize g by a weighted

graph G = (V,E) such that each vertex of V corresponds to a pixel of g, and
the weight function

w(vi, vj) = exp(−λ|g(vi)− g(vj)|),λ ∈ R+ (9)

estimates the similarity between two pixels. Since the proposed framework enables
to deal with arbitrary graphs, we experiment two graph representations: (i) regu-
lar grid graphs generated by 4-adjacency, and (ii) graphs of arbitrary topology
generated by a pre-segmentation of g. In the case (ii), we first modelize g by a
regular grid graph generated by 4-adjacency. Then, we compute an energy par-
tition of G which is analogue to the energy partition of the image domain [9]. In
the following, we present the mathematical framework associated to the energy
partition of graphs.

A path c(u, v) is a sequence of vertices (v1, . . . , vm) such that u = v1, v = vm,
and (vi, vi+1) ∈ E for all 1 ≤ i < m. Let CG(u, v) be the set of paths connecting
u and v. We define the pseudo-metric δ : V × V → R+ to be:

δ(u, v) = min
c∈CG(u,v)

(
m−1∑
i=1

w(vi, vi+1)

)
. (10)

Given a finite set of source vertices S = {s1, . . . , sk} ⊂ V , the energy induced
by δ is given by the minimal individual energy: δS(v) = infsi∈S δ(si, v), ∀v ∈ V .
Based on the pseudo-metric δ, the influence zone of a source vertex si is defined
to be the set of vertices that are closer to si than to any other source vertex:
Zδ(si, S) = {v ∈ S|δ(si, v) ≤ δ(sj , v), ∀sj ∈ S}. The energy partition of G, with
respect to the set of sources S and the pseudo-metric δ, corresponds to the set
of influence zones: Eδ(S, Γ ) = {Zδ(si, S), ∀si ∈ S}.

With these definitions, the image pre-segmentation consists in finding a set of
source vertices and a pseudo-metric. We use the set of extrema of the intensity
of g as a set of source vertices. To obtain exactly an energy partition which
considers the total variation of g along a path, we use the following weight
function in (10): w(u, v) = |g(u)− g(v)|. Then, the energy partition of the graph
represents an approximation of the image, by assigning a model to each influence
zone of the partition. The model is determined by the distribution of the graph
values on the influence zone. Among the different models, the simplest are the
constant ones, as mean or median value of the influence zone. The resultant
graph G′ = (V ′, E′), is a connectivity graph where V ′ = S and E′ is the set of
edges connecting two vertices si, sj ∈ S if Zδ(si, S) ∩ Zδ(sj , S) �= ∅.

4.2 Image Smoothing and Denoising

Given an image g as defined in Section 4.1, an integer n, and two reals λ
(for the weight function (9)) and μ, the image g is transformed into an image
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f∗ = AWF (n, g,G, μ). The method described in Section 3 gives the iterative
algorithm of the AWL filter. The action of the filter is illustrated in Fig.1 on
a grid graph for denoising, and on an arbitrary graph in Fig.2 for smoothing.
The arbitrary graph is a connectivity graph obtained by an energy partition
of g.

(1) (2)

(3) (4)

(5) (6)

Fig. 1. (1) The original image. The regularizations are all computed with λ = 10: (2)
5 iterations and μ = 0.8, (3) 5 iterations and μ = 0.2, (4) 100 iterations and μ = 0.8,
(5) 100 iterations and μ = 0.5, (6) 100 iterations and μ = 0.2
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(1) (2)

(3) (4)

Fig. 2. (1) The original image. (2) The connectivity graph. (3) The regularization with
μ = 0.5, λ = 0.5 and 20 iterations. (4) The regularization with μ = 0.5, λ = 1/5 and
20 iterations.

(1) (2) (3)

(4) (5) (6)

Fig. 3. (1) The original image. (2) The energy image. (3) The initial connectivity graph.
(4) The pre-segmented image. (5) The connectivity graph that has been cut after the
regularization process with λ = 1/5, four iterations and t = 5. (6) The segmented image.
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4.3 Image Segmentation

Given an image g as defined in Section 4.1, an integer n, and three reals λ (for
the weight function (9), μ and t, the segmentation algorithm is organized in four
main steps:

(i) Pre-segmentation of g from its associated grid graph G, which gives a graph
G′ and a pre-segmented image g′ (see Section 4.1).

(ii) Regularization of G′ by the iterative algorithm: f∗ = AWL(n,G′, g′, 0).
(iii) We cut the edges of G′ which have a weight less than a fixed threshold t (the

weight is computed from f∗).
(iv) We merge the influence zones of g′ that remain connected by an edge.

The segmentation algorithm is illustrated in Fig.3, where g′ is a model of g based
on the mean value (step (i)).

4.4 Related Digital Filters

The bilateral is a nonlinear filter on digital images. It has recently been pro-
posed as an alternative to anisotropic diffusion [10]. Unlike the anisotropic dif-
fusion, the bilateral filtering does not involve the solution of partial differential
equations and can be implemented in a single iteration [11]. While the bila-
teral filtering has been originally proposed as an heuristic algorithm, it can
be derived as a solution of the regularization of grid graphs. The AWL fil-
ter is equivalent to the bilateral filter if in the iteration (8) we have μ = 0 and
w(u, v) = exp

(−(u− v)2/2σ2
D

)
exp

(−(g(u)− g(v))2/2σ2
R

)
, where g is an image,

σD is the geometric spread in the domain, and σR is the photometric spread in
the image range.

The total variation digital filter is another nonlinear filter on digital images,
and more generally on arbitrary graphs, which is use for denoising data [4]. It is
the discrete version of the total variation formalized by the minimization of (5)
with p = 1 and w = 1 for all edges. Moreover, it can be implemented by the
AWL filter by taking the weight function: w(u, v) = 1

‖�vg‖ + 1
‖�ug‖ .

5 Conclusion

We have proposed a family of nonlinear filters, based on weighted graph regulari-
zation. This family, which is parameterized by a weight function, includes stan-
dard filters as the bilateral filter and the TV digital filter. Moreover, we have
shown two applications of the regularization framework in the domain of image
processing. As a continuation of this work, we will define a hierarchical seg-
mentation and other weight functions that could realize other fusion processes
than the one based on the difference of image intensity. Also, we will apply the
regularization to the segmentation of non-organized set of points and to the
supervised classification of color images.
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Szabó, Helga M. 636

Tang, Li 510
Tao, Qing-Chuan 396
Tavakkoli, Alireza 363

Teoh, Soon Tee 235
Thiele, Olaf 263
Thirde, David 118
Tobin, Kenneth W. 543
Toh, Kar-Ann 371
Toharia, P. 167
Tozzi, Clésio L. 684
Triesch, Jochen 108
Troccaz, Jocelyne 175
Turk, Matthew 183, 313, 630, 737
Twombly, Xander 253

Ulson, R.S. 355
Urahama, Kiichi 1

Vannorenberghe, Patrick 704
Velastin, S.A. 126
Venkataraman, Vijay Bhaskar 510
Veropoulos, Konstantinos 207

Webster, Michael 207
Weng, Jianguang 607
Westin, Carl-Fredrik 613
Whittaker, Tom 571
Wu, Wu-Ting 672

Xue, Xinwei 92

Yamada, Haruyasu 84
Yasuda, Kazutaka 470
Yau, Wei-Yun 371, 380
Yi, Juneho 737
Yin, Lijun 9
Yoo, Kook-Yeol 710
Yoon, Na-Ree 287
Yoshida, Mariko 84
Yu, Hongchuan 659
Yuan, C. 321

Zambrano, Brian 494
Zana, Yossi 183
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