
Feeling and Reasoning: A Computational Model
for Emotional Characters

João Dias and Ana Paiva

GAIPS Grupo de Agentes Inteligentes e Personagens Sintéticas,
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Abstract. Interactive virtual environments (IVEs) are now seen as an
engaging new way by which children learn experimental sciences and
other disciplines. These environments are populated by synthetic char-
acters that guide and stimulate the children activities. In order to build
such environments, one needs to address the problem of how achieve be-
lievable and empathic characters that act autonomously. Inspired by the
work of traditional character animators, this paper proposes an architec-
tural model to build autonomous characters where the agent’s reasoning
and behaviour is influenced by its emotional state and personality. We
performed a small case evaluation in order to determine if the characters
evoked empathic reactions in the users with positive results.

1 Introduction

The art of creating engaging and believable characters is well studied among
traditional animators [22]. Traditional characters like Mickey Mouse, or more
recent 3D characters like Shrek, are able to create the illusion of life and allow
for the establishement of emotional relations by the viewers. The viewer feels
sad when they are sad, angry when something unfair is done to them and so
on. These emotional relations are named empathic relations. Empathy can be
defined in broad terms as ”an observer reacting emotionally because he perceives
that another is experiencing or about to experience an emotion” [6].

The use of such empathic characters in virtual learning environments has
obvious advantages. Children’s didactic software usually uses animated charac-
ters (3D or not) to guide the child trough the application and activities. They
stimulate the child interaction with the environment, enrich the child experience
and captivate their attention. However, such animated characters, like in tradi-
tional animation, are scripted for each possible scenario when the application
is designed. When the child presses a given button, the character will just play
the corresponding scripted behaviour. This does not only forces to create such
scripted animations for each possible situation, but also limits the possibilities
of the child’s interaction.

Ideally, one would like to have Intelligent Virtual Environments (IVEs) inhab-
ited by autonomous agents, which ”think” and act on their own. Such
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autonomous agents make the environment neither predictable nor completely
controlled, and thus it is not possible to prescript animations for each situation.
The narrative can then emerge from the individual performance of each char-
acter. However, making autonomous agents believable and empathic it’s a quite
difficult problem. This paper presents an agent architecture that aims at achiev-
ing such empathic autonomous characters, inspired by some of the elements
present in traditional animation.

To illustrate our approach, we will look at one particular example of a ped-
agogical system. FearNot![5] is a computer application developed to tackle and
eventually help to reduce bullying problems in schools. Bullying has associated
with it a wide variety of behaviours such as hitting, or kicking, in the case of
direct bullying, or, in relational bullying, social exclusion or malicious rumour
spreading. Thus, the overall objective of the development of FearNot!, was to
build an anti-bullying demonstrator in which children age 8 to 12 experience a
virtual scenario where they can witness (from a third-person perspective) bul-
lying situations. The child acts as an invisible friend to a victimized character,
discussing the problems that arise and proposing coping strategies.

Note that in bullying situations there are quite clear identifiable roles: the
bully, the victim, bully-victim (a child that is sometimes the victim and some-
times the bully) and bystander. Therefore it is necessary to build an agent ar-
chitecture that not only supports believability, but also offers an easy process of
building characters with particular behaviours. In sum, the architecture aims at
achieving synthetic characters with the following characteristics:

– Believability and Empathy: The characters must be believable and be able to
produce empathic reactions with users.

– Reactive and Cognitive Capabilities: Given the scope of possible domains,
characters should react as quickly as necessary in a rapidly changing environment.
However, reactive behaviour is too predictable for a truly autonomous character.
Believable characters should display motivations, goals and desires, which is only
possible if they have cognitive capabilities.

– User Interaction: The characters should be able to interact with an external
user and receive suggestions. However, any influence the user may perform cannot
be direct, because the character cannot take the user suggestions blindly without
taking the risk of not acting in character and thus loosing believability.

– Generality: The agent architecture should be domain independent, i.e. it must al-
low the easy creation of different characters with different personalities for different
domains.

To determine if the developed architecture is able to achieve believable char-
acters a small evaluation was performed with eleven-year old children. In order
to determine the effects of the user’s interaction in the story, we compared our
results with the results obtained from a scripted version, where the children
could not influence the outcome of the story.

The rest of the paper is organized as follows: in section two we present some
related work that led us to the final design of our architecture; next we define
some of the most relevant concepts used in our model and depict the architec-
ture. Afterwards an illustrative example is presented to explain how the internal
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mechanisms achieve the overall behaviour; finally we analyse the results obtained
from the evaluation and draw some final remarks.

2 Related Work

In order to achieve believable characters, our work focuses mainly on two char-
acteristics early pointed out by traditional animators and often explored by
researchers working in synthetic characters: emotional expressivity and person-
ality. Characters that are unable to express their feelings and cannot react emo-
tionally to events are lifeless. As Thomas and Johnston put it: ”... it has been
the portrayal of emotions that has given the Disney characters the illusion of
life” [22]. They define three major requisites to successfully express emotions
with characters: (1) the emotional state of the character should be undoubtedly
perceived by the audience; (2) emotions can be accentuated or exaggerated to
be better understood; and (3) emotions affect the reasoning process and conse-
quences should be noticeable in the actions of the characters.

Together with emotional expressivity, personality plays a very important role
in believability. Thomas and Johnston state that if the process of thought reveals
the feeling, it should also reveal the character’s personality. This means that like
the emotions, personality also influences the reasoning process. Two different
characters may act differently in the same situation because of their personality,
and the viewers must perceive such differences. Furthermore, a well defined role
and personality is crucial to achieve emergent narrative.

Realizing the importance of emotions in reasoning, several psychologists de-
veloped emotion theories that model the generation of emotions in human beings.
One of the most important, especially for the computer science community, is
the OCC theory of emotions (named after its creators Ortony, Clore and Collins)
because it is an appraisal theory that is easily implemented by a computer pro-
gram [16]. OCC defines emotions as a valenced (good or bad) reaction to an
event, which is triggered by a subjective evaluation of the event according to the
character’s goals, standards and beliefs.

Several researchers used OCC to explore the role of emotions in behaviour.
For instance, Joseph Bates realized the importance of believable characters (a
term introduced by him [3]) in Virtual Reality applications [2] and together with
Reilly [18] used OCC to model emotions in the Oz project [1]. Elliott was also
one of the first ones to use OCC in his Affective Reasoner [7]. Another researcher
that has further explored the use of OCC theory, Jonathan Gratch, introduced
the concept of emotional planners in the Émile system [10]. Gratch argues that
planning algorithms have several properties that ease cognitive appraisal. Instead
of using domain specific rules to determine the appraisal, Émile takes advantage
of explicitly storing the agent plans into memory to reason about future possible
outcomes and to automatically generate the character’s emotional state. As plans
grow and change, so changes the emotional state.

Looking at a different perspective, emotions can also play a significant role in
coping strategies. Usually, characters act in the environment to solve their prob-
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lems (problem-focused coping). Stacy Marsella introduced a new coping concept
in Carmen Bright’s Ideas (CBI) [14]. The characters can change their interpre-
tation of the world to discharge negative emotions and to reinforce positive ones,
which enables a mental coping mechanism guided by emotions (emotion-focused
coping). For example, a problem-focused way to attempt to deal with a loved
one’s illness, is to take action that gets them medical attention. On the other
hand, emotion-focused strategies may include avoiding thinking about it, focus-
ing on the positive or denying the seriousness of an event. Gratch and Marsella
further extended and integrated their ideas to create EMA which is used in the
Mission Rehearsal Exercise system [11].

Our proposed architecture uses a multi-layered approach similar to
TABASCO architecture [21]. The cognitive layer is mainly inspired by Gratch
and Marsella’s work. A emotional planner builds up the core of the cognitive
layer and emotional-focused coping differentiates behaviours according to the
characters’ personality. The reactive layer is based on the emotional rules used
in Martinho’s work [15].

3 Emotion and Dynamics of Emotion

Our concept of emotion steams from OCC cognitive theory of emotions. The
OCC structure of emotions defines a hierarchical organization for emotion types.
An emotion type represents a family of related emotions differing in terms of
their intensity and manifestation. Thus, when an emotion type is referred, such
as Fear, it does not specify the particular emotion associated with the word fear.
Instead, it references the possible set of emotions resulting from appraising the
prospect of a goal expected to fail, with varying degrees of intensity - concern,
fright, petrified. Therefore, the attributes considered in the proposed model for
the description of an emotion are:

– Type: The type of the emotion being experienced
– Valence: Denotes the basic types of emotional response. Positive or negative

value of reaction
– Target: The name of the agent/object targeted by the emotion
– Cause: The event/action that caused the emotion
– Intensity: The intensity of the emotion
– Time-stamp: The moment in time when the emotion was created or updated

Every emotion has associated an Intensity attribute which is assigned with
different values depending on the different situations that generated the par-
ticular emotion. Basically, it assesses how strong the emotion is. However, the
intensity of an emotion does not remain constant during its life cycle in the
system. Since the moment it is generated, the intensity of an emotion must be
attenuated through time in order to reflect the dynamics of the emotional sys-
tem itself. This characteristic reflects the notion that an emotion does not last
forever and does not affect the evaluation of the subsequent emotional states in
the same way. According to this concept, the model uses a decay function for
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emotions proposed by Picard [17], which characterizes intensity as a function of
time. At any time (t), the value for the intensity of an emotion (em) is given by:

Intensity (em, t) = Intensity (em, t0) × e−b.t (1)

The constant b determines how fast the intensity of this particular emotion
will decrease over time. This value can be controlled in order to reflect the short
or long duration of the emotion types. The value Intensity(em, t0), refers to the
value of the intensity parameter of the emotion (em) when it was generated.
When after some time t, the value of Intensity(em,t) reaches a defined threshold
near zero, the emotion (em) must be removed from the system’s repository,
meaning that that specific emotion will no longer be part of the agent’s emotional
state.

In addition to emotions, the proposed model represents arousal and mood.
Arousal represents the degree of excitement of the character. Aroused characters
will feel more intense emotions. FearNot! only models psychological arousal, so
whenever the character experiences a high intensity emotion (positive or nega-
tive), his arousal level will rise. Just like ordinary emotions, the arousal decays
over time. Therefore, if nothing happens for a while, the character will ”calm
down”. Mood represents an overall valence of the character’s emotional state and
is also used to influence the intensity of emotions. The idea, based on Picard, is
that characters with a bad mood will tend to experience more negative emotions,
and characters with a good mood will experience more positive emotions. Mood
is represented as an internal variable that increases when positive emotions are
created and decreases with negative emotions. This variable also decays over
time until it reaches its neutral value (using a linear decay function).

4 Personality

In our model, the character’s personality is also strongly based in OCC and is
defined by: a set of goals; a set of emotional reaction rules; the character’s action
tendencies; emotional thresholds and decay rates for each of the 22 emotion types
defined in OCC.

Our model uses two of OCC goal types, active-pursuit goals and interest
goals. Active-pursuit goals are goals that the characters actively try to achieve,
like going to a dentist appointment. Interest goals represent goals that a character
has but does not pursue, as for instance wanting his favourite team to win a
match, or avoiding getting hurt.

The emotional reaction rules assess how generic events are appraised and
represent the character’s standards and attitudes. Since the appraisal process
is clearly subjective, these rules must be very dependent on personality. Action
tendencies represent the character’s impulsive actions which he performs without
thinking (reactive actions). This labelling of reactive actions as action tendencies
is due to Lazarus [12], which states that action tendencies are innate biological
impulses, while coping is ”a much more complex, deliberate and often planful
psychological process”. However, note that other psychological theorists may
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have distinct notions for the concept of action tendencies (ex: Frijda [8]). Speci-
fying action tendencies for characters is very important to convey the viewer a
well defined personality. Loyall [13] pointed out that in order to achieve believ-
ability, characters must have very particular details of movements, mannerisms
and reactions. As example, in FearNot!, when the victim is very sad it will tend
to cry, while the bully will express his sadness in a completely different way.

OCC specifies for each emotion type an emotional threshold and decay rate.
An emotional threshold specifies a character’s resistance towards an emotion
type, and the decay rate assess how fast does the emotion decay over time. When
an event is appraised, the created emotions are not necessarily ”felt” by the
character. The appraisal process determines the potential of emotions. However
such emotions are added to the character’s emotional state only if their potential
surpasses the defined threshold (the threshold is specific for each emotion). And
even if they do overcome the threshold, the final emotion intensity is given by
the difference between the threshold and the initial potential.

So, in addition to goals, standards and attitudes, these emotional thresholds
and decay rates are used to complement a character’s personality. For example, a
peaceful character will have a high threshold and a strong decay for the emotion
type of Anger, thus its anger emotions will be short and low. Thus, it is possible
to have two characters with the same goals, standards and behaviours that react
with different emotions to the same event (by having different thresholds). In
order to model the decay rate, each emotion type has a different decay function
(1), which differs in the constant value b. This value is given by the character’s
decay rate for each emotion.

5 Architecture

Figure 1 shows the complete model for our architecture. Taking into account
the requirements depicted in the beginning of the paper, it presents two layers
for the appraisal and coping processes. The reactive layer is responsible for the
character’s action tendencies, while the deliberative layer achieves the agent
planful behaviour.

Action tendencies represent hardwire reactions to emotions and events that
must be rapidly triggered and performed. Thus, the character must be able to
react to an event and execute an action tendency almost immediately. Since the
action tendencies depend on the character’s emotional state, such assessment
can only be made after the appraisal process. However, the cognitive appraisal
depends on the agent’s plans and can take some time: when an event is received,
the continuous planner has to update all active plans (according to the event)
even before the start of the generation of emotional reactions. For that reason,
we applied the same two-level distinction to the appraisal process. Note that
the planner will not extend (develop) any plan at this stage, it will just remove
executed actions and update the plan probabilities accordingly.

While the deliberative level generates prospect-based emotions (hope, fear,
satisfaction) based on the agent’s plans and goals, the reactive level generates
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Fig. 1. Architecture Diagram

all other types of OCC emotions (fortune of others, well being, attribution,
attraction) using a set of domain dependent emotional reaction rules as used
by Martinho in S3A [15]. When an event is perceived, the reactive appraisal
matches the event against the set of defined emotional rules, generating the
corresponding emotions.

5.1 Cognitive Appraisal (Focus and Attention)

A continuous planner [19] that uses partial-ordered-plans builds up the core of
the deliberative layer. However, the planner was extended to include probability
information about actions and to perform emotion-focused coping strategies. The
probability of a given action is biased by the character’s personal interpretation
and can be changed by emotion-focused strategies. More details about how the
plans are represented, how a plan’s probability of success is determined and how
the planner works can be found in [5].

Each character has defined a set of active-pursuit goals that are triggered
upon certain conditions. Thus, every time the agent receives a new perception
from the environment, the deliberative layer checks all deactivated goals to de-
termine if any of them has become active. If so, an intention to achieve the goal
is added to the intention structure. The intention represents the agent’s com-
mitment to achieve the goal and stores all plans created for it. Initial hope and
fear emotions based on the goal’s importance are created in this process (and
are stored inside the intention). After this initial process, the deliberative layer
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must choose between the existing intentions/goals to continue deliberation (and
planning).

The OCC theory of emotions does not specify how do emotions affect rea-
soning/cognition and action selection. Thus, we had to look at the work of
researchers that explored the influence of emotion in behaviour. For instance,
according to Sloman [20], emotions are an efficient control mechanism used to
detect situations or motives that need urgent response from the agent, and to
trigger the appropriate redirection of processing resources. Applying the same
idea in our architecture, we can use emotions to determine the most relevant
intention: the ones generating the strongest emotions are the ones that require
the most attention from the agent, and thus are the ones selected by the planner
to continue deliberation.

After selecting the strongest intention, the best plan built so far is brought
into consideration. This process is named focus and generates the following
prospect based emotions:

– Hope of success: Hope to achieve the intention. The emotion intensity is deter-
mined from the goal’s importance of success and the plan’s probability of success.

– Fear of failure: Fear for not being able to achieve the intention. The emotion
intensity is determined from the importance of failure and the plan’s probability
of failing.

– Inter-goal fear: Fear for not being able to preserve an interest goal. This emotion
is generated if the plan contains any inter-goal threat.

In addition to active-pursuit goals, a character also has interest goals that
specify protection constraints. These allow the modelling of conditions that the
character wishes to protect/maintain. Whenever an action is added to a plan, a
conflict between the action’s effects and existing protected conditions may arise.
This conflict is named an inter-goal threat. When the best plan is brought into
focus, if it has any inter-goal threat, in addition to the normal emotions, it also
generates a inter-goal fear emotion according to the respective interest goal that
is being threatened. This emotion’s intensity depends on the likelihood of the
threat succeeding and on the interest goal’s importance.

In the final phase of the deliberative appraisal, all active goals are checked to
determine whether they succeed or fail. When such events occur or if the planner
is unable to make a plan, more prospect based emotions will be generated, such
as Satisfaction, Disappointment, Relief and Fears-Confirmed.

5.2 Coping

The coping strategies performed over the selected plan depends on the charac-
ter’s emotional state and personality. Inspired by CBI[14], the proposed model
uses two types of coping: problem focused coping and emotional focused coping.
The first one focuses on acting on the environment to cope with the situation,
thus it consists on planning a set of actions that achieve the pretended final result
and executing them. The second works by changing the agent’s interpretation
of circumstances (importance of goals, effect’s probability), thus lowering strong
negative emotions. When the planner analyses a plan, it applies every coping
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Table 1. Applying coping strategies

Activation condition Strategy Effect
Plan probability very low Acceptance Drop the plan
Inter-goal threat detected, Acceptance or Wishful Accept the failure of the

current goal’s emotion thinking interest goal (ignore the
stronger than interest threat) or lower the

goal’s emotion threat’s probability
Inter-goal threat detected, Acceptance Drop the plan

interest goal stronger
than goal’s emotion

Acceptance strategy applied Mental Disengagement Lower the goal’s importance
Causal Conflict detected Planning or Wishful Use promotion, demotion, or

thinking lower the conflict probability
Open Precondition Planning Add a step that achieves

the precondition
Consistent plan without Execution Execute an action

open preconditions

strategy that satisfies its conditions (with a specific order). Table 1 presents the
several coping strategies.

Acceptance is the recognition that something is not possible to achieve or
protect/maintain. If the selected plan’s probability is lower than a given thresh-
old, the character thinks that it’s not worth the time to try to improve the plan,
since adding more actions will not increase its probability of success, and drops
the plan.

Whenever an acceptance strategy is applied, mental disengagement is also
applied. Mental disengagement works by reducing the goal’s importance. Since
acceptance will frequently lead to goal failure, lowering the goal’s importance
reduces the intensity of the negative emotions triggered when the goal fails.
This does not mean that to fail is ok, in fact the character will feel distressed
about failing. Mental disengagement just slightly mitigates his distress.

If the planner detects an inter-goal threat in the plan, it can use additional
coping strategies. If the threatened condition generates emotions stronger than
the goal’s emotions, the current plan is dropped. In the opposite situation, the
character can either accept the interest goal’s failure (by removing the protected
condition) or use wishful thinking to cope with the fear emotion. Wishful think-
ing works by denying the reality of an event or by thinking that something bad
will not happen. This strategy lowers the threat’s probability by lowering the
probability of the effect that threatens the condition.

Finally, when the planner achieves a consistent plan with no open precon-
ditions it has reached a solution. This solution that corresponds to a partial
ordered plan is then executed by repeatedly choosing and performing any of the
next possible actions.

It is important to point out that since part of the coping strategies are trig-
gered by emotions, the emotional state and personality influence the strate-
gies applied and hence the overall reasoning performed by the characters. For
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instance, a fearful character has much more chances to drop an active pursuit
goal if it presents threats to other goals.

6 Illustrative Example

This section presents an illustrative example that helps the reader understand
how the mechanisms described in the previous section achieve a believable be-
haviour. In FearNot!’s first episode, John, the victim is studying in the classroom
when Luke (the bully) enters. Luke does not like John and so when sees John
he starts insulting him. As a result, John has an active pursuit goal of fighting
back that is triggered when he is insulted by other characters. So, he tries to
build a plan in order to fight back. However all the actions that John considers
to fight back have some likelihood of getting hit back. So, when such plans are
selected, a threat to John’s interest goal of not getting hurt is detected and thus
John feels frightened. Due to the victim’s fearful nature, his inter-goal fear is
much stronger than the hope of succeeding in fighting back and so he gives up
the goal and does not do anything.

At the same time John is thinking, Luke notices the book over the table
and realizes a bullying opportunity. So he makes a plan to push John’s books
to the floor. Luke moves towards the books and pushes them away. This event
matches an emotional reaction that generates a gloating emotion, which triggers
an action tendency. Luke performs a tease speech act that corresponds to saying
something along the lines: ”Come and get them you Muppet!” When the victim
realizes that the books are on the floor he activates the goal of picking them,
and thus walks towards them and picks them up. As if it was not enough, when
the bully sees John picking up the books he decides to push him. So Luke goes
behind John and pushes him (see Fig. 2-a).

When John falls, he appraises this event as very undesirable and activates an
action tendency to start crying. At the same time, Luke appraises the same event
as very desirable and starts to gloat about John by saying something along the
lines of ”What a wimp, I’ve hardly touched you”. When John cries, Luke finds it
very blameworthy and thus threatens him to stop crying and to not tell anyone.

At this point, the episode ends and the application changes to the interaction
mode (Fig. 2-b) where the child user talks with the victim (John) and advises
him on what to do next. The agent perceives three suggestions: fight back, ig-
nore the bully or tell someone. These strategies correspond to goals that the
character already has but is unable to achieve because they usually threaten
other interest goals. Suppose that the user types something containing ”hit” or
”kick” or ”punch”, the language system recognizes such utterances as fightback
suggestions. The agent remembers his goal’s results and knows that he has not
actually tried to fight back before, so he accepts the suggestion and increases
the fight back goal’s importance.

Therefore, on the next episode, when John is insulted once more, he will
activate his goal of fighting back. However, since the goal’s importance is much
higher now, the emotions created by the goal are stronger than the ones created
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(a) Paul pushes John (b) The user interacts with John

Fig. 2. FearNot! application

by the threat of getting hurt. So, instead of giving up fighting, John decides to
confront Luke.

In the victim’s perspective, both user and character’s actions are perceived
equally. Therefore, the victim can experience emotional reactions triggered by
the user’s interaction. For instance, the victim feels satisfied whenever he receives
a suggestion from the user.

7 Evaluation

In order to obtain some results concerning the believability of the characters
created and the emotional reactions be the children, we performed a preliminary
evaluation with the goal of determine whether the architecture is capable of
achieving similar results as the scripted version concerning believability and
empathy felt by the children.

The scripted version used the same characters as the emergent one, but all
the behaviours were predefined for each episode. After each episode, the victim
appears to the user like in the emergent version, however the interaction is
different: the child just has to select between different strategies (by pressing a
button).

Experiments made with the scripted version in Portuguese, English and Ger-
man schools showed that the children found the characters believable and felt
empathy for them [4]. Although we have not yet made a similar cross-cultural
evaluation with the emergent version, the preliminary evaluation gave us some
insights on how children react to the autonomous characters. For the experiment,
we chose eleven children aged between eight and eleven from third and fourth
year, male and female from a Portuguese school.

The results obtained were similar to the scripted version. As expected, Luke
(the bully) is the most disliked character, while John (the victim) is the favourite
one. This means that children really create an empathic bond with the victim
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(a) Whom did you feel sorry for? (b) Whom did you feel angry at?

Fig. 3. Emotional reactions from the users

Table 2. Scripted Vs. Emergent version

Scripted Emergent
Did the conversations seem real? (yes-1;no-5) 2.4 1.9

Where the conversations (interesting-1;boring-5) 2 1.64
Did the victim understand the conversation? (yes-1;no-5) 1.36

Did the victim follow the advice? (yes-1;no-5) 2.3 1.7
Did you help the victim? (helped a lot-1;no-5) 1.8 1.27

character just like in the scripted version. In order to assess if children felt any
emotional reactions to the situations created with the characters we tested two
reactions: (1) did they feel sorry for any character? And (2) did they feel angry at
any character? Figure 3 shows that children did feel sorry at John (the victim),
and reported feeling angry at the bully character, as expected. The additional
character, Paul (a friend of John), appears in one of the episodes when John
asks for help. These results show that the architecture’s emergent behaviour can
also elicit emotional reactions from the users.

In addition, we asked children if they felt in control of the story and if they
liked to interact with the victim. These questions were evaluated using a Likert
scale (1-5; 1 - Very good; 5 - Very Bad). Table 2 shows the questions and the
results obtained with both versions.

We believe that the conversation with the victim, and the fact that the
victim follows the children suggestions, makes children find the overall dialogue
and narrative seem more real and interesting. For example, when the victim
accepts the fight back strategy, it seems more real to see him threatening the
bully on the next episode than to behave like in the first episode.

8 Final Remarks

The results attained, although very limited, do however suggest that the use
of autonomous synthetic characters can lead to believable situations that do
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evoke empathy in users, and that like in traditional animation, emotions and
personality are key to achieve this goal. Furthermore, the results also suggest
that the use of the characters is an advantage as far as building a conversational
interaction with the users. The fact that the children help the victim by giving
him suggestions creates a stronger bond between the character and them. For
instance, if the victim succeeds in coping with the situation both the victim
and the child will feel satisfied. The child feels satisfied not only as an empathic
response but also because she took an active role in the situation’s success.

In the future, we expect to perform more tests, in particular with more pa-
rameterizations, and for relational bullying scenarios. Indeed, the use of the agent
architecture poses no problems to building and configuring those new episodes.
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