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Message from the General Chair

Pattern recognition and machine intelligence form a major area of research and
developmental activity that encompasses the processing of multimedia informa-
tion obtained from the interaction between science, technology and society. An
important motivation for the spurt of activity in this field is the desire to de-
sign and make intelligent machines capable of performing certain tasks that we
human beings do. Potential applications exist in forefront research areas like
computational biology, data mining, Web mining, global positioning systems,
medical imaging, forensic sciences, besides classical problems of optical charac-
ter recognition, biometry, target recognition, face recognition, remotely sensed
data analysis, and man—machine communication. There have been several con-
ferences around the world in the past few decades individually in these two areas
of pattern recognition and artificial intelligence, but hardly any combining the
two, although both communities share similar objectives. Therefore holding this
international conference covering these domains is very appropriate and timely,
considering the recent needs of information technology, which is a key vehicle for
the economic development of any country. The first integrated meeting of 2005,
under this theme, was PReMI 2005.

The objective of this international meeting is to present state-of-the-art sci-
entific results, encourage academic and industrial interaction, and to promote
collaborative research and developmental activities, in pattern recognition, ma-
chine intelligence and related fields, involving scientists, engineers, professionals,
researchers and students from India and abroad. The conference will be held
every two years to make it an ideal platform for people to share their views and
experiences in these areas. Particular emphasis in PReMI 2005 was placed on
computational biology, data mining and knowledge discovery, soft computing,
case-based reasoning, biometry, as well as various upcoming pattern recogni-
tion/image processing problems. There were tutorials, keynote talks and invited
talks, delivered by speakers of international repute from both academia and in-
dustry. These were accompanied by interesting special sessions apart from the
regular technical sessions.

It may be mentioned here that in India the activity on pattern recogni-
tion started in the 1960s, mainly in ISI, Calcutta, TIFR, Bombay and IISc,
Bangalore. ISI, having a long tradition of conducting basic research in statis-
tics/mathematics and related areas, has been able to develop profoundly ac-
tivities in pattern recognition and machine learning in its different facets and
dimensions with real-life applications. These activities have subsequently been
consolidated under a few separate units in one division. As a mark of the signif-
icant achievements, special mention may be made of the DOE-sponsored KBCS
Nodal Center of ISI founded in the 1980s and the Center for Soft Computing
Research (CSCR) of IST established in 2004 by the DST, Government of India.



VI Preface

CSCR, which is the first national center in the country in this domain, has many
important objectives including distance learning, establishing linkage to premier
institutes/industries, organizing specialized courses, as well as conducting fun-
damental research.

The conference proceedings of PReMI-05, containing rigorously reviewed pa-
pers, is published by Springer in its prestigious Lecture Notes in Computer Sci-
ence (LNCS) series. Different professional sponsors and funding agencies (both
national and international) came forward to support this event for its success.
These include, International Association of Pattern Recognition (IAPR); Web
Intelligence Consortium (WIC); Institute of Electrical and Electronics Engineer-
ing (IEEE): International Center for Pure and Applied Mathematics (CIMPA),
France; Webel, Government of West Bengal IT Company; Department of Science
& Technology (DST), India; Council of Scientific & Industrial Research (CSIR),
India. To encourage participation of bright students and young researchers, some
fellowships were provided.

I believe the participants found PReMI-05 an academically memorable and
intellectually stimulating event. It enabled young researchers to interact and
establish contacts with well-known experts in the field

I hope that you have all enjoyed staying in Calcutta (now Kolkata), the city
of Joy.

September 2005 Sankar K. Pal, Kolkata
General Chair, PReMI-05
Director, Indian Statistical Institute



Preface

This volume contains the papers selected for the 1st International Conference on
Pattern Recognition and Machine Intelligence (PReMI 2005), held in the Indian
Statistical Institute Kolkata, India during December 18-22, 2005. The primary
goal of the conference was to present the state-of-the-art scientific results, en-
courage academic and industrial interaction, and promote collaborative research
and developmental activities in pattern recognition, machine intelligence and
related fields, involving scientists, engineers, professionals, researchers and stu-
dents from India and abroad. The conference will be held every two years to
make it an ideal platform for people to share their views and experiences in
these areas.

The conference had five keynote lectures, 16 invited talks and an evening
talk, all by very eminent and distinguished researchers from around the world.
The conference received around 250 submissions from 24 countries spanning
six continents. Each paper was critically reviewed by two experts in the field,
after which about 90 papers were accepted for oral and poster presentations.
In addition, there were four special sessions organized by eminent researchers.
Accepted papers were divided into 11 groups, although there could be some
overlap.

We take this opportunity to express our gratitude to Professors A. K. Jain,
R. Chellappa, D. W. Aha, A. Skowron and M. Zhang for accepting our invi-
tation to be the keynote speakers in this conference. We thank Professors B.
Bhattacharya, L. Bruzzone, A. Buller, S. K. Das, U. B. Desai, V. D. Gesu, M.
Gokmen, J. Hendler, J. Liu, B. Lovell, J. K. Udupa, M. Zaki, D. Zhang and
N. Zhong for accepting our invitation to present invited papers in this confer-
ence. Our special thanks are due to Professor J. K. Aggarwal for the acceptance
of our invitation to deliver a special evening lecture. We also express our deep
appreciation to Professors Dominik Sl@zak, Carlos Augusto Paiva da Silva Mar-
tins, P. Nagabhushan and Kalyanmoy Gupta for organizing interesting special
sessions during the conference. We gratefully acknowledge Mr. Alfred Hofmann,
Executive Editor, Computer Science Editorial, Springer, Heidelberg, Germany,
for extending his co-operation for publication of the PReMI-05 proceedings. Fi-
nally, we would like to thank all the contributors for their enthusiastic response.

‘We hope that the conference was an enjoyable and academically fruitful meet-
ing for all the participants.

September 2005 Sankar K. Pal
Sanghamitra Bandypodhyay

Sambhunath Biswas

Editors
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Data Clustering: A User’s Dilemma*
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Abstract. Cluster analysis deals with the automatic discovery of the
grouping of a set of patterns. Despite more than 40 years of research,
there are still many challenges in data clustering from both theoreti-
cal and practical viewpoints. In this paper, we describe several recent
advances in data clustering: clustering ensemble, feature selection, and
clustering with constraints.

1 Introduction

The goal of data clustering [1], also known as cluster analysis, is to discover the
“natural” grouping(s) of a set of patterns, points, or objects. Cluster analysis
is prevalent in any discipline that involves analysis or processing of multivariate
data. Image segmentation, an important problem in computer vision, is often
formulated as a clustering problem [2,3]. Clustering has also been used to dis-
cover subclasses in a supervised setting to reduce intra-class variability. Different
writing styles were automatically discovered by clustering in [4] to facilitate on-
line handwriting recognition. Contours of MR brain images are clustered into
different subclasses in [5]. Documents can be clustered to generate topical hier-
archies for information access [6] or retrieval. The study of genome data [7] in
biology often involves clustering — either on the subjects, the genes, or both.

Many clustering algorithms have been proposed in different application sce-
narios (see [8] for a survey). Important partitional clustering algorithms in the
pattern recognition community include the k-means algorithm [9], the EM algo-
rithm [10], different types of linkage methods (see [11]), the mean-shift algorithm
[12], algorithms that minimize some graph-cut criteria (such as [13]), path-based
clustering [14] and different flavors of spectral clustering [3,15]. However, a uni-
versal clustering algorithm remains an elusive goal. The fundamental reason for
this is the intrinsic ambiguity of the notion of natural grouping. Another dif-
ficulty is the diversity of clusters: clusters can be of different shapes, different
densities, different sizes, and are often overlapping (Figure 1). The problem is
even more challenging when the data is high-dimensional, because the presence
of irrelevant features can obscure the cluster structure. Above all, even for data
without any cluster structure, most clustering algorithms still generate spurious
clusters (see [16,17] for a discussion)! All these issues make clustering a dilemma
[18] for the user.

* Research supported by the U.S. ONR grant no. N000140410183.
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© Springer-Verlag Berlin Heidelberg 2005
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’(a) Input data (b)"Clustering Resulfs
Fig. 1. Diversity of clusters. The clusters in this data set, though easily identified by a
human, are difficult to be detected automatically. The clusters are of different shapes,

sizes and densities. Background noise makes the clustering task even more difficult.

In the rest of this paper, we shall describe some recent advances in clustering
that alleviate these limitations for partitional clustering. In Section 2, we exam-
ine how different data partitions in a clustering ensemble can be combined to
discover clusters with high diversity. Feature selection can be performed when
high dimensional data is to be clustered (Section 3). The arbitrariness of clus-
tering can be reduced by introducing side-information — notably constraints on
the cluster labels (Section 4). Finally, we conclude in Section 5.

2 Clustering Ensemble

In supervised learning, it is often beneficial to combine the outputs of multiple
classifiers in order to improve the classification accuracy. The goal of clustering
ensemble is similar: we seek a combination of multiple partitions that provides
improved overall clustering of the data set. Clustering ensembles are beneficial
in several aspects. It can lead to better average performance across different
domains and data sets. Combining multiple partitions can lead to a solution
unattainable by any single clustering algorithm. We can also perform parallel
clustering of the data and combine the results subsequently, thereby improv-
ing scalability. Solutions from multiple distributed sources of data or attributes
(features) can also be integrated.

We shall examine several issues related to clustering ensemble in this section.
Consider a set of n objects X = {x1,...,z,}. The clustering ensemble consists
of N different partitions of the data set X. The k-th partition is represented by
the function 7y, where 7 (z;) denotes the cluster label of the object z; in the
k-th partition, which consists of my clusters.

2.1 Diversity

How can we generate each of the partitions in the ensemble? While the opti-
mal strategy is probably dependent on the problem domain and the goal for
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performing clustering, there are also some general procedures. One can apply
different algorithms (like k-means, complete-link, spectral clustering) to create
different partitions of the data. Some clustering algorithms like k-means require
initialization of parameters. Different initializations can lead to different clus-
tering results. The parameters of a clustering algorithm, such as the number of
clusters, can be altered to create different data partitions. Different “versions”
of the data can also be used as the input to the clustering algorithm, leading to
different partitions. For example, the data set can be perturbed by re-sampling
with replacement or without replacement. Different feature subsets or projection
to different subspaces can also be used.

Note that these strategies can be combined. For example, the k-means al-
gorithm with different number of clusters and different initializations is used to
create the clustering ensemble in [19].

2.2 Consensus Function

A consensus function is a mapping from the set of N partitions {m,...,7n} in
the clustering ensemble to a consensus partition 7*. Different consensus functions
have been proposed in the literature (Table 1). In this paper, we shall present
two examples of consensus functions: consensus by co-association matrix [19],
and consensus by quadratic mutual information [20].

In consensus by co-association, we compute the n x n co-association matrix
C, whose (i, j)-th entry is given by

1 N
Cij = NZI(Wk(%):Wk(Cﬂj)); i,j=1,...,n. (1)
k=1

Here, I(.) is the indicator function, which is 1 if the argument is true and 0 oth-
erwise. Intuitively, ¢;; measures how many times x; and z; are put in the same
cluster in the clustering ensemble. The co-association matrix can be viewed as a
new similarity matrix, which is superior than the original distance matrix based
on Fuclidean distance. The consensus partition is found by clustering with C

Table 1. Different consensus functions in the literature

Method Key ideas
Co-association Similarity between patterns is estimated by co-association; single-
matrix [19] link with max life-time is used for finding the consensus partition

Mutual Infor- Maximize the quadratic mutual information between the individual
mation [20] partitions and the consensus partition

Hyper-graph Clusters in different partitions are represented by hyper-edges; con-
methods [21] sensus partition is found by a k-way min-cut of the hyper-graph
Finite mixture Maximum likelihood solution to latent class analysis problem in the
model [20] space of cluster labels via EM

Re-labeling and Assuming the label correspondence problem is solved, a voting pro-
voting [22] cedure is used to combine the partitions
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Fig. 2. Example of consensus partition by co-association matrix in [19]. The number
of clusters (2 in this case) is determined by the lifetime criteria. Note that the co-
association values lead to a much more clear-cut dendrogram than Euclidean distances.

as the similarity matrix. The single-link algorithm is used, because the “chain-
ing” behavior in C is often desirable. The number of clusters is determined by
maximizing the lifetime. The lifetime of a partition with K clusters is defined
as the range of threshold values on the dendrogram that leads to the identifica-
tion of the partition. The longer the lifetime, the more stable the partition upon
data perturbation. A simple illustration of this consensus function can be seen
in Figure 2. Additional experimental results can be found in [19].

One drawback of the co-association consensus function is its O(n?) memory
requirement. A consensus function that uses only O(n) memory was proposed in
[20]. It is based on the notion of median partition, which maximizes the average
utility of the partitions in the ensemble with respect to the consensus parti-
tion. Formally, we seek 7* that maximizes J(7*) = ij:l U(n*,m)/N, where
U(rm*, m) denotes a utility function. The utility function based on mutual infor-
mation is advocated in [20]. Define a random variable X; that corresponds to
the cluster labels of the objects in 7;. The joint probability p(X; = i, X5 = j)
is proportional to the number of objects that are in the i-th cluster for the par-
tition 7; and in the j-th cluster for 7s. The similarity/utility between m; and
ms can be quantified by Shannon mutual information (X, X): it takes the
largest value when m; and ms are identical, and the smallest value when m; is
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“independent” of ;. However, maximizing I(X;, X;) is difficult. Instead, the
qualitatively similar generalized mutual information is used:

I°(Xy, Xg) = HY(X;) — HY(X¢|X5)
H(X;) =27 -1)7! (i P(X;=1i)" — 1) a>0,a#1 @)

Note that H*(X;) is the Renyi entropy with order . When a = 2, the above
quantity is known as the “quadratic mutual information”, and it is proportional
to the category utility function proposed in [23]. Because of this equivalence, the
consensus partition that maximizes the sum of the quadratic mutual information
can be found by the k-means algorithm in a new feature space. Specifically, let y ;1
be a vector of length my, where the j-th component of y; is 1 if 7 (x;) = 7, and
0 otherwise. A new feature vector for the object x; is obtained by concatenating
yix for different k. The new pattern matrix is then standardized to have zero
column and row means. Running k-means on this new pattern matrix gives us
the consensus partition that maximizes the quadratic mutual information. Note
that the number of clusters in the consensus partition 7* is assumed to be known
for this consensus function. Empirical study in [20] showed that this consensus
function outperformed other consensus functions over a variety of data sets.

2.3 Strength of Components

Combining multiple partitions can lead to an improved partition. Is the im-
provement possible only when the individual partitions are “good” and close to
the target partition? Another way to phrase this question is: will the clustering
ensemble still work if the clustering algorithms used to generate the partitions
in the ensemble are “weak”, meaning that they give only a slightly better than
random partition? In [20], two different types of “weak” algorithms were consid-
ered. The first is to project the data randomly on a 1D space and run k-means
on the resulting 1D data set. The second is to split the data in the space of
given features into two clusters by a random hyperplane. Note that computing
a partition by these weak algorithms is very fast, and this allows one to create
a large clustering ensemble. It turns out that, despite the poor quality of each
of the partitions in the ensemble, the consensus partition is meaningful and can
even outperform the results of combining strong partitions [20]. A similar idea of
combining the clustering results by projecting to random subspaces was explored
in [24].

2.4 Convergence

Is the success of clustering ensemble purely empirical? In [25], a theoretical
analysis of the utility of clustering ensemble was performed. The analysis is based
on the premise that each partition in the ensemble is a “corrupted” version of
the true, but unknown, partition 7. Two different partition generation models
were considered. In both cases, the consensus partition 7* is more likely to be



6 A K. Jain and M.H.C. Law

equal to 7 than individual partitions in the ensemble, and 7* converges to 7 as
the number of partitions in the ensemble increases.

In the first model, a noise process F(.) first corrupts the labels of 7 in an
identical and independent manner, followed by a process T'(.) that permutes the
labels, in order to generate 7. The consensus function is plurality voting [22],
where the Hungarian algorithm is first applied to inverse T'(.). The label of each
object in the consensus partition 7* is found by voting on the cluster labels in
the ensemble. It can be shown that, as N goes to infinity, the probability that
7* is the same as 7 goes to one, despite the fact that (i) plurality voting is used
instead of majority voting, and (ii) the Hungarian algorithm may undo the effect
of T'(.) erroneously.

In the second model, a distance function d(7¢,75) on two partitions in the
space of possible partitions P is assumed. Note that d(m,7s) needs not sat-
isfy the triangle inequality. Some example distance functions for two parti-
tions can be found in [26]. The observed partition 7 is a corrupted version
of 7, which is generated according to a probability distribution p(mg|7). Un-
der some mild assumptions on p(mg|7), the consensus by median partition,
™ = argmin, ng’:l d(m, ), converges to T at an exponential rate when N
goes to infinity.

3 Feature Selection in Clustering

Clustering, similar to supervised classification and regression, can be improved
by using a good subset of the available features. However, the issue of feature
selection in unsupervised learning is rarely addressed. This is in sharp contrast
with supervised learning, where many feature selection techniques have been
proposed (see [27,28,29] and references therein). One important reason is that
it is not at all clear how to assess the relevance of a subset of features without
resorting to class labels. The problem is made even more challenging when the
number of clusters is unknown, since the optimal number of clusters and the opti-
mal feature subset are inter-related. Recently, several feature selection/weighting
algorithms [30,31,32,33] for clustering have been proposed. We shall describe the
algorithm in [33], which estimates both the importance of different features and
the number of clusters automatically.

Consider model-based clustering using a Gaussian mixture. The algorithm in
[33] begins by assuming that the features are conditionally independent given the
(hidden) cluster label. This assumption is made regularly for models involving
high-dimensional data, such as naive Bayes classifiers and the emission densities
of continuous hidden Markov models. Formally, the density of the data y is
assumed to take the form p(y) = Z§:1 o Hle p(y116;1), where o is the weight
of the j-th component/cluster and 6;; is the parameter of the j-th component
for the I-th feature. The j-th cluster is modeled by the distributions p(y:|0;;)
with different [, and they are typically assumed to be Gaussians.

The [-th feature is irrelevant if its distribution is independent of the class la-
bels. In other words, it follows a common density ¢(y;|\;) which is parameterized
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by A;, and is the same irrespective of the value of j. The form of ¢(y;|\;) reflects
our prior knowledge about the distribution of the non-salient features, and it
can be assumed to be a Gaussian. Denote the saliency of the I-th feature by p;.
The higher the saliency, the more important a feature is. With the introduction
of p; and q(yi|\;), the density of y can be written as

d

ply) = Zaj [T (pp(wlb0) + (1 = p)a(wil ), (3)

j=1 =1

where there are k clusters for the d-dimensional vector y. The saliencies of dif-
ferent features, together with the cluster parameters, can be estimated by max-
imizing the log-likelihood. Because of the need to estimate k& automatically, the
minimum message length (MML) criterion [34] is adopted. The optimal param-
eters {a;j, p1, 0,1, \i} can be found by an EM algorithm [33].

One key property of that EM algorithm is its pruning behavior, which can
force some of the a; to go to zero and some of the p; to go to zero or one
during parameter estimation. Therefore, the algorithm is initialized to have a
large number (greater than the true number) of clusters. The redundant clus-
ters will be pruned by the algorithm automatically. This initialization strategy
(first proposed in [35]) can also alleviate the problem of poor local minimum.
Experimental results and further details on the algorithm can be found in [33].

4 Clustering with Constraints

In many applications of clustering, there is a preference for certain clustering
solutions. This preference or extrinsic information is often referred to as side-
information. Examples include alternative metrics between objects, orthogonal-
ity to a known partition, additional labels or attributes, relevance of different
features and ranks of the objects. The most natural type of side-information in
clustering is a set of constraints, which specifies the relationship between clus-
ter labels of different objects. A pairwise must-link (must-not-link) constraint
corresponds to the requirement that two objects should be placed in the same
(different) cluster. Constraints are naturally available in many clustering appli-
cations. For instance, in image segmentation one can have partial grouping cues
for some regions of the image to assist in the overall clustering [36]. Clustering
of customers in market-basket database can have multiple records pertaining to
the same person. In video retrieval tasks, different users may provide alternative
annotations of images in small subsets of a large database; such groupings may
be used for semi-supervised clustering of the entire database.

There is a growing literature on clustering with constraints (see [37] and
the references therein). We shall describe the algorithm in [37], which tackles
the problem of model-based clustering with constraints. Let Y¢ and V" be the
set of data points with and without constraints, respectively. Clustering with
constraints is performed by seeking the cluster parameter @ that explains both
the constrained and unconstrained data well. This is done by maximizing

J(0) = (1 =)LV 0) +~vL(V"; 0), (4)
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(a) Input Image (b) 1% and 5% sites in (c) 10% sites in con-
constraints straints

Fig. 3. Results of image segmentation. (a): input image. (b): segmentation result with
1% and 5% of sites in constraints. (c): segmentation result with 10% sites in constraints.

where £(Y°;0) and L(Y*; O) are the log-likelihood of the data points with and
without constraints, respectively, and « is the tradeoff parameter. The term
L(Y"*;O) is defined as in the standard mixture distribution. To define £(Y¢; 0),
a more elaborate distribution that considers the constraints is needed.

Let z; be the cluster label of the data y;. Let S and D be the set of must-link
and must-not-link constraints, respectively. The number of violations of must-
link and must-not-link constraints can be written as >, s I(zi # 2;) and
> i.jyep L(zi = zj), respectively. By using the maximum entropy principle with
AT and A~ as the Lagrange parameters, one can arrive at a prior distribution

for the cluster labels z1, ..., z,, that participate in the constraints:
p(z1,. .., 2m) x exp(—AT Z I(zi # zj) = A~ Z I(zi=z)). (5
(3,5)€S (i,)€D

This prior distribution on z;, together with the component density p(y;|z:),
yields the log-likelihood £(Y¢; ©). A mean-field approximation is applied to the
posterior distribution of the cluster labels to keep the computation tractable. An
EM algorithm can be derived to find the parameter © that maximizes J(©). The
algorithm is fairly efficient, and is of similar computational complexity to the
standard EM algorithm for estimating a mixture distribution. Figure 3 shows
the results of applying this algorithm to an image segmentation task.

5 Conclusion

Data clustering is an important unsupervised learning problem with applications
in different domains. In this paper, we have reviewed some of the recent advances
in cluster analysis. Combination of data partitions in a clustering ensemble can
produce a superior partition when compared with any of the individual parti-
tions. Clustering of high-dimensional data sets can be improved by estimating
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the saliencies of different features. Side-information, in particular constraints on
cluster labels, can lead to a more desirable data partition. The research topics
presented here give a glimpse of the state-of-the-art in cluster analysis, and we
hope that this will stimulate the readers to investigate other problems in the
area of data clustering.
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Abstract. Images constitute data that live in a very high dimensional
space, typically of the order of hundred thousand dimensions. Draw-
ing inferences from correlated data of such high dimensions often be-
comes intractable. Therefore traditionally several of these problems like
face recognition, object recognition, scene understanding etc. have been
approached using techniques in pattern recognition. Such methods in
conjunction with methods for dimensionality reduction have been highly
popular and successful in tackling several image processing tasks. Of late,
the advent of cheap, high quality video cameras has generated new in-
terests in extending still image-based recognition methodologies to video
sequences. The added temporal dimension in these videos makes prob-
lems like face and gait-based human recognition, event detection, activity
recognition addressable. Our research has focussed on solving several of
these problems through a pattern recognition approach. Of course, in
video streams patterns refer to both patterns in the spatial structure
of image intensities around interest points and temporal patterns that
arise either due to camera motion or object motion. In this paper, we
discuss the applications of pattern recognition in video to problems like
face and gait-based human recognition, behavior classification, activity
recognition and activity based person identification.

1 Introduction

Pattern recognition deals with categorizing data into one of available classes. In
order to perform this, we need to first decide on a feature space to represent the
data in a manner which makes the classification task simpler. Once we decide
the features, we then describe each class or category using class conditional
densities. Given unlabeled data, the task is now to label this data (to one of
available classes) using Bayesian decision rules that were learnt from the class
conditional densities. This task of detecting, describing and recognizing visual
patterns has lead to advances in automating several tasks like optical character
recognition, scene analysis, fingerprint identification, face recognition etc.

In the last few years, the advent of cheap, reliable, high quality video cam-
eras has spurred interest in extending these pattern recognition methodologies to

* This work was partially supported by the NSF-ITR Grant 0325119.
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video sequences. In video sequences, there are two distinct varieties of patterns.
Spatial patterns correspond to problems that were addressed in image based pat-
tern recognition methods like fingerprint and face recognition. These challenges
exist in video based pattern recognition also. Apart from these spatial patterns,
video also provides us access to rich temporal patterns. In several tasks like activ-
ity recognition, event detection/classification, anomaly detection, activity based
person identification etc, there exists a temporal sequence in which various spa-
tial patterns present themselves. It is very important to capture these temporal
patterns in such tasks. In this paper, we describe some of the pattern recognition
based approaches we have employed for tasks including activity recognition, face
tracking and recognition, anomaly detection and behavior analysis.

2 Feature Representation

In most pattern recognition (PR) problems, feature extraction is one of the
most important tasks. It is very closely tied to pattern representation. It is
difficult to achieve pattern generalization without using a reasonably correct
representation. The choice of representation not only influences the PR approach
to a great extent, but also limits the performance of the system, depending upon
the appropriateness of the choice. For example, one cannot reliably retrieve the
yaw and pitch angles of a face assuming a planar model.

Depending on the problem at hand, the representation itself can manifest in
many different ways. Though in the case of still images, only spatial modeling
is required, one needs ways to represent temporal information also when dealing
with videos. At times, the representation is very explicit like in the form of a
geometric model. On the other hand, in a few feature based PR approaches,
the modeling part is not so explicit. To further highlight the importance of
representation, we now discuss the modeling issues related to a few problems in
video-based recognition.

2.1 Affine Appearance Model for Video-Based Recognition

Recognition of objects in videos requires modeling object motion and appearance
changes. This makes object tracking a crucial preceding step for recognition. In
conventional algorithms, the appearance model is either fixed or rapidly chang-
ing, while the motion model is a random walk model with constant variance.
A fixed appearance template is not equipped to handle appearance changes in
the video, while a rapidly changing model is susceptible to drift. All these fac-
tors can potentially make the visual tracker unstable leading to poor recognition
results. In [1], we use adaptive appearance and velocity models to stabilize the
tracker and closely follow the variations in appearance due to object motion. The
appearance is modeled as a mixture of three different models, viz., (1) object
appearance in a canonical frame (first frame), (2) slow-varying stable appear-
ance within all the past observation, and (3) the rapidly changing component
characterizing the two-frame variations. The mixture probabilities are updated
at each frame based on the observation. In addition, we use an adaptive-velocity
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Fig. 1. Affine appearance model for tracking

model, where the adaptive velocity is predicted using a first-order linear approx-
imation based on appearance changes between the incoming observation and the
previous configuration.

The goal here is to identify a region of interest in each frame of the video
and not the 3D location of the object. Moreover, we believe that the adaptive
appearance model can easily absorb the appearance changes due to out-of-plane
pose and illumination changes. Therefore, we use a planar template and al-
low affine transformations only. Fig. 1 shows an example where tracker using
the described representation is used for tracking and recognizing a face in a
video.

2.2 3D Feature Graphs

Affine model suffices for locating the position of the object on the image, but it
does not have the capability to annotate the 3D configuration of the object at
each time instant. For example, if the goal is to utilize 3D information for face
recognition in video, the described affine representation will not be adequate.
Accordingly, [2] uses a cylindrical model with elliptic cross-section to perform
3D face tracking and recognition. The curved surface of the cylinder is divided
into rectangular grids and the vector containing the average intensity values for
each of the grids is used as the feature. As before, appearance model is a mixture
of the fixed component (generated from the first frame) and dynamic component
(appearance in the previous frame). Fig. 2 shows a few frames of a video with
the cylinder superimposed on the image displaying the estimated pose.

Fig. 2. Estimated 3D pose of a face using a cylindrical model for face recognition in
videos

Another possibility is to consider using a more realistic face model (e.g., 3D
model of an average face) instead of a cylinder. Such detailed 3D representa-
tions make the initialization and registration process difficult. In fact, [3] shows
experiments where perturbations in the model parameters adversely affect the
tracking performance using a complex 3D model, whereas the simple cylindrical
model is robust to such perturbations. This highlights the importance of the
generalization property of the representation.
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2.3 Representations for Gait-Based Recognition

Gait is a very structured activity with certain states like heel strike, toe off re-
peating themselves in a repetitive pattern. Recent research suggests that the gait
of an individual might be distinct and therefore can be used as a biometric for
person identification. Typical representations for gait-based person identification
include use of the entire binary silhouette [4][5], sparser representations like the
width vector [5] or shape of the outer contour [6]. 3D part based descriptions of
human body [7] is also a viable representation for gait analysis.

2.4 Behavior Models for Tracking and Recognition

Statistical modeling of the motion of the objects enables us to capture the tem-
poral patterns in video. Modeling such behaviors explicitly is helpful in accurate
and robust tracking. Typically each object could display multiple behaviors. We
use Markovian models (on low level motion states) to represent each behavior
of the object. This creates a mixture modeling framework for the motion of the
object. For illustration, we will discuss the manner in which we modeled the
behavior of insects for the problem of tracking and behavior analysis of insects.
A typical Markov model for a special kind of dance of a foraging bee called the
waggle dance is shown in Fig. 3.

==

Fig. 3. A Bee performing waggle dance: The Shape model for tracking and the Behavior
model to aid in Activity analysis are also shown

3 Particle Filtering for Object Recognition in Video

We have so far dealt with issues concerned with the representation of patterns
in video and dealt with how to represent both spatial and temporal patterns in
a manner that simplifies identification of these patterns. But, once we choose
a certain set of representations for spatial and motion patterns, we need infer-
ence algorithms for estimating these parameters. One method to perform this
inference is to cast the problem of estimating the parameters as a energy min-
imization problem and use popular methods based on variational calculus for
performing this energy minimization. Examples of such methods include gra-
dient descent, simulated annealing, deterministic annealing and Expectation-
Maximization. Most such methods are local and hence are not guaranteed to
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converge to the global optimum. Simulated annealing is guaranteed to con-
verge to the global optimum if proper annealing schedule is followed but this
makes the algorithm extremely slow and computationally intensive. When the
state-observation description of the system is linear and Gaussian, estimating
the parameters can be performed using the Kalman filter. But the design of
Kalman filter becomes complicated for intrinsically non-linear problems and is
not suited for estimating posterior densities that are non-Gaussian. Particle fil-
ter [8][9] is a method for estimating arbitrary posterior densities by representing
them with a set of weighted particles. We will precisely state the estimation
problem first and then show how particle filtering can be used to solve such
problems.

3.1 Problem Statement

Consider a system with parameters . The system parameters follow a certain
temporal dynamics given by F;(6, D, N). (Note that the system dynamics could
change with time.)

System Dynamics : 0r = Fy(0i—1, Dy, Ny) (1)

where, N is the noise in the system dynamics. The auxiliary variable D indexes
the set of motion models or behaviors exhibited by the object and is usually
omitted in typical tracking applications. This auxiliary variable assumes impor-
tance in problems like activity recognition or behavioral analysis (Section 4.3).

Each frame of the video contains pixel intensities which act as partial obser-
vations Z of the system state 6.

Observation Equation : Zy = G0y, I, W) (2)

where, W represents the observation noise. The auxiliary variable I indexes the
various object classes being modeled, i.e., it represents the identity of the object.
We will see an example of the use of this in Section4.

The problem of interest is to track the system parameters over time as and
when the observations are available. Quantitatively, we are interested in esti-
mating the posterior density of the state parameters given the observations i.e.,
P(6:/Z1.1).

3.2 Particle Filter

Particle filtering [8][9] is an inference technique for estimating the unknown dy-
namic state 6 of a system from a collection of noisy observations Z;.;. The particle
filter approximates the desired posterior pdf p(6:|Z;.:) by a set of weighted par-

ticles {ng ), w,gj ) jj\il, where M denotes the number of particles. The interested
reader is encouraged to read [8][9] for a complete treatment of particle filtering.
The state estimate 6; can be recovered from the pdf as the maximum likelihood
(ML) estimate or the minimum mean squared error (MMSE) estimate or any

other suitable estimate based on the pdf.
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3.3 Tracking and Person Identification

Consider a gallery of P objects. Supposing the video contains one of these P
objects. We are interested in tracking the location parameters 6 of the object
and also simultaneously recognize the identity of the object. For each object i,
the observation equation is given by Z; = G(0:,4, W;). Suppose we knew that
we are tracking the pt" object, then, as usual, we could do this with a particle
filter by approximating the posterior density P(0;/Z1.,p) as a set of M weighted
particles {ng), w,gj)}j]‘il. But, if we did not know the identity of the object we
are tracking, then, we need to estimate the identity of the object also. Let us
assume that the identity of the object remains the same throughout the video,
i.e., It = p, where p = {1,2,...P}. Since the identity remains a constant over
time, we have

P(Xy Iy =i/Xt 1,11 =7) = P(Xe/Xe 1) P(Iy =i/ ;-1 = §) (3)

0 if 1 #£ j;
P(X¢/ X)) ifi=j;j={1,2,..P}
As was discussed in the previous section, we can approximate the posterior den-
sity P(Xy,I = p/Z1.4) using a M, weighted particles as {Qt(f;,wt(f;}jzlep. We
maintain such a set of M, particles for each object p = 1,2,..P. Now the set

of weighted particles {9,572, ngg 5:%11\2 with weights such that 37 _; p >, .,

wt(J; = 1, represents the joint distribution P(6:,1/Z1.+). MAP and MMSE esti-

mates for the tracking parameters 6; can be obtained by marginalizing the distri-
bution P(0;,1/Z;.;) over the identity variable. Similarly, the MAP estimate for
the identity variable can be obtained by marginalizing the posterior distribution
over the tracking parameters. Refer to [10] for the details of the algorithm and
the necessary and sufficient conditions for which such a model is valid.

3.4 Tracking and Behavior Identification

Simultaneous tracking and behavior/activity analysis can also be performed in
a similar manner by using the auxiliary variable D in a manner very similar to
performing simultaneous tracking and verification. Refer to [11] for details about
the algorithm. Essentially, a set of weighted particles {Qt(j ), wij ) , Dt(j )} is used to
represent the posterior probability distribution P(6;, D¢/Z1.;). Inferences about
the tracking parameters #; and the behavior exhibited by the object D; can be
made by computing the relevant marginal distribution from the joint posterior
distribution. Some of the tracking and behavior analysis results for the problem
of analyzing the behaviors of bees in a hive are given in a later section.

4 Pattern Recognition in Video: Working Examples

In this section, we describe a few algorithms to tackle video-based pattern recog-
nition problems. Most of these algorithms make use of the material described so
far in this paper, in some form or the other.
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4.1 Visual Recognition Using Appearance-Adaptive Models

This work [10] proposes a time series state space model to fuse temporal informa-
tion in a video, which simultaneously characterizes the motion and identity. As
described in the previous section, the joint posterior distribution of the motion
vector and the identity variable is estimated at each time instant and then prop-
agated to the next time instant. Marginalization over the motion state variables
yields a robust estimate of the posterior distribution of the identity variable. The
method can be used for both still-to-video and video-to-video face recognition. In
the experiments, we considered only affine transformations due to the absence of
significant out-of-plane rotations. A time-invariant first-order Markov Gaussian
model with constant velocity is used for modeling motion transition. Fig. 4 shows
the tracking output in a outdoor video. [1] incorporates appearance-adaptive
models in a particle filter to perform robust visual tracking and recognition. Ap-
pearance changes and changing motion is handled adaptively in the manner as
described in Section 2.1. The simultaneous recognition is performed by including
the identity variable in the state vector as described in Section 3.3.

Fig. 4. Example tracking results using the approach in [10]

4.2 Gait-Based Person Identification

In [12], we explored the use of the width vector of the outer contour of the
binarized silhouette as a feature for gait representation. Matching two sequences
of width vectors was performed using the Dynamic Time Warping (DTW). The
DTW algorithm is based on dynamic programming and aligns two sequences by
computing the best warping path between the template and the test sequence. In
[5], the entire binary image of the silhouette is used as a feature. The sequence of
binary silhouette images were modeled using a Hidden Markov Model (HMM).
States of the HMM were found to represent meaningful physical stances like heel
strike, toe off etc. The observation probability of a test sequence was used as a
metric for recognition experiments. Results using both the HMM and DTW were
found to be comparable to the state of the art gait-based recognition algorithms.
Refer to [12] and [5] for details of the algorithms.

4.3 Simultaneous Tracking and Behavior Analysis of Insects

In [11], we present an approach that will assist researchers in behavioral re-
search study and analyze the motion and behavior of insects. The system must
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also be able to detect and model abnormal behaviors. Such an automated sys-
tem significantly speeds up the analysis of video data obtained from experi-
ments and also prevents manual errors in the labeling of data. Moreover, pa-
rameters like the orientation of the various body parts of the insects(which is
of great interest to the behavioral researcher) can be automatically extracted
in such a framework. Each behavior of the insect was modeled as a Markov
process on low-level motion states. The transition between behaviors was mod-
eled as another Markov process. Simultaneous tracking and behavior analy-
sis/identification was performed using the techniques described in Section 3.4.
Bees were modeled using an elliptical model as shown in Fig. 3. Three behaviors
of bees Waggle Dance, Round Dance and Hovering bee were modeled. Devia-
tions from these behaviors were also identified and the model parameters for
the abnormal behaviors were also learnt online. Refer [11] for the details of the
approach.

4.4 Activity Recognition by Modeling Shape Sequences

Human gait and activity analysis from video is presently attracting a lot of at-
tention in the computer vision community. [6] analyzed the role of two of the
most important cues in human motion- shape and kinematics using a pattern
recognition approach. We modeled the silhouette of a walking person as a se-
quence of deforming shapes and proposed metrics for comparing two sequences of
shapes using a modification of the Dynamic Time Warping algorithm. The shape
sequences were also modeled using both autoregressive and autoregressive and
moving average models. The theory of subspace angles between linear dynamical
systems was used to compare two sets of models. Fig. 5 depicts a graphical vi-
sualization of performing gait recognition by comparing shape sequences. Refer
to [6] for the details of the algorithm and extended results.

nog Do
NEE HEE

ed,

Fig. 5. Graphical illustration of the sequence of shapes obtained during gait
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4.5 Activity Modeling and Anomaly Detection

In the previous subsection, we described an approach for representing an activ-
ity as a sequence of shapes. But, when new activities are seen, then we need
to develop approaches to detect these anomalous activities. The activity model
under consideration is a continuous state HMM. An abnormal activity is de-
fined as a change in the activity model, which could be slow or drastic and
whose parameters are unknown. Drastic changes can be easily detected using
the increase in tracking error or the negative log of the likelihood of current
observation given past (OL). But slow changes usually get missed. [13] proposes
a statistic for slow change detection called ELL (which is the Expectation of
negative Log Likelihood of state given past observations) and shows analytically
and experimentally the complementary behavior of ELL and OL for slow and
drastic changes. We have also established the stability (monotonic decrease) of
the errors in approximating the ELL for changed observations using a particle
filter that is optimal for the unchanged system. Asymptotic stability is shown
under stronger assumptions. Finally, it is shown that the upper bound on ELL
error is an increasing function of the rate of change with increasing deriva-
tives of all orders, and its implications are discussed. Fig. 6 shows the tracking
error, Observation likelihood and the ELL statistic for simulated observation
noise.

{a) ELL (b) Tracking error ()0

Fig. 6. ELL, Tracking error (TE) and Observation Likelihood (OL) plots: Simulated
Observation noise. Notice that the TE and OL plots look alike.

5 Conclusions

We have presented very brief descriptions of some of the approaches based on
pattern recognition to various problems like tracking, activity modeling, be-
havior analysis and abnormality detection. The treatment in this paper is not
comprehensive and the interested readers are encouraged to refer the respective
references and references therein for details on each of these approaches.

Acknowledgments. The authors thank Shaohua Zhou, Namrata Vaswani, Amit
Kale and Aravind Sundaresan for their contributions to the material presented in
this manuscript.
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Intelligent systems for many real life problems can be modeled by systems of
complex objects and their parts changing and interacting over time. The ob-
jects are usually linked by certain dependencies, can cooperate between them-
selves and are able to perform complex and flexible actions (operations) in an
autonomous manner. Such systems are identified as complex dynamical systems
[2,40], autonomous multiagent systems [20,40], or swarm intelligent systems (see,
e.g., [28,7]).

One of the main challenges to be solved in intelligent systems research is
the development of methods for approximate reasoning from measurements to
perception, i.e., from concepts that can be directly approximated using sensor
measurements to concepts, expressed by human beings in natural language, that
are the perception results [42].

The existing methodologies and technologies are not adequate to solve many
problems associated with this challenge. Among such problems are, e.g., classifi-
cation and understanding of medical images [30], control of autonomous systems
such as unmanned aerial vehicles or robots (see, e.g., [47,44]) or problems per-
taining to monitoring or rescue tasks in multiagent systems [11].

Nowadays, new emerging computing paradigms are investigated in an at-
tempt to develop methods for solving such problems. The further progress de-
pends on a successful cooperation of specialists from different scientific disci-
plines such as mathematics, logic, philosophy, computer science, artificial in-
telligence, biology, physics, chemistry, bioinformatics, medicine, neuroscience,
linguistics, psychology, and sociology. In particular, different aspects of reason-
ing from measurements to perception are investigated in psychology [1,3,16],
neuroscience [30,24], theories of cognition [21], layered learning [39], mathemat-
ics of learning [30], machine learning, pattern recognition [14], data mining [17]
and also by researchers working on recently emerged computing paradigms, like
computing with words and perception [43], granular computing [25], rough sets,
rough mereology, and rough-neural computing [25].

In this lecture we overview some of these new computing paradigms and some
of the interactions between the various disciplines that have been mentioned.

The concept approximation problem is the basic problem investigated in
machine learning, pattern recognition [14] and data mining [17]. It is necessary
to induce approximations of concepts (models of concepts) from available ex-
perimental data. The data models developed so far in such areas as statistical

S.K. Pal et al. (Eds.): PReMI 2005, LNCS 3776, pp. 21-29, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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learning, machine learning, pattern recognition are not satisfactory for approx-
imation of complex concepts that occur in the perception process. Researchers
from the different areas have recognized the necessity to work on new methods
for concept approximation (see, e.g., [8,41]). The main reason for this is that
these complex concepts are, in a sense, too far from measurements which makes
the searching for relevant features infeasible in a very huge space. There are sev-
eral research directions aiming at overcoming this difficulty. One of them is based
on the interdisciplinary research where the knowledge pertaining to perception
in psychology or neuroscience is used to help to deal with complex concepts
(see, e.g., [30]). There is a great effort in neuroscience towards understanding
the hierarchical structures of neural networks in living organisms [12,30]. Also
mathematicians are recognizing problems of learning as the main problem of
the current century [30]. These problems are closely related to complex system
modeling as well. In such systems again the problem of concept approximation
and its role in reasoning about perceptions is one of the challenges nowadays.
One should take into account that modeling complex phenomena entails the use
of local models (captured by local agents, if one would like to use the multi-
agent terminology [20]) that should be fused afterwards. This process involves
negotiations between agents [20] to resolve contradictions and conflicts in lo-
cal modeling. This kind of modeling is becoming more and more important in
dealing with complex real-life phenomena which we are unable to model using
traditional analytical approaches. The latter approaches lead to exact models.
However, the necessary assumptions used to develop them result in solutions
that are too far from reality to be accepted. New methods or even a new science
therefore should be developed for such modeling [15].

One of the possible approaches in developing methods for complex concept
approximations can be based on the layered learning [39]. Inducing concept
approximation should be developed hierarchically starting from concepts that
can be directly approximated using sensor measurements toward complex target
concepts related to perception. This general idea can be realized using additional
domain knowledge represented in natural language. For example, one can use
some rules of behavior on the roads, expressed in natural language, to assess from
recordings (made, e.g., by camera and other sensors) of actual traffic situations,
if a particular situation is safe or not [22]. To deal with such problems one should
develop methods for concept approximations together with methods aiming at
approximation of reasoning schemes (over such concepts) expressed in natural
language. The foundations of such an approach, creating a core of perception
logic, are based on rough set theory [27] and its extension rough mereology
[31,25], both invented in Poland, in combination with other soft computing tools,
in particular with fuzzy sets.

Rough set theory due to Zdzisaw Pawlak [27], is a mathematical approach to
imperfect knowledge. The problem of imperfect knowledge has been tackled for
a long time by philosophers, logicians and mathematicians. Recently it became
also a crucial issue for computer scientists, particularly in the area of artificial
intelligence. There are many approaches to the problem of how to understand
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and manipulate imperfect knowledge. The most successful one is, no doubt, the
fuzzy set theory proposed by Lotfi A. Zadeh [42]. Rough set theory presents still
another attempt to solve this problem. It is based on an assumption that objects
are perceived by partial information about them. Due to this some objects can be
indiscernible. From this fact it follows that some sets can not be exactly described
by available information about objects; they are rough not crisp. Any rough set
is characterized by its (lower and upper) approximations. The difference between
the upper and lower approximation of a given set is called its boundary. Rough
set theory expresses vagueness by employing a boundary region of a set. If the
boundary region of a set is empty it means that the set is crisp, otherwise
the set is rough (inexact). A nonempty boundary region of a set indicates that
our knowledge about the set is not sufficient to define the set precisely. One
can recognize that rough set theory is, in a sense, a formalization of the idea
presented by Gotlob Frege [13].

One of the consequences of perceiving objects using only available informa-
tion about them is that for some objects one cannot decide if they belong to a
given set or not. However, one can estimate the degree to which objects belong
to sets. This is another crucial observation in building foundations for approxi-
mate reasoning. In dealing with imperfect knowledge one can only characterize
satisfiability of relations between objects to a degree, not precisely. Among re-
lations on objects the rough inclusion relation, which describes to what degree
objects are parts of other objects, plays a special role. A rough mereological
approach (see, e.g., [31,35,25]) is an extension of the Le$niewski mereology [19]
and is based on the relation to be a part to a degree. It will be interesting to note
here that Jan Lukasiewicz was the first who started to investigate the inclusion
to a degree of concepts in his discussion on relationships between probability
and logical calculi [18].

The very successful technique for rough set methods was Boolean reasoning
[9]. The idea of Boolean reasoning is based on construction for a given problem P
a corresponding Boolean function fp with the following property: the solutions
for the problem P can be decoded from prime implicants of the Boolean function
fp . It is worth to mention that to solve real-life problems it is necessary to deal
with Boolean functions having a large number of variables.

A successful methodology based on the discernibility of objects and Boolean
reasoning has been developed in rough set theory for computing of many key
constructs like reducts and their approximations, decision rules, association rules,
discretization of real value attributes, symbolic value grouping, searching for
new features defined by oblique hyperplanes or higher order surfaces, pattern
extraction from data as well as conflict resolution or negotiation [32]. Most of
the problems involving the computation of these entities are NP-complete or NP-
hard. However, we have been successful in developing efficient heuristics yielding
sub-optimal solutions for these problems. The results of experiments on many
data sets are very promising. They show very good quality of solutions generated
by the heuristics in comparison with other methods reported in literature (e.g.,
with respect to the classification quality of unseen objects). Moreover, they are
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very time-efficient. It is important to note that the methodology makes it possible
to construct heuristics having a very important approximation property. Namely,
expressions generated by heuristics (i.e., implicants) close to prime implicants
define approximate solutions for the problem (see, e.g., [46]).

A question arises if the methods developed so far based on Boolean and
approximate Boolean reasoning can be scaled to the case of complex problems
considered here.

Rough set theory has attracted attention of many researchers and practition-
ers all over the world, who have contributed essentially to its development and
applications. The rough set approach seems to be of fundamental importance
to Al and cognitive sciences, especially in the areas of machine learning, knowl-
edge acquisition, decision analysis, knowledge discovery from databases, expert
systems, inductive reasoning and pattern recognition.

The rough set approach can be used in searching for complex patterns rel-
evant for approximation of vague concepts. Different stages of this searching
process are strongly related to perception.

Let us consider two simple illustrative examples supporting this claim.

In searching for relevant features often a function f, transforming objects
from a given set U into simpler objects from another set Uy, is defined. In
image or signal analyzis, objects from U are represented by relational structures
while objects from Uy are parts of objects from U or some other relational
structures. The selection of relevant transformations f can be interpreted as
the relevant structural perception of objects or their parts. Next, a set A of
features (attributes) is defined on Uy. Any feature (attribute) a is a function
from Up into V,, where V, is the value set of a. The indiscernibility relation
IND(B) C UyxUy for B C A [27] can be extended to the indiscernibility relation
IND*(B, f) CUxU by uIND*(B, f)u'if and only if f(u)IND(B)f(u'). Hence,
the indiscernibility classes of IND*(B, f) can be adjusted using parameters f
and B. However, the search space for f and B is very large. Therefore, some
hints from research on perception that would make this search more efficient will
be of great importance [6].

Perception of relevant context for a given object is an important task in
pattern recognition of complex objects. To see how such a context can be defined
in the rough set approach, let us consider slightly modified information systems
[27]. We assume that for any attribute a not only the value set V, is given
but also a relational structure R, over V,. One can define neighborhoods over
such relational structures. Such neighborhoods can be sets defined by formulas
interpreted in R, or some substructures of R,. For example, one can define in
this way time windows or some neighborhoods over time windows representing
relational structures over time windows. Next, such neighborhoods can be fused
and used to induce neighborhoods of objects [36]. The searching process for
relevant object neighborhoods and their properties is computationally expensive.
Hence, again some hints from research on perception can help to make this
process more efficient.
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There are many more examples linking the research on rough sets with the
research on perception. For example, reasoning about changes [37], or relevant
granulation of complex objects (information granules) [29].

Further cooperation between researchers working in different areas on percep-
tion can lead to advancement in constructing more efficient algorithms involved
in searching for complex patterns and corresponding to different stages of the
perception processes.

In a more general setting, objects we are dealing with are information gran-
ules. Such granules are obtained as the result of information granulation (see,
e.g., [43,33,35,25]). Information granulation can be viewed as a human way of
achieving data compression and it plays a key role in implementing the divide-
and-conquer strategy in human problem-solving [43].

Computing with Words and Perceptions “derives from the fact that it opens
the door to computation and reasoning with information which is perception -
rather than measurement-based. Perceptions play a key role in human cogni-
tion, and underlie the remarkable human capability to perform a wide variety
of physical and mental tasks without any measurements and any computations.
Everyday examples of such tasks are driving a car in city traffic, playing tennis
and summarizing a story” [43].

The rough mereological approach (see, e.g., [31,25]) is based on calculi of
information granules for constructing complex concept approximations. Con-
structions of information granules should be robust with respect to their input
information granule deviations. Hence, the information granule construction pro-
cess itself can also be granulated. As the result the so called AR schemes (AR
networks) [31,32,33,35] are obtained. AR schemes can be interpreted as complex
patterns [17]. Searching methods for such patterns relevant to a given target
concept have been developed [35]. Methods for deriving relevant AR schemes
are computationally expensive. This complexity can be substantially reduced
by using domain knowledge. In such a case AR schemes are derived in confor-
mity with reasoning schemes in natural language that are ellicited from domain
knowledge. Developing methods for deriving such AR schemes is one of the main
goals of our current projects.

The ontology approximation problem is one of the fundamental problems
related to approximate reasoning in distributed environments [38,34]. One should
construct (in a given language that is different from the ontology specification
language) not only approximations of concepts from ontology but also vague
dependencies specified in the ontology. It is worthwhile to mention that ontology
approximation should be induced on the basis of incomplete information about
concepts and dependencies specified in the ontology. Information granule calculi
based on rough sets have been proposed as tools making it possible to solve this
problem.

We discuss ontology approximation in the granular computing framework.
In particular, approximation of any vague dependency is a method which al-
lows any object to compute the arguments “for” and “against” its member-
ship to the dependency conclusion on the basis of the analogous arguments
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relative to the dependency premisses. Any argument is a compound information
granule (compound pattern). Arguments are fused by local schemes (production
rules) discovered from data. Further fusions are possible through composition
of local schemes, called approximate reasoning schemes (AR schemes) (see, e.g.,
[31,4,33,35]). To estimate the degree to which (at least) an object belongs to
concepts from an ontology the arguments “for” and “against” those concepts
are collected and next a conflict resolution strategy is applied to them for pre-
dicting the degree. Several information granule calculi are involved in solving
the problem of ontology approximation. Information granules are represented
by compound patterns. By granulation of the discovered patterns to layers of
vague concepts one can obtain more relevant approximations of dependencies by
using the rough—fuzzy approach based on granulation.

Let us mention some illustrative examples related to our current projects in
which ontology approximation is involved.

The prediction of behavioral patterns of a complex object evaluated over
time is usually based on some historical knowledge representation used to store
information about changes in relevant features or parameters. This information
is usually represented as a data set and has to be collected during long-term
observation of a complex dynamic system. For example, in case of road traffic,
we associate the object-vehicle parameters with the readouts of different mea-
suring devices or technical equipment placed inside the vehicle or in the outside
environment (e.g., alongside the road, in a helicopter observing the situation on
the road, in a traffic patrol vehicle). Many monitoring devices serve as informa-
tive sensors such as GPS, laser scanners, thermometers, range finders, digital
cameras, radar, image and sound converters (see, e.g. [40]). Hence, many vehicle
features serve as models of physical sensors. Here are some exemplary sensors:
location, speed, current acceleration or deceleration, visibility, humidity (slip-
periness) of the road. By analogy to this example, many features of complex
objects are often dubbed sensors. In the lecture we discuss (see also [5]) some
rough set tools for perception modelling that make it possible to recognize be-
havioral patterns of objects and their parts changing over time. More complex
behaviour of complex objects or groups of complex objects can be presented
in the form of behavioral graphs. Any behavioral graph can be interpreted as
a behavioral pattern and can be used as a complex classifier for recognition of
complex behaviours. We outline [5] the complete approach to the perception of
behavioral patterns, that is based on behavioral graphs and the dynamic elim-
ination of behavioral patterns. The tools for dynamic elimination of behavioral
patterns are used for switching-off in the system attention procedures searching
for identification of some behavioral patterns. The developed rough set tools for
perception modeling are used to model networks of classifiers. Such networks
make it possible to recognize behavioral patterns of objects changing over time.
They are constructed using an ontology of concepts provided by experts that
engage in approximate reasoning on concepts embedded in such an ontology.
Experiments on data from a vehicular traffic simulator [45] are showing that the
developed methods are useful in the identification of behavioral patterns.
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Our second example concerns human computer-interfaces that allow for a
dialog with experts to transfer to the system their knowledge about structurally
complex objects. For pattern recognition systems [10], e.g., for Optical Character
Recognition (OCR) systems it will be helpful to transfer to the system a certain
knowledge about the expert view on border line cases. The central issue in such
pattern recognition systems is the construction of classifiers within vast and
poorly understood search spaces, which is a very difficult task. Nonetheless, this
process can be greatly enhanced with knowledge about the investigated objects
provided by an human expert. We outline a framework for the transfer of such
knowledge from the expert and it is shown how to incorporate it into the learning
process of a recognition system using methods based on rough mereology [23].
Is is also demonstrated how this knowledge acquisition can be conducted in an
interactive manner, with a large dataset of handwritten digits as an example.

The outlined research directions create, in our projects, foundations toward
understanding the nature of reasoning from measurements to perception. Un-
derstanding such reasoning processes is fundamental for developing intelligent
systems based on perception logic. A further understanding of perception logic in
interdisciplinary projects will make it possible to use discoveries from the differ-
ent scientific disciplines mentioned in this article for improving the performance
of intelligent systems.
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Overview

Case-based reasoning (CBR) is a problem solving methodology that focuses on
reusing lessons obtained from previous (possibly generalized) experiences towards
solving new problems (Kolodner, 1993; Aamodt & Plaza, 1994; Watson, 1999; Berg-
mann, 2002). Originally conceived by cognitive scientists, since 1993 the CBR
community has focused primarily on issues of interest to artificial intelligence re-
searchers and practitioners. Some research topics of particular interest include case
representation and indexing, solution retrieval and adaptation, learning (e.g., case
acquisition), and integrating case-based approaches with others. Some motivating
applications have included those related to customer support, recommender systems,
knowledge management, diagnosis, the health sciences, and legal reasoning.

Among these areas, most deployed CBR applications have been for the customer
support niche of help-desk systems. These applications have the characteristic that
problem descriptions are incrementally elicited from a user rather than available in
complete form a priori. This category of CBR approaches is referred to as conversa-
tional (Aha et al., 2001) because they use a dialogue with the end user to identify the
problem to be solved. Many case-based diagnosis and recommendation systems have
used a conversational CBR (CCBR) methodology, and met with considerable success.

In this presentation, I will introduce the CCBR methodology, describe its evolu-
tion, examine its various manifestations and their motivations, highlight recent work,
and describe unsolved issues that could be the focus of enlightened dissertations.
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Abstract. Technological advances in experimental and computational molecu-
lar biology have revolutionized the whole fields of biology and medicine.
Large-scale sequencing, expression and localization data have provided us with
a great opportunity to study biology at the system level. I will introduce some
outstanding problems in genome expression and regulation network in which
better modern statistical and machine learning technologies are desperately
needed.

Recent revolution in genomics has transformed life science. For the first time
in history, mankind has been able to sequence the entire human own genome.
Bioinformatics, especially computational molecular biology, has played a vital
role in extracting knowledge from vast amount of information generated by the
high throughput genomics technologies. Today, I am very happy to deliver this
key lecture at the First International Conference on Pattern Recognition and Ma-
chine Intelligence at the world renowned Indian Statistical Institute (ISI) where
such luminaries as Mahalanobis, Bose, Rao and others had worked before. And it
is very timely that genomics has attracted new generation of talented young statis-
ticians, reminding us the fact that statistics was essentially conceived from and
continuously nurtured by biological problems. Pattern/rule recognition is at the
heart of all learning process and hence of all disciplines of sciences, and compari-
son is the fundamental method: it is the similarities that allow inferring common
rules; and it is the differences that allow deriving new rules.

Gene expression, normally referring to the cellular processes that lead to pro-
tein production, is controlled and regulated at multiple levels. Cells use this elabo-
rate system of “circuits” and “switches” to decide when, where and by how much
each gene should be turned on (activated, expressed) or off (repressed, silenced)
in response to environmental clues. Genome expression and regulation refer to
coordinated expression and regulation of many genes at large-scales for which
advanced computational methods become indispensable. Due to space limitations,
I can only highlight some of the pattern recognition problems in transcriptional
regulation, which is the most important and best studied.

Currently, there are two general outstanding problems in transcriptional regu-
lation studies: (1) How to find the regulatory regions, in particular, the promoters
regions in the genome (throughout most of this lecture, we use promoter to refer
to proximal promoters, e.g. ~ 1kb DNA at the beginning of each gene); (2) How
to identify functional cis-regulatory DNA elements within each such region.
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1 Introduction

Recent revolution in genomics has transformed life science. For the first time in his-
tory, mankind has been able to sequence the entire human genome. Bioinformatics,
especially computational molecular biology, has played a vital role in extracting
knowledge from vast amounts of information generated by high throughput genomics
technologies. Today, I am very happy to deliver this key lecture at the First Interna-
tional Conference on Pattern Recognition and Machine Intelligence at the world re-
nowned Indian Statistical Institute (IST) where such luminaries as Mahalanobis, Bose,
Rao and others have worked before. And it is very timely that genomics has attracted
a new generation of talented young statisticians, reminding us of the fact that statistics
was essentially conceived from and is continuously nurtured by biological problems.
Pattern/rule recognition is at the heart of all learning processes and hence, of all disci-
plines of sciences, and comparison is the fundamental method: It is the similarities
that allow inferring common rules and it is the differences that allow deriving new
rules.

Gene expression (normally referring to the cellular processes that lead to protein
production) is controlled and regulated at multiple levels. Cells use this elaborate sys-
tem of “circuits” and “switches” to decide when, where and by how much each gene
should be turned on (activated, expressed) or off (repressed, silenced) in response to
environmental clues. Genome expression and regulation refer to coordinated expres-
sion and regulation of many genes of large-scales for which advanced computational
methods become indispensable. Due to space limitations, I can only highlight some
pattern recognition problems in transcriptional regulation, which is the most important
and best studied. Currently, there are two general outstanding problems in transcrip-
tional regulation studies: (1) how to find the regulatory regions, in particular, the
promoters (throughout most of this lecture, we use promoter to refer to proximal pro-
moter, e.g. ~ 1kb DNA at the beginning of each gene) regions in the genome; (2) how
to identify functional cis-regulatory DNA elements within each such region.

2 Finding Promoter and First Exon (FE) of a Multi-exon Gene in
Vertebrate Genome

Transcription is the process of pre-mRNA (a gene transcript) synthesis. A typical
vertebrate pre-mRNA contains about 9 exons, the intervening sequences (introns)
between exons are spliced out during RNA processing to produce a matured RNA
(mRNA). Most of the regulatory elements are found in the flanking regions of the
FE of the target gene. Finding the FE is therefore the key for locating the transcrip-
tional regulatory regions. Promoter upstream of (and overlapping with) FE func-
tionally directs RNA polymerase II (Polll) to the correct transcriptional start site
(TSS, the first base of FE) and the core promoter extending ~35bp on either side of
TSS plays a central role in regulating initiation of transcription of pre-mRNA tran-
scripts [35]. As the most important regulatory region, promoter is enriched by many
transcription factor binding sites (TFBSs). They form so-called modules, each of
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which is acting relatively autonomously and responding to a specific set of TFs.
Core promoter may be regarded as a general module and is the docking region for
the Pre-Initiation Complex (PIC) of largely basal TFs and Polll itself. Core pro-
moter contains one or more of the following cis-elements: TFIIB Recognition Ele-
ment (BRE: ~-37SSRCGCC) and TATA-box (TBP-site: ~-31TATAWAAR) at
about -35 upstream of the TSS, Initiator (Inr: -2YYANWYY) at the TSS and
Downstream Core Promoter Element (DPE: +28RGWYV). Although these four
elements are relatively position specific (with respect to TSS) and they have been
used for TSS prediction [46], they are not enough for accurate TSS prediction at the
genome-scale because many core promoters may only have one or two such ele-
ments and many such putative sites may occur frequently by chance in a large ge-
nome. One could use a large-scale promoter finder, such as CpG_Promoter [20, 47]
or PromoterInspector [32].

Three general promoter/TSS recognition approaches, briefly described below, may
represent the current state-of-the-art; they all are based on some specific statistical
pattern learning/prediction procedures. The first is called Dragon Promoter Finder
(DPF) [2, 3]. Its algorithm uses sensors for three functional regions (promoters, exons
and introns) and an Aritficial Neural Network (AAN) for integrating signals. The sec-
ond is called Eponine [14]. Its algorithm uses a hybrid of Relevance Vector Machine
(RVM) [41] and Monte Carlo sampling from extremely large model space of possible
motif weight matrices and Gaussian position distributions. The third is called First
Exon Finder (FirstEF) [13]. Its algorithm uses two-level discriminant analysis: At the
first level filtering, it computes a Quadratic Discriminant Analysis (QDA) score for
the splice donor site from several 3’-sensors and another QDA score for the promoter
from several 5’-sensors; at the second level, it integrates these flanking region sensors
with additional exon-sensors using yet another QDA to arrive at the a posteriori prob-
ability p(FirstExonldata). It has been demonstrated recently that addition of ortholog
comparison with other evolutionarily related species can further improve the predic-
tion accuracy [44]. FirstEF not only can provide promoter/TSS predictions, but also
predict the 5° splice site (donor site) of the first intron, which also often contains
many regulatory cis-elements.

Currently, promoter prediction has been hampered by very limited training data
and poor understanding of molecular details of regulation mechanisms. The per-
formance of even the best prediction programs are still far from satisfactory [4],
leaving ample room for further improvements. Because of high false-positives when
predicting promoters in the whole genome, it should always locate the beginning
(ATG) of protein coding regions first [48]. Multiple comparisons of evolutionarily
related genomic DNA sequences can be very useful for finding conserved promot-
ers. Some open problems are: (1) identification of alternative promoters [21]; (2)
identification of non-CpG island related promoters [13]; (3) tissue/developmental
specific classification and lineage relationship [38]; (4) epigenetic controls [16]; (5)
coupling to RNA processing [27]; (6) good cross-species promoter alignment algo-
rithms [31, 40]; (7) promoter evolution [43]; (8) gene regulation networks [23] and
dynamics [26].
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3 Identifying TFBSs in Vertebrate Promoters

Once approximate regulatory regions, such as promoters, are located, the next task is
to identify cis-regulatory elements (largely TFBSs) within such regions. A single
TFBS pattern (also called motif) can be characterized by either IUPAC consensus (as
given above for the core promoter motifs) or position weight matrix (PWM), although
more complicated models, such as WAM [45], HMM [24], ANN [30], VOBN [6],
etc., are also possible, but less popular. Here I will focus on PWM model as it is the
most useful and is directly related to protein-DNA binding affinity measurements [7].
There are many different PWM definitions, all of which are derived from frequency
weight matrixes (FWM).

The three classical methods for promoter motif discovery are all based on multiple
sequence alignment [49]: (1) CONSENSUS based on a greedy algorithm [37]; (2)
MEME based on Expectation-maximization (EM) of likelihood for a mixture model [1];
(3) Gibbs sampling based on a simple Monte Carlo Markov Chain model [22]. In the
mixture model, it is assumed that in the motif region, the base-pairs are generated with
probabilities specified by P(x, B,) (x is the position within the motif and B, is the base-
pair at x) for which the matrix elements of FWM are the maximum likelihood estimator;
outside the motif region, the base-pairs are generated according to a uniform random
background model Py(B) which can be estimated by the composition of B (If B were a
word of length k, the background model would be a Markov model of order k-1.). The
mixing coefficient and motif starting positions will be the model parameters to be opti-
mized by maximizing the Log-likelihood function. All of these three methods have
since been further improved with more functionalities and user-friendliness. Better ini-
tial seeding may be done by word-based motif-finding methods [5].

The above motif-finding methods are used when the motif is known to be enriched
in a given set of sequences. To increase specificity and sensitivity, it is better to con-
struct two input sequence sets: One is the positive (foreground) and the other is the
negative (background). Then the interesting problem is to find motif(s) that can
maximally discriminate/classify the positive set from the negative set. For example,
the positive set may be the genes that are co-regulated or bound by a TF and the nega-
tive set contains the genes that are not regulated or bound by the TF. If the consensus
pattern (word or spaced words) are good enough for motif description, a very fast
Discriminate Word Enumerator (DWE) algorithm [38] can be used in which all pos-
sible words are efficiently enumerated and ranked by the p-values derived from hy-
per-geometric function (Fisher exact test). The first discriminant matrix method
ANN-Spec [42] is based on a perceptron (a single layer ANN) and uses a Gibbs sam-
pling to optimize parameters (matrix elements) for maximum specificity (differential
binding of the positive set vs. the negative set) through local multiple sequence
alignment. Since the positives and the negatives are usually not linearly separable, the
simple perceptron maybe generalized by nonlinear models using SVM [29] or Boost-
ing approaches [19]. More recently, a novel matrix-centric approach — Discriminate
Matrix Enumerator (DME) [36] has also been developed, which allows to exhaus-
tively and efficiently enumerate and rank all possible motifs (satisfying user specified
minimum information-content requirement) in the entire (discretized) matrix space
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(hence guaranteeing global optimality). This binary classification problem may be
generalized to multi-classification problems [33].

If one has a continuous quality score for each gene (such as fold-change in expres-
sion microarray data or binding probability in ChIP-chip data), one can further gener-
alize the classification/discrimination problem to a regression one. The first successful
application of linear regression for motif finding algorithm in yeast is REDUCE [10],
using MobyDick [9] to build the initial word motifs. A similar method Mo-
tif_Regressor [11], but using MDscan [25] as a feature extraction tool, can improve
the sensitivity and specificity due to matrix-based motifs. Recently, nonlinear regres-
sion methods, such as, MARS_Motif [12] based on Multiple Adaptive Regression
Splines [17], have also been developed, that can model synergistic motifs with a cis-
regulatory module (CRM). Regression methods are very powerful. They can either be
used for selecting functional motifs or for predicting mRNA expression levels.

Some open problems are: (1) identification of distal enhancers/silencers [28, 8]; (2)
identification of tissue/developmental specific CRMs [23]; (3) higher order structural
constraints [34]; (5) TFBS evolution [18].

4 Future Directions

I have only touched upon one special (albeit an important) area of genome expression
and regulation. Even for protein-coding gene transcription, there are also many other
regulatory steps (such as: promoter escape, pausing, elongation and termination in ad-
dition to chromatin remodeling and initiation), let alone those for many other RNA
genes [15]. There are yet many steps of post-transcription control and regulation, such
as, Capping, RNA splicing, polyadenylation, RNA transport, in the nucleus; and vari-
ous translational regulation and post-translational modifications [27, 50]. The future
challenge will include integration of data coming from various levels, especially how
DNA, RNA (including miRNAs, or ncRNA in general) and protein are interrelated in
the gene regulation networks.
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Motion is an important cue for the human visual system Mobiles have fascinated
children, Zeno (circa 500 B.C.) studied moving arrows to pose a paradox and Zeke is
investigating the human brain devoted to the understanding of motion. In computer
vision research, motion has played an important role for the past thirty years. An
important application of motion research has emerged in the past decade. This area is
devoted to the study of people — facial expression recognition, gesture recognition,
whole-body tracking and human activity recognition. The broad area is at times called
“looking at people.” In addition, study of human motion is of interest to number of
disciplines including psychology, kinesiology, choreography, computer graphics and
human-computer interaction.

Recent interest in certain applications like surveillance, sports-video analysis,
monitoring a car driver has heightened our interest in human activity recognition. A
major goal of current computer vision research is to recognize and understand human
motion, activities and continuous activity. Initially, we focused on tracking a single
person; today we focus on tracking, recognizing and understanding interactions
among several people, for example at an airport or at a subway station. Interpreting
such a scene is complex, because similar configurations may have different contexts
and meanings. In addition, occlusion and correspondence of body parts in an
interaction present serious difficulties to understanding the activity.

Prof. Aggarwal’s interest in motion started with the study of motion of rigid planar
objects and it gradually progressed to the study of human motion. The current work
includes the study of interactions at the gross (blob) level and at the detailed (head,
torso, arms and legs) level. The two levels present different problems in terms of
observation and analysis. For blob level analysis, we use a modified Hough transform
called the Temporal Spatio-Velocity transform to isolate pixels with similar velocity
profiles. For the detailed-level analysis, we employ a multi-target, multi-assignment
strategy to track blobs in consecutive frames. An event hierarchy consisting of pose,
gesture, action and interaction is used to describe human-human interaction. A
methodology is developed to describe the interaction at the semantic level.

Professor Aggarwal will present analysis and results, and discuss the applications
of the research.
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Abstract. This paper addresses partially supervised classification problems, i.e.
problems in which different data sets referring to the same scenario (phenome-
non) should be classified but a training information is available only for some
of them. In particular, we propose a novel approach to the partially supervised
classification which is based on a Bi-transductive Support Vector Machines
(T>-SVM). Inspired by recently proposed Transductive SVM (TSVM) and Pro-
gressive Transductive SVM (PTSVM) algorithms, the T>-SVM algorithm ex-
tracts information from unlabeled samples exploiting the transductive inference,
thus obtaining high classification accuracies. After defining the formulation of
the proposed T>-SVM technique, we also present a novel accuracy assessment
strategy for the validation of the classification performances. The experimental
results carried out on a real remote sensing partially supervised problem con-
firmed the reliability and the effectiveness of both the T>-SVM and the corre-
sponding validation procedure.

1 Introduction

In the pattern recognition literature, classification problems are usually addressed
according to supervised or unsupervised approaches, depending on both the availabil-
ity of prior information and the specific investigated application. If a reliable training
set is available, supervised methods are preferred, otherwise it is mandatory to adopt
unsupervised clustering techniques. However, there are also hybrid problems which
lie between these two opposite families. In this context, a novel issue concerns par-
tially supervised classification problems [1], [2]. The term partially supervised is used
to indicate situations in which many data sets referring to the same scenario (phe-
nomenon) are available, but a reliable training set is not available for all of them. This
is a common situation in several real applications (e.g., video surveillance, remote
sensing, speech recognition), where gathering reliable prior information is often too
expensive both in terms of economic costs and time. The aim of partially supervised
techniques is to obtain an acceptable classification accuracy for all the considered
data sets, included those for which a specific training set is not available. Therefore,
the investigated problem becomes strongly ill-posed and ill-conditioned, because no
labeled samples are available for some data sets.

In this paper, we addressed the aforementioned problem in the framework of Sup-
port Vector Machines (SVMs). SVMs proved to be very effective in addressing stan-
dard supervised classification problems. Recently, the Transductive SVM (TSVM) [3]

S.K. Pal et al. (Eds.): PReMI 2005, LNCS 3776, pp. 40-49, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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and Progressive Transductive SVM (PTSVM) [4] algorithms, which exploit the trans-
ductive inference (i.e., extracting information from the spectral distribution of unla-
beled samples), proved capable to improve the classification accuracies with respect
to standard inductive SVM when only few training samples are available. In order to
take advantage of the transductive inference in addressing the partially supervised
problem, inspired by both TSVMs and PTSVMs, we propose a bi-transductive SVM
(called T*>-SVM) that, starting from an inductive learning inference, is able to update
the decision function according to a double transductive inference based on unlabeled
samples. In particular, a three-step procedure is defined by considering the different
types of data that are taken into account (only training samples, only transductive
samples or both of them).

Given the complexity of the investigated problem, the accuracy assessment of the
classification algorithm plays a very important role, considering that: i) the problem is
strongly ill-posed; ii) standard statistical methods for validation cannot be employed
because no labeled samples are available for defining a test set. For this reason, in this
work we also present a novel empirical validation strategy, which assumes that there
exist an intrinsic structure underlying a classification process that rules the partially
supervised problem.

The paper is organized into six sections. Section 2 describes the simplifying
assumptions and the notation adopted, whereas Section 3 addresses the proposed
T>-SVM technique. Section 4 introduces the derived validation approach. Section 5
reports the experimental results, and, finally, Section 6 draws the conclusions.

2 Problem Formulation

In the following, without loss of generality, we consider as an example of partially
supervised problem the classification of two different data sets, R, and R, (e.g. two

remote sensing images, two audio signals), referring to the same scene observed at
different times (7, and r,, respectively). We assume that prior information is available
only for R,. It is worth nothing that the extension to the case of more data sets is
straightforward.

Let X, ={x].x}.....x,,} and X, ={x].x;,....x}} denote two proper subsets of R, and
R, composed of M labeled and N unlabeled patterns, respectively. We refer to X,
as “training set” and to X, as “transductive set”, whereas we call x;,...,x;, “transduc-
tive patterns”. Let x; and x be the 1xd feature vectors associated with the i-th
sample of X, and X, (where d represents the dimensionality of the input space) and
let A=|X,| be the cardinality of X;. We assume that in our system the set of classes

that characterize the considered data sets is fixed; therefore only the spatial and spec-
tral distributions of such classes are supposed to vary over time. This assumption is
reasonable in several real applications [1], [2]. We name Q={®,®,,...,®,} the set of
L classes that characterize the two data sets at both # and 1,; y!,y’ e Q are the classi-
fication labels of the i-th pattern of X, and X, , respectively. In the formulation of the
proposed technique, we make the following assumptions:
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e aset of training labels Y, ={y].y}.....y, ] for X, is available;
e aset of training labels Y, ={y’.y;.....y;] for X, is not available;
e the statistical distribution of the classes in R, and R, is consistent.

Under the aforementioned hypothesis, our goal is to perform an accurate and ro-
bust classification of R, by exploiting X,, Y, and X, .

3 The Proposed T2-SVM Technique

The proposed technique is divided into three main phases, which refer to the different
types of samples exploited in the learning process: i) only training patterns (inductive
inference); ii) training and transductive patterns (bi-transductive inference); iii) only
transductive patterns (algorithm convergence). For the sake of simplicity, we formu-
late the T>-SVM technique addressing a two-class problem.

3.1 Phase 1: Inductive Inference

The initial step of the entire process (r=0) corresponds to the first phase of the
T2-SVM technique. In order to determine the starting position of the separating
hyperplane, at the beginning a standard inductive SVM is applied only to training
samples of the first data set (acquired at time 7, ). As we assume to deal with linearly

non-separable data, the inductive SVM solves the following minimization problem [5]:

0)
. 1 2 &
min wa(m H + C(O)z.f,.(o)
(wun'buw‘fun) 2 P

ey
v (W x4 ") 21-E0, Vi=1,..,AY, x e X]"

where &£© are positive slack variables, C* is the regularization parameter, w”

represents the vector normal to the separating hyperplane and 5 is the bias of the
separating hyperplane [5].
The value of C® can be chosen a priori depending on the standard methods com-

monly used in literature [5]. All the transductive patterns x;.,...,x;, are classified ac-

cording to the resulting decision function f(x)=w® -x+5.

3.2 Phase 2: Bi-transductive Inference

The second iterative phase represents the core of the proposed algorithm. At the
generic iteration ¢, for all the transductive patterns the corresponding value of
the decision function determined at the iteration -1 is computed. The P unlabeled
transductive samples lying into the margin band which are closest both to the lower or
the upper margin bound are given the label “—1" and “+1”, respectively ( P is a free
parameter defined a priori by the user). It may happen that the number of unlabeled
patterns in one side of the margin is lower than P . In such situations the labeling is
done anyway. As a consequence, let D<P and U <P denote the number of trans-
ductive patterns labeled at the current iteration which belong to the lower and the
upper side of the margin, respectively.
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The main purpose of the T>-SVM technique is to define and solve a bound minimi-
zation problem involving only the patterns that describe the classification problem at
t, . Consequently, at each iteration a subset of the training samples of the first data set

is deleted. In particular, from the original training set X , the D samples with label

“—1” and the U samples with label “+1” furthest from the separating hyperplane are
erased (they are the training patterns that less affect the position of the separating
hyperplane). Figure 1 and Figure 2 show an example on a simulated data set. If the
training set is not completely erased yet and the margin band is empty, the number of
patterns to delete becomes E. This parameter is defined a priori by the user and is not
critical. It is worth nothing that in this way the position of the separating hyperplane
changes at each iteration, therefore a dynamical adjusting is mandatory. It may hap-
pen, in fact, that the classification results at the current iteration do not match the
labels assigned earlier: if the new label is different from the previous one, the trans-
ductive pattern is reset as unlabeled. As it will be underlined in the following, our aim
is to gradually increase the regularization parameter for the transductive patterns that
algorithm for a simulated data set. Training patterns x'eX, are shown as white and
black circles; transductive patterns x*e X, are shown as grey squares. The separating
hyperplane is shown as a solid line, while the dashed lines define the margin. The
dashed circles highlight the P (P=3) transductive patterns selected from both the
upper and the lower side of the margin labeled at the first iteration. The dashed
squares surround the training patterns to erase. have been given a label, according to a
time-dependent criterion. We say that all the samples of X{” which have been as-
signed until iteration r—1 always to the same label, belong to set J“ . This set is

partitioned into a finite number of subsets G, where G is a free parameter called
Growth Rate and represents the maximum number of iterations for which the user

Fig. 1. Margin and separating hyperplane resulted after the first phase (:=0) of the T>-SVM
algorithm for a simulated data set. Training patterns x!e X, are shown as white and black cir-
cles; transductive patterns x’e X, are shown as grey squares. The separating hyperplane is

shown as a solid line, while the dashed lines define the margin. The dashed circles highlight the
P (P=3) transductive patterns selected from both the upper and the lower side of the margin

labeled at the first iteration. The dashed squares surround the training patterns to erase.
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allows the regularization parameter to increase. Each subset J{” contains all the sam-

ples that belong to the subset with index /—1 at iteration #—1 and are consistent with
the results of the current separating hyperplane. The cost function to minimize and the
corresponding bounds become the following:
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At the generic iteration ¢, the algorithm associates the patterns of J with a regulari-
zation parameter C, depending on the /-th subset J\. The regularization parameter
C" corresponding to the original training samples that describe the classification
problem at ¢, changes at each iteration. A proper choice for C” and C, has an im-
portant role for an effective behavior of the algorithm. In order to decrease the influ-
ence of the patterns of X\ in determining the position of the separating hyperplane,
at each iteration, on the one end, we let their cost-factor C* drop gradually down. On

the other hand, in order to better control possible mislabelings, we let the regulariza-
tion parameter associated with the transductive patterns gradually increase. Training

Fig. 2. Margin and separating hyperplane resulting at the end of the first iteration (:=1) of the

T2-SVM algorithm. The dashed grey lines represent both the separating hyperplane and the
margin at the beginning of the learning process.
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and transductive data might exhibit very different distribution functions. As a conse-
quence, we reasonably expect that a transductive pattern starts assuming a significant
weight during the learning process only after it has the same label for some iterations.
Accordingly, we decided to increase the cost-factor for the transductive patterns in a
quadratic way, depending on the number of cycles they last inside J . Likewise, we let
the cost factor for the training samples, C”, decrease in a quadratic way too. The de-
scribed procedure requires that three parameters have to be chosen a priori: C=C?”,
C'=C; and G (with the constraint C>C"). Atstep G, we make C" and C, assume

the values C" and C,, , respectively. In order to better control the classification error, we

set C, =C/2. The second phase ends at iteration K , when X is empty.

3.3 Phase 3: Algorithm Convergence

The second phase ends when all the original training patterns associated to R, have

been erased. Consequently, in the last phase, only the transductive samples are con-
sidered. We can rewrite the initial minimization problem as follows:
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When both the remaining unlabeled samples of X{” lying into the margin band at the

current iteration and the number of mislabeled patterns with respect to the previous
iteration are lower than or equal to [a-N|, we assume that convergence is reached

and denote the corresponding iteration 7=conv. The coefficient a is fixed a priori
and tunes the sensitivity of the learning process (a reasonable empirical choice has
proven to be a=0.02). At the iteration 7=conv+1 the final minimization problem
becomes the following:
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The aforementioned problem is solved by employing a standard inductive SVM
because the algorithm associates to all the patterns the same cost-factor C/2. Now, all

the patterns of R, can be labeled according to the current separating hyperplane (see
Figure 3). Note that X, and R, might coincide. The bigger is X, , the higher is the
number of transductive patterns taken into account in positioning the separating
hyperplane and the more accurate becomes the classification of R,. However, an
effective trade-off is necessary, because the computational load increases together
with the size of X, .

The above-described algorithm is defined only for two-class problems. When a
multiclass problem has to be investigated, the choice of adopting a One-Against-All
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strategy [5] is mandatory. At each iteration, in fact, all the transductive patterns
should be labeled. Hence, we cannot employ a One-Against-One strategy: it is not
possible to consider only samples that are supposed to belong to two specific informa-
tion classes without labeling all the others.

Fig. 3. Final margin and separating hyperplane resulting after the third phase of the T>-SVM
algorithm. The dashed grey lines represent both the separating hyperplane and the margin at the
beginning of the learning process.

4 The Proposed Accuracy Assessment Strategy

As we pointed out before, since no prior information for the second data set R, is

available, a technique for validating the classification results of the T>-SVM technique
is necessary. We investigated such challenging issue assuming that there exist an
intrinsic structure which underlies the classification process and relates the solutions
to the partially supervised problem that are consistent for R, and R, . Let us suppose

to obtain an acceptable solution for R, by exploiting a T>-SVM. Our idea is that by

applying again the T°-SVM algorithm in the reverse sense (using the classification
labels in place of the missing prior knowledge for R, and keeping the same transduc-

tive parameters), in the most cases it is possible to obtain a reasonable classification
accuracy over R,. At the beginning, we train an inductive SVM using the labeled

patterns x;e X\ ; the resulting solution is supposed to be acceptable for R,: we say

that the system is in the state A . Afterwards, we apply the bi-transductive algorithm
as described in Section III. For both the kernel-function parameters and the regulari-
zation parameter C we keep the same values used in the learning phase of the induc-
tive SVM. If the four parameters C*, G, P and E are set properly, the solution is
expected to be consistent for R, and the system moves to the state B ; otherwise, if
the solution is not-consistent, the system moves to the state D . Let y/,...,y,, denote
the classification labels corresponding to the transductive samples x;e XY . Succes-

sively, we apply the T>-SVM algorithm again using X, with the labels y/,...,y;, as
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training set and X, as transductive set (it is worth nothing that the labels y,,...,y) are
not taken into account for the learning purpose). All the transductive parameters re-
main the same. Let CAe[0+1] denote the classification accuracy parameter selected
by the user (e.g., the Kappa coefficient, the Overall Accuracy), whereas let CA, rep-
resent a prefixed threshold for it. We can compute the value for CA associated to the
results obtained by the T>-SVM addressing the reverse bi-transductive process be-
cause the labels y,,...,y, are known. When CA<CA, , the classification accuracy for

R, is considered non-acceptable and the system moves to the state C, otherwise the

solution is consistent and the system moves back to the state A. When the system,
starting from the state A, is able to return into the state A, we can empirically as-
sume that the classification accuracy over R, is satisfactory and, as a consequence,
the solution is acceptable. This aspect is very crucial because in such situations we are
able to assess that R, is classified with a proper accuracy for our classification task
even if no a priori information is available. Let us denote P(Y | X) be the probability

that the system joins the generic state ¥ starting from the generic state X by apply-
ing the T*-SVM algorithm. The proposed validation technique is effective under the
two following conditions:

e P(AID)=0 and P(CID)=1: if the solution obtained by the first T>-SVM is not
acceptable, it must be never possible to obtain an acceptable solution for R, by
applying the bi-transductive algorithm in the reverse sense;

e P(AIB)>0: starting from an acceptable solution for R, it must be possible, by
applying the T>-SVM algorithm in the reverse sense, to obtain an acceptable solu-
tion for R,. The transductive parameters are not optimized for the reverse bi-
transductive process, therefore we always assume that P(C | B)>0. Moreover, it
is desirable that P(A|B)> P(C|B).

It is worth nothing that in the aforementioned assumptions the system reasonably
discards solutions that are actually consistent, but never accepts and validates solu-
tions that are non-consistent, which is definitely a more critical aspect of validation in
partially supervised problems. The best value for CA obtained by the inductive SVM

for R, is denoted as CA,,, . We reasonably expect that the final value of CA should
be lower than CA,,, in the most cases, therefore, we suggest to fix the threshold
CA, =CA,,, —€, €€[0.1+0.2]. The higher the threshold is, the more reliable the final

results are but, at the same time, the number of the correct consistent solutions for the
partially supervised problem discarded increases.

est

S Experimental Results

In order to assess the effectiveness of the proposed approach, without loss of general-
ity, we focused our attention on the analysis of remote-sensing images acquired over
the same geographical area at different times. We carried out several experiments on a
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data set made up of two multispectral images acquired by the Thematic Mapper (TM)
sensor of the Landsat 5 Satellite. The investigated area refers to Lake Mulargia (Italy).
The two images were acquired in September 1995 (R,) and in July 1996 (R, ), re-
spectively. The available prior knowledge was used to derive a training and a test set
for both the images, but in all the experiments, we assumed that only the information
for the first date was available. We identified five land-cover classes that characterize
the considered classification problem (see Table 1). We used the training set of R, as
X, (N=2249) and the test set of R, as X, (M =1949). Five texture features in
addition to the six TM channels (the thermal IR band was discarded) were taken into
account, in order to exploit the non-parametric properties of the SVMs. The well-
known SMO algorithm [5] was employed in the learning phase of both the inductive
SVMs and the proposed T>-SVMs (with proper modifications). For all the experi-
ments we used Gaussian kernel functions.

An inductive SVM called SVM-1 was firstly trained over R,: on the related test
samples we obtained an Overall Accuracy and a Kappa coefficient equal to 95.33%
and 0.938, respectively. Table 2 reports the results obtained at 7, over X, by: i)
SVM-1; ii) an inductive SVM trained using the available prior knowledge at r,
(SVM-2) keeping the same parameters determined for SVM-1; iii) the T>-SVM
(whose parameter values were G=250, C'=0.25, E=N-0.005 and P=N-0.035),
which exhibited the highest classification accuracy. The T>-SVM proved the effec-

tiveness of the proposed technique exhibiting both an Overall Accuracy and a Kappa
coefficient higher than those obtained by the inductive SVMs trained over X, . Fur-

thermore, the accuracies are even slightly higher than those obtained with the induc-
tive SVM trained over X,. This result is very important because it proves that

T2-SVMs can model the addressed problem better than an inductive SVM trained on

Table 1. Number of Patterns in the Training and Test Sets for Both the September 1995 and
July 1996 Images

Number of patterns

Class —
Training Test
Pasture 554 589
Forest 304 274
Urban Area 408 418
Water Body 804 551
Vineyard 179 117

Table 2. Overall Accuracy and Kappa Coefficient over the Test Set of the July 1996 Image

Classifier Overall Accuracy Kappa Coefficient
SVM-1 87.84% 0.843
SVM-2 94.56% 0.928

T>-SVM 94.77% 0.932




A Novel T>-SVM for Partially Supervised Classification 49

the proper labeled patterns. It is worth nothing that the experiment with SVM-2 has
been carried out only to assess the effectiveness and the reliability of the proposed
technique: in partially supervised problems, in fact, a training set at #, is not available

for definition. The classification accuracies of the T>-SVM approach resulted high and
stable even into a large neighborhood of the optimal values for the transductive
parameters (i.e., G, C', Pand E), thus proving the robustness of the proposed
algorithm.

We also carried out several experiments for validating the proposed accuracy as-
sessment procedure and the results obtained over 300 trials proved that it is particu-
larly promising. The Kappa coefficient was chosen as the reference classification
accuracy parameter CA, fixing CA,=0.79 (i.e. £€=0.15). The system moved from

state A to state B in 260 cases. In the remaining 40 cases it moved to state D . It is
worth nothing that for simulating malfunctions of the T>-SVM learning process, we
selected values for the transductive parameters very far from the optimal ones.
The system did never obtain consistent solutions for R, when it started from

non-acceptable solutions for R, , thus satisfying the first requirement addressed in

Section 4. We point out that starting from state B the system went back to state A in
the 54% of the cases. It is a very important result considering that 140 correct
solutions for R, were correctly identified without any prior training information, thus

confirming the validity of the proposed accuracy assessment technique.

6 Conclusion

In this paper, a T>-SVM approach to partially supervised classification and the corre-
sponding validation strategy have been presented. The results obtained on the investi-
gated data set confirmed the effectiveness of both: i) the bi-transductive approach to
partially supervised classification problems; ii) the accuracy assessment strategy for
identifying correct solutions without having any training information.
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Abstract. Symmetry is an important feature in vision. Several detec-
tors or transforms have been proposed. In this paper we concentrate on a
measure of symmetry. Given a transform S, the kernel SK of a pattern
is defined as the maximal included symmetric sub-set of this pattern.
It is easily proven that, in any direction, the optimal axis corresponds
to the maximal correlation of a pattern with its flipped version. For the
measure we compute a modified difference between respective surfaces of
a pattern and its kernel. That founds an efficient algorithm to attention
focusing on symmetric patterns.

Keywords: Symmetry transforms, symmetry measure, correlation, fea-
ture extraction.

1 Introduction

Symmetry is a prevalent perceptive feature for humans. For instance the hu-
man face or body is approximately symmetric that is exploited to assist in face
recognition and facial feature detection. Asymmetry is instinctively interpreted
for a sign of disease. Psychologists of the Gestalt school have assigned a relevant
role to symmetry in attentive mechanism both in visual and auditory systems
[1]. For example, psycho-physical experiments show that infants (1-2 years old)
tend to fixate symmetrically around an arbitrary single distinctive stimulus (ex.
corners of a triangle). From the survey by Zabrodsky [2], we stress upon some
saliency of the vertical symmetry associated with a mental rotation of linear
complexity with the angle. Symmetry detection skills are ranked in the order
vertical, horizontal, bent and then rotational. Moreover, symmetry of parts near
the axis contribute more than symmetry of further parts near edges, themselves
more critical than regions in between, and half a pattern is really scanned as
soon as some symmetry was conjectured. That corroborates our own findings in
the machine domain.

Like most visual features as edges, regions from color or texture, or motion,
symmetry appears more an impression and a clue on some phenomenon than re-
ally a quantified variable. In psychophysics, the concern for symmetry measures
emerges as early as in the late fifties [3] . They should help predicting response to
(plane) figures. Thus the question of binary vs. continuous concept is raised: is a
pattern symmetric or asymmetric, or could it be symmetric to a certain degree?

S.K. Pal et al. (Eds.): PReMI 2005, LNCS 3776, pp. 50-59, 2005.
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Zusne [4] exemplifies a research school that tends to evaluate symmetry based
on moments — the third in his case — of area or perimeter of the pattern itself or
of its projections. Moments can be determinate or statistical. Partly by-product
of the Gelstalt theory, the informational concept of redundancy bridges both
types. Single form symmetry involves redundancy, but also the shape is likely
considered an item in a sample which the “best” figure is extracted from (e.g.
maximum self overlapped). When symmetry is assumed single form parameter,
the shape is broken into quadrants thanks to tentative axes and for instance a
variance of portions in different quadrants is computed. Still in the informational
vein of psychophysics studies, Yodogawa [5] departs from simple measures of the
type “number of axes”, “size of equivalent sub-set” etc. that usually involve fre-
quencies (e.g. Fourier or Gabor). Redundancy is again taken for the measurable
property, and the 2-D Walsh-Hadamar transform is preferred from noticing that
its basic functions fall equally into 4 subsets along with the type of symmetry —
vertical, horizontal, rrotational and double — . Hence the transform decomposes
any single pattern into four symmetry components which an entropy function of
the power spectrum is applied to, resulting in the so-called symmetropy. How-
ever, test patterns are small blocks of dots or squares, making it easy to compare
with human responses but telling little about the method to process real images.

The concept of symmetry is important in machine vision too. Several surveys
have been proposed, a recent quite interesting one being [6]. Same as other image
features, to be extracted by computers, symmetry obeys geometric or analytic
mathematical models: some distance from the actual image to the model is mini-
mized. In the present paper we rather introduce a new symmetry measure based
on the concept of kernel (SK) of a pattern, defined as the maximal included
symmetric sub-set of this pattern [32].

Section 2 provides a review on symmetry works. In section 3, we introduce
the notion of a “kernel” that stems logically from TOT ([32]) through a classical
gauge in functional analysis, and a preliminary study of the main parameter -
the optimal axis to spot - leads to an ultimate detection algorithm based on
correlation and to a general enough symmetry measure. A series of experiments
in section 4, on both binary and grey scaled pictures, show the relevance of
primary results. Concluding remarks are given in Section 5.

2 State of the Art

The Symmetry Azial Transform (SAT) [7] can be considered one of the first ap-
proaches for the detection of symmetry starting from the borders of a digital ob-
ject. SAT is a subset of the medial axis, derived from the selection of the center of
maximal circles for inclusion. SAT is able to retrieve only maximal axes of symme-
try, i.e. those symmetries that are already included in the medial axis. Some limi-
tations of the SAT algorithm have been solved by the introduction of the Smoothed
Local Symmetry [8]. The main idea is retrieving a global symmetry (if it exists)
from the local curvature of contours, through the locus of mid-edge-point pairs.
An innovating approach by Sewisy [9] makes a late avatar of that algorithmic line.
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Authors couple the Hough transform with geometric symmetry to exhibit can-
didate ellipse centers. All remaining feature points are grouped into sub-regions
where ellipse-like patterns are actually detected. In [10] polygonal approximations
of pattern contours are broken into elements (e.g. with Delaunay/Voronoi type
of method) of which axial features are pieced together. In [11,12,13] the mathe-
matical background to extract object skewed symmetries under scaled Euclidean,
affine and projective images transformation is proposed. An algorithm for back-
projection is given and the case of non-coplanarity is studied. The authors intro-
duce also the concept of invariant signature for matching problems.

The use of gray level information was firstly investigated in [14], where the
symmetry descriptor of a given object is based on a cross correlation operator
evaluated on the gray levels. In [15], the search for symmetries is based on the
evaluation of the axial moment of a body around its center of gravity. In the case
of images, gray levels are considered the point masses. This descriptor has been
applied at a local level to define the Discrete Symmetry Transform (DST). Ob-
ject symmetries can hence be studied with axial moments of regions previously
selected. In [16], local symmetry is computed in convolving with the first and
second derivative of Gaussians to detect reflectional symmetry. Both a “mea-
sure” of symmetry and an axis orientation are provided at each point. Shen [17]
or DuBuff [18] use complex moments associated with Fourier or Gabor trans-
forms of images for an approximation. Although it implies axes to pass through
the center of mass, and although they are not invariant to affine transforms, the
phase of such (generalized) complex moments proves efficient in detecting most
axes of isolated, centered and well contrasted figures.

In [19], authors introduce several descriptors from Marola’s one, further ex-
tended to finite supports and varying scales for the analysis of object symmetries
that are based on the Radon and the Fourier transforms. Scale dependency is
claimed to detect global symmetries in an image without using any segmentation
procedure. The proposed algorithm is based on a global optimization approach
that is implemented by a probabilistic genetic algorithm to speedup the compu-
tation. Along the same line, Shen and al. [20] detect symmetry in seeking out
the lack of it. A measure is defined that is comprised of two terms - symmetric
and asymmetric energy. The latter is null for a set of pixels invariant through
horizontal reflection. Hence, the method consists of minimizing the asymmetric
term of the energy over an image. In [21], a multi-scale similar idea (see also
[22]) is considered: a vector potential is constructed from the gradient field ex-
tracted from filtered images. Edge and symmetry lines are extracted through
a topographical analysis of the vector field (i.e. curl of the vector potential).
This is performed at various heights above the image plane. Symmetry axes are
lines where the curl of the vector vanishes and edges are where the divergence
of the potential vanishes.Yeshurun and al. [23] build on the Blum-Asada vein,
but in quantifying a potential for every pixel to be center —or part of an axis—
of symmetry, based on pairs of edge points tentatively symmetric from their re-
spective gradient vectors. A degree of symmetry is assigned to every pair within
a given pixel neighborhood and a weighted combination of these makes the pixel
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potential, whose local maxima provide a measure depending on both intensity
and shape. The technique further extends to textures [24].

Some described methods provide more symmetry descriptors that measures
can be computed from, others aim at straight symmetry measures. The difference
is obvious when comparing for instance Cross’s and Yeshurun’s. One major rea-
son is the objective mathematical difference between a metric and a measure, the
first is some integral version of the second. Another reason is whether it is required
for measures in pattern recognition to mimic perceptual evaluations. An analysis
of the wider concept of similarity is proposed in [25]. Authors challenge distance
axioms as for comparing patterns or pattern and ideal model. Tversky’s psycho-
logical indexes are used to substitute distances with ordinal structures based on
three properties - dominance, consistency and transitivity - that rely extensively
on the “max”. Hence, through set theory a connection is made with fuzzy sets to
implement comparisons between segments from shapes or textures. The compar-
ison departs mainly from others in that not only absolute segment properties as
length or coarseness found it but also inter relations between neighbor segments.
That was targeted and makes it interesting for any other image feature as sym-
metry. Tuzikof [26] designs an illustration of such concepts applied to symmetry
sensed by machines. They propose to consider the co-volume of a shape P and
its transformed version 7P, to quantify the invariance through that transform
7. The co-volume is the symmetric term in the expression of the volume of the
Minkowski’s sum (morphological expansion) of P and 7P, and the measure is the
co-volume normalized by the product of volumes. That makes it a symbolic corre-
lation of P and 7P. So, the link is made with inertia and further with the canonical
form to support proofs of invariance. The developed theory applies only to com-
pact convex sets but it provides a perfect example of a true symmetry measure
that takes advantage of not obeying the triangle inequality.

Zabrodsky [27] tackles explicitly symmetry detection as a continuous fea-
ture. She selects equidistant points along contours or equiangular edge points
around the pattern center-of- mass (centroid). From these n points the nearest
C,, — symmetric pattern is built in rotating the average of the counter rotation
version of the points by 2im/n,[0 < i <n — 1]. The method extends easily in
2.5-D by facets, and to grey level objects in treating inner level lines separately
the same way. The measure considered is the point to point Lo-distance from the
pattern to its nearest symmetric version. An iterative procedure of the gradient
descent type can improve the center of symmetry by maximizing the measure,
in case of a predicted pattern truncation. In the many applications they com-
pleted in Chemistry, corners seem to be favored as most as possible for the point
basis. Yet the method remains line based if not strictly edges. It depends heav-
ily on the centroid and on the choice of points, hence of the order, for which
optimality appears hard to provide. About the order, an interesting comment
by Kanatani [28] reminds that symmetries make an hierarchy. Then for a given
set of n points, information criteria exist to ground a maximization of the ro-
bustness to perturbations. An optimal order of symmetry can thus be derived.
That is also an answer to those who claim that moments are the only order



54 V.D. Gesu and B. Zavidovique

free technique. Yet an other answer to the same is that the hierarchy justifies
to privilege vertical then horizontal symmetry as nature does. Apart from the
relativity of symmetry direction, the review of preceding works points out that:
1) searching for invariance in comparing a pattern with its transformed version,
prevents from imposing the centroid for the a priori focus of interest; 2) intro-
ducing true measures helps building more abstract versions of distances, more
suitable for approximate comparison of objects; 3) sets which measures apply
on may be “sets of pixels or vectors” making the shapes under consideration or
“sets of patterns comparable through some class of transforms”: in either case
“set operations” , as Minkowski’s ones, are worth considered. They do not limit
to contours and bridge logic with geometry.

Before to show in the next sections why and how we put these ingredients
together, we conclude this bibliography by recalling three more works that fit
very well the algorithmic line above and are the closest to ours. It makes clear
the main contributions of this paper respective to previous work. In [29] the
authors had this intuitive idea of correlating the image with its transformed
version to by-pass the centroid. But they do that on the inner product of (gaus-
sian) gradients, hence on edges. R. Owens [30] searches explicitly for a measure
of symmetry to indicate approximate bilateral symmetry of an extracted object.
But she defines tentative symmetries from the principal axes of inertia, whence
the centroid again, before to compute the sum of absolute differences of grey
levels in symmetric pairs over the object, normalized by their maximum. When
the symmetric point falls out of the object the difference is set to this latter max-
imum value. Note that, although it is not mentioned, such a measure amounts to
a slightly modified L;-difference between the object and a maximal-for-inclusion
symmetric version of it in the given direction. Kazhdan et al. [31] target a true
visualization of symmetry over every point of the pattern. They use explicitly
the same idea of a difference (L in their case) between the image and its closest
symmetric version, proven to be the average of the picture and its transform.
But they need a measure that integrates all reflective invariance about a bundle
of straight lines (or planes in 3-D). It is robust to noise and suitable for object
matching, yet a center is necessary to this symmetry representation. The repre-
sentation plots for each and every direction the measure of symmetry about the
plane normal to that direction passing through the center of mass. Note that its
local maxima point out the potential pattern symmetries.

3 The New Symmetry Measure

In previous papers [32] we defined the IOT that is a map product of iterated
morphological erosion and symmetry detection.

Definition 1. The Symmetry Transform, S, on a continuous object X C R? is
given by:

So(X) = /Xm(x) x p?(z,r(a))dz for a€[0,n] (1)
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where, r(«) is the straight line with slope « passing through the center of gravity
of the object X, m(z) is the mass of the object in € X, and p is a distance
function of z from the straight line. &

Definition 2. The Ilterated Object Transform, IOT is given by:
T0To1(X) = Sa(X), I0Ten(X) = Sa )" H(X)|  for n>1 (2)

(E)" stands for the morphological erosion by the unit sphere (or any other suit-
able structuring element would any suitable a priori information be available),
iterated n times. The number of iterations depends on the size of the input image
and on the distribution of the gray levels. The S transform is thus computed on
progressively shrunk versions of the binary input image or on steadily intensity
reduced versions of the gray level input image, until some predefined decrease
or a minimum of intensity is reached.

3.1 Definition of the Kernel

Following commonly used gauges in functional analysis, a possible object to
support a symmetry measure could be mazimal included symmetric pattern resp.
minimal including symmetric pattern : extremal then subjects to the measure.

Definition 1. The S-kernel of the pattern P - SK(P) - is the maximal for
inclusion symmetric (pattern) subset of P (see Fig. 1).

Remark 1: the center of mass likely varies from the kernel to the pattern.

For instance, let be u = argMaxSymmetry(ptrn). How does K, (ptrn) com-
pare with K (ptrn)? How do their respective Symmetry relate? In most cases
K, (ptrn) should be a good enough gauge of K (ptrn), or the difference between
them will be most indicative.

(a) (b) (c)
Fig. 1. (a) Sketch of the kernel detection algorithm; (b) the kernel of the pattern in
(a); (c) expanding the JOT'K of the pattern in (a) into the kernel
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3.2 Formal Setting and an Algorithm

Considering operators to be used in the end, correlation, our conjecture here is of
an attention focusing process based on symmetry. Introducing the latter notion
of interest implies that all non interesting regions around be faded to zero, and
that the pattern scan be started for instance at the very left of it. Hence, the
pattern f(z) gets a bounded support and the origin of the x-axis can be where
the interest starts.

Let be (Fig 2): S¥(t) = f(‘r“);f(m*t) the symmetric version of f with respect
to x. For the Lo-norm, the best axis * corresponds to:

b

S0a(f) = min, / Flatt)— fla— o) dt

a
It is easily proven that S,«(f) corresponds to
inf(2x,b)
(f ® f)mazimal or equivalently to / f2r —wu) x f'(u)du =0
sup(0,2z—0b)

One gets yet another algorithm: find the maximum correlation of the picture
in a given direction (i.e. over all translations in this direction) with its mirror
symmetric in that direction (i.e. scanned right to left). Considering existing
efficient algorithms for image geometric transforms (eg. cordic), rotations to
span directions can then be performed on the image before scans and correlation:
approximations need to be checked for the error introduced remain acceptable
(comparable to the one from sampled angles and discrete straight lines).

iy

Fig. 2. Searching for the symmetry axis of a function y = f(¢) (plain line): its sym-
metric version around ,57(t) (dotted line)

Remark 2: Note that if the image is tiled adapted to the predicted size of
potential symmetric objects, one can derive an efficient focusing process.

3.3 Symmetry Measure

Following the preliminary simplifying assumption above, while the kernel is ex-
hibited the picture is considered to be binarized or at least the pattern was
cropped if it was not before. So, in order to test the proposed algorithm we com-
pute a measure of symmetry classically defined as: \; = 1 — ﬁ:i‘;g; , with A, the
pattern or a binding sub-picture, B, its kernel, and Area(D) = Area(A — B).
Provided suitable binarization or windowing, it remains a robust first approxi-

mation where A; = 1 if Area(B) = Area(A).
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4 Experimental Results and Further Comments

In this section we show some results of the application of the S-kernel algorithm
(SKA) to attention focusing.

We tested the possibility of using kernel based operators to detect points of
interest in complex images. Examples of such images are shown in Fig.s 3a,b;
they represent a famous painting by Tintoretto and a group photo under natural
illuminating conditions. In both images the goal was to detect the directions of
the most symmetric objects of a given size. For example in the group photo the
direction of people faces (see Fig. 3c,d).

Fig. 3. Point of attention derived by the kernel transformation based on the correlation
for images: (a) Group of women (Tintoretto 1545-1588); (b) group photo

The implemented algorithm is not general: the size of the target is first es-
timated. This is not a big constraint in many applications, among which is face
detection. The procedure consists in raster scanning the input image with a
window, size of which is set on the basis of the human face dimensions scaled
to the input frame. Inside each window kernel-based operators are computed.
The algorithm returns all windows for which the value of A (p) is greater than
a given threshold ¢ € [0,1]. Here, the threshold was set to the mean value of
A (p) in all experiments. A great value of A (p) in a given direction indicates a
bilateral symmetry typical of face like objects. Fig.s 3c,d show the results from
SKA. Not all objects with high bilateral symmetry are faces. Nevertheless the
method was able to extract all face positions, introducing an error of 17% in the
evaluation of the face direction. And over all experiments the percentage of not
faces was 21%.

5 Concluding Remarks

This paper describes a new measure of axial symmetry derived from a new object
feature named the “symmetry-kernel”. The symmetry kernel of an object is its
maximal subpart symmetric respective to a given direction. A new algorithm
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is derived from, based on the computation of the cross-correlation of an object
with its flipped version. It is fast and not sensitive to numerical factors because
computations are inner products. The algorithmw as tested on both synthetic
and real data. Experiments show the ability of the symmetry-kernel to detect
the main directionality of an object. It has been also implemented as a local
operator to detect the presence of objects in a scene and their direction. The
evaluation of the distance between an object and its kernel is a crucial point and
needs further investigation.
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Abstract. In the typical nonparametric approach to classification in
instance-based learning and data mining, random data (the training set
of patterns) are collected and used to design a decision rule (classifier).
One of the most well known such rules is the k-nearest neighbor deci-
sion rule (also known as lazy learning) in which an unknown pattern is
classified into the majority class among the k-nearest neighbors in the
training set. This rule gives low error rates when the training set is large.
However, in practice it is desired to store as little of the training data
as possible, without sacrificing the performance. It is well known that
thinning (condensing) the training set with the Gabriel proximity graph
is a viable partial solution to the problem. However, this brings up the
problem of efficiently computing the Gabriel graph of large training data
sets in high dimensional spaces. In this paper we report on a new ap-
proach to the instance-based learning problem. The new approach com-
bines five tools: first, editing the data using Wilson-Gabriel-editing to
smooth the decision boundary, second, applying Gabriel-thinning to the
edited set, third, filtering this output with the ICF algorithm of Brighton
and Mellish, fourth, using the Gabriel-neighbor decision rule to classify
new incoming queries, and fifth, using a new data structure that allows
the efficient computation of approzimate Gabriel graphs in high dimen-
sional spaces. Extensive experiments suggest that our approach is the
best on the market.

1 Introduction

In the typical non-parametric classification problem (see Devroye, Gyorfy and
Lugosi [4]) we have available a set of d measurements or observations (also called
a feature vector) taken from each member of a data set of n objects (patterns) de-
noted by {X,Y} = {(X1,Y1), ..., (X, Yn)}, where X; and Y; denote, respectively,
the feature vector on the ith object and the class label of that object. One of the
most attractive decision procedures, conceived by Fix and Hodges in 1951, is the
nearest-neighbor rule (1-NN-rule). Let Z be a new pattern (feature vector) to be
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classified and let X; be the feature vector in {X,Y} = {(X1,Y1), ..., (X»,Yn)}
closest to Z. The nearest neighbor decision rule classifies the unknown pattern
Z into class Yj. The resulting feature space is partitioned into convex polyhedra.
This partitioning is called the Voronoi diagram. Each pattern (X;,Y;) in (X,Y)
is surrounded by its Voronoi polyhedron consisting of those points in the feature
space closer to (X;,Y;) than to (X;,Y;) for all j # ¢. The 1-NN-rule classifies a
new pattern Z that falls into the Voronoi polyhedron of pattern X; into class
Y;. Therefore, the decision boundary of the 7-NN-rule is determined by those
portions of the Voronoi diagram that separate patterns belonging to different
classes.

A key feature of this decision rule (also called lazy learning, instance-based
learning, and memory-based learning) is that it performs remarkably well con-
sidering that no explicit knowledge of the underlying distributions of the data is
used. Furthermore, a simple generalization of this rule called the k-NN-rule, in
which a new pattern Z is classified into the class with the most members present
among the k nearest neighbors of Z in {X, Y}, can be used to obtain good esti-
mates of the Bayes error and its probability of error asymptotically approaches
the Bayes error (Devroye et al. [4]).

In practice the size of the training set {X,Y} is not infinite. This raises two
fundamental questions of both practical and theoretical interest. How fast does
the k-nearest neighbor error rate approach the Bayes error rate as n approaches
infinity, and what is the finite-sample performance of the k-NN-rule ([9,6]) These
questions have in turn generated a variety of additional problems concerning
several aspects of k-NN-rules in practice. How can the storage of the training set
be reduced without degrading the performance of the decision rule? How large
should k& be? How can the rule be made robust to overlapping classes or noise
present in the training data? How can new decisions be made in a practical and
computationally efficient manner? Geometric proximity graphs such as Voronoi
diagrams and their many relatives provide elegant approaches to these problems.

2 Editing the Training Data to Improve Performance

Methods that have as their goal the improvement of recognition accuracy and
generalization, rather than the reduction of the size of the stored training set, are
called editing rules in the pattern recognition literature. In 1972 Wilson [12] first
conceived the idea of editing with this goal in mind, and proposed an elegant and
simple algorithm. Delete all points (in parallel) misclassified by the k-NN-rule.
Classify a new unknown pattern Z using the 1-NN rule with the edited subset
of {X,Y}.

This simple editing scheme is so powerful that the error rate of the 1- NN rule
that uses the edited subset converges to the Bayes error as n approaches infinity.
One problem with with Wilson-editing is that, although the final decision is
made using the 1-NN-rule, the editing is done with the k-NN-rule, and thus one
is faced again with the problem of how to choose the value of k in practice. In
our approach we will modify Wilson-editing as described in the following.
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3 Thinning the Training Data to Reduce Storage

3.1 Decision-Boundary-Consistent Subsets Via Proximity Graphs

In 1979 Toussaint and Poulsen [11] used d-dimensional Voronoi diagrams to
delete “redundant” members of {X,Y} in order to obtain a subset of {X,Y}
that implements ezactly the same decision boundary as would be obtained us-
ing all of {X,Y}. For this reason they called their method Voronoi condensing.
The algorithm in [11] is very simple. Two points in {X,Y} are called Voronoi
neighbors if their corresponding Voronoi polyhedra share a face. First mark each
point X; if all its Voronoi neighbors belong to the same class as X;. Then dis-
card all marked points. The remaining points form the Voronoi condensed subset.
Voronoi condensing does not change the error rate of the resulting decision rule
because the nearest neighbor decision boundary with the reduced set is identical
to that obtained by using the entire set. For this reason the Voronoi condensed
subset is called decision-boundary consistent. While this approach to editing
sometimes does not discard a large fraction of the training data, that informa-
tion in itself is extremely important to the pattern classifier designer because the
fraction of the data discarded is a measure of the resulting reliability of the deci-
sion rule. If few points are discarded it means that the feature space is relatively
empty because few points are completely ”surrounded” by points of the same
class. This means that either there are too many features (the dimensionality of
the space is too high) or more training data are urgently needed to be able to
obtain reliable and robust estimates of the future performance of the rule. The
main problem with Voronoi-condensing is that the complexity of computing all
the Voronoi neighbors of a point is prohibitive in high dimensions.

3.2 Condensing Prototypes Via Proximity Graphs

Bhattacharya [2] and Toussaint, Bhattacharya and Poulsen [10] generalized
Voronoi condensing so that it would discard more points in a judicious and
organized manner so as not to degrade performance unnecessarily. To better un-
derstand the rationale behind their proximity-graph-based methods it is useful to
cast the Voronoi condensing algorithm in its dual form. The dual of the Voronoi
diagram is the Delaunay triangulation. Therefore an equivalent description of
Voronoi-condensing is to discard all points (in parallel) if all their Delaunay
neighbors belong to the same class. The idea is then to use subgraphs of the De-
launay triangulation in exactly the same manner. Experimental results obtained
in [2] and [10] suggest that the Gabriel graph is the best in this respect. This
procedure will be referred to as Gabriel-thinning in the following. Two points p
and g are Gabriel neighbors if the “region of influence” of p and ¢ is empty, i.e.
there does not exist any point r of the set such that d?(p,q) > d*(p,r) + d*(r, q)
where d(p, q) denotes the distance measure between p and ¢. In the Euclidean
space the region of influence of p and ¢ is the smallest hypersphere that contains
them. The Gabriel graph is obtained by connecting two points with an edge if
they are Gabriel neighbors.
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In 1998 Bhattacharya and Kaller [1] proposed a proximity graph they call
the k-Gabriel graph and show how inexact thinning can be performed with this
graph. The k-Gabriel graph is much easier to use than the k-Delaunay graph and
yields good results.

4 Filtering the Training Data for Fine Tuning

Brighton and Mellish [3] proposed a new hybrid method and compared it to
several other hybrid methods on 30 different classification data sets. Their ele-
gant and simple algorithm, which appears to be the previous best in practice, is
called iterative case filtering (ICF), and may be described as follows. The first
part of the algorithm consists of preprocessing with the original Wilson edit-
ing scheme. The second part of their algorithm, their main contribution, is an
adaptive condensing procedure. The rule for discarding an element (X, Yy) of
{X,Y} depends on the relative magnitude of two functions of (X, Y:) called
the reachable set of (X, Yy) and the coverage set of (X, Yy). The reachable set
of (X, Y}:) consists of all the data points contained in a hypersphere centered at
X with radius equal to the distance from X}, to the nearest data point belonging
to a class different from that of Xj. More precisely, let S(X},Y%) denote the hy-
persphere with center X and radius r, = min{d(Xy, X;)|Y; # Y%} minimized
over all j. Then all the data points of {X,Y} that are contained in S(X, Yy)
constitute the reachable set of (X, Y%) denoted by R(X},Y:). The coverage set
of (X, Yy), denoted by C(Xy, Yi), consists of all the data points in {X, Y} that
have (X, Yy) in their own reachable set. More precisely, C(Xy, Y;) consists of all
data points (X;,Y;),7 = 1,2,...,n such that (X, Y%) is a member of R(X;,Y;).
The condensing (thinning) step of the ICF algorithm of Brighton and Mellish [3]
can now be made precise. First, for all ¢ mark (X;,Y;) if |R(X;, Yi)| > |C(X;,Y3)|-
Then discard all marked points. This condensing step is repeated until no marked
points are discarded. We will refer to this second iterative step of their overall
procedure as the filtering step of ICF.

5 The New Hybrid Gabriel Graph Algorithm

Our new approach to the problem of instance-based learning depends heavily
on the use of the Gabriel graph. First we describe the approach using the exact
Gabriel graph, and after that we turn to the practical version for high dimen-
sional problems.

Step 1: The original training set {X,Y} is subjected to editing with a mod-
ification of Wilson editing. Instead of editing with the k£ nearest neighbors of a
point, we use the Gabriel neighbors, thus dispensing with the problem of choos-
ing a value of k. Let {X,Y}’ denote the edited training set.

Step 2: The set {X,Y}’ is subjected to thinning (condensing) using the
Gabriel graph rule: points are discarded (in parallel) if all their Gabriel neigh-
bors belong to the same class. Let {X,Y}” denote the resulting edited-thinned
training set.
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Step 3: Subject the set {X,Y}” to the filtering step of the ICF algorithm of
Brighton and Mellish [3]. Let {X,Y}"”” denote the final training set obtained.

Decision rule: A new query point Z is classified according to the majority
vote among the Gabriel neighbors of Z in {X,Y}"”.

The above algorithm is called Hybrid Gabriel-Graph Algorithm. If {X,Y}”
is used instead of {X,Y}"” in the decision rule, the algorithm is called Gabriel-
Graph Algorithm. As discussed earlier, the set {X,Y}” maintains the decision
boundary of the the set {X,Y} extremely well [2,10,11].

In high dimensional spaces computing the exact Gabriel graph may be costly
for large training sets. The brute force approach to compute the Gabriel graph
of n points in d dimension is O(dn?). There is no known faster algorithm for the
exact computation of the Gabriel graph in arbitrary dimensions. In this paper a
data structure called GSASH is introduced that allows efficient computation of
approximate Gabriel neighbors. The practical version of our algorithm uses the
approximate Gabriel graph instead of the exact Gabriel graph at every step. The
resulting algorithms are called Approximate Hybrid Gabriel-Graph Algorithm
and Approximate Gabriel-Graph Algorithm.

5.1 GSASH Structure

The data structure GSASH [8] is a modification of SASH [5] to handle Gabriel
neighbors rather than the originally intended k nearest neighbors. GSASH is
basically a multi-level directed acyclic graph with the following characteristics:

(a) Each node in the graph corresponds to a data item.

(b) The graph consists of O(logn) levels for a dataset X of size n. Actually
at most 2n nodes in GSASH are maintained, with n items at the bottom
most level, say h, and one item at level 1. With the possible exception of
the first level, each level ¢ has half of the nodes as in level ¢ + 1. The overall
structure is as follows: All the n data items are stored at level h. We then
“copy” half of these i.e. 5 items uniformly at random to level h — 1. We
repeat this process of “copying” all the way up to the root. If a level has at
most ¢ nodes (the constant ¢ is chosen in advance of the construction), we
pick one of these ¢ nodes to be the root. The root is at level 1. The levels
of GSASH are therefore numbered from 1 (the top level) to h (the bottom
level). Let S; denote the data items stored at level i.

(c) The nodes of S; at level ¢ have edges directed to the nodes of S; 41 at level
i + 1. Each node (object p) links to at most ¢ nodes at level below. These
nodes represent the ¢ closest approximate Gabriel neighbors of p among the
points of the set S;y1.

The issue of determining the value of ¢ is an important one. One of the
considerations behind the GSASH design is that connections to a given node v
from a sufficient number of its approximate Gabriel neighbors could help guide
a query search to v. In SASH a fixed choice of ¢ = 16 led to good performance.
In GSASH the same value for the parameter ¢ has been used.
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5.2 GSASH Querying

Given a query object ¢, the search for a set of closest k approximate Gabriel
neighbors can be performed on GSASH. The query process starts at the root.
Let P;(q) denote the set of k; closest approximate Gabriel neighbors of ¢ selected
from among the elements of S;. Let C;(q) denote the distinct child nodes of
P;(q). Pi+1(q) is then constructed by first determining the approximate Gabriel
neighbors of ¢ among the points of the set C;(¢q) with respect to the set S;11
and then selecting the closest k;11 of them to q.

We can easily use k; = k for all 7. Like SASH [5] the GSASH experimentation
uses a geometric search pattern that allows a larger proportion of the search to
be devoted on the largest samples of the elements, namely those located closer
to the bottom of the GSASH.

Theorem 1. The GSASH data structure of n objects can be constructed in
O(dnlogn) time requiring O(dn) extra storage space. An arbitrary k approxi-
mate Gabriel neighbors query can be answered in O(dklogn) time.

Fig. 1. (a) Gabriel thinned data set. 104 out of 1000 points remained. Error rate 2.75%
on 200 randomly generated points (b)Hybrid thinned data set. 73 out of 1000 points
remained. Error rate 3.25% on 200 randomly generated points (¢)ICF thinned data set.
98 out of 1000 points remained. Error rate 4.75% on 200 randomly generated points.



66 B. Bhattacharya, K. Mukherjee, and G. Toussaint

6 Experimental Results

In this section we compare three algorithms: Approximate Gabriel-Graph Al-
gorithm (called Gabriel), ICF-Algorithm (called ICF) and Approximate Hybrid
Gabriel-Graph Algorithm (called Hybrid). In order to investigate the inner work-
ings of these algorithms we generated some synthetic data sets in the plane. All
data are generated inside a unit square. The decision boundary considered is
circular. Points generated uniformly on either side of the boundary are given
opposite class labels. Each generated set has 1000 points. The results obtained
are 10-fold cross validated. Figs. 1(a), (b) and (c) show the points that are
kept by the algorithms Gabriel, Hybrid and ICF respectively. The figures also
show the error rates and storage reductions for the three algorithms. As ex-
pected, Gabriel produces the condensed subset of points that tightly maintains
the decision boundary at the cost of slightly extra storage. The ICF distorts the
boundary significantly. There are significant number of “non-border” points that
are maintained which are not close enough to the boundary so as to classify the
border points correctly. This is a significant weakness of the ICF algorithm. This

Table 1. Particulars of the data sets used

Data Set Size Number of Classes Dimension
abalone 4177 29 8
anneal 898 6 38
audiology 226 24 69
auto-mpg 398 9 7
balance-scale 625 3 4
breast-cancer-w 699 2 9
bupa 345 2 6
car 1728 4 6
cell 2999 2 6
cmc 1473 3 10
crx 690 2 15
dermatology 366 6 33
ecoli 336 8 7
glass 214 7 10
haberman 306 2 3
heart-cleveland 303 5 13
hepatitis 155 2 19
house-votes-84 435 2 16
ionosphere 351 2 34
iris 150 3 3
pima-diabetes 768 2 8
thyroid 215 3 6
waveform 5000 3 21
wine 178 3 13
wisconson-bc-di 569 2 30
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Table 2. Results on real-world data

Data Set Gabriel Hybrid ICF-1 ICF-2
Accu Sdev Stor Accu Sdev Stor Accu Sdev Stor Accu Sdev Stor
abalone 25.8% 1.1 28.7%23.7% 1.7 14.8%21.2% 1.8 24.3%21.5% 2.3 17.8%
anneal 83.1% 3.2 23.2%94.3% 2.2 10.3%94.1% 3.3 20.7%91.8% 2.0 13.7%
audiology  51.6% 4.3 23.2%55.1% 8.4 15.0%73.8% 6.2 31.3%53.8% 5.3 14.8%
auto-mpg  47.3% 6.4 25.5%53.2% 4.0 30.0%50.9% 3.7 36.9%48.9% 10.0 34.7%
balance-scale 85.1% 1.8 61.3%80.0% 2.0 19.0%78.1% 2.1 16.0%79.7% 1.7 18.6%
breast-cancer-w95.8% 2.9 10.4%96.0% 2.1 1.8% 94.5% 1.9 3.0% 94.5% 3.4 2.5%
bupa 64.6% 5.5 46.6%63.8% 6.4 22.9%56.8% 4.4 22.4%64.6% 5.5 26.2%

car 94.4% 1.4 81.5%94.3% 1.2 13.7%95.5% 1.3 17.4%94.6% 1.2 13.7%
cell 94.1% 1.2 8.2% 94.6% 0.6 3.3% 94.2% 0.5 4.6% 93.8% 0.5 2.2%
cme 51.2% 3.0 45.3%52.4% 2.5 17.8%47.8% 5.0 28.5%51.8% 3.0 22.0%
crx 69.9% 2.7 27.5%85.9% 3.5 8.2% 82.6% 2.5 8.5% 74.5% 4.6 16.8%

dermatology 97.3% 2.6 86.6%94.5% 3.5 13.2%94.0% 3.9 10.2%95.6% 3.7 14.1%
ecoli 83.6% 4.7 34.0%82.7% 4.8 11.8%83.3% 6.9 14.2%84.2% 4.3 13.8%
glass 64.3% 8.9 48.1%66.2% 5.9 26.3%63.8% 9.0 27.4%68.6% 8.8 26.5%

haberman 74.8% 5.9 18.7%70.5% 3.3 10.6%68.9% 4.8 13.9%69.2% 4.2 12.9%
heart-cleveland 54.0% 5.8 14.3%50.0% 3.9 9.4% 54.7% 5.2 18.2%54.7% 7.6 7.3%
hepatitis 76.1% 7.4 11.3%74.8% 12.8 6.0% 80.0% 9.0 9.0% 80.0% 8.3 5.3%

house-votes-84 94.3% 3.5 48.1%87.6% 4.8 8.0% 87.1% 6.9 10.9%84.4% 7.6 7.8%

ionosphere  85.7% 4.3 54.7%81.1% 10.1 8.5% 82.0% 6.2 5.3% 84.6% 2.6 8.8%
iris 95.3% 4.5 20.8%92.0% 5.6 14.7%92.0% 6.1 18.5%90.0% 2.4 16.7%

pima-diabetes 73.2% 2.7 31.3%72.3% 2.3 14.3%70.5% 3.0 13.9%71.9% 3.6 17.2%

thyroid 93.5% 5.0 19.2%93.5% 3.0 9.9% 92.1% 2.8 9.1% 93.5% 3.4 11.5%
waveform  79.7% 1.0 84.9%76.1% 1.9 14.6%75.5% 0.8 13.2%75.6% 1.0 14.8%
wine 73.1% 5.9 22.5%94.9% 3.1 13.8%89.1% 7.9 12.4%92.0% 4.2 12.7%
wisconson-bc-di92.9% 1.7 6.4% 93.3% 2.8 4.6% 93.5% 1.7 5.5% 92.6% 1.6 6.8%

is where Hybrid algorithm wins out. Not only does it reduce storage appreciably
but also it faithfully maintains the decision boundary.

We have also compared the three algorithms using the data sets available
in UCI machine learning depository [7]. The cell data was obtained from the
Biomedical Image Processing laboratory at McGill University. The chosen data
sets appeared to be the universal choice for performing experimental analysis of
IBL algorithms (Wilson and Martinez [13] and Brighton and Mellish [3]). Table 1
shows the particulars of the data sets.

Table 2 gives us a measure of the accuracy of the algorithms. The results
are obtained by the so-called cross validation technique. 20% of the data (for
the testing purpose) is selected randomly from the data set. The remaining data
points (called training set) are used to design the classifier. The experiment was
repeated 10 times. The editing step of the algorithms Gabriel and Hybrid uses
the approximate Gabriel neighbors. There are two versions of ICF reported in
Table 2. The first version ICF-1 implements Wilson editing using 3-NN-rule.
This is similar to the one used in [3]. The second version of ICF-2 implements
Wilson editing using Gabriel-NN-rule. Thus the edited sets used in Gabriel,
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Hybrid and ICF are the same. In all cases the classification is done using the
nearest neighbor rule. The distance between feature vectors (numerical, nominal
or mixed) are computed using the VDM approach proposed by Wilson and
Martinez [13]. The results indicate that ICF algorithm is able to aggressively
throw away instances but has higher classification error. The Hybrid algorithm
strikes the best balance between classification accuracy and storage reduction.

The results indicate that ICF algorithm is able to aggressively throw away
instances but has higher classification error. The Hybrid algorithm strikes the
best balance between classification accuracy and storage reduction.

7 Conclusion

The main objective of our study is to show that proximity graphs captures the
appropriate proximity information in a data set. However, it is costly to exactly
compute the proximity information. A data structure GSASH is proposed which
allows one to compute the approximate Gabriel proximity information in an effi-
cient manner. The Gabriel condensed set, using the approximate Gabriel graph,
preserves the classification decision boundary remarkably well. We have shown
here that ICF algorithm [3] aggressively removes instances from the training set
thereby compromising on the quality of the classification correctness. The pro-
posed Hybrid algorithm, based on the approximate Gabriel graph information,
is shown to exhibit the best features of both of its constituents. It preserves the
decision boundary remarkably well and is also able to aggressively reduce the
storage space.
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Abstract. I argue that the disregard of the psychodynamic perspective by the
Artificial Intelligence (AI) community is a kind of prejudice, and that
Al/Robotics could benefit by dealing with some Freudian concepts. This point
is supported by the results of some experiments with robots. An approach to
Al/Robotics research called Machine Psychodynamics emerges from the dis-
cussion. The approach is compared with some other approaches in reference to
mission, motivation, economy of behavior, world model, imitation, conflict
resolution, role of perception, and human-robot communication.

1 Introduction

By an irony of fate the seemingly most insightful view of human mind, i.e., that pro-
posed by Sigmund Freud and known as psychodynamic perspective, has never seen a
serious debate in the Artificial Intelligence (AI) community. Indeed, the label “unsci-
entific” could frighten away even the most open-minded seeker of strong Al. I argue
that the disregard of the psychodynamic view is a kind of unfortunate prejudice, and,
moreover, Al could benefit a lot by dealing with some Freudian concepts. This point
is supported by some experimental results I briefly present. An approach to
Al/Robotics research I call Machine Psychodynamics emerges from the discussion.
The psychodynamic perspective on the human mind (quite well represented in syl-
labi offered to students of social sciences) proposes that people’s actions reflect the
way thoughts, feelings, and wishes are associated in their minds, that many of these
processes are unconscious; and that mental processes can conflict with one another,
leading to compromises among competing motives [26, p. 15]. The key concepts in
psychodynamics are tensions and defense mechanisms. Freud wrote: “The raising of
these tensions is in general felt as unpleasure and their lowering as pleasure. It is
probable, however, that what is felt as pleasure or unpleasure is not the absolute
height of this tension but something in the rhythm of the changes of them.” [16, p.
15]. Defense mechanisms are to keep an individual mentally balanced when a given
tension cannot be reduced using the available repertoire of behaviors [5, pp. 184-5].
Psychodynamics is not to be confused with psychoanalysis. The latter is a theory
and therapeutic method based on four assumptions: (i) the fundamental role of uncon-
scious processes, (ii) the existence of conflicting mental forces and defense mecha-
nisms, (iii) the existence of the Oedipus complex, and (iv) the key role of sexual drive
and aggressive drive in the development of personality. It has been proposed that

S.K. Pal et al. (Eds.): PReMI 2005, LNCS 3776, pp. 70-79, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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psychodynamics solely accepts the first two of the assumptions, whereas it does not
consider the last two. It must also be said that in psychology there is still no univer-
sally accepted definition of the psychodynamic approach. For example, besides the
obvious assumption about the influence of unconscious processes, Matt Jarvis [17, pp.
2-3] also proposes that the psychodynamic approach should assume the primacy of
affect, the continuity between childhood and adult experience, the significance of
early relationships, and the significance of subjective experience.

Perhaps psychodynamic concepts could not to date significantly influence the evo-
lution of Al because of conclusions broadcasted by passionate critics of Freud and his
work. Yet psychodynamic propositions “do not rise and fall with textual analysis of
Freud’s arguments. They rise and fall from evidence” [25]. Though Hans Eysenck
and Glenn Wilson [15] provided devastating arguments against early attempts to ver-
ify Freudian theory empirically [19], several new results, obtained through proper
scientific procedure, support basic Freudian concepts. Among several examples, Joel
Weinberger and Drew Westen [25] quote literature from the last decade of the 20™
century dealing with object relations, in which investigators have coded hours of
psychotherapeutic sessions and several projective responses, generally with reliabil-
ities well above r=.80, and which have shown predictive validity with respect to a
whole host of measures ranging from diagnosis to interpersonal behavior. They also
quote longitudinal data showing that adult motivation positively correlates, as Freud
hypothesized, with childhood training and parental permissiveness.

The myth about the “unscientific” character of the psychodynamics approach now
faces a fast track to oblivion. After reviewing the recent findings in neurobiology vs.
Freud’s ideas, Eric Kandel, 2000 Nobel laureate, has concluded that psychoanalysis is
“still the most coherent and intellectually satisfying view of the mind” [24]. Stuart
Kaufmann [18] predicts that one day “psychoanalysis will be regarded as a forefront
arena of science.” There is no longer a reason to shy away from implementing se-
lected psychodynamic concepts in artifacts, especially in view of the fact that the
psychodynamic perspective is a severely expurgated version of Freudian work, i.e.,
free of the most controversial statements about sexuality and aggression.

2 Psychodynamic Agent

Psychodynamic concepts in related literature are provided in a narrative way. In order
to make them useful for building artificial agents, they should be interpreted in more
technical terms. It is virtually impossible to formulate definitions that are at once
satisfactory or ultimate. So, let the following descriptions be treated as initial ideas
facilitating the analysis of psychodynamic machines.

Tension is a physical quantity associated with a physical or simulated ftension-
accumulating device. In such a device tension accumulates or discharges as a reac-
tion to certain input signals. A collection of appropriately interconnected tension-
accumulating devices may constitute a memory.

Thoughts are meaningful patterns formed by states of tension-accumulating de-
vices constituting working memory, i.e., the part of memory that the agent can more
or less ably manipulate.
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Feelings are subjective experiences an agent can have when it is conscious and
when certain elements of its working memory get important bodily signals and/or
certain kinds of thoughts appear. In the case of unconscious artificial agents a given
feeling may be substituted by a sum of signals produced by specialized devices con-
nected to related tension-accumulating devices.

Pleasure is one of the feelings. It appears during a discharge of certain tensions.
Even an unconscious agent can use a signal substituting pleasure as a reinforcing
reward in training selected mechanisms.

Wishes are meaningful thought-like patterns in working memory representing
imaginary objects or situations which are or were believed by the agent to possibly
cause pleasure.

Conflicts are situations such that two or more contradictory wishes appear in work-
ing memory, while the agent can undertake an action in favor to only one of them.

The notion of working memory was introduced by Alan Baddeley and Graham
Hitch [2] as a replacement for the dated notion of short-term memory, so it does not
belong to the Freud legacy. Nevertheless, working memory well supplements the
psychodynamic view as a platform for both conscious and unconscious processes,
including a fight between conflicting thoughts and wishes.

Let psychodynamic agent mean an entity that meets or that can potentially meet the
following assumptions:

i. The agent’s only “mission” is to strive for its own pleasure.

ii. Pleasure comes from the discharge of tensions and its record is used as an award
reinforcing the agent’s learning.

iii. The agent’s brain and body contain several tension-accumulating devices of
various transfer functions working in such a way that given input signals pro-
duces a unique effect on the dynamics of changes of the level of the related ten-
sion; he signals are various spatiotemporal patterns coming from the environ-
ment or from the agent’s brain or body; some of the signals represent states of
other tension-accumulating devices.

iv. There are tensions that can have an effect on the agent’s actuators, transfer func-
tions of tension-accumulating devices, or on the growth of the neurons that form
new devices.

v. The agent’s sensors, actuators and tension-accumulating devices are configured
in such a way that some tensions are always increasing and, in order to have
pleasure, the agent more or less efficiently performs an action aimed at acquir-
ing or producing signals capable of discharging the tensions.

vi. When two or more tensions become high at the same time, each of them tries to
suppress all others and cause an action that can discharge it first.

vii. Some tension-accumulating devices form a memory that stores acquired knowl-
edge and enables processing of the knowledge toward a tension-discharge-
oriented action.

viii. When no action intended to discharge a given tension succeeds, then certain de-
fense mechanisms may change the layout of the tension levels (thus giving the
agent the opportunity to have a substitute pleasure from the discharge of another
kind of tension) or modify the inconvenient memories.

ix. During the agent’s development its memory system becomes sufficiently com-
plicated to plan multi-step actions.
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x. Through interactions with its caregiver, the agent acquires the ability to judge
other agents and social situations according to the criteria accepted in a particu-
lar society and becomes capable of feeling pleasure when it is positively judged
by others.

Let us imagine a robot successfully built according to the above assumptions. First,
it can be noted that it makes no sense to ask what its application is. A psychodynamic
robot is a creature living its own life. This doesn’t mean that it must be selfish and
useless. In its simple version it may be a pet demonstrating a host of life-like behav-
iors. A developed psychodynamic robot, if properly raised, may feel satisfaction from
successfully accomplishing tasks given by its human master.

The behavior of the psychodynamic robot is not necessarily caused by perception.
For example, a lack of meaningful percepts may result in an increase of the tension
labeled “boredom”. In order to discharge this tension the robot explores its surround-
ings, which may result in encountering an object of interest and then acquiring signals
discharging this tension. An more advanced psychodynamic robot may deliberately
expose itself to inconveniences and dangers simply to accumulate related tensions and
receive the pleasure that comes from discharging them.

When the robot learns a given behavior, or when its brain circuitry grows, pleas-
ure-related signals serve as reinforcing awards. Hence, an appearance of specialized
memories is expected in the growing brain. A long-term memory stores patterns rep-
resenting acquired knowledge, thoughts and wishes, whereas a working memory
enables interactions among the patterns. Via the interactions the robot generates plans
of multi-step actions and tests them in its imagination before executing them. The
robot can gain pleasure from a purely mental action, that is, when it manages to pro-
duce thoughts capable of serving as tension-discharging patterns.

The working memory may also serve as a theater in which conflicting beliefs or
behavioral patterns may fight for access to long-term memory or actuators, respec-
tively. The fight may end with a compromise or with a victory for the most promising
idea; however, the victorious idea may after some time lose to a rival idea and then
after more time win again, and so on [12].

Based on perceived and deduced facts, some sections of the memory system may
form an inaccurate yet still useful model of surrounding world including the robot
itself. The model may serve as a canvas for the evolution of models of desired reality
and ideal reality. The differences between these two models may also cause tensions
to be discharged and conflicts to be resolved. If the desired reality is based on the
perceived behavior of observed humans or other robots, pleasure may come from the
successful imitation of such behaviors.

3 Some Experimental Results

To test basic psychodynamic solutions one does not need a walking humanoid robot.
A simple two-motor mobile vehicle with camera and speaker can demonstrate how
tensions and pleasures work. Robots of such kind, Neko, Miao, and Miao-V, were
used for the first experiments with tension-driven behaviors.

Neko was physically constructed. It had two wheels propelled by two dedicated
motors, a speaker, color camera, and two touch sensors. Neko’s brain consisted of
functional blocks simulated on a cluster of three PCs and an on-board module for



74 A. Buller

collision avoidance connected to the touch sensors. The implemented tensions repre-
sented boredom, excitation, fear, and a three-dimensional anxiety. Boredom increased
when Neko did not perceive any object of interest and discharged when it saw one.
When the camera detected a green object, the level of excitation increased and re-
mained high as long as the object remained in the visual field. The level of fear be-
came high immediately as a reaction to the appearance of a red object, remained high
as long as the object remained in the visual field, and solely dropped after the object’s
disappearance. Anxiety was represented by the states of three tension-accumulating
devices: Anx;, Anxg, and Anxg. Each of the three parts of anxiety increased sponta-
neously and independently from the other. A discharge of Anx;, Anxg, or Anxg took
place any time Neko turned left, right or back, respectively.

An arbitrary hardwiring determined the hierarchy of Neko’s tensions. The priority
list was: fear, excitation, anxiety, and boredom. The tension that achieved maximum
volume suppressed the outputs of all tension-accumulating devices related to tensions
located at lower positions at the list. As for the elements of the vector of anxiety, the
one that first achieved maximum volume suppressed the outputs of the tension-
accumulating devices related to the other two.

An unsuppressed signal from a tension-accumulating device related to a tension of
its maximum volume activated a dedicated functional module. The module activated
by fear caused the robot to turn back and escape until fear fell below a defined level.
The module activated by excitation forced the robot to chase the exciting object. In
the case of activation of the module connected to Anxiety;, Anxietyg, or Anxietyg,
Neko looked left, right, or back, respectively. When the signal produced by the ten-
sion-accumulating device representing boredom was high and unsuppressed, it went
through a controlled associator connected to three functional modules: a scream gen-
erator, a driver for looking around, a driver for going forward. The associator initially
activated the scream generator connected to the speaker. When for a defined time the
associator did not receive a tension discharge signal, it activated the driver for looking
around. If a tension discharge signal still did not come, the associator activated the
driver for going forward. If even then a tension discharge signal did not come, it again
activated the scream generator, and so on.

Equipped as described above Neko learned by itself how to cope with boredom that
grew when no object of interest was perceived. It could choose between producing a
sound, looking around, and going forward. Indeed, going forward increased the
chance of seeing an object of interest. The learning was reinforced by a tension dis-
charge signal. Since tensions representing “irrational” anxiety were also accumulated,
in the event of a lack of an object of interest, Neko behaved as an animal in a cage, i.e.
it wandered back and forth and “nervously” looked around [11].

Miao is a simulated creature living in a simulated world. Its tension-accumulation
devices and functional modules cover fear-, excitation-, anxiety-, and boredom-
related behaviors similar to those demonstrated by Neko, as well as hunger-related
behavior and a fight between hunger and excitation. The hunger volume is a function
of the state of the simulated battery. If tensions representing fear and excitation are
negligible, hungry Miao activates a module that drives it toward the battery charger.
However, the activation signal must pass through a conflict-resolution device called
MemeStorm. Also the signal representing excitation must pass through MemeStorm
and only then can it activate the module that makes it chase the object of excitation.
Inside MemeStorm, hunger and excitation try to suppress each other. The device has



Building Brains for Robots: A Psychodynamic Approach 75

such an intrinsic dynamics that in the case of a substantial difference between compet-
ing tensions, the stronger one quickly wins, i.e., suppresses its rival and becomes
high. However, when the competing tensions are close to a balance, one of the ten-
sions wins, but after a couple of seconds loses to the other tension, with a possibility
of winning again in a short time [20].

A related report states: Miao punches the ball / it stopped punching and looks to-
ward the battery charger / Miao turns back to the ball and punches it (though not too
vigorously) / suddenly it resigns, turns, and slowly approaches the charger / It gets
very close to the charger / Miao sadly looks back at the ball, then turns and starts
recharging... Isn’t it life-like? Of course, the word “sadly”, if treated literally, would
be by all means farfetched. But what the experiment intended to show was not a
“true” sadness. The point is that the robot’s gaze looked sad and looked so not be-
cause somebody intentionally programmed a masquerade sadness, but because the
robot’s brain allowed for a psychodynamic process resulting in such expression.

Miao-V, like Miao, is a simulated creature living in a simulated world, with the
same set of sensors, actuators, and tension-accumulating devices. However, the ten-
sions that in the case of Miao represented fear, hunger, and excitation, in Miao-V
represent desire for a red object, yellow object, and green object, respectively and
increase randomly. Furthermore, unlike its predecessor, Miao-V has a brain that de-
velops in a literal sense. Each new pleasure-related sensorimotor experience adds new
cells and connections to its neural network. The network provides control signals to
the speaker and to each of the two motors. What is essential is that there is no ready-
made circuitry for approaching an object of interest. A “newborn” Miao-V, like a
newborn human baby, has no idea of how to purposefully use its actuators, so in the
face of increasing tensions it can only produce random sounds and moves.

In the development of the brain of Miao-V the role of its caregiver is fundamental.
Hearing sequences of sounds produced by the robot, the caregiver gives it items she
supposes it wants to get at the moment. If by accident the given item causes a dis-
charge of the dominant tension, the subsequently generated pleasure signal reinforces
changes in the neural network, thus increasing the strength of association between the
tension and the most recently produced vocal expression. In this way, Miao-V gradu-
ally learns to differentiate vocal expressions as distinguishable sequences of sounds,
each dedicated to a different object of desire. At the same, time the caregiver gradu-
ally learns to properly guess the robot’s needs based on the sequences of sounds she
hears. In other words, within the pair—Miao-V and its caregiver—a common, mutu-
ally understandable proto-language emerges.

When, in this stage of the robot’s brain development, the caregiver fails to give it a
desired item, Miao-V has no choice but to try and get the item itself. The growing
network provides the motors with senseless signals, but, when by accident (or owing
to a discrete caregiver’s help) the item is touched, the related pleasure signal rein-
forces the changes in the network that caused the recent sequence of motor-driving
signals and the locational changes of the image of the item in the robot’s visual field.
This way Miao-V learns how to use its motors and camera to approach objects of
desire with increasing efficiency. Having learned to approach immobile items, the
robot then learned to chase mobile objects. When, having learned the art of approach-
ing and chasing, Miao-V still faces difficulties in catching the object of desire, it “re-
calls” the possibility of asking its caregiver to bring the object to it, so it again pro-
duces the appropriate sound sequences [21].
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Although the brains of Neko and Miao can be expanded to cover more psycho-
dynamic functionalities, because of the necessity of manually attaching the new ten-
sion-accumulating devices and behavior-generating blocks the constructions cannot
be called psychodynamic agents. The above conclusion does not apply to Miao-V
whose brain develops driven by pleasures.

4 A New Discipline?

This final section compares the psychodynamic approach to building brains for ro-
bots, labeled here Machine Psychodynamics, with some other approaches that I sup-
pose might represent “mainstream AI/Robotics” in reference to such issues as: mis-
sion, motivation, economy of behavior, world model, imitation, conflict resolution,
role of perception, and human-robot communication.

Mission. It seems natural that the purpose of research in the field of Al/Robotics is to
build better and better devices that would better and better serve humans. Hence,
anyone who presents a new construction or idea is asked: What is the application of
the thing you propose? For what kind of missions has your robot been designed? It is
seen as obvious that a robot must without reluctance accomplish missions instructed
by its owner within an assumed area of application. Even the purchaser of an artificial
pet seemingly assumes its full obedience. Machine Psycho-dynamics challenges this
view of the human-robot relationship. Psychodynamic robots are assumed to live their
own life and strive for pleasure for themselves. As long as robots are dependent on
the resources we possess, it will be easy to use the resources as pleasurable awards
and make psychodynamic robots do what we want.

Motivations. It seems to be commonly accepted that there is a hierarchy of goals and
there are scales of values that guide the agent’s decision-making process toward a
particular goal (cf. [22, p. 192]). Another assumption, followed for example in the
construction of Kismet [3, pp. 108-9], is that there are defined drives (social, stimula-
tion, and fatigue) and the system should always try to maintain them in a bounded
range called a homeostatic regime. Machine Psychodynamics does not deny the use-
fulness of goals and homeostatic regimes, however, it proposes that the most essential
motivator is a measurable pleasure signal that is generated when a given tension is
being discharged.

Economy of behavior. It seems natural that a robot to be deployed on the surface of a
distant planet is designed to accomplish a defined mission in a possibly safe and eco-
nomical way. The same applies to entertaining robots or even contemporary sociable
robots. Nobody wants to witness a fall by his beloved robot (especially when it cost a
fortune) from the table. Even a constructor of an advanced sociable robot would not
appreciate a situation where the robot irrationally refuses to cooperate with children
invited to her lab. Machine Psychodynamics challenges this economy-oriented way of
thinking and admits the possibility that a robot may deliberately expose itself to in-
conveniences and dangers—just to accumulate a lot of tensions and have a great
pleasure from discharging them. Stanislaw Lem once wrote a story whose characters
debated on the possible reasons why one of their robots stupidly started climbing a
rock, which resulted in a fatal fall. Did it do it for pleasure? Did it do it for curiosity?
In psychodynamic terms the answer is obvious.
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World model. There is still no dominating attitude about the idea of a world model in
mainstream Al/Robotics. For example Alexander Meystel and James Albus [22,
p. 11] still see a world model as an indispensable block in the general scheme of intel-
ligent systems. This view has been challenged by subsumption architecture [6] that is
believed to enable the development of any robot behavior without building a world
model. Based on empirical evidence it is argued that the human view of the surround-
ing world is never accurate and never complete [8]. Rodney Brooks convincingly
argues that a robot may use the world as its own model [7, p. 42]. But for a roboticist
who still has not given up the dream about machine consciousness the hypothesis of
Richard Dawkins [13, p. 59] may be quite tempting: “Perhaps consciousness arises
when the brain's simulation of the world becomes so complete that it must include a
model of itself”. In view of the debate and the need to cover such phenomena as gen-
erating intentions and analyzing them versus socially acceptable rules, as well as
generating plans and testing them in imagination, Machine Psychodynamics recom-
mends that mechanisms for facilitating the emergence of a world model in a growing
memory system be sought. The model can never become accurate and complete, but it
may become more and more useful.

Imitation. Maybe the most attractive and efficient method of teaching people certain
motor skills is demonstration. The same may apply to teaching robots, provided they
have developed mechanisms for imitation. Hence, machine imitation is a hot topic in
Al/Robotics. Humanoid robots are seen as the most suitable platforms for developing
imitation mechanisms [4]. Kerstin Dautenhahn and Chrystopher Nehaniv [14, pp. 22-
3] provide the “Big Five” central issues for designing experiments on imitation with
autonomous agents: whom to imitate, when to imitate, what to imitate, how to map
observed and imitated behavior, and how to evaluate the success. From the psycho-
dynamic point of view, the authors omitted the most important issue: for what pur-
pose to imitate? In Machine Psychodynamics imitation is seen as one of the ways of
discharging tensions and, as a result, having pleasure. It was proposed [9] that an
agent could be equipped with an innate mechanism that would create an imaginary
desired scene in which it itself possesses the same item as a currently perceived indi-
vidual or is doing the same things as the individual. The difference between the per-
ceived and desired reality may cause a tension that can be discharged when the per-
ceived reality becomes similar to the desired reality, which would be a drive to imi-
tate. In further development, the agent could achieve the ability to cease imitating if it
violated socially accepted rules or endangered its more essential interests.

Conflict resolution. A conflict appears when two or more behavior-generating mod-
ules attempt to drive a robot’s actuators. Ronald Arkin [1, pp. 111-9] presents two
approaches to behavior coordination: (a) using competitive methods that decide about
output by arbitration or action-selection and (b) using cooperative methods that find a
superposition of forces or gradients based on the notion of field. In both cases, the
point is to work out in a reasonable time an explicit decision of what the robot is to
do. This works well in the case of robots with a defined area of application. Neverthe-
less, it can be noted that such “self-confident” decisiveness is not life-like.

One of the conflict-related psychological phenomena is the so-called mouse effect.
Human subjects were asked to read a story about a controversial person and then to
express their feelings using a computer mouse. Positive feelings were to be expressed
by locating the cursor at the center of the screen, whereas the cursor located at
the border of the screen would mean highly negative feelings. The records of cursor
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locations revealed a counterintuitive truth about social judgment. Even if no new data
about the person of interest were heard, it occurred that after a period of keeping the
cursor near the screen center a subject suddenly moved it to the screen’s border [23,
pp- 97-98]. Therefore, Machine Psychodynamics recommends developing mecha-
nisms that enable conflicting ideas to fight, with the possibility that the victorious idea
may after some time lose to another idea and after some time win again [10][20]. This
is the way to a life-like machine ambivalence and hesitation that, as Andrzej Nowak
and Robin Vallacher [23, pp. 101-2] suppose, play a non-negligible role in cognitive
development.

Communication. One can often see demonstrations of so-called “communicating
robots” that “speak” pre-recorded sentences. This obvious masquerade is one of the
by-products of mainstream Al/Robotics. More ambitious constructions use speech
generators to articulate sentences generated by programs manipulating strings of
symbols toward the more or less efficient parsing of perceived questions and a knowl-
edge-based synthesis of sensible answers. A different sort of research is aimed at
developing mechanisms for a growth of the ability of meaningful communication
through social interactions reinforced by simulated motivations. Machine Psychody-
namics goes in a similar direction, however, it assumes that communication behaviors
(including natural language) are to emerge from pleasure-oriented interactions be-
tween a robot and its caregiver.
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Abstract. We propose a learning and prediction based paradigm for designing
smart home environments. The foundation of this paradigm lies in information
theory as it manages uncertainties of the inhabitants’ contexts (e.g., locations or
activities) in daily lives. The idea is to build compressed dictionaries of context-
aware data collected from sensors and devices monitoring and/or controlling the
smart environment, efficiently learn from these profiles, and finally predict in-
habitant’s future contexts. Successful prediction helps automate device control
operations and tasks within the environment as well as to identify anomalies.
Thus, the learning and prediction based paradigm optimizes such goal functions
of smart environments as minimizing maintenance cost, manual interactions
and energy utilization. After identifying important features of smart environ-
ments, we present an overview of our MavHome architecture and apply the
proposed paradigm to the inhabitant’s location and activity tracking and predic-
tion, and automated decision-making capability.

1 Introduction

We live in an increasingly connected and automated society. Smart environments em-
body this trend by linking computers and other devices to everyday settings and
commonplace tasks. Although the desire to create smart environments has existed for
decades, research on this multidisciplinary topic has become increasingly intense in
the recent years. Indeed, tremendous advances in smart devices, wireless mobile
communications, sensor networks, pervasive computing, machine learning, robotics,
middleware and agent technologies, and human computer interfaces have made the
dream of smart environments a reality. To our understanding, a smart environment is
a small world where sensor-enabled and networked devices work continuously and
collaboratively to make lives of inhabitants more comfortable. “Smart” or “intelli-
gent” means “the ability to autonomously acquire and apply knowledge”, while an
“environment” refers to our surroundings. Thus, a “smart environment” is able to ac-
quire and apply knowledge about an environment and adapt to its inhabitants, thereby
improving their experience [7].

The type of experience that individuals wish from an environment varies with the
individual and the type of environment considered. This may include the safety of in-
habitants, reduction of cost of maintaining the environment, optimization of resources
(e.g., utility/energy bills or communication bandwidth), or task automation.

S.K. Pal et al. (Eds.): PReMI 2005, LNCS 3776, pp. 80—90, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Reflecting the increased interest in smart environments, research labs in academia
and industry are picking up the theme and creating environments with their own indi-
vidual spin and market appeal. For example, the Aware Home [1, 21], Adaptive
House [26], and MavHome [9, 32] use sensors to learn models of the inhabitants and
automate activities accordingly. Other designs include smart offices, classrooms, kin-
dergartens, tables, and cars [1, 3, 13, 22, 30]. Connected homes with device commu-
nications capability have become the focus of companies such as Philips, Cisco [5],
Verizon, Sun, Ericsson, and Microsoft [4]. Projects on smart environments to assist
individuals with health challenges are discussed in [10, 12, 14, 17, 20]. Refer to [7],
for a comprehensive treatment of necessary technologies, architectures, algorithms,
and protocols to build smart environments for a variety of applications.

This paper presents our research experience in developing MavHome [9, 32], a
smart home project funded by the US National Science Foundation. In particular, we
propose “learning and prediction” as a paradigm for designing efficient algorithms
and smart protocols in smart environments. This paradigm lies in information theory
as it manages inhabitants’ uncertainties in mobility and activities in daily lives. The
underlying idea is to build intelligent (compressed) dictionaries of inhabitants’ mobil-
ity and activity profiles collected from sensor data, learn from this information, and
predict future mobility and actions. Such prediction helps device automation and effi-
cient resource management, thus optimizing the goals of the smart environment.

2 Features of Smart Environments

Important features of smart environments are that they possess a degree of autonomy,
adapt themselves to changing environments, and communicate with humans in a natu-
ral way [7]. Intelligent automation can reduce the amount of interactions required by
the inhabitants, as well as reduce resource consumption and other potential wastages.
These capabilities can provide additional features such as detection of unusual or
anomalous behavior for health monitoring and home security, for example.

Remote Control of Devices: The most basic feature is the ability to control devices
remotely or automatically. By plugging devices into simple power-line controllers
like X10, inhabitants can turn lights, coffee makers, and other appliances on or off in
much the same way as couch potatoes switch television stations with a remote con-
trol. Computer software can additionally be employed to program sequences of device
activities and capture device events. This capability allows inhabitants to be free from
the requirement of physical access to devices. Individuals with disabilities can con-
trol devices from a distance. Automated lighting sequences can give the impression
that an environment is occupied while inhabitants are gone, thus handling routine pro-
cedures without human intervention.

Device Communications: With the maturity of wireless communications and
middleware technology, smart environment designers and inhabitants have been able
to raise their standards and expectations. In particular, devices use these technologies
to communicate with each other, share data to build a more informed model of the
state of the environment and/or inhabitants, and retrieve information from outside
sources over the Internet or wireless network infrastructure. With these capabilities,
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for example, the environment can access the weather page to determine the forecast
and query the moisture sensor in the lawn to determine how long the sprinklers should
run. Devices can access information from the Internet such as menus, operational
manuals, or software upgrades, and can post information such as a grocery store list
generated from monitoring inventory with an intelligent refrigerator or trash bin.

Activation of one device can also trigger other sequences, such as turning on the
bedroom radio, kitchen coffee maker, and bathroom towel warmer when the alarm
goes off. Inhabitants can benefit from the interaction between devices by muting the
television sound when the telephone or doorbell rings; temperature as well as motion
sensors can interact with other devices to ensure that the temperature is kept at a de-
sired level wherever the inhabitants are located within the environment.

Sensory Information Acquisition: Recent advancements in sensor technology have
made it possible to make low-level decisions from monitored data. As a result, envi-
ronments can provide dynamic adjustments based on sensor readings and can better
customize behaviors to the nuances of the inhabitants' surroundings. Motion detectors
or force sensors can detect the presence of individuals in the environment and accord-
ingly adjust lights, music, or climate control. Water and gas sensors can monitor po-
tential leaks and force the valves, thus closing them when a danger arises. Low-level
control of devices offers fine-tuning in response to changing conditions, such as ad-
justing window blinds as the amount of daylight coming into a room changes. Net-
works composed of these sensors can share data and offer information to the envi-
ronment at speeds and complexity not experienced before. For example, a Smart Sofa
[29] can identify individuals based on the weight and thus customize device settings
around the house.

Enhanced Services by Intelligent Devices: Smart environments are usually
equipped with numerous networked and sensor-enabled devices/appliances that pro-
vide varied and impressive capabilities. For example, Frigidaire and Whirlpool offer
intelligent refrigerators with features that include web cameras to monitor inventory,
bar code scanners, and Internet-ready interactive screens. Through interactive cam-
eras, inhabitants away from home can view the location of security or fire alerts; simi-
larly remote caregivers can check on the status of their patients or family. Merloni’s
washing machine uses sensor information to determine appropriate cycle times. In
addition, specialized equipments have been designed in response to the growing inter-
est in assistive environments. Researchers at MIT's Media Lab are investigating new
specialized devices, such as an oven mitt that can tell if food has been warmed all the
way through. A breakthrough development from companies such as Philips is an in-
teractive tablecloth that provides cable-free power to all chargeable objects placed on
the table's surface. An environment that can combine the features of these devices
with information gathering and remote control capability will realize many of the in-
tended goals of smart environment designers.

Predictive Decision Making Capabilities: Full automation and adaptation of smart
environments rely on the software itself to learn, or acquire information that allows
the software to improve its performance with experience. Specific features of recent
smart environments that meet these criteria incorporate predictive and automatic deci-
sion-making capabilities into the control paradigm. Contexts (mobility or activity) of
inhabitants as well as of the environment can be predicted with good accuracy based
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on observed activities and known features. Models can also be built of inhabitant pat-
terns that can be used to customize the environment for future interactions. For exam-
ple, an intelligent car can collect information about the driver including typical times
and routes to go to work, theatre, restaurant, and store preferences, and commonly
used gas stations. Combining this information with data collected by the inhabitant's
home and office as well as Internet-gathered specifics on movie times, restaurant
menus and locations, and sales at various stores, the car can make recommendations
based on the learned model of activity patterns and preferences. Similarly, building
device performance model can allow the environment to optimize its behaviors and
performance. For example, smart light bulbs may warn expiry time, letting the factory
deliver replacements before the need is critical.

As a complement to predictive capabilities, a smart environment will be able to de-
cide on how to automate its own behaviors to meet the specified goals. The environ-
ment should control device settings and timings; it should also elect between alternate
methods of achieving a goal, such as turning on lights in each room entered by an in-
habitant or anticipating where the inhabitant is heading and illuminating just enough
of the environment to direct the individual to their goal.

3 The MavHome Smart Home

The MavHome [9, 32] at the University of Texas at Arlington represents an environ-
ment that acts as an intelligent agent, perceiving the state of the home through sensors
and acting upon the environment through device controllers with a goal to maximize
inhabitants’ comfort and minimize home’s operating cost. To achieve this goal, the
house must reason about, learn, predict, and adapt to its inhabitants.

In MavHome, the desired smart home capabilities are organized into an agent
based software architecture that seamlessly connects the components. Figure 1
describes the architecture of a MavHome agent that separates the technologies and
functions into four cooperating layers: (i) the Decision layer selects actions for the
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Fig. 1. MavHome agent architecture
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agent to execute; (ii) the Information layer collects information and generates
inferences useful for making decisions; (iii) the Communication layer is responsible
for routing and sharing information between agents; and (iv) the Physical layer
consists of devices, transducers, and network equipments. The MavHome software
components are connected using a distributed inter-process communication interface.
Because controlling an entire house is a large-scale complex learning and reasoning
problem, it is decomposed into reconfigurable tasks. Thus, the Physical layer for one
agent may represent another agent somewhere in the hierarchy, which is capable of
executing the task selected by the requesting agent.

Perception is a bottom-up process. Sensors monitor the environment (e.g., lawn
moisture level) and transmit information to another agent through the Communication
layer. The database records the information in the Information layer, updates its
learned concepts and predictions, and alerts the Decision layer of the presence of new
data. During action execution, information flows top down. The Decision layer selects
an action (e.g., run the sprinklers) and relates the decision to the Information layer.
After updating the database, the Communication layer routes the action to the appro-
priate effector to execute. Specialized interface agents allow interaction with users
and external resources such as the Internet. Agents communicate with each other us-
ing the hierarchical flow as shown in Fig. 1. In the following, a smart home will gen-
erically represent a smart environment.

4 Automation Through Learning and Prediction

In order to maximize comfort, minimize cost, and adapt to the inhabitants, a smart
home must rely upon sophisticated tools for intelligence building such as learning,
prediction, and making automated decisions. We will demonstrate that learning and
prediction indeed play an important role in determining the inhabitant’s next action
and anticipating mobility patterns within the home. The home will need to make this
prediction based solely on the history of mobility patterns and previously seen inhabi-
tant interactions with various devices (e.g., motion detectors, sensors, device control-
lers, video monitors), as well as the current state of the inhabitant and/or the house.
The captured information can be used to build powerful models that aid in efficient
prediction algorithms. The number of prediction errors must be minimal, and the al-
gorithms must be able to deliver predictions with minimal processing delays. Predic-
tion is then handed over to a decision-making algorithm that selects actions for the
house to meet its desired goals. The underlying concepts of MavHome prediction
schemes lie in the text compression, on-line parsing and information theory. Well-
investigated text compression methods [8, 31] have established that good compression
algorithms are also good learners and hence good predictors. According to informa-
tion theory [8], a predictor with an order (size of history used) that grows at a rate ap-
proximating the entropy rate of the source is an optimal predictor. We summarize be-
low a novel paradigm for inhabitant’s mobility and activity predictions.

4.1 Inhabitant Location Prediction

Location is perhaps the most common example of context. Hence, it is crucial for
a smart environment to track inhabitant’s mobility accurately by determining and



Designing Smart Environments: A Paradigm Based on Learning and Prediction 85

predicting his location. The prediction also helps in optimal allocation of resources
and activation of effectors in location-aware applications [11, 24]. In [2], we proposed
a model-independent algorithm for location prediction in wireless cellular networks,
which we later adopted for indoor location tracking and predicting inhabitant’s future
locations [15, 28]. Our approach uses symbolic representation of location information
that is relative to the access infrastructure topology (e.g., sensor ids or zones through
which the inhabitant passes), making the approach universal or model-independent.
At a conceptual level, prediction involves some form of statistical inference, where
some sample of the inhabitant’s movement history (profile) is used to provide intelli-
gent estimates of future location, thereby reducing the location uncertainty associated
with the prediction [11, 27].

Hypothesizing that the inhabitant’s mobility has repetitive patterns that can be
learned, and assuming the inhabitant’s mobility process as stochastically random, we
proved that [2]: It is impossible to optimally track mobility with less information ex-
change between the system (i.e., smart environment) and the device (detecting inhabi-
tant’s mobility) than the entropy rate of the stochastic mobility process. Specifically,
given the past observations of inhabitant’s position and the best possible predictors of
future position, some uncertainty in the position will always exist unless the device
and the system exchange location information. The actual method by which this ex-
change takes place is irrelevant to this bound. All that matters is that the exchange ex-
ceeds the entropy rate of the mobility process. Therefore, a key issue in establishing
bounds is to characterize the mobility process (and hence entropy rate) in an adaptive
manner. To this end, based on information-theoretic framework, we proposed an op-
timal on-line adaptive location management algorithm, called LeZi-update [2]. Rather
than assuming a finite mobility model, LeZi-update learns his movement history
stored in a Lempel-Ziv type of compressed dictionary [31], builds a universal model
by minimizing entropy, and predicts future locations with high accuracy. In other
words, LeZi-update offers a model-independent solution to manage mobility related
uncertainty. This framework is also applicable to other contexts such as activity pre-
diction [16], resource provisioning [11, 27], and anomaly detection.

The LeZi-update framework uses a symbolic space to represent sensing zone of the
smart environment as an alphabetic symbol and thus captures inhabitant’s movement
history as a string of symbols. That is, while the geographic location data are often
useful in obtaining precise location coordinates, the symbolic information removes
the burden of frequent coordinate translation and is capable of achieving universality
across different networks [24, 27]. The blessing of symbolic representation also helps
us hierarchically abstract the indoor connectivity infrastructure into different levels of
granularity. We assume that the inhabitants’ itineraries are inherently compressible
and allow application of universal data compression algorithms [31], which make
very basic and broad assumptions, and yet minimize the source entropy for stationary
Ergodic stochastic processes [26].

In LeZi-update, the symbols (sensor-ids) are processed in chunks and the entire
sequence of symbols withheld until the last update is reported in a compressed
(encoded) form. For example, referring to the abstract representation of mobility in
Figure 2(a), let the inhabitant’s movement history at any instant be given as
ajlloojhhaajlloojaajlloojaajll... . This string of symbols can be parsed as distinct sub-
strings (or phrases) “a, j, 1, 1o, o, jh, h, aa, jl, loo, ja, aj, 11, 0o, jaa, jll, ...”. As shown in
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Figure 2(b), such a symbol-wise context model, based on variable-to-fixed length
coding, can be efficiently stored in a dictionary implemented by a trie. Essentially, the
mobile node acts as an encoder while the system acts as a decoder and the frequency
of every symbol is incremented for every prefix of every suffix of each phrase. By ac-
cumulating larger and larger contexts, one can affect a paradigm shift from traditional
position update to route update. For stationary Ergodic sources with n symbols, this
framework achieves asymptotic optimality, with improved location update cost
bounded by o(lg n — Ig Ig n) where Ig n denotes logarithm base 2.

————— = User’s Movement
Fig. 2. (a) Symbolic representation of mobility, (b) Trie holding zones and their frequencies

Table 1. Phrases and their frequencies at context "jl", "j" and A

jl j A

11(D) alj(1) a@ a2 a)

A aali(]) i@ jal)  jaa(l)
Lij(1) i jha) 1)
(1) lo(1) loo(1) 1(2)
hlj(1) o4 00(2) h()
Alj(2) A1)

One major objective of the LeZi-update scheme is to endow the prediction process,
by which the system finds nodes whose position is uncertain, with sufficient informa-
tion regarding the node mobility profile. Each node in the trie preserves the relevant
frequencies provided by the update mechanism in the current context. Thus, consider-
ing “jII” as the latest update phrase (route), the usable contexts are its prefixes: “j17,
“ and A (null symbol). A list of all predictable contexts with frequencies is shown in
Table 1. Following the blending technique of prediction by partial match (PPM) [6],
the probability computation starts from the leaf nodes (highest level) of the trie and
escapes to the lower levels until the root is reached. Based on the principle of insuffi-
cient reasoning [26], every phrase probability is distributed among individual symbols
(zones) according to their relative occurrence in a particular phrase. The total resi-
dence probability of every zone (symbol) is computed by adding the accumulated
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probabilities from all possible phrases at this context. The optimal prediction order is
now determined by polling the zones in decreasing order of residence probabilities.

So overall, the application of information-theoretic methods to location prediction
allowed quantification of minimum information exchanges to maintain accurate loca-
tion information, provided an on-line method by which to characterize mobility, and
in addition, endowed an optimal prediction sequence [11]. Through learning this ap-
proach allows us to build a higher order mobility model rather than assuming a finite
model, and thus minimizes entropy and leads to optimal performance.

While the basic LeZi-Update algorithm was used to predict only the current loca-
tion from past movement patterns, this approach has also been extended in [28] to
predict the likely future routes (or trajectories) of inhabitants in smart homes and also
for heterogeneous environments [23]. The route prediction exploits the asymptotic
equi-partition property in information theory [8], which implies the algorithm predicts
a relatively small set (called typical set) of routes that the user is likely to take. A
smart home environment can then act on this information by activating resources in
an efficient manner (for example, by turning on the lights lying only on these routes).
Our experiments [28] demonstrate that the predictive framework can save up to 70%
electrical energy in a typical smart home environment. The prediction accuracy is up
to 86% while only 11% of routes constitute the typical set.

4.2 Inhabitant Action Prediction

A smart home inhabitant typically interacts with various devices as part of routine ac-
tivities. These interactions may be considered as a sequence of events, with some in-
herent repeatability pattern, that can be modeled as a stationary stochastic process. In-
habitant action prediction consists of first mining the data to identify sequences of
actions that are regular and repeatable enough to generate predictions, and using a se-
quence matching approach to predict the next action.

To mine the data, a window can be moved in a single pass through the history of
inhabitant actions, looking for sequences within the window that merit attention.
Each sequence is evaluated using the Minimum Description Length principle [26],
which favors sequences that minimize the description length of the sequence once it is
compressed by replacing each instance of the discovered pattern with a pointer to the
pattern definition. A regularity factor (daily, weekly, monthly) helps compress the
data and thus increases the value of a pattern. Action sequences are first filtered by
the mined sequences. If a sequence is considered significant by the mining algorithm,
then predictions can be made for events within the sequence window. Using this algo-
rithm as a filter for two alternative prediction algorithms, the resulting accuracy in-
creases on an average by 50%. This filter ensures that MavHome will not erroneously
seek to automate anomalous and highly variable activities [18,19].

As above, the action prediction algorithm parses the input string (history of interac-
tions) into substrings representing phrases. Because of the prefix property used by the
algorithm, parsed substrings can be efficiently maintained in a trie along with the fre-
quency information. To perform prediction, the algorithm calculates the probability of
each symbol (action) occurring in the parsed sequence, and predicts the action with
the highest probability. To achieve optimal predictability, the predictor must use a
mixture of all possible order models (phrase sizes) when determining the probability
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estimate. To accomplish this, techniques from the PPM family of predictors are in-
corporated, that generate weighted Markov models of different orders. This blending
strategy assigns greater weight to higher-order models, in keeping with the advisabil-
ity of making the most informed decision.

In our experiments run on sample smart home data, predictive accuracy of this ap-
proach converged on 100% for perfectly-repeatable data with no variation, and con-
verged on 86% accuracy for data containing variations and anomalies [16].

4.3 Automated Decision Making

The goal of MavHome is to enable automation of basic functions so as to maximize
the inhabitants’ comfort and minimize the operating cost of the home. We assume
comfort is a function of the number of manual interactions with the home, and the op-
erating cost of energy usage. Because the goal is a combination of these two factors,
blind automation of all inhabitant actions is frequently not the desired solution. For
example, an inhabitant might turn on the hallway light in the morning before opening
the blinds in the living room. MavHome could, on the other hand, open the blinds in
the living room before the inhabitant leaves the bedroom, thus alleviating the need for
the hallway lights. Similarly, turning down the air conditioning after leaving the
house and turning it back up before returning would be more energy efficient than
turning the air conditioning to maximum after arriving home in order to cool it as
quickly as possible [28].

To achieve its goal, MavHome uses reinforcement learning to acquire an optimal
decision policy. In this framework, the agent learns autonomously from potentially
delayed rewards rather than from a teacher, reducing the requirement for the home’s
inhabitant to supervise or program the system. To learn a strategy, the agent explores
the effects of its actions over time and uses this experience to form control policies
that optimize the expected future reward.

5 Conclusion

This paper summarizes our experience on the effectiveness of learning and prediction
based paradigm in designing a smart home environment. Efficient prediction algo-
rithms provide information useful for future locations and activities, automating ac-
tivities, optimizing design and control methods for devices and tasks within the envi-
ronment, and identifying anomalies. These technologies reduce the work to maintain a
home, lessen energy utilization, and provide special benefits for elderly and people
with disabilities. In the future, these abilities will be generalized to conglomeration of
environments, including smart offices, smart roads, smart hospitals, smart automo-
biles, and smart airports, through which a user may pass through in daily life. Another
research challenge is how to characterize mobility and activity profiles of multiple in-
habitants (e.g., living in the same home) in the same dictionary and predict or trigger
actions to meet the common goals of the house under conflicting requirements of in-
dividual inhabitants.
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1 Introduction

Frequent Pattern Mining (FPM) is a very powerful paradigm which encom-
passes an entire class of data mining tasks. The specific tasks encompassed
by FPM include the mining of increasingly complex and informative patterns,
in complex structured and unstructured relational datasets, such as: Itemsets
or co-occurrences [1] (transactional, unordered data), Sequences [2,8] (tempo-
ral or positional data, as in text mining, bioinformatics), Tree patterns [9]
(XML /semistructured data), and Graph patterns [4,5,6] (complex relational
data, bioinformatics). Figure 1 shows examples of these different types of pat-
terns; in a generic sense a pattern denotes links/relationships between several
objects of interest. The objects are denoted as nodes, and the links as edges. Pat-
terns can have multiple labels, denoting various attributes, on both the nodes
and edges.

We have developed the Data Mining Template Library (DMTL) [10], a
generic collection of algorithms and persistent data structures for FPM, which
follows a generic programming paradigm[3]. DMTL provides a systematic solu-
tion for the whole class of pattern mining tasks in massive, relational datasets.
DMTL allows for the isolation of generic containers which hold various pat-
tern types from the actual mining algorithms which operate upon them. We
define generic data structures to handle various pattern types like itemsets, se-
quences, trees and graphs, and outline the design and implementation of generic
data mining algorithms for FPM, such as depth-first and breadth-first search.
It provides persistent data structures for supporting efficient pattern frequency
computations using a tightly coupled database (DBMS) approach. One of the
main attractions of a generic paradigm is that the generic algorithms for min-
ing are guaranteed to work for any pattern type. Each pattern is characterized
by inherent properties that it satisfies, and the generic algorithm exploits these
properties to perform the mining task efficiently. Full details of the DMTL ap-
proach appear in [10]. Here we selectively highlight its main features.
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Fig. 1. FPM Instances

2 DMTL: Data Structures and Algorithms

DMTL is a collection of generic data mining algorithms and data structures.
In addition, DMTL provides persistent data and index structures for efficiently
mining any type of pattern or model of interest. The user can mine custom
pattern types, by simply defining the new pattern types, but the user need not
implement a new algorithm - the generic DMTL algorithms can be used to mine
them. Since the mined models and patterns are persistent and indexed, this
means the mining can be done efficiently over massive databases, and mined

results can be retrieved later from the persistent store.

Containers: Figure 2 shows the different DMTL container classes and the rela-
tionship among them. At the lowest level are the different kinds of pattern-types
one might be interested in mining. A pattern is a generic container instanti-

‘ Pattern Family‘

[ pvector| [plist| |[partial—order

‘ Pattern‘ ‘ Persistency Manage#

Itemset ‘ ‘Sequence‘ ‘ Tree‘ ‘ Graph

Fig. 2. DMTL Container Hierarchy
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ated for one of the pattern-types. There are several pattern family types (such
as pvector, plist, etc.) which together with a persistency manager class make
up different pattern family classes. In DMTL a pattern is a generic container,
which can be instantiated as an itemset, sequence, tree or a graph, specified
as Pattern<class P> by means of a template argument called Pattern-Type
(P). A generic pattern is simply a Pattern-Type whose frequency we need to
determine in a larger collection or database of patterns of the same type. A
pattern type is the specific pattern to be mined, e.g. itemset, and in that sense
is not a generic container. DMTL has the itemset, sequence, tree and graph
pattern-types defined internally; however the users are free to define their own
pattern types, so long as the user defined class provides implementations for the
methods required by the generic containers and algorithms. In addition to the
basic pattern classes, most pattern mining algorithms operate on a collection
of patterns. The pattern family is a generic container PatternFamily <class
PatFamType> to store groups of patterns, specified by the template parameter
PatFamType. PatFamType represents a persistent class provided by DMTL, that
provides seamless access to the members, whether they be in memory or on disk.
This class provides the required persistency in storage and retrieval of patterns.
DMTL provides several pattern family types to store groups of patterns. Each
such class is templatized on the pattern-type (P) and a persistency manager
class PM. An example is pvector <class P, class PM>, a persistent vector
class. It has the same semantics as a STL vector with added memory manage-
ment and persistency. Another class is plist<P,PM>. Instead of organizing the
patterns in a linear structure like a vector or list, another persistent family type
DMTL class, partial-order <P,PM>, organizes the patterns according to the
sub-pattern/super-pattern relationship.

Algorithms: The pattern mining task can be viewed as a search over the pattern
space looking for those patterns that match the minimum support constraint.
For instance in itemset mining, the search space is the set of all possible sub-
sets of items. Within DMTL we attempt to provide a unifying framework for
the wide range of mining algorithms that exist today. DMTL provides generic
algorithms which by their definition can work on any type of pattern: Itemset,
Sequence, Tree or Graph. Several variants of pattern search strategies exist in
the literature, depth-first search (DFS) and breadth-first search (BFS) being the
primary ones. BFS has the advantage of providing better pruning of candidates
but suffers from the cost of storing all of a given level’s frequent patterns in mem-
ory. Recent algorithms for mining complex patterns like trees and graphs have
focused on the DFS approach, hence it is the preferred choice for our toolkit as
well. Nevertheless, support for BFS mining of itemsets and sequences is provided.

3 DMTL: Persistency and Database Support

DMTL employs a back-end storage manager that provides the persistency and
indexing support for both the patterns and the database. It supports DMTL
by seamlessly providing support for memory management, data layout, high-
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performance I/0, as well as tight integration with database management sys-
tems (DBMS). It supports multiple back-end storage schemes including flat files,
embedded databases, and relational or object-relational DBMS. DMTL also pro-
vides persistent pattern management facilities, i.e., mined patterns can them-
selves be stored in a pattern database for retrieval and interactive exploration.

Vertical Attribute Tables. To provide native database support for objects in the
vertical format, DMTL adopts a fine grained data model, where records are stored
as Vertical Attribute Tables (VATSs). Given a database of objects, where each ob-
ject is characterized by a set of properties or attributes, a VAT is essentially the
collection of objects that share the same values for the attributes. For example,
for a relational table, cars, with the two attributes, color and brand, a VAT for
the property color=red stores all the transaction identifiers of cars whose color
is red. The main advantage of VATs is that they allow for optimizations of query
intensive applications like data mining where only a subset of the attributes need
to be processed during each query. These kinds of vertical representations have
proved to be useful in many data mining tasks [7,8,9]. In DMTL there is one VAT
per pattern-type. Depending on the pattern type being mined the vat-type class
may be different. Accordingly, their intersection shall vary as well.

Storage & Persistency Manager. The database support for VATSs and for the hor-
izontal family of patterns is provided by DMTL in terms of the following classes,
which are illustrated in Figure 3. Vat-type is a class describing the vat-type that
composes the body of a VAT, for instance int for itemsets and pair<int,time>
for sequences. VAT<class V> is the class that represents VATs. This class is com-
posed of a collection of records of vat-type V. Storage<class PM> is the generic
persistency-manager class that implements the physical persistency for VATs and

MetaTable<V, PM>

VAT<V> VAT<V>
Storage<PM> Storage<PM>

3 3
P < P <

Buffer<v>

Intersect (VAT &vl, VAT &v2)
Get_Vats()

DB<V, PM> y Get_vVvat_Body()

Fig. 3. DMTL: High level overview of the different classes used for Persistency
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other classes. The class PM provides the actual implementations of the generic
operations required by Storage. For example, PM metakit and PM gigabase are
two actual implementations of the Storage class in terms of different DBMS like
Metakit (http://www.equid.com/metakit/), a persistent C++ library that na-
tively supports the vertical format, and Gigabase (http://sourceforge.net/
projects/gigabase), an object-relational database. Other implementations can
easily be added as long as they provide the required functionality.

Buffer<class V> provides a fixed-size main-memory buffer to which VATs
are written and from which VATSs are accessed, used for buffer management to
provide seamless support for main-memory and out-of-core VATs (of type V).
MetaTable<class V, class PM> represents a collection of VATSs. It stores a list
of VAT pointers and the adequate data structures to handle efficient search for
a specific VAT in the collection. It also provides physical storage for VATs. It is
templatized on the vat-type V and on the Storage implementation PM. In the
figure the H refers to a pattern and B its corresponding VAT. The Storage class
provides for efficient lookup of a particular VAT object given the header. DB<class
V, class PM> is the database class which holds a collection of Metatables. This
is the main user interface to VATs and constitutes the database class DB referred
to in previous sections.

4 Experiments

Templates provide a clean means of implementing our concepts of genericity of
containers and algorithms; hence DMTL is implemented using the C++ Stan-
dard Template Library [3]. We present some experimental results on different
types of pattern mining. We used the IBM synthetic database generator [1] for
itemset and sequence mining, the tree generator from [9] for tree mining and the
graph generator by [5], with sizes ranging from 10K to 500K (or 0.5 million)
objects. The experiment were run on a Pentium4 2.8Ghz Processor with 6GB of
memory, running Linux.

Figure 4 shows the DMTL mining time versus the specialized algorithms for
itemset mining (ECLAT [7]), sequences (SPADE [8]), trees (TreeMiner [9]) and
graphs (gSpan [6]). For the DMTL algorithms, we show the time with different
persistency managers/databases: flat-file (Flat), metakit backend (Metakit) and
the gigabase backend (Gigabase). The left hand column shows the effect of min-
imum support on the mining time for the various patterns, the column on the
right hand size shows the effect of increasing database sizes on these algorithms.
Figures 4(a) and 4(b) contrast performance of DMTL with ECLAT over vary-
ing supports and database sizes, respectively. As can be seen in, Figure 4(b),
DMTL(Metakit) is as fast as the specialized algorithm for larger database sizes.
Tree mining in DMTL (figures 4(e) and 4(f)) substantially outperforms TreeM-
iner; we attribute this to the initial overhead that TreeMiner incurs by reading
the database in horizontal format, and then converting it into the vertical one.
For graph and sequence patterns, we find that DMTL is at most, within a factor
of 10 as compared to specialized algorithms and often much closer (Figure 4(d)).
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Overall, the timings demonstrate that the performance and scalability bene-
fits of DMTL are clearly evident with large databases. For itemsets, our experi-
ments reported that ECLAT breaks for a database with 5 million records, while
DMTL terminated in 23.5s with complete results.

5 Conclusions

The generic paradigm of DMTL is a first-of-its-kind in data mining, and we
plan to use insights gained to extend DMTL to other common mining tasks like
classification, clustering, deviation detection, and so on. Eventually, DMTL will
house the tightly-integrated and optimized primitive, generic operations, which
serve as the building blocks of more complex mining algorithms. The primitive
operations will serve all steps of the mining process, i.e., pre-processing of data,
mining algorithms, and post-processing of patterns/models. Finally, we plan to
release DMTL as part of open-source, and the feedback we receive will help drive
more useful enhancements. We also hope that DMTL will provide a common
platform for developing new algorithms, and that it will foster comparison among
the multitude of existing algorithms. For more details on DMTL see [10].
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Abstract. In order to investigate human information processing mech-
anism systematically, various methods of brain data measurement and
analysis are required. It has been observed that multiple brain data such
as fMRI brain images and EEG brain waves extracted from human multi-
perception mechanism involved in a particular task are peculiar ones with
respect to a specific state or the related part of a stimulus. Based on
this point of view, we propose a way of peculiarity oriented mining for
multi-aspect analysis in multiple human brain data, without using con-
ventional image processing to fMRI brain images and frequency analysis
to brain waves. The proposed approach provides a new way in Brain In-
formatics for automatic analysis and understanding of human brain data
to replace human-expert centric visualization. We attempt to change the
perspective of cognitive scientists from a single type of experimental data
analysis towards a holistic view.

1 Introduction

Brain Informatics (BI) is a new interdisciplinary field to study human informa-
tion processing mechanism systematically from both macro and micro points of
view by cooperatively using experimental brain/cognitive technology and Web
Intelligence (WI) and Data Mining centric advanced information technology. In
particular, it attempts to understand human intelligence in depth, towards a
holistic view at a long-term, global field of vision to understand the principle,
models and mechanisms of human multi-perception, language, memory, reason-
ing and inference, problem solving, learning, discovery and creativity [17].
Although brain sciences have been studied from different disciplines such
as cognitive science and neuroscience, Brain Informatics (BI) represents a po-
tentially revolutionary shift in the way that research is undertaken. As a crucial
step in understanding human intelligence in depth, we must first fully master the
mechanisms in which human brain operates. These results reported, over the last
decade, about studying human information processing mechanism, are greatly
related to progress of measurement and analysis technologies. Various nonin-
vasive brain functional measurements are possible recently, such as fMRI and
EEG. If these measurement data are analyzed systematically, the relationship
between a state and an activity part will become clear. Furthermore, it is useful

S.K. Pal et al. (Eds.): PReMI 2005, LNCS 3776, pp. 98-107, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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to discover more advanced human cognitive models based on such measurement
and analysis. Hence, new instrumentation and new data analysis methods are
causing a revolution in both AI and Brain Sciences. The synergy between Al and
Brain Sciences will yield profound advances in our understanding of intelligence
over the coming decade [9,11].

In recent papers [8,14,15,16], we have reported an approach for modeling,
transforming, and mining multiple human brain data obtained from visual and
auditory psychological experiments by using fMRI and EEG. We observed that
each method (fMRI and EEG) has its own strength and weakness from the
aspects of time and space resolution. fMRI provides images of functional brain
activity to observe dynamic activity patterns within different parts of the brain
for a given task. It is excellent in the space resolution, but inferior time resolution.
On the other hand, EEG provides information about the electrical fluctuations
between neurons that also characterize brain activity, and measurements of brain
activity at resolutions approaching real time. Hence, in order to discover new
knowledge and models of human multi-perception activities, not only individual
data source obtained from only single measuring method, but multiple data
sources from various practical measuring methods are required.

It is also clear that the future of Brain Informatics will be affected by the
ability to do large-scale mining of fMRI and EEG brain activations. The key
issues are how to design the psychological and physiological experiments for ob-
taining various data from human information processing mechanism, as well as
how to analyze such data from multiple aspects for discovering new models of hu-
man information processing. Although several human-expert centric tools such
as SPM (MEDx) have been developed for cleaning, normalizing and visualizing
the fMRI images, researchers have also been studying how the fMRI images can
be automatically analyzed and understood by using data mining and statistical
learning techniques [7,9,12]. Furthermore, spectral analysis [1] and wavelet anal-
ysis [5] are the main stream as the frequency analysis methods of EEG brain
waves.

We are concerned to extract significant features from multiple brain data
measured by using fMRI and EEG in preparation for multi-aspect data mining
that uses various data mining techniques for analyzing multiple data sources.
Our purpose is to understand activities of human information processing by

— investigating the features of fMRI brain images and EEG brain waves for
every state or part;

— studying the neural structures of the activated areas to understand how
a peculiar part of the brain operates and how it is linked functionally to
individual differences in performance.

As a step in this direction, we observe that fMRI brain imaging data and
EEG brain wave data extracted from human information processing mechanism
are peculiar ones with respect to a specific state or the related part of a stimu-
lus. Based on this point of view, we propose a way of peculiarity oriented mining
for knowledge discovery in multiple human brain data, without using conven-
tional imaging processing to fMRI brain images and frequency analysis to EEG
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brain waves [8,14,16]. The proposed approach provides a new way for automatic
analysis and understanding of fMRI brain images and EEG brain waves to re-
place human-expert centric visualization. The mining process is a multi-step
one, in which various psychological experiments, physiological measurements,
data cleaning, modeling, transforming, and mining techniques are cooperatively
employed to investigate human information processing mechanism.

The rest of the paper is organized as follows. Section 2 describes the design
of visual and auditory calculation experiments as a case study. Section 3 intro-
duces our peculiarity oriented mining approach and its application in multiple
brain data analysis is discussed in Section 4. Finally, Section 5 gives concluding
remarks.

2 Visual and Auditory Calculation Experiments

In order to study the relevance between auditory and visual information pro-
cessing in a more advanced information processing activity, we deal with fMRI
brain images and EEG brain waves measured by the visual and auditory stimuli
about human’s calculation activities (2-figures addition). Each experiment took
about 7 or 8 minutes, and we execute each of visual and auditory experiments 3
times, respectively. Thus, in the experiments, five states (tasks), namely, audi-
tory on-task, auditory off-task, visual on-task, visual off-task, and no-task, exist
by the difference in the stimulus given to a subject.

We try to compare and analyze how brain waves change along with the
different tasks stated above. And in the experiments, we defined the position of
electrode as shown in Fig. 1, which is an extension of the international 10-20 sys-
tem. Moreover, the sampling frequency is determined as 500Hz in consideration
of the ingredient of brain waves. On the other hand, in the fMRI experiments,
the presenting speed of the visual and auditory stimuli are decided to identify
the rate of correct answers for each subject by using the results of the rate of
correct answers measured by traditional psychological experiments. For our ex-
periments, the rate of correct answers both of the auditory and visual stimuli
sets is 85-90%. Numbers of stimuli and control periods are decided by the pre-
senting speed of the auditory and visual stimuli. Thus, we got 30 fMRI images
in one experiment from one subject.

3 Peculiarity Oriented Mining (POM)

The main task of peculiarity oriented mining is the identification of peculiar
data. An attribute-oriented method, which analyzes data from a new view and
is different from traditional statistical methods, is recently proposed by Zhong
et al. and applied in various real-world problems [10,13,14].

Peculiar data are a subset of objects in the database and are characterized by
two features: (1) very different from other objects in a dataset, and (2) consisting
of a relatively low number of objects. The first property is related to the notion
of distance or dissimilarity of objects. Intuitively speaking, an object is different



Multi-aspect Data Analysis in Brain Informatics 101

!

FRONT
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from other objects if it is far away from other objects based on certain distance
functions. Its attribute values must be different from the values of other objects.
One can define distance between objects based on the distance between their
values. The second property is related to the notion of support. Peculiar data
must have a low support.

At attribute level, the identification of peculiar data can be done by finding
attribute values having properties (1) and (2). Let x;; be the value of attribute
A; of the i-th tuple in a relation, and n the number of tuples. Zhong et al [13]
suggested that the peculiarity of x;; can be evaluated by a Peculiarity Factor,
PF(zij),

PF(zi;) =Y N(wij, wx;)” (1)
k=1

where N denotes the conceptual distance, « is a parameter to denote the im-
portance of the distance between x;; and x;, which can be adjusted by a user,
and a = 0.5 as default.

Based on peculiarity factor, the selection of peculiar data is simply carried
out by using a threshold value. More specifically, an attribute value is peculiar
if its peculiarity factor is above minimum peculiarity p, namely, PF(x;;) > p.
The threshold value p may be computed by the distribution of PF as follows:

threshold = mean of PF(x;;)+ (2)
B x standard deviation of PF(x;;)

where 3 can be adjusted by a user, and § =1 is used as default. The threshold
indicates that a data is a peculiar one if its PF value is much larger than the
mean of the PF set. In other words, if PF(x;;) is over the threshold value,
x;; is a peculiar data. By adjusting parameter 3, a user can control and adjust
threshold value.
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4 Application in Multiple Human Brain Data Analysis

4.1 Data Modeling and Transformation

The existing multimedia data such as fMRI brain images and EEG brain waves
might not be suitable for data mining. Hence, a key issue is how to transform
such data into a unique representation format (i.e. table). For such transforma-
tion, we develop a system and cooperatively utilize a software tool called MEDx
(SPM) to formalize, clean and conceptualize fMRI brain images, so that such
images can be represented in a relational data model and stored in a relational
database. Figure 2 shows examples of brain images transformed by using the
MEDx. Furthermore, the ER (Entity-Relationship) model conceptualized fMRI
brain images [14].

SPM Results {Flp < 0.001,df: 2,82
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B 3 ‘ >
’ b o Image Size: 79x95x34 voxels
Voxel Size: 2x2x4 mm
o S Resolution (FWHM):
/ "_ 16.1x16.8x11.8 mm
3 =y i
( «
“\ rd 4
e
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Fig. 2. Examples of brain images transformed by MEDx

Although the brain images transformed by using the MEDx can be repre-
sented in a relational data format, a problem is that the number of such data
is too big. For instance, the number of the data for each subject is 122880 (i.e.
64 (pixels) x 64 (pixels) x 30 (images)). A way to reduce the number of data is
to use a software tool called Talairach Daemon that is based on the Brodmann
map as prior knowledge.

Brodmann assigned numbers to various brain regions by analyzing each area’s
cellular structure starting from the central sulcus (the boundary between the
frontal and parietal lobes). Table 1 provides a general view of brain functions
that refers to the Brodmann map as shown in Fig. 3. In our experiments, the
Brodmann map is used as prior knowledge to obtain the Brodmann area values
from the Talairach Daemon, before using our peculiarity oriented mining system
to analyze the visual and auditory calculation related databases.
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Fig. 3. Brodmann human brain map

Table 1. Functional areas with respect to the Brodmann human brain map

Function Brodmann Area
Vision 17, 18, 19
Audition 22, 41, 42
Body Sensation 1,2,3,5,7
Sensation, tertiary 7, 22, 37, 39, 40
Motor 4,6, 8, 44

Motor, tertiary 9, 10, 11, 45, 46, 47

4.2 The Mining Process of f/MRI Imaging Data

Two peculiarity oriented mining processes, namely mining (1) and mining (2),
are carried out on the fMRI data, respectively. In the process of mining (1), the
prior knowledge of Brodmann areas is used before peculiarity oriented analysis.
This process can be divided into the following steps [14]:

Step 1. Formalize/transform fMRI data by using the MEDx system.

Step 2. Obtain the Talairach Daemon coordinate and active values from the
MEDx data.

Step 3. Get Brodmann area values from the Talairach Daemon.

Step 4. Create the visual and auditory calculation related databases, respec-
tively, by using the Brodman area values. If there are multiple values in
a Brodman area, use the sum of the values.

Step 5. Carry out peculiarity-oriented mining in the visual and auditory calcu-
lation related databases, respectively.

Step 6. Compare/evaluate the results.

On the other hand, in the process of mining (2), our peculiarity oriented
mining is carried out on the fMRI data transformed in MEDx, directly (i.e.
without prior knowledge of Brodmann areas is used before data mining), so that
we will be able to analyze and compare the results of using the Brodmann area
or not.
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4.3 The Mining Process of Brain Waves Data

The mining process of brain-wave data as shown in Fig. 4 is a multi-step one
with data modeling and transformation. Brain wave data are typically a kind
of time series data with noises. Hence, the removal of noises and data modeling
are required. Usually, the low pass filter (LPF) and the band pass filter (BPF)
are employed to remove noises by frequency analysis. However, we applied the
FIR band pass filter that does not need to take into account the gap of a phase,
because we paid our attention to the form of brain waves.

—>‘ Format Transformation }—» Noise Filtering —{ Data Selection
(FIR Filter)

—| Ej S

Text Format #?4»

‘ POM H Data Consolidation H Model Transformation}*

! AN

—{ Evaluating the Mined Results ‘ l

Hho.

The Discovered
Knowlegde

Fig. 4. The mining process of brain wave data

Brain wave data are clustered for every task after noise removal. Furthermore,
it is necessary to differentiate valid brain waves from invalid ones, because the
eye movement like a blink has a remarkable influence on brain waves. The 512
data per sample were extracted from the effective data. Thus we were able to
obtain about 120 samples for each task.

The next important work is the model transformation of brain wave data.
A problem of using peculiarity oriented mining in time series data is that it is
influenced by a phase. That is, it is necessary to shift the cut area of each data
so that the correlation may become strong. Hence, we change the wave data
into 2-variate histogram that makes slope of a line and a potential in order to
leverage the feature of raw data. Such 2-variate histogram data with respect to
a channel can be collected in a two-dimension table as shown in Fig. 5, where v;
denotes the class value of a potential, and d; denotes the class value of a slope.
Furthermore, the frequency of appearance is denoted in a rate a;;, so that they
can be compared equally since the number of each task is different.

In order to investigate how subject A’s brain waves are different from subject
B’s brain waves, it is necessary to calculate the difference between histograms.
For example, let p be the number of subject A’s sample, ¢ be the number of
subject B’s sample, and x;; be the difference of 2 histograms (histograms A
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Fig. 5. The sample of 2-variate histogram

and B). It is not possible to compare each of them by the frequency equally,
because the number of samples of two tasks is different. Hence, frequency a;; and
frequency b;; are converted into percentage a;; and percentage b;;, respectively,
such as a;; = (100 x a;;)/(512 x p) and b;; = (100 x b;;)/(512 % ¢). Thus, the
difference can be computed as x;; = a;; — b;;. As a result, the new histograms
are able to be utilized as the data chunks for peculiarity oriented mining. Such
histogram data with respect to a channel can be collected in a two-dimension
table as shown in Fig. 6, where z is the maximum number of channels and is set
to 24 for our experiments.
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Fig. 6. Structure of mining data

Since our purpose is to find the peculiar channel by finding the difference
of the states in the transformed datasets, the formula of calculating peculiarity
factor needs to be extended from Eq. (1) into Eq. (3).

z

m 1
F(CH,) =YY" N(@ijn, wije)® 3)
k=

1j=11=1

which means calculating the distances among channels after the calculation of
distances for histogram data in each channel. After the calculation of peculiarity
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factors of all 24-channels, the threshold value is computed for judging whether
some channel is peculiar one or not by Eq. (2) in which the 8 is set to 0.1 for
our experiments.

5 Concluding Remarks

We presented a new methodology for investigating human multi-perception
mechanism by combining cognitive technology and peculiarity oriented mining.
We showed that multi-aspect analysis in multiple data sources is an important
data mining methodology in Brain Informatics. The proposed methodology at-
tempts to change the perspective of cognitive scientists from a single type of
experimental data analysis towards a holistic view.

Since this project is very new, we just had preliminary results [8,14,15,16].
Our future work includes studying the neural structures of the activated areas
and trying to understand how a peculiar part of the brain operates and how
it is linked functionally to individual differences in performance by combining
various mining methods with reasoning. Some of lessons in cognitive science
and neuroscience are applicable to novel technological developments in Brain
Informatics, yet others may need to be enhanced or transformed in order to
manage and account for the complex and possibly more innovative practices
of sharing, analyzing and creating data/knowledge that are made technically
possible by the Wisdom Web and Knowledge Grids [6,15].
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Abstract. In this paper, we present an algorithm for detection and
tracking of small objects, like a ping pong ball or a cricket ball in sports
video sequences. It can also detect and track airborne targets in an in-
frared image sequence. The proposed method uses motion as the primary
cue for detection. The detected object is tracked using the multiple filter
bank approach. Our method is capable of detecting objects of low con-
trast and negligible texture content. Moreover, the algorithm also detects
point targets. The algorithm has been evaluated using large number of
different video clips and the performance is analysed.

1 Introduction

Detection and tracking of small and fast moving objects is increasingly becom-
ing important for the sports industry. Critical decisions are now based on the
exploitation of such algorithms. Decision based on very slow motion replays in
football and cricket is already highly pervasive. The objective of this paper is
to develop algorithms which can further assist in making such decisions as well
as in analyzing sports video sequences. The paper focuses on a small segment of
this large task, namely, detection and tracking of small objects in sports video
sequences.

Another important application of detection and tracking is in IR (infrared)
images where,the target of interest could be either a point target or an approach-
ing one (varying target size). This problem is challenging as the intensity of the
target and that of the cluttered background varies with time. Even the shape
and size of the clouds and target may vary from one time instant to another. Be-
cause of these reasons, the methods based on spatial processing, [1] and optical
flow [2] do not help.

In literature, various approaches have been proposed for object detection and
tracking. Techniques such as background registration [3] or background extrac-
tion [4] may not be feasible in sports video sequence due to the non-stationary
nature of the background. Detection of a small moving object based on segmen-
tation of each frame [5] will not be viable, in our case, due to low contrast image
and lack of any texture information. In this paper we propose a method to de-
tect small and fast moving object in sports video sequences using motion as the
primary cue. This work is based on our earlier work on point target detection [6].

S.K. Pal et al. (Eds.): PReMI 2005, LNCS 3776, pp. 108-117, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Along with detection, tracking algorithm also plays an important role. A
variety of methods for tracking multiple targets based on multiple hypothesis
tracking (MHT) and joint probability data association filter (JPDA) have been
proposed in literature [7,8]. A dynamic programming approach (DPA) has been
proposed in [9], and the truncated sequential probability ratio test (SPRT) is
presented in [10] to detect and track targets with straight line trajectories. All
these methods are computationally expensive and have little scope for real time
application. Moreover, these methods are able to track only linear trajectory.

We track the targets using two different methods; (i) modified pipeline al-
gorithm [11] and (ii) filter bank approach [12,13]. The key feature of the filter
bank approach is its ability to track maneuvering as well as non-maneuvering
trajectories in the absence of any apriori information about the target dynamics.

2 Object Detection

2.1 Wavelet Based Detection

We use wavelet transform for temporal filtering [6] as it enables one to detect
and characterize the dynamical behavior of elements present in the scene. We
have used the Haar wavelet because with increase in the number of wavelet
filter coefficients, larger number of image frames are needed by the transform to
do a proper job of detection. The temporal multiscale decomposition facilitates
the construction of the intensity change maps which indicate whether there is
temporal change or not. A two-hypotheses likelihood ratio test is then applied to
validate the temporal changes at each scale. By exploiting this likelihood ratio
test, the issue of motion detection is solved in statistical frame work.

In order to make the detection scheme robust to clutter and noise, post
processing is incorporated. As stated above temporal multiscale decomposition
and hypothesis testing provide the (binary) change detection map. In this map,
nearby small regions are merged using binary morphological operation, namely,
closing (dilation followed by erosion). Next, the change detection map is seg-
mented and all segments having a size larger than a pre-defined threshold are
removed. Small size clutter which appear like small targets are eliminated by
comparing local contrast with a predefined threshold. If it crosses the threshold
it will be a moving target.

2.2 Gradient Based Detection of Small Targets

It is often difficult to detect small objects of low contrast in a highly evolving
background. This algorithm[14], based on spatial gradient thresholding and re-
gion merging, is proposed to overcome the problem and effectively detect small
objects of low contrast in evolving clouds.

The algorithm uses image-differencing technique to register motion. The re-
gions corresponding to variation between frames, wherein there is a target mo-
tion or any displacement would be captured in the difference image. Also, this
eliminates any stationary clutter, assuming the imaging facility is stationary.
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The spatial gradient of the difference image is then obtained by applying
the Sobel operator which identifies the edges in the difference image. The edges
of a target are usually well defined and stronger than those of clouds. Hence,
the target motion registered in the difference image can be separated from the
temporal differences registered by moving (or evolving) clouds, using this as a
cue. A gradient magnitude thresholding is done to highlight target regions i.e.,
the regions of interest (ROI) among the low magnitude variations contributed
by clouds.

The processed images however contain stray pixels corresponding to isolated
noise pixels as well as cloud edge variations. These pixels can be eliminated and
the regions of interest can be located by using a region merging technique like bi-
nary morphological closing. Once the ROI are located in the original frame, local
contrast of these regions within specific windows are inspected. The pixel is then
declared as a target pixel if the local contrast exceeds a predefined threshold.

3 Object Tracking

For object tracking we proposed two algorithms, first one deals with linear and
slow maneuvering target. And the second algorithm is able to track arbitrary
trajectories of the objects.

3.1 Modified Pipeline Based Tracking

The pipeline algorithm is able to detect and track targets having 1-2 pixel move-
ment per frame. To track a target with large movement (20 pixels per frame),
the window size needs to be increased and hence it leads to false alarm due
to increased search neighborhood in continuity filtering algorithm (CFA). Con-
sequently, taking centroid position of Temporal Window Column (TWC) as a
detected target position is not correct, as number of additions per pixel increase
by O(N?) with increase in maximum detectable target movement, where N is
the number of pixels in a frame. To overcome these limitations, modified pipeline
algorithm is developed, a variable slope pipe shown in Figure 1 is used. Pipeline

Frumne Set.

e

Fig. 1. Modified Test Pipe
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algorithm consists of two major components: (i) fixed length TEST PIPE of
temporally adjacent image frames. At each iteration a frame from the bottom of
the test pipe is discarded and new frame is added to the top of the pipe and other
frames are shifted in the pipe by one position. (ii) AND PIPE (AP), consists of
two image frames and a single blank frame called Target Frame (TF). The CFA
uses the AND PIPE to test continuity of the target pixel. The algorithm is as
follows: (1) Initialize the AND PIPE (AP) by adding a frame to the top at each
cycle. (2) Initialize the TEST PIPE (TP) with n—1 frame cycles, where n is the
number of frames in TP. (3) At each time step, (a) A constant acceleration based
Kalman filter is used in a predictor mode, which predicts the target position in
the next frame.(i) Update the AP (ii) Apply the CFA in AP. (b) (i) Update the
TP by adding the output frame of the AP in each cycle to the top of the TP.
(ii) Form a search window around the predicted position given by the Kalman
filter. Apply the TWC at each pixel (X;,Y;) in the search window and sum the
intensities. This greatly reduces the computational load. This sum is given by:

n w/2 l/2

S(X,-,Y,-):Z Z Z I(X; +2,Y; +y,k)

k=lz=—w/2y=-1/2

where n, w and [ are the dimension of the TWC in the TP. (iii) If sum is greater
than threshold (determined by possible target intensities) then go to Step 3(d),
else consider it as occlusion and go back to Step 3(a) for the next time step.
(d) Compute the intensity centroid. Find the Euclidean distance between the
current position and the previous position and compare it against a threshold.
If it is below the threshold then, accept as trajectory pixel and record in the TF
else reject.

The modified pipeline algorithm requires coarse estimate of initial velocity, to
overcome this, the output of target detection phase is used in following manner:
First, the candidate target list is formed using the first two frames, and secondly
using nearest neighbour technique with maximum velocity constraint, candidate
is associated from one list to another list, which provides estimation of velocity
and a new target track is initiated if association is not possible for any candidate
target in the list.

3.2 Multiple Filter Bank Approach

Using a single tuned filter, it is difficult to track complex maneuvering trajec-
tories. We propose a method to track multiple point target movement using
multiple filter bank [12]. The filter bank consists of different types of filters. For
example, in a bank of two filters, one could be a constant velocity filter and the
other could be based on a maneuver model.

In the filter bank, all the filters run in parallel. Nevertheless, at any given
time, only one filter is designated as an active filter - this is the filter whose
output is selected as the predicted position of the target. The validation gate
is formed around this predicted position and only validated observations (i.e.
observation falling inside this validation gate) are used for data association. In
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Validation: consider only those observations
that fall within a prescribed window (validation
gate) around the previously predicted position
of the target given by an active filter
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Fig. 2. Multiple Filter Bank algorithm with two filters

our case, Munkres’ optimal data association algorithm is used for data associa-
tion based on nearest neighbor method. The state vector of other models in a
filter bank is also updated using the same observation. The decision on which
filter becomes the active filter is based on minimum average innovation. The
logical steps for multiple filter bank algorithm are described in Figure 2. An
approach based on the use of multiple filters has been explored earlier [15]. But
in the proposed method switch-over between the filters in the bank is based
on single-step decision logic, and consequently, is computationally more efficient
and performance-wise more robust. For filter switch-over, the innovation error
is accumulated over the past iterations for each filter in the filter bank. It is
averaged and compared with that of other filters. Based on minimum averaged
innovation error for the filter, the switch-over takes place. From our simulations,
we observe that a filter bank with two filters, one based on constant acceleration
model and the other based on acceleration being modeled as colored noise, is
able to track both non-maneuvering and maneuvering targets.

3.3 FPGA Based Tracking Hardware Implementation

Xilinx Virtex-II Pro FPGAs provide one or more embedded PowerPC processor
cores along with FPGA fabric. Combining a PowerPC processor core with the
Virtex-II FPGA fabric brings a huge amount of flexibility, the processor and
FPGA are used together in a way that makes the best use of the power of each
element. The PowerPC provides many different interfaces that are designed for
use in different ways, which are used to enhance the overall performance of the
system and to achieve right balance between the workload of the PowerPC and
FPGA. FPGA logic can be connected to PowerPC interfaces, with software for
the CPU interacting with HDL written for the FPGA.

The Hardware acceleration block takes the Image pixels processes them and
writes them back and thus achieving result better than processor in terms of
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speed. Function of the synchonisation module is to control data access to the
Block RAM and is used for data synchronisation between PowerPC and FPGA
based hardware processing unit. Architecture based decoupling (Figure 3) is
possible as Block RAMs are dual ported, with one side connected to the processor
and other to logic.

PowerPC feeds the hardware acceleration block with data and also controls
and monitors the operation of that logic. This provides a hardware framework
that can be used to implement many other different types of FPGA function
block (wavelet detection, etc.).

Thus the main features of Virtex-1I pro (platform FPGA) based implementa-
tion is that both PowerPC and logic used for design, use of RTOS (e.g. Xilkernel)
for embedded processor, use of customized logic (hardware acceleration unit) for
time critical part alongwith synchonisation unit for data synchronisation be-
tween processor and hardware acceleration unit.
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4 Simulation Results and Performance Analysis

In our simulations, we have used two filters: constant acceleration (CA) and
Singers’ maneuver model (SMM) for the multiple filter bank. For the simulations,
the tracker is setup after object continuity is found in three consecutive frames
in the sequence. We have evaluated the performance of the proposed algorithm
using a number of sequences. Simulation results are presented for two sport
sequences; cricket and ping pong.

The ping pong sequence has 100 frames and was captured with a stationary
camera. In the sequence, the ball does not appear as a full circle due to low con-
trast and shadow effects. Our proposed detection algorithm is able to detect and
track the ping pong ball with such low contrast. Figures 5-(a) and 5-(b) represent
the output of wavelet based detection algorithm at frame 46 and tracking of the
ping pong throughout the sequence. The ping ball enters and leaves the sequence
number of times. To discriminate entering and leaving time instant, each trace of
the tracked ball is represented using different colors. In Figures 5-(b) and 6-(b)
the real trajectory is shown with a solid line, whereas the predicted trajectory is
shown using a dotted line with the same color. In the cricket video sequence we
have 32 frames for detection and tracking. In the cricket sequence, unlike the ping
pong ball sequence, the background has significant motion. Another challenging
aspect is the varying size of the ball due to zoom in and zoom out of the camera.
Our algorithm is able detect and track the cricket ball effectively in spite of these
challenges. The detection output for the cricket sequence is shown in Figure 6-(a).
Figure 6-(b) depicts the tracked trajectory of the cricket ball upto frame 15.

We used our algorithms to detect and track approaching targets in IR se-
quence also. Simulation results for two clips are depicted here. (Note, due to
space limitations, we have depicted the details of trajectories in clip 1 only.) For
clip 1, for all trajectories, initial target signature is of 3 x 3, gradually increasing
to a maximum size of 15 x 11. The enlarged view of the target signature is shown
in Figure 7(c). First trajectory is generated using constant velocity, coordinated
turn and constant acceleration model. The initial position and initial velocity
are set to (9km, 7km) and (280.0m/s, 280.0m/s). Trajectory takes total of four

(a) Detection at frame 46 (b) Trajectory plot upto frame 98

Fig. 5. Ping Pong Ball Detection and Tracking
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Fig. 6. Cricket Ball Detection and Tracking
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(a) Detection at frame 4 (b) Trajectory Plot upto frame 69 (c) IR target signature (Enlarged view)

Fig. 8. Approaching Target Detection and Tracking (clip 2)

turns: (a) from frame 15 to 22 with turn angle 15°, it results in &~ 10.5¢ acceler-
ation, (b) from frame 30 to 36 with turn angle —15° (= 10.27g acceleration), (c)
from frame 43 to 52 with 12° (~ 8.8¢g acceleration) and (d) from frame 58 to 67
with —12° (& 6.1g acceleration). For projecting the trajectory on to the image
plane, the trajectory plane is assumed at 8km depth and rotated about (X,Y,Z)
axis by (15°,25°,12°) respectively. Second trajectory is generated with initial
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Fig. 9. Detected and marked targets

position (7km,7km), initial velocity (300m/s,270m/s) and initial acceleration
(100.0m/s?,80.0m/s?). The trajectory plane is assumed to be at 7km and it
is rotated by 10° about X-axis and by 40° about Y-axis for projection on to
the image plane. Finally, the third trajectory is generated with initial position
(10km, 7Tkm) and initial velocity (320m/s, —260m/s). For projecting the trajec-
tory on to the image plane, the trajectory plane is rotated by 20° about X-axis
and by 30° about Y-axis. Figures 7(a) and 7(b) represent the detection output
at frame 20 and the tracked trajectory upto frame 69. The condensation trail
formed at the wing tips appears as clutter in the sequence. Clip 2 is similar to
clip 1 except for: (a) it has 4 targets, (b) maximum target size is 16 x 7. Figures
8(a) and 8(b) depict the detected target at frame 4, and the tracked trajectories.
The enlarged view of the target signature is shown in Figure 8(c). The gradient
based detection algorithm was used to detect targets in an IR clip. The sequence
consisting of four targets embedded in evolving cloud clutter, were detected are
shown in Figure 9.
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Abstract. In this study, we present a new multi-band image representa-
tion for improving AAM segmentation accuracy for illumination invari-
ant face alignment. AAM is known to be very sensitive to the illumination
variations. We have shown that edges, originating from object boundaries
are far less susceptible to illumination changes. Here, we propose a con-
tour selector which mostly collects contours originating from boundaries
of the face components (eyes, nose, chin, etc.) and eliminates the others
arising from texture. Rather than representing the image using grey val-
ues, we use Hill, Hue and Grey value (HHG) for image representation.
We demonstrate that HHG representation gives more accurate and reli-
able results as compared to image intensity alone under various lighting
conditions.

1 Introduction

Face recognition is an active research topic in image processing and computer
vision. Recent years have seen large efforts in searching for a face recognition
system which is capable of working with images captured under various light-
ing conditions including different poses for apparent security reasons. Proposed
algorithms could be summarized as sketch-based, feature-based and appearance-
based. Most of the proposed algorithms either assume that there is a constant
background or face image is already segmented from the background. Also, they
require that the frontal view of the face is used under homogeneous illumina-
tion condition. Since the transformations (e.g., Fourier, Wavelet, and Karhunen-
Loeve) used in these algorithms are linear, all nonlinear degradations on the
input face image cause recognition performance to drop drastically [1].

There are several leading studies in transform-based approaches. Probably
most well known is eigenface [2]. It has been known that eigenface is very sensitive
to shape, pose, mimic and illumination changes. Ezzat and Poggio [3] developed
a similar method which is capable of synthesizing face images from training face
database. Unfortunately generalization performance of their approach is poor.
In the work of Nastar et al. [5] shape and appearance model based on a 3D
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Fig. 1. Overview of the proposed method

appearance of grey level surface was used to synthesize human face. They tried
to exactly synthesize face shape and texture by using three dimensional grey level
surface model. Since the matching algorithm they offered gets easily trapped at
local minimum, the use of method is very limited. Lanitis et al. [6] presented a
similar method which models shape and normalized texture separately. Edwards
improved this model further by exploiting the relationship between shape and
texture. Edwards et al. [7] then offered a fast method to grap face by fitting the
Active Shape Model (ASM) through least square minimization. The face is then
normalized with respect to the fitted shape model in order to extract grey level
texture. Although this approach yields satisfactory results, one cannot always
obtain stable model parameters in the presence of variations [4]. This is due to
the fact that the model does not completely utilize the face texture inside the
face region.

In this study, Haar cascade classifier is used to detect face region from the
input image using Haar wavelet features. Once the face region is detected, face
components are extracted by applying AAM [15] [20] [4] [16]. Since AAM con-
tains shape information, the pose and direction of the face can be directly es-
timated from the shape and then the face could be easily aligned to the mean
shape. Our work is based on the use of Hill images obtained from selected edge
segments together with modified Hue values as in [17], instead of grey values.The
overview of the proposed method is depicted in Fig.1 The remainder of this pa-
per is organized as follows: Section 2 describes how AAM is initialized by using
Haar Cascade Classifier. Section 3 describes how salient face components are
extracted. Details of the multi-band (HHG) representation are discussed in Sec-
tion 4. Experimental results are presented in Section 5. Conclusions and future
works are given in Section 6.

2 Face Detection and Model Initialization

The first step in our face alignment system is to detect face region from the
still image. This is achieved by using Haar Cascade Classifier (HCC) which is
scale invariant and can cope with pose variations to some degree. HCC has been
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successfully used in many object recognition applications. The classifier was first
proposed by Viola and Jones [10] [11] and then enhanced by Lienhart [12].

The classifier is trained by the images taken from face (positives) and non-face
(negatives) regions of the size 20 by 20. After successful training, the classifier
produces 1 where there exists a face and 0 otherwise [12]. HCC can only give a
rough estimate of the face region.

We have used Active Appearance Model (AAM) to extract face landmark
points. Initialization of AAM is very important for the convergence. Any im-
proper initialization results in erroneous model convergence and consequently
yields wrong landmarks. To avoid dependence on initialization, HCC result is
used in order to initialize the AAM automatically (Fig.2). It helps both better
initialization and fast convergence of the model.

(c)

Fig.2. AAM initialization: (a) Initialization of AAM by using mean shape without
HCC, (b) AAM result for (a), (c) Initialization of AAM by using HCC, (d) AAM
result of (c)

3 Face Modeling

In this section, we concentrate on face alignment problem. Face alignment is
required to obtain high recognition rates in any face recognition system. Recent
studies are centered on around this problem. Proposed solutions are generally
model-based algorithms. Active Appearance Model (AAM) is the most promising
algorithm among the model-based solutions. AAM can compute fast, deformable
and robust matching between the model and the original image by utilizing the
relationship between the shape and the texture. In this study, we use AAM to
extract salient points on human face.
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3.1 Active Appearance Model

Any human face can be synthesized from the model which is trained by the
training database. The database is prepared by a human observer selecting the
landmark points. Once the model is constructed, any given face can be mapped
to the model space by minimizing the residual error between the original face
image and the synthesized face image. The landmark points on the face im-
ages are selected by the human observer. Assume that the points belonging to
the ith face image are denoted as {(S;,T;)}. Where S; is a set of points con-
taining shape information such that S; = {(x1,11), (z2,92), ..., (zx,yx)} and
T; contains texture information at S;. AAM is obtained by applying principal
component analysis on {(S;,T;)}

S = 5 + PSS (1)

T=S+Pt (2)

where S is called mean shape and T is called mean texture. s and t are the

eigenvectors corresponding to the m largest eigenvalues. Any face image can be

easily mapped to the model by multiplying the difference between the original
image and the mean signal with the covariance

S =Pl(S-25) (3)

T =PIT -T). (4)

Any change on the shape leads to a change on texture since AAM model space is

composed of the texture and shape subspaces [9]. Hence the appearance model
(A) for any given image can be obtained by the formula

(%)

where A denotes diagonal shape weight matrix. Principal component analysis can
be applied to A in order to reveal the relationship between shape and texture
subspaces

A= P, (6)

where a are the eigenvectors corresponding to the m largest eigenvalues.

4 Multi-band HHG Image Representation

In this section, we explain the basic components of our Hill, Hue and Grey value
(HHG) based multi-band image representation.

4.1 Face Contour Detection

Classical AAM trained with raw RGB values fails at modeling the faces captured
under different illuminations even if the face exists in the training database. This
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is due to the fact that AAM makes use of texture resemblance in minimization.
This makes AAM very sensitive to illumination variations. It suggests that a
feature less sensitive to illumination changes is required rather than using texture
alone. We have showed that contours originating from object boundaries are far
less susceptible to illumination variations [19] [20]. Fortunately face components
such as eyes, eyebrows, nose and lips correspond to object boundaries. Another
observation is that contours arising from texture disappears at large scales. This
shown in Fig.3(c). We utilized the Generalized Edge Detector (GED) [13] [14],
which combines the most of the existing high performance edge detectors under
a unified framework. Most important part of the contour extraction algorithm
is to select the perceptually important contours among these contours obtained
by tracing these edges. This is achieved by assigning a priority to each contour
by simply calculating the weighted sum of the normalized contour length, the
average contrast along normal direction and the average curvature. The priority
assigned to the contour C; is given by (7).

Pm’om'ty(C’i) = Wiength * Length(ci) + Weontrast * C’ontrast(C’i) +
Weurvature - Curvature(Cy) (7)
By means of our contour ordering we can obtain perceptually important contours

mostly resulting from object boundaries by selecting only the leading contours
in this order and omitting the others, as shown in Fig.3.

Fig. 3. Contour detection under different illumination: (a) Original image, (b) Detected
edges at a small scale, (¢) Selected contours
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4.2 Membrane Fitting over Edges

By using an appropriate surface reconstruction algorithm, a dense image can be
obtained from sparse edge map. To overcome the locality problem of edges, a
membrane functional (9), can be applied to edge maps by minimizing.

Bntog) = [ [ (7= oty x [ [ (724 oy (3)

Ry (z,y; A) = 1/2xe~ [(l+1yD/A] o)

The spread edge profiles obtained by this membrane fitting gives rise to a dense
image called ”Hill” [19]. Hills have high values on boundary locations and de-
crease as we move apart from edges. It is known that, minimizing the membrane
functional is equivalent to convolving the data with a first order regularization
filter [14], which is shown in Fig.4(b). The details of the Hill representation are
given in [19]. In our approach, first the goal oriented edge detection is applied by
sorting edges and selecting meaningful contours describing a face. The detected
contours are filtered with R-filter which has a very good localization performance
while smoothing the edges. Resulting hill image is shown in Fig.4(c). Filtering
the selected edges instead of using the contours alone improves the convergence
of AAM under varying illumination conditions [21].

Fig. 4. Membrane fitting: (a) Original face image, (b) Regularization filter kernel, (c)
Hill image

4.3 HSYV Color Conversion

A disadvantage of the use of raw RGB values in AAM is its sensitivity to illumi-
nation changes. On the other hand, the HSV color space has some advantageous
to expose the significant features for face recognition. It is well known that Hue
band is less sensitive to illumination changes than raw intensity values. One
way to increase tolerance toward intensity changes in image is to transform the
RGB into a color space where intensity and chromaticity are separated and then
use chromaticity part. Changes in illumination can have harsh inferences on the
skin color distribution. These changes can be reduced in HSV color space. Thus
we used Hue component for our multi-band image representation to get further
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Fig. 5. Multi-band image representation: (a) Value band, (b) Hill band, (c¢) Hue band.
(d) HHV image representation.

robustness to the illumination variation. The image, represented in RGB is con-
verted to HSV. Hue is represented as an angle (0-360 degrees) and saturation
as a real number between 0 and 1. We used modified version of Hue band for
multi-band image representation as in [17]. Thus our multi-band model consists
of the hill band, modified hue band and grey value band.

5 Experimental Results

In our experiments we have used IMM face database [18]. The image resolution
is 3202240. 74 color images which have full frontal face, neutral expression are
selected and used in our experiments. 37 images with no spotlight are used for
training and the remaining 37 images which have spot light added at the per-
son’s left side are used for testing. Face detection module gives a rough estimate
of the face region. AAM performs the search in the region HCC suggests. Since
the search starts at a point closer to the optimal solution, fast convergence is
obtained and we escape from poor local minimum. Classical AAM yields sat-
isfactory results provided that test images whose illumination is similar to the
training images.

Since AAM is principal component analysis based approach, illumination
changes cause AAM to match the model to wrong face components. Models
based on raw intensity tend to be sensitive to changes in lighting conditions.
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Thus models built based on one data set may not give good results on different
face data set which is taken under different lighting condition.

Edge based representation tends to be less sensitive to lighting changes than
raw intensity [20]. We experimentally prove that object boundaries are less sen-
sitive to light conditions when compared to intensity. We obtain high accuracy
segmentation results with AAM when multi-band HHG images are used. When
classical AAM is used, it can be easily verified from the Fig.6(a) that segmented
face components move towards the spot light direction. Fig.6(b) shows the seg-
mentation result obtained with proposed algorithm where hills from selected
contours are used. Since contours arising from object boundaries are less sen-
sitive to illumination variations, the proposed AAM can still capture the face
model accurately.

The accuracy of the segmentation is computed as the point-to-point (pt.-
pt.) and point to curve (pt.-crv) distance measures. Pt.-pt measures Euclidean
distance between corresponding landmarks of the model and the ground truth,

Fig. 6. Face segmentation results: Top:(a) Original AAM results, Bottom:(b) HHG
based AAM results

Table 1. Face segmentation results for test images (320x240)

Method Mean pt.-pt. Error Mean pt.-crv. Error
Original AAM (RGB) 2.844+0.78 1.35+0.49
Stegmann’s Method (VHE) 2.63 +0.64 1.27 £ 0.40

Proposed Method (HHG) 2.28 £0.10 1.00 £ 0.03
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whereas pt.-crv. measures the shortest distance to the curve in a neighborhood
of the corresponding ground truth landmark [17]. The comparative results are
given in Table.1. It’s seen that HHG outperforms both original AAM and the
VHE multi-band based AAM with grey values, hue and edge strength.

6 Conclusion and Future Work

We proposed a novel multi-band image representation (HHG) for AAM. The
HHG utilizes the hill images obtained by fitting a membrane to the selected
contours detected by the Generalized Edge Detector (GED). We compared the
performance of original AAM, VHE [17] based AAM and HHG based AAM. We
have shown that HHG representation based AAM gives the best performance as
compared to the original intensity and VHE based models. Our method can be
thought as a extension of the Stegmann’s paper [17]. HHG based AAM locates
the points more accurately than the others for test images which taken under
different illumination condition, because Hill images are obtained by smoothing
the most prominent edge contours in the face image gathered by means of an
efficient and effective edge ordering scheme. When compared to the original AAM
and VHE, the proposed method is more accurate in segmentation, more robust
to initialization and less sensitive to illumination condition. The performance of
the proposed scheme on larger face databases is currently under investigation.
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Abstract. This paper provides an overview of a number of techniques
developed within our group to perform 3D reconstruction and image
segmentation based of the application of energy minimisation concepts.
We begin with classical snake techniques and show how similar energy
minimisation concepts can be extended to derive globally optimal seg-
mentation methods. Then we discuss more recent work based on geodesic
active contours that can lead to globally optimal segmentations and re-
constructions in 2D. Finally we extend the work to 3D by introducing
continuous flow globally minimal surfaces. Several applications are dis-
cussed to show the wide applicability and suitability of these techniques
to several difficult image analysis problems.

1 Introduction and Time-Line

In 1992 we began a research project to automatically segment cell images from
Pap Smear slides for the detection of cancer of the cervix. We investigated sim-
ple techniques based on edge detection, grayscale thresholding, and grayscale
morphology (e.g., watersheds), but could only achieve accurate segmentation on
about 60% of cell images. In 1997 we started looking at dual snake energy min-
imisation techniques as proposed by Gunn [1], but this method suffered from
poor robustness. However, Gunn did suggest a fast globally optimal method
based on converting the circular contour finding problem into a linear trellis and
then applying the Viterbi shortest path finding algorithm. This approach worked
extremely well as reported by Bamford and Lovell [2] and yielded 99.5% correct
segmentation on a cell database of nearly 20,000 cell images.

As this method was so remarkably effective on cell images there was little in-
centive to improve the method for the Pap Smear problem itself, but we still held
a desire to develop energy minimisation techniques which were more general. In
2002, Appleton and Sun [3] put the problem of representing closed contours on
a linear trellis on to a firm mathematical basis. Then, in 2003, Appleton and
Talbot [4,5] extended and generalized the energy minimisation approach to han-
dle the optimal segmentation of planar concave objects as well as convex images
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such as cells. This extension avoided dependance on a coarse discretization grid
so that grid-bias could be removed. The extension to 3D was achieved in late
2003 by Appleton and Talbot [6] by converting the shortest path techniques into
an equivalent continuous maximum flow /minimal surface problem.

In this paper we outline the various energy minimisation segmentation tech-
niques and show how they can be applied to solve quite difficult segmentation
and reconstruction problems from diverse domains such as volumetric medical
imaging to multiview reconstruction.

2 Cell Image Segmentation Using the Viterbi Shortest
Path Method

Although the use of active contours [7] is well established, it is well known that
these methods tend to suffer from local minima, initialisation, and stopping
criteria problems. Fortunately global minimum energy, or equivalently shortest-
path, searching methods have been found which are particularly effective in
avoiding such local minima problems due to the presence of the many artefacts
often associated with medical images [8,9,10].

An energy minimization method employed was based on a suggestion in [1]. A
circular search space is first defined within the image, bounded by two concentric
circles centralised upon the approximate centre of the nucleus found by an initial
rough segmentation technique (e.g., converging squares algorithm). This search
space is sampled to form a circular trellis by discretising both the circles and a
grid of evenly-spaced radial lines joining them (figure 1). This circular trellis is
then unwrapped in a polar to rectangular transformation yielding a conventional
linear trellis.

Fig. 1. Discrete search space

Every possible contour that lies upon the nodes of the search space is then
evaluated and an associated energy or cost function is calculated. This cost is
a function of both the contour’s smoothness and how closely it follows image
edges. The relative weighting of the cost components is controlled by a single
regularization parameter, A € [0, 1]. By choosing a high value of A, the smooth-
ness term dominates, which may lead to contours that tend to ignore important
image edges. On the other hand, low values of A\ allow contours to develop sharp
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corners as they attempt to follow all high gradient edges, even those which may
not necessarily be on the desired object’s edge. Once every contour has been eval-
uated, the single contour with least cost is chosen as the global solution. The
well-known Viterbi algorithm provides an efficient method to find this global
solution as described in [2].

A data set of 19946 Pap stained cervical cell images was available for testing.
The single parameter A\ was empirically chosen to be 0.7 after trial runs on
a small sub-set of the images. The effect of the choice of A on segmentation
accuracy on this trial set is shown by the graph of figure 2. Figure 3 shows a
value of A = 0.7 as being the most suitable for these particular images. Every
image in the data set was then segmented at A = 0.7 and the results verified by
eye. Of the 19946 images, 99.47% were found to be correctly segmented.

Percentage Correct Segmentations

0 0‘1 0‘2 0‘3 0‘4 0‘5 0‘6 0‘7 0‘8 0‘9 1
Lambda

Fig. 2. Plot of percentage of correct segmentations against A for a set of images con-

sisting of known ‘difficult’ images and randomly selected images

With A set at 0.0, the smoothness constraint is completely ignored and the
point of greatest gradient is chosen along each search space radius. Previous
studies [11] have shown that for approximately 65% of images, all points of
greatest gradient actually lie upon the nucleus cytoplasm border, so these “easy”
cell images will be correctly segmented. For the remaining 35% of images, a large
gradient due to an artefact or darkly stained chromatin will draw the contour
away from the desired border. As A increases, the large curvatures present in
these configurations become less probable (figure 3).

Comments: We show in [12] that the above segmentation method can be viewed
as the application of hidden Markov model techniques where the transition ma-
trix is determined by the curvature constraints and the observation matrix is de-
termined by the gradient image. Conceptually the Viterbi algorithm progresses
like a planar wavefront through the linear trellis in a manner not unlike an elec-
tromagnetic wave passing through a waveguide. Later when we look at the fast
marching [13,14] and Dijkstra’s[15] shortest path algorithm, we see that these
two algorithms are more akin to spherical electromagnetic wavefronts propagat-
ing in free space.
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Fig. 3. The effect of increasing A. a) A =0.1, b) A =0.2, ¢) A =0.5.

A rather unsatisfactory step in the above development is the formation of the
linear trellis from the circular domain and the actual determination of the short-
est path. A simple way to find shortest paths on the linear trellis that correspond
to closed contours in the image domain is to replicate the M nodes where we un-
wrap the circular domain such that the last column of nodes in the trellis ia a
copy of the first column. Then if there are M such nodes in a column, we would
need to evaluate each of the M paths starting and finishing on the same node
i €10...M — 1]. This would require M evaluations of the Viterbi algorithm.

Gunn [1] suggests a heuristic whereby we choose node i where the image
gradient is maximal (i.e., likely to be on the cell boundary), then we find the
shortest path beginning and ending at i. Even if the first node ¢ is not actually
on the cell boundary, halfway around the cell image the nodes on the shortest
path are very likely to be on the boundary. So we rotate the wrapping point
180° and rerun the Viterbi algorithm starting from this node. In our case we
selected M'=30, so we can replace 30 Viterbi evaluations with just 2. Although
this heuristic works very well in practice, in theory there are clearly situations
where it could fail.

Appleton and Sun [3] investigated this general problem of circular shortest
paths. Their method is guaranteed to find the shortest circular path and uses
a branch and bound technique to quickly locate it. The root of the branch and
bound search tree consists of the entire first column of nodes. The shortest
path to the other end of the trellis is found and this forms a lower bound on
the circular shortest path. The root node is then split in two and the shortest
path algorithm run again keeping only paths that are circular. By applying this
process recursively the node on the circular shortest path is quickly identified.

However despite this improvement a major shortcoming of all methods based
on a polar to rectangular mapping is the inability to handle concave contours,
thus severely limiting their application domain.

3 Globally Optimal Geodesic Active Contours

The classic active contour or snake model proposed by Kass [7] modelled a
segmentation boundary by a series of point masses connected by springs. This
explicit view of curves as a polygon was replaced by an implicit view of curves
as the level set of some 3D surface by Osher and Sethian [16]. Level sets offer
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significant advantages over traditional snakes including improved stability and
much better handling of topology (e.g., segmentation of multiple objects with
just one contour). Another advance came in the form of geodesic active contours
as proposed by Caselles et al [17]. They demonstrated the equivalence of their
energy function to the length of a geodesic (i.e., path of least cost, path of least
time) in an isotropic space. A problem with traditional geodesic active contours
is that they are a gradient descent method and thus have all the usual problems
of initialisation, termination, and local maxima associated with such methods.
They just do not have the stability and simplicity of application of globally
optimal segmentation methods.

The globally optimal method we outline here finds closed contours in the
image domain itself rather than unwrapping the image through polar to rectan-
gular transformation. Working in the image domain means that we cannot find
simple shortest paths as that would cause a bias towards small contours. Instead
we use a contour energy of the form [18]

E[C] = f I ds (1)
cT

where g is a measure of probability of being on the boundary (e.g., gradient) and

r is the radius of the contour C'. Thus all circles centred on the origin would have

the same contour energy. Another innovation is to find the minimal contour as an

open path in an augmented helicoidal representation that allows us to represent

concave contours as illustrated in figure 4.

We use the Fast Marching Algorithm [13] to find the surface of minimal
action, also known as the distance function, whose gradient curves form minimal
geodesics. This algorithm finds the surface of minimal action by considering it
as the first time-of-arrival of a wavefront emanating from the starting point and
travelling with speed ;, where ¢ is usually the image gradient as before. The

algorithm is identical to Dijkstra’s shortest distance algorithm [15] apart from

N

(a) b)

Fig. 4. The helicoidal representation of the cut-concave shape from [18]. (a) open curve
(b) closed curve.
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(a) (b)

Fig. 5. Globally optimal geodesic active contours applied to overlapping objects from
[18]. The cells (a) are separated despite the weak intesity gradient between them (b).

-
#

(a) (b

Fig. 6. Segmentation of MRI image of a concave contour, the corpus callosum in a
human brain, from [18]. (a) is the original Image and (b) is the segmentation via
globally optimal geodesic active contours.

the need to update g. Figures 5 and 6 show some segmentation results from the
globally optimal geodesic active contours method.

4 Globally Minimal Surfaces

The planar segmentation technique outlined in the last section cannot be ex-
tended to higher dimensions, so we need an entirely new approach. Minimum
cuts and maximum flow techniques are naturally suited to globally optimal seg-
mentation in higher dimensions. Although this has been tried in the past with
discrete approximations, Appleton and Talbot [6] have developed a method
based on continuous maximal flows by solving a system of partial differential
equations. It is shown [18] that this method gives identical results to the pre-
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Fig. 7. Segmentation of the hippocampi from an MRI dataset from [18]

Original images Reconstruction

Fig. 8. Multiview reconstruction using globally minimal surfaces for post-processing
based on [19]

vious globally optimal geodesic active contour method in the case of planar
images. Figure 7 shows the segmentation of volumetric MRI data and figure 8
shows the 3D reconstruction from multiview images using minimal surfaces as a
postprocessor.

5 Conclusions

These globally optimal energy minimisation methods are fast, very easy to apply,
and tend to yield robust solutions. Future work is focussed on integrating these
techniques with statistical shape models to develop an 3D EM-like algorithm
incorporating prior knowledge for detection and segmentation of known shapes.
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Abstract. In many application areas of imaging sciences, object information
captured in multi-dimensional images needs to be extracted, visualized,
manipulated, and analyzed. These four groups of operations have been (and are
being) intensively investigated, developed, and applied in a variety of
applications. In this paper, we put forth two main arguments: (1) Computers are
digital, and most image acquisition and communication efforts at present are
toward digital approaches. In the same vein, there are considerable advantages
to taking an inherently digital approach to the above four groups of operations
rather than using concepts based on continuous approximations. (2)
Considering the fact that images are inherently fuzzy, to handle uncertainties
and heterogeneity of object properties realistically, approaches based on fuzzy
sets should be taken to the above four groups of operations. We give two
examples in support of these arguments.

1 Introduction

In imaging sciences, particularly medical, there are many sources of multidimensional
images [1]. For ease of further reference, we will refer to a multidimensional image
simply as a scene and represent it by a pair C = (C, f), where C, the scene domain, is a
multidimensional rectangular array of spatial elements (spels for short), and f, the
scene intensity, is a function that assigns to every spel a vector whose component
elements are from a set of integers. There is usually an object of study for which
the scene is generated. This may be a physical object such as an organ/tissue
component, a tumor/fracture/lesion/an abnormality, a prosthetic device, or a phantom.
It may also be a conceptual object such as an isodose surface in a radiation treatment
plan, an activity region highlighted by PET or functional MRI, or a mathematical
phantom. The objects may be rigid, deformable, static, or dynamic. For example,
the bones at a moving joint represent a dynamic, rigid object assembly. The heart
muscle and the blood pool in the various chambers constitute a dynamic, deformable
object assembly. We note that, most frequently, we are given one scene with
scalar-valued intensities relating to an object of study. Often multiple scenes (each
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with scalar- or vector-valued intensities) from multiple modalities such as CT, MRI,
PET, CTA, MRA, and fMRI are also given. We will refer to any operation, which,
for a given set of multimodality scenes of an object of study, produces information
about the object of study, as 3D imaging. The information may be qualitative - for
example, a 3D rendition of a static object, an animation sequence of a dynamic object
or an animation sequence of a static object corresponding to different viewpoints. It
may be quantitative - for example, the volume of a static object, and the rate of
change of volume of a dynamic, deformable object, the extent of motion of a rigid
dynamic object. The purpose of 3D imaging is, therefore, given multiple scenes as
input, to output qualitative/quantitative information about the object of study.

In this exposition, we will argue with strong evidence that, since the scenes are
inherently digital, we should take entirely digital approaches to realize all 3D imaging
operations. We also suggest that, since object information in scenes is always fuzzy,
we should take approaches that are based on fuzzy set concepts. The need to fulfill
these strategies opens numerous problems that are inherently digital in both hard and
fuzzy settings. The reader is referred to [2] for a detailed account of 3D imaging
operations and their medical applications.

3D imaging operations may be classified into four groups: preprocessing,
visualization, manipulation, and analysis. All preprocessing operations aim at
improving or extracting object information from the given scenes. The purpose of
visualization operations is to assist humans in perceiving and comprehending the
object structure/characteristics/function in two, three and higher dimensions. The
manipulation operations allow humans to interactively alter the object structures
(mimic surgery, for example). The analysis operations enable us to quantify object
structural/morphological/functional information.

2 Go Digital, Go Fuzzy

Any scene of any body region exhibits the two following important characteristics of
the objects contained in the body region.

Graded Composition: The spels in the same object region exhibit heterogeneity of
scene intensity due to the heterogeneity of the object material, and noise, blurring, and
background variation introduced by the imaging device. Even if a perfectly
homogeneous object were to be imaged, its scene will exhibit graded composition.

Hanging-togetherness (Gestalt): In spite of the graded composition, knowledgeable
humans do not have any difficulty in perceiving object regions as a whole (Gestalt).
This is a fuzzy phenomenon and should be captured through a proper theoretical and
computational framework.

There are no binary objects or acquired binary scenes. Measured data always have
uncertainties. Additionally, scenes are inherently digital. As seen from the previous
section, no matter what 3D imaging operation we consider, we cannot ignore these
two fundamental facts — fuzziness in data and their digital nature.

We have to deal with essentially two types of data - scenes and structures. We
argue that, instead of imposing some sort of a continuous model on the scene or the
structure in a hard fashion, taking an inherently digital approach, preferably in a fuzzy
setting, for all 3D imaging operations can lead to effective, efficient and practically
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viable methods. Taking such an approach would require, in almost all cases, the
development of the necessary mathematical theories and algorithms from scratch. We
need appropriate theories and algorithms for topology, geometry and morphology, all
in a fuzzy, digital setting, for dealing with the concept of a "structure" in scenes. Note
that almost all the challenges we raised in the previous section relate to some form of
object definition in scenes. Therefore, they all need the above mathematical and
algorithmic developments. Additionally, since we deal with deformable objects (all
soft-tissue organs, and often even bone, as in distraction osteogenesis — the process of
enlarging or compressing bones through load applied over a long period of time), we
also need fuzzy digital mechanics theories and algorithms to handle structure data
realistically for the operations relating to registration, segmentation, manipulation and
analysis. Because of the digital setting, almost all challenges raised previously lead to
discrete problems. Since we are dealing with n-dimensional scenes, the mathematics
and algorithms need to be developed for hard and fuzzy sets of spels defined in n-
dimensions.

In the rest of this section, we shall give two examples of digital/fuzzy approaches
that motivated us to the above argument. The first relates to modeling an object as a
3D surface and visualizing it. The second relates to the fuzzy topological concept of
connectedness and its use in segmentation.

2.1 Polygonal Versus Digital Surfaces

In hard, boundary-based 3D scene segmentation (e.g., thresholding approaches), the
output structure is often a 3D surface. The surface is represented usually either as a
set of polygons (most commonly triangles [3]), or in a digital form [4] as a set of
cubes or as a set of oriented faces of cubes. We shall describe in some detail how both
the representation and rendering of such surfaces is vastly simpler and more efficient
using digital approaches than using polygonal or other continuous approximations for
them.

Let us consider the representation issues first. We shall subsequently consider the
rendering issues. It is very reasonable to expect these surfaces to satisfy the following
three properties since surfaces of real objects possess these properties. (1) The surface
is connected. (2) The surface is oriented. This means that it has a well defined inside
and outside. (3) The surface is closed; that is, it constitutes a Jordan boundary. The
latter implies that the surface partitions the 3D space into an “interior” set and an
“exterior” set such that any path leading from a point in the interior to a point in the
exterior meets the surface.

The definitions of connectedness, orientedness, and Jordan property are much
simpler, more natural and elegant in the digital setting using faces of cubes (or cubes)
than using any continuous approximations such as representations via triangles. These
global concepts can be arrived at using simple local concepts for digital surfaces. For
example, orientedness can be defined by thinking of the faces to be oriented. That is,
a face with a normal vector pointing from inside of the surface to its outside in the —x
direction is distinguished from a face at the same location with a face normal in
exactly the opposite direction. Usually the surface normals at various points p on
these surfaces (in both the polygonal and the digital case) are estimated independent
of the geometry of the surface elements, for example, by the gradient at p of the
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intensity function f of the original scene from which the surface was segmented. The
gradient may also be estimated from other derived scenes such as a Gaussian
smoothed version of the segmented binary scene. Since the surface normals dictate
the shading in the rendering process, the surface elements are used here only as a
geometric guide rather than as detailed shape descriptors of the surface. Therefore the
digital nature of the geometry introducing “staircase” effects in renditions can be
more or less completely eliminated. Since the surface elements in the digital case are
simple and all of identical size and shape, they can be stored using clever data
structures that are typically an order of magnitude more compact (Figure 1) than their
polygonal counterparts [5]. Finally, there is a well-developed body of literature
describing the theory of digital surfaces that naturally generalizes to n-dimensions for
any n. Such a generalization is very difficult for polygonal representations.

Fig. 1. Comparison of shell rendering and vs. triangulated surfaces. Top row: Triangulated
surface via Marching Cubes/OpenGL requiring 3.4 sec on an SGI Reality Engine II. Bottom
row: Shell Rendering requiring 0.85 sec on a 300MHz Pentium.

Let us now come to the rendering issues. Rendering of digital surfaces is
considerably simpler and more efficient than that of polygonal surfaces, the main
reason being the simplicity of the surface elements and of their spatial arrangement in
the former case. There are mainly two computational steps in any rendering
algorithm: hidden surface removal and shading. Both these steps can be considerably
simplified exploiting the special geometry of the surface elements, reducing most
expansive computations to table lookup operations. For example, the faces in a digital
surface can be classified into six groups based on their face normals (corresponding to
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the directions (+x, +y, +z, -X, -y, -z)). For any viewpoint, all faces from at least three
of these groups are not visible and hence can be discarded without doing any
computation per face. There are other properties that allow the rapid projection of
discrete surfaces in a back-to-front or front-to-back order by simply accessing the
surface elements in some combination of column, row, and slice order from a
rectangular array. Triangular and other continuous approximations to surfaces simply
do not possess such computationally attractive properties. It was shown in [5] based
on 10 objects of various sizes and shapes that, digital surface rendering entirely in
software on a 300 MHz Pentium PC can be done about 4-17 times faster than the
rendering of the same objects, whose surfaces are represented by triangles, on a
Silicon Graphics Reality Engine II hardware rendering engine for about the same
quality of renditions. Note that the Reality Engine II workstation is vastly more
expensive than the Pentium PC. Figure 1 contains an example of digital and
polygonal surface rendering.

The design of rendering engines such as Reality Engine II was motivated by the
need to visualize, manipulate, and analyze structure systems representing human-
made objects such as automobiles and aircrafts. Early efforts in modeling in computer
graphics took, for whatever reason, a continuous approach. Digital approaches to
modeling have originated mostly in medical imaging [6] and have recently been
applied also to the modeling of human-made objects [7] with equal effectiveness.
Digital approaches are more appropriate for modeling natural objects (such as internal
human organs) than continuous approaches. Natural objects tend to be more complex
in shape and morphology than human-made objects. The applications of digital
approaches to human-made objects [22] have demonstrated that the latter are equally
appropriate even for human-made objects.

2.2 Traditional Volume Rendering Versus Digital Volume Rendering

Surface rendering as described in the previous section is distinguished from volume
rendering in that geometric surface primitives such as triangles, rectangular faces of
voxels, or geometric representations of the voxels themselves are employed as an
intermediate representation in surface rendering [8]. Surface rendering typically
employs a binary representation of a surface that is produced via some segmentation
scheme. On the other hand, volume-rendering methods do not employ geometric
primitives [9] and therefore do not need a binary or explicit hard representation of
objects within the three-dimensional space. Although an explicit binary representation
of the surface of objects is not required in volume rendering, classification techniques
are employed [9] to assign object membership values to points in the three-
dimensional space. This process is naturally viewed as the process of determining a
“transfer function” that assigns to each point an opacity value based on the scene
intensity at that point in the given three-dimensional scene. Given the fact that volume
rendering employs classification techniques, one might argue that this is analogous to
a segmentation scheme employed in surface rendering although done in a fuzzy
manner (see [2], Chapter 1 for a detailed discussion of such matters). The main
difference between surface and volume rendering lies in the number and types of
elements that are projected onto the screen. Surface rendering methods project only
those elements that comprise the surface. Volume rendering techniques, on the other
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hand, project typically all of the voxels that are elements of the three-dimensional
volume onto the screen. The transfer function is “consulted” as each voxel is
projected to determine its contribution or influence on what appears on the screen.
The transfer function (or lookup table) may indicate little or no contribution, a large
contribution, or any amount in between. For a detailed comparison of a particular
surface rendering method and a particular volume rendering method, one may refer to
Udupa [10].

The general method of volume rendering was first proposed in Levoy [8], and
Drebin  [11]. The classification process associates a  quadruple

<R(x), G(x), B(x), a(x)> with each scene intensity X occurring in C.

R,G, B are the red, green, and blue components, respectively, and & € [0,1] is

referred to as opacity with & =1 corresponding to 100% opacity (opaque) and
o = 0 representing complete transparency. Rays are then cast through the classified
volume orthogonal to the projection plane from every pixel in the projection plane.
Values for discrete sample points along each ray are computed typically by trilinear
interpolation, as the ray does not usually pass through voxel centers or grid points
exactly. Compositing along each ray typically occurs in back-to-front order with
respect to the screen or viewing direction. A variety of operators such as over,
attenuate, MIP or sum (similar to radiographic projection) have been proposed. A
specific hardware implementation of the above algorithm called “texture-mapped
volume rendering” was first outlined in Cabral [12] using the SGI Reality Engine

architecture. Briefly, the input scene, C, is loaded into texture memory (an area of
dedicated, special purpose memory in the graphics hardware). Textures may be either
one-, two-, or three-dimensional with two and especially three being germane to
volume rendering.

We contrast traditional volume rendering with the same object-based technique,
namely Shell Rendering [13, 14] that was compared with polygonal surface rendering
in the previous section. Shell rendering is a flexible method that encompasses both
surface rendering and volume rendering. A shell is a special data structure that
contains voxels near the border of the object together with other items of information
associated with each such voxel. At one extreme, the shell may be quite crisp (hard)
in that it contains just the voxels on the object’s surface. A crisp shell forms the basis
for digital surface rendering. At the other extreme, the shell may be so thick as to
contain all voxels in the foreground region of the entire scene. At this extreme, Shell
Rendering becomes, in effect, a method of volume rendering. In between these two
extremes, the shell becomes a fuzzy boundary between the object and the background.

In Shell Rendering, the information that is associated with each voxel includes the
scene intensity gradient vector at the voxel, a code representing the scene intensity
configuration of the voxels in the neighborhood, and the voxel coordinates. Shell
rendering is done via voxel projection either in front-to-back or back-to-front order
rather than by ray casting. Since all shell elements are identical in shape (a cuboid),
many computations can be implemented as table lookup operations. These two
factors contribute significantly to the speed of shell rendering over ray casting
approaches.
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Shell rendering is efficient because of the following factors (see Udupa [14] for
details):

(1) The shell domain is typically a small subset of the entire scene domain.

(2) For every viewpoint, there exists an order of indexing of the columns, rows,
and slices (one of 8 possible combinations) that projects the voxels in either
front-to-back or back-to-front order.

(3) During front-to-back projection, an opacity-based stopping criterion
implements early projection termination.

(4) Given a particular viewing direction, some elements of the shell domain may
be discarded because they are completely occluded by opaque neighbors, as
determined by the neighborhood configuration.

(5) Conversely, once a voxel with opaque neighbors behind it (with respect to
the current viewing direction) is projected, projection along this ray can be
terminated.

Shell rendering has been implemented in the freely available 3DVIEWNIX software
[15]. A tutorial regarding the specific steps in using the 3IDVIEWNIX software to
perform shell rendering is also available [16].

Digital volume rendering via shell rendering in software was compared to
traditional hardware assisted volume rendering. Input data consisted of four data sets:
an MR head, a CT head, a CT knee, and MR angiography data. Shell rendering was
executed on a 450 MHz Pentium PC. Hardware assisted volume rendering was
executed on a 195 MHz SGI Octane, a dual 300 MHz processor SGI Octane, and a
quad 194 MHz processor SGI Onyx 10000. Shell rendering was shown to perform at
about the same speed as the 195 MHz Octane but slower than the other two SGI
systems but did so by executing entirely in software on a much less expensive

Fig. 2. Renditions of /924711 CT head data (left: shell rendering requiring 0.9 to 2.9 sec,
depending upon settings, on a 450MHz Pentium; right: volume rendering requiring 0.8 to
1.7 sec on a dual processor 300MHz SGI Octane or a single processor 195MHz SGI
Octane, respectively
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computing platform. Figure 2 contains sample shell and volume renderings. Note that
traditional volume rendering in these experiments did not include a shading model.
This contributed to its speed but did so at reduced image quality.

2.3 Fuzzy Connected Object Definition

Although much work has been done in digital geometry and topology based on hard
sets, analogous work based on fuzzy sets is rare [17]. As pointed out earlier, the
uncertainties about objects inherent in scenes must be retained as realistically as
possible in all operations instead of making arbitrary hard decisions. Although many
fuzzy strategies have been proposed particularly for image segmentation, none of
them has considered the spatio-topological relationship among spels in a fuzzy setting
to formulate the concept of hanging-togetherness. (We note that the notion of hard
connectedness has been used extensively in the literature. But hard connectedness
already assumes segmentation and removes the flexibility of utilizing the strength of
connectedness in segmentation itself.) This is a vital piece of information that can
greatly improve the immunity of object definition (segmentation) methods to noise,
blurring and background variation.

Given the fuzzy nature of object information in scenes, the frameworks to handle
fuzziness in scenes should address questions of the following form: How are objects
to be mathematically defined in a fuzzy, digital setting taking into account the graded
composition and hanging-togetherness of spels? How are fuzzy boundaries to be
defined satisfying a Jordan boundary property? What are the appropriate algorithms to
extract these entities from scenes in such a way as to satisfy the definitions? These
questions are largely open. We will give one example below of the type of approaches
that can be taken. This relates to fuzzy connected object definition [17]. This
framework and the algorithms have now been applied extensively on 1000's of scenes
in several routine clinical applications attesting to their strength, practical viability,
and effectiveness.

We define a fuzzy adjacency relation o on spels independent of the scene
intensities. The strength of this relation is in [0, 1] and is greater when the spels are
spatially closer. The purpose of o is to capture the blurring property of the imaging
device. We define another fuzzy relation «, called affinity, on spels. The strength of
this relation between any two spels ¢ and d lies in [0, 1] and depends on o as well as
on how similar are the scene intensities and other properties derived from scene
intensities in the vicinity of ¢ and d. Affinity is a local fuzzy relation. If ¢ and d are far
apart, their affinity is 0. Fuzzy connectedness is yet another fuzzy relation on spels,
defined as follows. For any two spels ¢ and d in the scene, consider all possible
connecting paths between them. (A path is simply a sequence of spels such that the
successive spels in the sequence are "nearby".) Every such path has a strength, which
is the smallest affinity of successive pairwise spels along the path. The strength of
fuzzy connectedness between ¢ and d is the largest of the strength of all paths between
candd.

A fuzzy connected object of a certain strength 0 is a pool O of spels together with
an objectness value assigned to each spel in O. O is such that for any spels ¢ and d
in O, their strength of connectedness is at least 0, and for any spels e in O and g not in
O, their strength is less than 6.
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Although the computation of a fuzzy connected object in a given scene for a given
K and O appears to be combinatorially explosive, the theory leads to solutions for this
problem based on dynamic programming. In fact, fuzzy connected objects in 3D
scenes (256x256x60) can be extracted at interactive speeds (a few seconds) on PCs
such as a 400 MHz Pentium PC.

3 Concluding Remarks

In this article, we have first given an overview of the operations available for 3D
imaging - a discipline wherein, given a set of multidimensional scenes, the aim is to
extract, visualize, manipulate, and analyze object information captured in the scenes.
We have also raised numerous challenges that are encountered in real applications.
Computers are digital. Current attempts in image acquisition, storage, and
communication are completely digital or are proceeding in that direction. We have
presented an argument with evidences that there are considerable advantages in taking
an inherently digital approach to realizing all 3D imaging operations. We have also
argued that, since object information in scenes is fuzzy, the digital approaches should
be developed in a fuzzy framework to handle the uncertainties realistically. This calls
for the development of topology, geometry, morphology and mechanics, all in a fuzzy
and digital setting, all of which are likely to have a significant impact on imaging
sciences such as medical imaging and their applications.
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Abstract. In recent times, an increasing, worldwide effort has been devoted to
the development of automatic personal identification systems that can be
effective in a wide variety of security contexts. Palmprints have a number of
unique advantages: they are rich in features such as principal lines, wrinkles,
and textures and these provide stable and distinctive information sufficient for
separating an individual from a large population. In this paper, we present a
novel biometric authentication system to identify a person's identity by his/her
palmprint. Being a robust and reliable system, it was tested by more than 8,000
palmprint images with very low false acceptance rate (0.02%), and a relative
high genuine acceptance rate (98.83%). The whole authentication process is
less than 1 second. Finally, some possible applications are discussed which
could be benefited by using palmprint technology.

1 Introduction

Personal authentication plays a critical role in our society. e-Commerce applications
such as e-Banking or security applications such as building entrance demand fast, real
time, and accurate personal identification. Knowledge-based approaches use “something
that you know” (such as passwords and personal identification numbers [1]) for
personal identification; token-based approaches, on the other hand, use “something that
you have” (such as passports or credit cards) for the same purpose. Tokens (e.g. credit
cards) are time consuming and expensive to replace. These approaches are not based on
any inherent attribute of an individual in the identification process made them unable to
differentiate between an authorized person and an impostor who fraudulently acquires
the “token” or “knowledge” of the authorized person. This is why biometrics
identification or verification system started to be more focused in the recent years.
Various biometric systems including, fingerprint, iris, hand geometry, voice and face
recognition systems have been deployed for various applications [1].

Palmprint is concerned with the inner surface of a hand and looks at line patterns and
surface shape. A palm is covered with the same kind of skin as the fingertips and it is

S.K. Pal et al. (Eds.): PReMI 2005, LNCS 3776, pp. 147 —156, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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larger than a fingertip in size. Therefore, it is quite natural to think of using palmprint to
recognize a person, which receives a high user acceptance rate, similar to that of the
fingerprint, hand geometry and hand vein [2-5]. Because of the rich features including
texture, principal lines and wrinkles on palmprints, they contain enough stable and
distinctive information for separating an individual from a large population.

There have been some companies, including NEC and PRINTRAK, which have
developed several palmprint systems for criminal applications [6-7]. On the basis of
fingerprint technology, their systems exploit high resolution palmprint images to
extract the detailed features like minutiae for matching the latent prints. Such
approach is not suitable for developing a palmprint authentication system for civil
applications, which requires a fast, accurate and reliable method for the personal
identification. Based on our previous research work [8-9], we develop a novel
palmprint authentication system to fulfill such requirements.

The rest of the paper is organized as follows. The system design and analysis is
shown in Section 2. The recognition module is described in Section 3. Experimental
results of verification, identification, and robustness are provided in Section 4. Some
possible applications of personal authentication using palmprints are revealed in
Section 5, and finally conclusions are given in Section 6.

2 System Design and Analysis

2.1 System Design

The schematic diagram of the proposed system is shown in Fig. 1. There is a user
interface for the input of the palm. Inside our system, there are various components
including a flat platen surface, lighting unit, CCD camera, A/D converter, processing

User Interface (flat platen surface)
[ i

LCD Output

Keypad Display | | Signal

Interface Board for
Input/Output

Light Source

8 bit A/D . .
Converter > PCIbus > Processing Unit

System
Memory

Recognition

Storage Engine

Fig. 1. The schematic diagram of the palmprint authentication system
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unit, memory, storage, keypad, LCD display, output signal and recognition engine.
The ring light source is designed to provide white light source of high intensity, and it
can increase the contrast of the palmprint features from the uneven palm skin
surfaces. The optical components (CCD camera and light source) are fabricated in a
controlled environment in order to minimize the effects of ambient light. When the
signal is generated by the CCD, it is digitized by an 8-bit A/D converter and then the
digitized data is transferred to the processor through the PCI bus. The palmprint
image is stored in the storage of the system. An interface board is designed to
communicate the user with the system through a keypad and a LCD display unit.
Recognition engine is the core part of our system which performs personal
identification. The output signal is sent when a correct match is obtained.

2.2 System Framework

The proposed palmprint authentication system has four major components: User
Interface Module, Acquisition Module, Recognition Module and External Module:

(a) User Interface Module provides an interface between the system and users for the
smooth authentication operation. It is crucial to develop a good user interface so
that users are pleasure to use the device. A flat platen surface is designed for palm
acquisition accordingly [10].

......................................................
‘

User Interface
Module

[Enrollment Path

Identification Path

Enrollment Identification/
Verification
] - — Acquisition
Palmprint Acquisition Module

.........

. Recognition
Preprocessing Module
4 T —
Feature Extraction ceed External ...

Module
T ;| Moddle
Template Creation :{> Matching @ Result

Master
Template

. .
......................

Database

.............................................................

Fig. 2. The breakdown of each module of the palmprint authentication system
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(b) Acquisition Module is the channel for the palm to be acquired for the further
processing. It calls the frame grabber to transfer one frame of image to the
processor, and then examines whether a hand has put on the device.

(c) Recognition Module is the key part of our system. It consists of image
preprocessing algorithm, feature extraction algorithm, template creation, database
updating, and matching of features.

(d) External Module receives the signal from the recognition module. This module
actually is an interfacing component, which may be connected to another
hardware or software components. Currently, our system uses a relay to control an
electronic door lock for the physical access control.

Fig. 2 shows the details of each module of the palmprint authentication system. The
design methodology and implementation of the user interface module and the
acquisition module have been described in detail in [10]. The external module is an
interfacing component which is application dependent. In this paper, we only
concentrate on the recognition module and the performance issues of the proposed
system.

3 Recognition Module

After the palmprint images are captured by the Acquisition Module, they are fed into
the recognition module for palmprint authentication. The recognition module consists
of the stages of: palmprints preprocessing, feature extraction, and matching. In the
preprocessing stage, different palmprints are aligned for feature extraction. In this
paper, we use the preprocessing technique described in [9].

3.1 Feature Extraction

The feature extraction technique implemented on the proposed palmprint system is
modified from [9], where a single circular zero DC Gabor filter is applied to the
preprocessed palmprint images and the phase information is coded as feature vector
called PalmCode. The modified technique exploited four circular zero DC Gabor
filters with the following general formula:

. 5 ! ”
Gp=— " exp{_%{(x %), L ")) }}{expazmd—exp<—2ffzw202>} (1)
o
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where, x =xcos6+ ysinf and y' =—xsin@+ ycosO ; (xy yo) is the center of the

function in the spatial domain of the function; @ is the frequency of the sinusoidal
plane wave along the orientation, @ ; o is the standard deviations of the circular
Gaussian function; @ is the direction of the filter. The four Gabor filters share the
same parameters, ¢ and @, only different in €. The corresponding values of & are
0, m/4, m/2 and 37/4.

In the previous approach, only the phase information is exploited but the
magnitude information is totally neglected. The proposed method is to use
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the magnitude to be a fusion condition to combine different PalmCodes generated by
the four Gabor filters. Mathematically, the implementation has the following steps.

1. The four Gabor filters are applied to the preprocessed palmprint image, I described
as G;*I, where G; (j=1, 2, 3, 4) is the circular zero DC Gabor filter and *“*”
represents an operator of convolution.

2. The square of the magnitudes of the sample point is obtained by

M ;(x,y)=G;(x,y)*IxG;(x,y)*I, where “—" represents complex conjugate.
3. According to the fusion rule, k =argmax(M ;(x,y)), the phase information at
J
point (x, y) is coded as the followings:
h,=1 if Re[G,*I]=0 (2)
h.=0 if Re[G,*I]<0
h =1 if Im[G, *I]=0
h; =0 if Im[G,*I]<0
More discussion and comparisons between this method and PalmCode are given

in[11].

3.2 Matching

The feature matching determines the degree of similarity between two templates — the
authentication template and the master template. Since the format of Fusion Code and
PalmCode are exactly the same, a normalized hamming distance implemented in
PalmCode is still useful for comparing two Fusion Codes. Fusion Code is represented
by a set of bits. Mathematically, the normalized hamming distance is represented by:

P, G )N, (s ) N (P, /) ® QG ) + P, Gy ) ® Q, Gy 1))

M-
M=
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where Pr (Or), P; (Q)) and Py (Qy) are the real part, imaginary part and mask of the
Fusion Code P(Q), respectively; ® and M are Boolean operators, XOR and AND,
respectively. The ranges of normalized hamming distances are between zero and one,
where zero represents perfect matches. Because of the imperfect preprocessing, one of
the Fusion Code is vertically and horizontal translated to match the other again. The
ranges of the vertical and the horizontal translations are defined from -2 to 2. The
minimum D, value obtained from the translated matching is considered to be the final
matching score.

4 Performance Evaluation

We collected palmprint images from 200 individuals using our palmprint capture
device described in [9]. The subjects are mainly students and staff volunteers from
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The Hong Kong Polytechnic University. In this dataset, 134 people are male, and the
age distribution of the subjects is: about 86% are younger than 30, about 3% are older
than 50, and about 11% are aged between 30 and 50. In addition, we collected the
palmprint images on two separate occasions. On each occasion, the subject was asked
to provide about 10 images each of the left palm and the right palm. Therefore, each
person provided around 40 images, resulting in a total number of 8,025 images from
400 different palms in our database. All the testing images used in the following
experiments were 384 x 284 with 75 dpi.

4.1 Experimental Results of Verification

Verification refers to the problem of confirming or denying a claim of individuals and
considered as one-to-one matching. Two groups of experiment are carried out
separately. In the first experiment, each palmprint image is matched with all other
palmprint images in the database. A correct matching occurs if two palmprint images
are from the same palm; incorrect matching otherwise. Fig. 3 (a) shows the
probability of genuine and imposter distributions estimated by the correct and
incorrect matchings. Some thresholds and corresponding false acceptance rates
(FARs) and false rejection rates (FRRs) are listed in Table 1 (a). According to Table 1
(a), using one palmprint image for registration, the proposed system can be operated
at a low false acceptance rate 0.096% and a reasonably low false rejection rate 1.05%.
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Fig. 3. Verification test results. (a) and (b) show the genuine and imposter distributions for
verification tests with one and three registered images per palm, respectively.

In the second experiment, the testing database is divided into two databases, 1)
registration database and 2) testing database. Three palmprint images of each palm
collected in the first occasion are selected for the registration database. Fig. 3 (b)
shows the probability of genuine and imposter distributions estimated by the correct
and incorrect matchings, respectively. Some threshold values along with its
corresponding false acceptance and false rejection rates are also listed in Table 1 (a).
According to Table 1 (a) and Fig. 3, we can conclude that using three templates can
provide better verification accuracy. It is also the reason for those commercial
biometric verification systems requiring more than one sample for registration.
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Table 1. False acceptance rates (FARs) and false rejection rates (FRRs) with different threshold
values, (a) verification results and (b) 1-to-400 identification results

(a)
Registered image=1 Registered images=3
Threshold ¢ R'(%) FRR (%) FAR (%) FRR (%)
0.32 0.000027 8.15 0.000012 5.12
0.34 0.00094 4.02 0.0016 2.18
0.36 0.011 1.94 0.017 0.86
0.38 0.096 1.05 0.15 0.43
0.40 0.68 0.59 1.03 0.19
(b)
Threshold Trial=1 Trial=2 Trial=3

FAR (%) FRR (%) FAR (%) FRR (%) FAR (%) FRR (%)
0.320  0.0049 3.69 0.0098 1.80 0.020 1.17
0.325  0.0439 2.93 0.088 1.34 0.131 1.06

0.330 0.15 2.29 0.28 1.02 0.42 0.68
0.335 0.37 1.90 0.68 0.72 0.96 0.48
0.340 0.84 1.51 1.43 0.57 1.93 0.37
0.345 1.45 1.16 2.32 0.42 3.02 0.26

4.2 Experimental Results of Identification

Identification test is a one-against-many, N comparison process. In this experiment, N
is set to 400, which is the total number of different palms in our database. The
registration database contains 1,200 palmprint images, three images per palm. The
testing database has 6,825 palmprint images. Each palmprint image in the testing
database is matched to all of the palmprint images in the registration database. The
minimum hamming distances of correct matchings and incorrect matchings are
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Fig. 4. The ROC curves on a 1-against-400 identification testing with different numbers of
trials
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regarded as the identification hamming distances of genuine and impostor,
respectively. In this experiment, we implement one-, two- and three-trial tests. Fig. 4
shows ROC curves of the three tests and Table 1 (b) lists the threshold values along
with its corresponding FARs and FRRs of the tests. According to Fig. 4 and Table 1
(b), more input palmprints can provide more accurate results.

4.3 Robustness

As a practical biometric system, other than accuracy and speed, robustness of the
system is another important issue. To verify the robustness of our proposed algorithm
against noisy palmprints, we wrote some texts on a palmprint of a hand. Fig. 5 (a)
shows a clear palmprint image while Figs. 5 (b)-(f) show five palmprint images, with
different texts. Their hamming distances are given in Table 2; all of them are smaller
than 0.29. Comparing the hamming distances of imposter in Tables 1 (a) and (b), it is
ensured that all the hamming distances in Table 2 are relatively small. Figs. 5 and
Table 2 illustrate that the proposed palmprint authentication system is very robust to
the noise on the palmprint.

() (e)

Fig. 5. Palmprint images with different texts for testing the robustness of the system

Table 2. The hamming distances of Figs. 5

Figs 5 (b) 5(c) 5(d) 5(e) 5
5 (a) 0.19 0.21 0.27 0.29 0.28
5(b) 0.18 0.27 0.26 0.27
5(c) 0.27 0.28 0.28
5(d) 0.23 0.19

5 (e) 0.19




A Novel Personal Authentication System Using Palmprint Technology 155

5 Applications

Biometrics can be used in systems ranging from customer oriented to employee
oriented applications to improve the work flow and eliminate frauds. Our system can
be treated as a supplement of existing service or even a replacement of current
method such as smart card or password based authentication systems.

One of the most popular biometric applications is the time and attendance system
implemented to prevent frauds from buddy punching. In fact, our palmprint
authentication system is most suitable to be used in this type of application because it
can be operated in real time for identification/verification, has high accuracy rate and
high user acceptance rate. In addition, our system has two modes of operations:
identification and verification so that employees do not need to bring any card but
their hand to identify their identity. Log files are stored on the file system and can be
linked with external software for the automatic salary calculation.

Our system can be extended from a standalone system to a networked version. In
addition, we provide different means of input methods such as barcode reader, smart
card, and keyboard to allow the most flexible deployment arrangements for the need
of different business organizations. In summary, our system can be used in the
following applications: ATMs, credit card purchases, airports, building access control,
time and attendance management, citizen ID program, biometric passport, voting and
voter registration, etc. Fig. 6 shows a standalone version of our prototype system.

Fig. 6. A standalone version of our prototype system

6 Conclusions

In this paper, we have presented a novel personal authentication system using
palmprint technology. The proposed system can accurately identify a person in real
time, which is suitable for various civil applications such as access control and
employee management systems. Experimental results show that the proposed system
can identify 400 palms with very low false acceptance rate (0.02%), and a relative
high genuine acceptance rate (98.83%). For verification, the system can operate at a
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false acceptance rate, 0.017% and a false rejection rate, 0.86%. The experimental
results including accuracy, speed and robustness demonstrate that the palmprint
authentication system is superior to other hand-based biometrics systems, such as
hand geometry and fingerprint verification system [2, 12] and is practical for real-
world applications. The system has been installed at the Biometric Research Center,
Department of Computing, The Hong Kong Polytechnic University since March 2003
for access control [10].
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The World Wide Wisdom Web (W4) (or Wisdom Web) and Autonomy Oriented
Computing (AOC) were proposed and advocated by Liu et al. and have been
recognized, in the fields of WWW, AI, and AAMAS, as promising directions
of research in problems that are heavily dominated by large scale, distribution,
connectivity, interactivity, and redundancy [1,7,8,2,4].

Generally speaking, W4 encompasses the systems, environments, and ac-
tivities (1) that are empowered through the global or regional connectivity of
computing resources as well as distribution of data, knowledge, and contextual
presence, and (2) that are specifically dedicated to enable human beings to gain
practical wisdoms of working, living, and playing throughout their professional
and personal activities, such as running a business and living with a certain
lifestyle. W4 will become the next generation Web Intelligence (WI), provid-
ing not only a medium for seamless knowledge and experience sharing but also
a supply of self-organized resources for driving sustainable knowledge creation
and scientific or social development/evolution.

The present challenges of W4 lie primarily in:

1. how to autonomously derive just-in-time, optimal or sub-optimal solutions
to an application-dependent problem, and delegate/carry out related tasks
in a distributed way;

2. how to dynamically discover and mobilize distributed, constantly chang-
ing (hence sometimes unreliable), redundant or incomplete, heterogeneous
resources that can exist in the forms of computational utilities, data reposi-
tories, and knowledge sources;

3. how to support the emergence of new social interactions and norms, and
cultivate collective and social intelligence on the basis of (1) and (2) above.

The above problems have been known as the three benchmarks or dimensions
for operationally defining and evaluating W4[1].

In W4, the tasks of computing are seamlessly carried out through a variety
of agent embodiments. There is no single multi-purpose or dedicated machine
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that can manage to accomplish a job of this nature. The key to success in such
an application lies in a large-scale deployment of Wisdom agents capable of
autonomously performing localized interactions and making rational decisions
in order to achieve their collective goals [5]. In other words, W4 readily exploits
and explores the new paradigm of Autonomy Oriented Computing (AOC) [2,4].

In essence, the AOC paradigm is intended to effectively and efficiently achieve
emergent computational autonomy that is useful in tackling hard computational
problems, such as those that are:

1. of high-complexity — problems that involve a large number of autonomous
entities, large-scale, high-dimension, highly nonlinear interactions or rela-
tionships, and highly interrelated/constrained variables;

2. highly-distributed and locally-interacting — problems that are not solvable
in a centralized manner nor ready/efficient for batch processing.

AOC is a self-organizing computing paradigm, which has been found appeal-
ing in the areas of large-scale computation, distributed constraint satisfaction,
decentralized optimization, and complex phenomena or emergent behavior char-
acterization [3,5,6,4].

This talk presents the theoretical and experimental work on W4, as carried
out in the AAMAS/AOC lab of HKBU, and highlights the methodologies of
AOC in terms of formulation, macroscopic modeling, discrete-event simulations,
and empirical studies of dynamics.
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Abstract. The Semantic Web is not a single technology, but rather a
collection of technologies designed to work together. As a result, research
on the Semantic Web intends both to advance individual technologies as
well as to integrate them and take advantage of the result. In this paper
we present new work on many layers of the Semantic Web, including
content generation, web services, e-connections, and trust.

1 Introduction

Defining the Semantic Web is a difficult task. It is the next generation of the
web. It is a set of languages and standards. It has a strong logic and reasoning
component. Web services, web portals, markup tools, and applications are all
components. As a result, there are many interesting, intertwined research areas.

In this paper, we address several emerging trends of research in the Semantic
Web space. We begin by presenting two tools for creating content on the Seman-
tic Web: SWOOP, an ontology browser and editor, and PhotoStuff, an image
annotation tool that integrates with a web portal. We follow with descriptions
of E-Connections, a logical formalism for combining ontologies, and of work in
web services. Finally, we describe a project using social trust on the semantic
web that builds upon the previous work to create end user applications that
benefit from the semantic foundation.

2 Swoop — Web Ontology Editor

Swoop is a hypermedia-inspired Ontology Browser and Editor based on OWL,
the first standardized Web-oriented ontology language. Swoop takes the stan-
dard Web browser as the UI paradigm, believing that URIs are central to the
understanding and construction of OWL Ontologies.

All design decisions are in keeping with the OWL nature and specifications.
Thus, multiple ontologies are supported easily, various OWL presentation syntax
are used to render ontologies, open-world semantics are assumed while editing
and OWL reasoners can be integrated for consistency checking. A key point in
our work is that the hypermedia basis of the Ul is exposed in virtually every
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aspect of ontology engineering — easy navigation of OWL entities, comparing
and editing related entities, search and cross referencing, multimedia support for
annotation, etc. — thus allowing ontology developers to think of OWL as just
another Web format, and thereby take advantage of its Web-based features.

2.1 Summary of Features

Swoop functionality is characterized by the following basic features (for an elab-
orate discussion of the features see [4]).

— Multiple Ontology Browsing and Editing

— Renderer Plugins for OWL Presentation Syntaxes
— Reasoner plugins in Swoop

— Semantic Search

— Ontology Versioning

Additionally, Swoop has the following advanced features, which represent
work in progress:

— Resource Holder (Comparator/Mapping utility)

— Automatic Partitioning of OWL Ontologies (using E-Connections): Swoop
has a provision for automatically partitioning OWL Ontologies by trans-
forming them into an E-connection. For more details on the theory and
significance of E-connections, their use in the context of OWL Ontologies
see section 4.

— Ontology Debugging and Repair

— Annotea Client in Swoop: Collaborative Annotations and Change Sets.

3 PhotoStuff Semantic Image Annotation Tool

PhotoStuff is a platform-independent image annotation tool that allows users to
annotate regions of an image with respect to concepts in any ontology specified
in RDFS or OWL. It provides the functionality to import images (and their
embedded metadata), ontologies, instance-bases, perform markup, and export
the resulting annotations to disk or a Semantic Web portal.

3.1 Overview

PhotoStuff is designed to load multiple ontologies at once, enabling a user to
markup images with concepts distributed across any of the loaded ontologies.

The ontologies are visualized in both a class tree and list (depicted below
in Figure 1 in the far left pane of the tool). User can load images (from the
Web and/or local disk) in PhotoStuff. The terms listed in both the tree and list
can be dragged into any region, or into the image itself, creating a new instance
of the selected class. An instance creation form is dynamically generated from
the properties of the selected class (range restrictions are imposed). Especially
valuable, existing instances can be loaded from any URI on the Web. Using these
preloaded instances, depictions can reference existing instances.
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Fig. 1. PhotoStuff Screenshot

PhotoStuff maintains a loose coupling with a Semantic Web portal There
are three ways in which PhotoStuff interacts with the portal, namely retriev-
ing all instances that have been submitted to the portal, submitting generated
RDF/XML, and uploading local images so they can be referenced by a URI
(thus allowing them to be referenced using RDF/XML).

3.2 Image Metadata Browsing and Searching

After metadata of annotated images is submitted to the Semantic Web portal,
semantics based image browsing and searching is provided. The portal uses infor-
mation from the various ontologies image content is annotated against to guide
the display of and interaction with metadata All instances that are depicted
within an image are presented. As noted earlier, the underlying class of each
instance drives the actual order of the depictions, thus providing a high level
view of all the metadata of images that have been annotated using PhotoStuff.

When an instance is selected, the user is presented with all images in which
the instance is depicted (illustrated in Figure 2). All of the metadata regarding
that instance is presented to the user as well (currently in tabular form). We
note here that this links the images with pre-existing metadata maintained in
the portal.

In Figure 2, it can be seen that specific regions are highlighted. This is ac-
complished using an SVG outline of the region drawn on the various images
(this data is embedded in RDF/XML as well). By selecting an image region,
the various co-regions of the selected image region are displayed (shown in
Figure 2). This allows browsing of the metadata associated with the various
regions depicted in the image. Lastly, the portal provides support for searching
image metadata. Images are searchable at the instance and class level.
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4 E-Connections of Web Ontologies

An E-Connection is a knowledge representation (KR) formalism defined as a
combination of other logical formalisms. The component logics that can be used
in an E-Connection include Description Logics (and hence OWL-DL), some tem-
poral and spatial logics, Modal and Epistemic logics. E-Connections were orig-
inally introduced as a way to go beyond the expressivity of each of the compo-
nent logics, while preserving the decidability of the reasoning services. Obviously,
different component logics will give rise to different combined languages, with
different expressivity and computational properties.

In a Semantic Web context, E-Connections allow the user to combine OWL-
DL ontologies. A combination of OWL-DL ontologies is called a combined knowl-
edge base. A combined knowledge base is a set of “connected ontologies. These
connected ontologies are basically OWL-DL ontologies extended with the ability
to define and use link properties.

In OWL-DL, object properties are used to relate individuals within a given
ontology, while datatype properties relate individuals to data values. In a com-
bined knowledge base, link properties are used to relate individuals belonging to
different ontologies in the combination.

A link property can be used to define classes in a certain ontology in terms
of other classes corresponding to different ontologies in the combination. For
example, a “Graduate Student” in an ontology about “people” could be de-
fined as a student who is enrolled in at least one graduate course, by using the
class “Student” in the people ontology and a someValuesFrom restriction on the
link property “enrolledIn” with value “GraduateCourse”: a class in a different
ontology dealing with the domain of “academic courses”.
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Link properties are logically interpreted as binary relations, where the first
element belongs to the “source” ontology and the second to the “target ontology”
of the link property. Conceptually, a link property will be defined and used in its
“source” ontology. For example, the link property “enrolledIn” would be defined
as a link property in the “people” ontology with target ontology “academic
courses”.

From the modeling perspective, each of the component ontologies in an E-
Connection is modeling a different application domain, while the E-Connection
itself is modelling the union of all these domains. For example, an E-Connection
could be used to model all the relevant information referred to a certain univer-
sity, and each of its component ontologies could model, respectively, the domain
of people involved in the university, the domain of schools and departments, the
domain of courses, etc.

4.1 Applications

Integration of OWL Ontologies. E-Connections can be used as a suitable
representation for combining and integrating OWL-DL ontologies on the Seman-
tic Web. For example, suppose a set of ontologies that have been independently
developed and are now required to interoperate within an application. In order
to provide support for integrating Web ontologies, OWL defines the owl:imports
construct, which allows to include by reference in a knowledge base the axioms
contained in another ontology, published somewhere on the Web and identified
by a global name (a URI). However, the only way that the owl:imports construct
provides for using concepts from a different ontology is to bring into the original
ontology all the axioms of the imported one. This keeps the ontologies in sepa-
rate files, providing some syntactic modularity, but not a logical modularity, as
in the case of E-Connections.

Analysis and Decomposition of OWL Ontologies. E-Connections have
also proved useful for analyzing the structure of knowledge bases and, in partic-
ular, to discover relevant sub-parts of ontologies, commonly called modules. For
example, suppose one wants to annotate a word in a document using a class from
an ontology, published elsewhere on the Web. It would be natural for a Semantic
Web application to retrieve only the minimal set of axioms that “capture” the
meaning of that specific class in the remote ontology.

In general, the ability to identify relevant sub-parts of ontologies is impor-
tant for virtually every Semantic Web application. For example, in ontology
engineering, achieving some sort of “modularity” is a key requirement to facil-
itate collaborative, large scale, long term development. Modularity worthy of
the name should provide benefits in the following aspects: processability of the
ontology by applications, evolvability and maintenance, knowledge reuse and
understandability for humans.

E-Connections provide a sensible way for identifying modules within an on-
tology. The main idea of the method is to transform the original ontology into
an E-Connection with the largest possible number of connected knowledge bases
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such that it preserves the semantics of the original ontology in a very specific
way. The obtained connected ontologies are used to generate, for each entity, a
subset of the original ontology that encapsulates the entity, i.e., that preserves
a certain set of crucial entailments related to the entity. The key advantage of
relying on E-Connections for such a task is that modules are obtained in a com-
pletely automatic way, without relying on any heuristics or user intervention.

Tool Support. We have provided support for E-Connection in both an OWL
ontology editor, SWOOP, and an OWL reasoner, Pellet. Our aim has been to
build an E-Connection aware infrastructure that people with a large commitment
to OWL will find understandable and useful. We have been mostly concerned
with reusing as much of our current tool support for OWL as possible. Our
experience in implementing OWL tools has taught us that implementing a Se-
manticWeb Knowledge Representation formalism is different from implementing
the very same formalism outside the Semantic Web framework. In particular,
any new formalism for the Semantic Web needs to be compatible with the ex-
isting standards, such as RDF and OWL. For such a purpose, we have extended
the syntax and semantics of the OWL-DL recommendation. Thus, we have ex-
plored both the issues related to the implementation of a new KR formalism,
E-Connections, and those concerning its integration in a Semantic Web context.

5 Web Services

In this section, we describe various different projects and applications we devel-
oped for Web Services. Our work on Web Services concentrates on three core
tasks: matchmaking, composition, and execution; always focusing on the end-to-
end experience. To enable the automation of such tasks, we needed expressive
descriptions of Web Services. For this reason, we have been involved with the
development of the OWL-S language. The OWL-S is a collection of ontologies
written in OWL to describe Web Services. Currently it is the most mature
and probably the most widely deployed comprehensive Semantic Web Service
technology.

The OWL-S descriptions are invaluable for many web service tasks. How-
ever, the intended semantics of OWL-S service descriptions is not expressed (or
expressable, often) in OWL. Furthermore, working with OWL-S descriptions
at the RDF or even the OWL level is quite difficult and tedious as they tend
to be at the wrong level of abstraction. For this reason, we have developed the
Mindswap OWL-S API [6], a Java API developed for parsing, validating, manip-
ulating, executing, matching, and in general reasoning over OWL-S descriptions.
OWL-S API provides a programmatic interface that has been designed closely
to match the definitions in the OWL-S ontology. This interface helps developers
build applications using OWL-S without having to deal with all the details of
the syntax. The API provides an execution engine to invoke atomic services as
well as composite processes that are built using the OWL-S control constructs.

Our work on Semantic Web Services focuses on the automated composition of
services using Hierarchical Task Network (HTN) planning formalism [2]. Instead
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of looking at each service in isolation, we focus on the descriptions of workflow
templates. Workflow templates are used for various different tasks such as en-
coding business rules in a B2B application, specifying domain knowledge in a
scientific Grid application, and defining preferences for users that interact with
Web Services. A template describes the general outline of how to achieve a cer-
tain task and the planners job is to find which of these possible execution paths
will be successful in the current state of the world with the current requirements
and preferences.

We have developed a mapping [7] from OWL-S to the HTN formalism as
implemented in the SHOP2 planner [5]. Using this translation, we implemented a
system that plans over sets of OWL-S descriptions using SHOP2 and executes the
resulting plans over the Web. The planning system is also capable of executing
information-providing Web Services during the planning process to decide which
world-altering services to use in the plan. It is possible to completely automate
the information gathering process by inspecting the preconditions of a service
and finding the relevant information-providing services during planning [8].

The problem of using a planner for composing OWL-S services is the limited
reasoning capabilities provided by the planner. The typical logic for expressing
preconditions and effects in a planning system has a radically different expres-
siveness then RDF and OWL do. In order to evaluate such formulas, the planners
must understand the semantics of OWL. We have integrated the SHOP2 planner
with our OWL-DL reasoner Pellet to overcome this problem [9]. In this integrated
system, the precondition evaluation is done by the OWL reasoner against the
local and remote OWL ontologies. Such integration poses some efficiency chal-
lenges because the planner constantly simulates the effects of services resulting
in modifications to its internal OWL KB and continues to query the KB as it
continues the planning process. We have developed several query optimization
methods to increase the performance of the system.

Most recently, we are looking at how to handle more expressive workflow
templates where HTN task selection is extended to incorporate OWL-S based
matchmaking [10]. We aim to extend the OWL-S language to describe the ab-
stract processes using profile hierarchies and complex OWL concept descriptions.
This extension will allow a clearer way to define soft and hard preferences in a
template along with a prioritization of these preferences. Consequently, we can
have more elaborate ranking mechanisms for choosing out of the possible op-
tions during planning. We are currently working on the implementation of this
extended HTN formalism (HTN-DL) [10].

6 Trust: Computations and Applications

One of the ultimate goals of the Semantic Web is to produce a so-called ”Web
of Trust”. Much work in this space has been made in the spheres of security,
authentication, and privacy. However, the social component of trust is one that
is both important and ideally suited for the Semantic Web. When the Semantic
Web-based social networks are augmented with trust information, it is possible
to make computations over the values, and integrate the results into applications.
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Fig. 3. Visualizations of the Trust Project’s network (left) and the FilmTrust network
(right)

6.1 Adding Trust to FOAF

In the FOAF vocabulary, the only mechanism for describing social connections
between people is the foaf:knows property which indicates one person knows
another. The FOAF Trust Module extends the FOAF vocabulary by providing
a mechanism for describing the trust relationships. It allows people to rate the
trustworthiness of another person on a scale from 1 to 10 where 1 is low trust
and 10 is a high trust. This scale is intuitive for human users, but our algorithms
can be applied to any scale of values.

The Trust Project! regularly spiders the Semantic Web for trust files, and
maintains a network with over 2,000 people. The ontology is also used by the
FilmTrust social network [3] with over 400 members. These networks can be seen
in Figure 3, and are used as testbeds for our algorithms for computing trust.

6.2 Computing with Trust

If one person, the source, wants to know how much to trust another person, the
sink, how can that information be obtained? Clearly, if the source knows the
sink, the solution is simple. However, if the two do not know one another, the
trust values within the social network can be used to compute a recommendation
to the source regarding the trustworthiness of the sink.

Because social trust is an inherently personal concept, a computed trust
value must also be personal. Thus, we do not compute a global measure of how
trustworthy the sink is; rather, we use the source’s perspective on the network
to find paths of trust that are in turn used for making the trust computation.

TidalTrust is an algorithm for computing trust over a range of values, such as
those provided by the FOAF Trust Module. It is a simple recursive algorithm:
the source asks each of its neighbors for their trust rating of the sink. The
source then computes a weighted average of these values, giving more weight
to neighbors with higher trust ratings, and less weight to neighbors with lower

! see http://trust.mindswap.org
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trust ratings. If a neighbor has a direct trust rating of the sink, it returns that
value; otherwise, the sink repeats the algorithm for its neighbors, and returns
the weighted average that it computes. Because this algorithm is essentially a
modified Breadth First Search, it runs in linear time with respect to the site of
the network. More detail on the algorithm can be found at [3].

Previous work[3] has shown that the results returned by TidalTrust when
it is run on both the Trust Project network and the FilmTrust network can be
expected to be relatively accurate. The error varies from network to network,
but is usually within 10%.

6.3 Applying Trust

These trust computations are made generally, with networks on the Semantic
Web. As such, they can be integrated into a variety of applications.

There are two major projects we have undertaken to illustrate the benefit of
trust ratings to the user. The first is FilmTrust, a website built on a semantic
social network with movie ratings and reviews from users. On the websit, the
user’s movie ratings are combined with trust values to generate predictive movie
ratings. We have shown that, in FilmTrust, the trust-based predictive ratings
outperform other methods of generating these predictions in certain situations[3].
The second application is TrustMail, and email client that uses the trust rating
of a message’s sender as a score for the email. The trust ratings work as the
complement to a spam filter by allowing users to identify potentially important
messages by the trustworthiness of their sender.

Because trust and social networks are general and available publicly on the
Semantic Web, there is great potential for any application to integrate this data,
make computations with it, and use the results to improve the user experience.

7 Conclusions

In this paper, we have presented tools and research projects for creating Se-
mantic Web content with SWOOP and PhotoStuff, combining ontologies with
E-Connections, working with web services, and computing with trust in Semantic
Web-based social networks. These topics illustrate both the breadth and depth
of research topics on the Semantic Web, and serve as clear examples of trends
in Semantic Web research.
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Abstract. Following the idea of neural networks, multi-layer statistical
classifier [3] was designed to capture interactions between measurement
variables using nonlinear transformation of additive models. However,
unlike neural nets, this statistical method can not readjust the initial
features, and as a result it often leads to poor classification when those
features are not adequate. This article presents an iterative algorithm
based on backfitting which can modify these features dynamically. The
resulting method can be viewed as an approach for estimating posterior
class probabilities by projection pursuit regression, and the associated
model can be interpreted as a generalized version of the neural network
and other statistical models.

1 Introduction

In high-dimensional classification problems, often a smaller number of features
(linear combination of measurement variables) contain most of the information
about class separability. Proper identification of these features helps to reduce
the dimensionality of the problem which in turn reduces the computational com-
plexity and storage requirement. If we restrict ourselves to linear classification,
results for feature extraction are available in the literature [6], [12], [9]. However
in practice, linear classifiers are often found to be inadequate and one needs
to extract relevant features for nonlinear classification. In regression, projection
pursuit model [7] was developed to compensate for this inadequacy, and artifi-
cial neural network models [14] provide much more flexibility for classification.
Both of them have their own strengths and limitations. In this article, we try to
combine these two approaches in order to develop an iterative feature selection
(IFS) method, which is more flexible and statistically meaningful.

2 Nonlinear Classification and IFS

In classification problems, one aims to achieve maximum accuracy in assigning
p-dimensional observations x into one of J competing classes. The optimal Bayes
rule [1] assigns an observation to the class with the largest posterior probabil-
ity. In practice, one estimates these unknown probabilities using the available
training data. Many nonparametric classification methods like neural nets [14]
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and classification using splines (CUS) [2] put the classification problem in a re-
gression framework and regress the indicator variables Yi,...,Y; (defined for
J classes) on the measurement space to estimate E(Y; | x) = p(j | x), the
posterior probabilities. CUS uses additive models to estimate these posteriors
and associated class boundaries. But in practice, these boundaries may be more
complex, and one needs to find suitable classification algorithms in such cases.
Bose [3] proposed the multi-layer statistical classifier (MSC), which uses the es-
timated posterior probabilities obtained by CUS as new features and repeats
the CUS procedure with them to get the final posterior probability estimates.
In the process, some interactions are indirectly introduced in the model which
helps to improve the performance of CUS. However, unlike neural nets, MSC can
not re-adjust the features selected by CUS. As a result, the improvement over
CUS is often not that significant. On the other hand, neural network training
algorithms try to re-adjust these features iteratively, but this popular method
lacks meaningful statistical interpretations.

This article presents an iterative feature selection (IFS) algorithm, which tries
to estimate the best possible features from the data and then performs CUS with
the extracted features to estimate the posterior probabilities. Backfitting is used
for dynamic feature adjustment, which makes the method more flexible. IFS
can be viewed as an approach to estimate the posterior probabilities p(j | x)
by projection pursuit regression model ¥;(x) = ¢jo + Yo, qui(a;x), where
¢jo is a constant, a;’s are feature directions and ¢;;’s are smooth univariate
functions. IFS uses cubic splines as univariate functions ¢;; and estimates o,
¢jo and ¢;; iteratively. Note that the additive model used in CUS is a special
case of IFS when a;’s are unit vectors along the co-ordinate axes. If sigmoidal
transformations are used as the smooth univariate functions, this model turns
out to be the popular perceptron model with one hidden layer. Since, our aim is
to extract low dimensional features for visualizing class separability, instead of
starting with too many features, here we restrict this number to the dimension
of the original measurement space.

3 Description of IFS Algorithm

Like neural nets, IF'S regresses the indicators Y7, Y>3, ..., Y on the measurement
variables. We take the eigen vectors of W1 (W+B) (where B and W are between
class and within class sum of square matrices respectively) as the initial feature
directions e; (¢ = 1,2,...,p) and place K knots (based on order statistics) on
the range of each feature Z; = a;-x to construct the basis functions. Following
the idea of Breiman [4], we use the set of power basis functions {1, Z;, (Z; —
tk)i, kE=1,2...,K; i = 1,2,...,p} for fitting cubic splines. We regress

Y; (j = 1,2,...,J) on these basis functions to get the initial estimates for
®j0, Pj1,-- -, djp. Posterior probability estimates Y;, = ;(x,) and residuals

ri. = Y;, =Y; ,n=12,...,N (N being the training sample size) are computed
. J N
to find the residual sum of squares (RSS) = i1 > et 7']2-”.
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Backfitting is used to re-adjust the features Zi,Zs,...,Z, iteratively. At
any stage «; is adjusted by a factor §;, where §; is obtained by minimizing
RSS ~ ijl Zle[rjn — 6;773(-1)]2, where 77](-1) = gg x=x, 1s computed using
the current estimates of a; and ¢;;. This new estimate of a; is normalized and
Z; is recomputed. Knots are placed on its range to find the new basis functions.
Yj—> ki ®jk(Zk) is then regressed on these basis functions to get new estimates
of ¢jo and ¢;; (j =1,2,...,J). In this manner, all the p features (Z1, Zs, ..., Z,)
are updated one by one. This step is repeated until no significant improvement in
RS'S is observed over some consecutive iterations. At the end, Y; is regressed on
the resulting basis functions to get the final estimates for ¢;o, ¢j1,...,0;p (J =
1,2,...,J). Like CUS, IFS puts no restriction on ¢; (j = 1,2,...,J) to ensure
that they are in [0, 1]. Imposing positivity restrictions by any manner results in
much more complicated but not necessarily better classification [13]. However,
inclusion of intercept terms ¢jo (j = 1,2,...,J) in the set of basis functions
guarantees the additivity constraint (Z;']=1 Yi(xn) =1, Yn=1,2,...,N).

After fitting the initial model using large number of knots, backward deletion
is used to delete the knots and hence the basis functions one by one. At any
stage, we delete the basis function whose deletion leads to least increase in
RSS. However, the linear basis function Z; (i = 1,2,...,p) is not considered
as a candidate for deletion until all knots on that variable get deleted. This
backward deletion process is done by using a modified Gaussian sweep algorithm
[4]. Tt generates a sequence of nested models indexed by their dimensionalities.
To arrive at the final and parsimonious model, we adopt the cost complexity
criterion proposed in [5], where the ideal cost parameter is selected by 10-fold
cross-validation technique [14]. To explain local patterns of the measurement
space, the number of initial knots should be reasonably large. However, use of
too many knots may make the algorithm numerically unstable. Our empirical
experience suggests that 10 — 12 knots per variable is enough for a moderately
large sample size and the final result is not too sensitive on this choice.

4 Experimental Results

For illustration, we present the result of a two-class problem in five dimension,
where the first two measurement variables in the two classes are distributed as
H1 : (Xl,Xg) ~ ZVQ(O,O7 1, 1, 1/2) and H2 : (Xl,XQ) ~ U[—5,5] X U[—5,5]
Other three variables are i.i.d. N(0,1) in both classes, and these variables are
used to add to the noise. Clearly, the optimal class boundary is of the form
X2+ X2 — X;Xy = Cp for some constant Cy. This can be re-written (not
uniquely) as A{(X; — 0.5X3)}? + BX2 = C, where A, B and C are appropriate
constants. Thus, we see that only two linear features contain the information
about class separability. When we ran IFS algorithm on different sets of 500
observations generated from these two-classes, the final model contained exactly
two features in most of the cases. Figure 1 shows the estimated features and class
boundary for one such data set. Clearly, IF'S could obtain appropriate estimates
of features and that of the optimal class boundary in this case.
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(a) Estimated features (b) Estimated class boundary
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Fig. 1. Estimated features and class boundary

To compare the performance of IFS with other classification techniques like
linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), ker-
nel discriminant analysis (KDA) [11], CUS, MSC and neural nets (as imple-
mented in [8]), we report the misclassification rates of these methods for this and
two other data sets. For kernel discriminant analysis, we standardize the obser-
vations in a class using the usual moment based estimate of the class dispersion
matrix to make the data cloud more spherical and then use same bandwidth in
all directions to find out the density estimate for the standardized data vector.
Density estimate at the original data point can be obtained from that using a
simple transformation formula when the measurement variables undergo a linear
transformation. Least square cross validation [15] is used to find the bandwidths
that minimize the mean integrated square errors of kernel density estimates
of different classes and those bandwidths are used for density estimation and
classification.

In our second simulated example, each class is an equal mixture of two bivari-
ate normal populations. The location parameters for components of class-1 are
(1,1) and (3,3), whereas those for class-2 are (2,2) and (4,4). All components
have the same scatter matrix 0.25I. For both of these examples, we used training
sets of size 500 and test sets of size 3000 taking equal number of observations
from each class. In each case, we repeated the experiment 10 times, and the av-
erage test set error rates over these 10 trails are reported in Table-1 along with
their corresponding standard errors. Since these are simulated examples, one can
also plug-in the true densities of the two populations in the Bayes rule to classify
the observations. In Table-1, we also present the average misclassification rates
of this optimal Bayes classifier for these two examples with their corresponding
standard errors. For the third example, we consider a benchmark data set related
to a vowel recognition problem (available at http://www.ics.uci.edu), where we
have 10 dimensional observations from 11 different classes. This data set has
specific training and test sets, and we report the test set error rates of different
methods in Table-1. In Example-2 and Example-3, IFS led to the best perfor-
mance among the classifiers considered here. Misclassification rates for different
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Table 1. Misclassification (in %) rates for different classification methods

Example-1 Example-2 Example-3

Optimal  10.74 (0.14) 12.08 (0.19)  —

LDA 49.98 (0.33) 45.23 (0.57)  55.63
QDA 11.61 (0.17) 45.44 (0.54)  52.81
KDA 12.43 (0.16) 12.68 (0.23)  62.12
Cus 14.30 (0.27) 18.35 (0.41)  51.30
MSC 14.02 (0.28) 18.54 (0.40)  45.67
Neural Net 12.48 (0.19) 12.58 (0.21)  48.92
IFS 11.88 (0.22) 12.38 (0.18)  43.29

types of kernel methods and other nonparametric classifiers on vowel recogni-
tion data are available in [12] and [10]. Results of our proposed method is better
than those reported error rates. Since the optimal class boundary in Example-1
is quadratic, QDA is expected to perform well, but IFS could nearly match the
performance of QDA.

It is difficult to find out the expression for computation complexity of IFS
algorithm. Since IFS is an iterative algorithm, in addition to depending on the
sample size, number of classes and number of basis functions, the computing time
depends on the closeness of the initial and final solution and the convergence
criterion as well. However, as a nonparametric classifier IFS works reasonably
fast. When 10 knots are used on each of the 10 variables in vowel recognition
data, it took nearly 30 minutes on a pentium 4 machine for model selection and
classification. Note that we had to run IFS algorithm 11 times including 10 times
for cross-validation. We terminated the iteration in IF'S if the relative change in
RSS is less than 0.1% over 10 consecutive iterations. Of course, one can relax this
convergence criterion to cut down the computing time. The overall performance
of IFS turned out to be excellent which should be explored and tested further.
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Abstract. This paper describes an anomaly detection algorithm by
monitoring the spin-down of jet engines. The speed profile from multi-
ple engines in an aircraft is cast as a singular value monitoring prob-
lem. This relatively simple algorithm is an excellent example of on-
board, lightweight feature extractor, the results of which can feed more
elaborate trouble shooting procedures. The effectiveness of the algo-
rithm is demonstrated using aircraft data from one of Honeywell’s airline
customers.

1 Introduction

Monitoring jet engines is a topic of growing interest among engine makers, air-
craft manufacturers and airline operators [1]. Architecture that addresses the
fault diagnostic problem using a combination of onboard pre-processors and off-
board reasoners is gaining considerable attention [2]. Within this architecture,
onboard algorithms process large amount of frequently available data to retain
key features. These relatively small features or anomalies are then analyzed by
ground-based reasoning systems. In this paper, we describe one such anomaly
detection for analyzing the spin-down speed profile of a jet engine.

At the end of the flight, the pilot issues a shutoff command. In response
the engine controller starts to reduce fuel to individual engines. At some point
during this shutdown, fuel is completely cut out and the engine spins down on
its own inertia. This is called the spin-down phase. By monitoring aberration of
the speed profile during spin-down, one can detect anomalies for incipient engine
faults that cause abnormal drag. Basic principle, algorithm design, and results
on one of Honeywell’s airline customer are discussed in this paper.

2 Basic Principle

The rate at which engine speed decreases during the spin-down phase is governed
by the frictional losses at the bearing and the parasitic drags imposed by the
gear-box. Let IV; denote the core speed of the ith engine. A simple torque balance
gives:

J,d (2w N;/60)

! dt

where J; is the moment of inertia of the core shaft, k" is the frictional loss
coefficient. Integrating equation (1) will generate the spin-down profile. Define a

— kP (21N, /60) (1)
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time origin t? for the ith engine such that N;(t) = N, where N is a pre-defined
constant. Now we start observing the engine spin-down for T" time interval start-
ing from t¥. Re-arranging and integrating (1) we get:

Ni(t) = N e~ W/t 40 < < T 440 (2)

Define 7; as the closed set [t?, T + t?]. We shall use the short hand notation
N;(t),t € 7; to describe equation (2).

On the regional jets (RJ) operated by a Honeywell’s customer we have 4
interchangeable engines. From the interchangeability property of the engines, it
follows that moment of inertia J; will be almost identical to each other. Similarly
frictional losses characterized by k" will also be close to each other. In other
words, the interchangeability property implies:

R kP and J e Jy, d,j = 1,2,3,4 (3)
and hence {N;(¢),t € 7} = {N;(t),t € 7;} i,7=1,2,3,4 4)

That is, the spin-down profile of all four engines should evolve almost identically
over a pre-defined time. Note that the length of this time interval is identical, but
9 £ t?; 1,7 =1,2,3,4. In the next section, we will design an anomaly detection
algorithm based on this principle.

3 Algorithm Design

One of the widely used algorithms for fault diagnosis, given a nominal model
is parameter estimation. Stated simply, such model-based fault diagnosis algo-
rithms estimate the model parameters using actual observations. Deviations from
design values are indicative of incipient faults[3,4]. In this paper, we investigated
a much simpler approach, based on singular values. For the ith engine, starting
from t? we sample the engine speeds N; at a uniform rate. Let T time interval
contain m samples. Define an m X 4 observation matrix X as follows:

X =[x 2 x3 x4); where x; = [N;(1) N;(2) ... N;(m)]” (5)

It follows from (4) that the matrix X has only one independent row. Hence
the rank of this matrix will be very close to 1. That is, rank(X) ~ 1. A compu-
tational tractable way of calculating the rank of a matrix is using singular value
decomposition (SVD) of the covariance matrix, cov(X). Since rank(X) ~ 1 the
singular values of the covariance matrix satisfy the following property:

o1 >0, (02,0’3,0’4) ~ 0, where 01,02,03,04 = SVD(XTX/(m — 1))

From the property of SVD, we have o7 > 09 > 03 > o4 > 0. Hence, close-
ness of o9 to zero is sufficient to monitor the rank of the covariance matrix. By
monitoring o9, the algorithm compares the spin-down profile of engine i with
engine j, Vi, Vj, j # i. The spin-down equation ((2)) does not enter the algorithm
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Fig. 1. Data used for algorithm design

explicitly. However, the insight provided by the model is used in designing the
detection algorithm. Large deviations in the spin-down profile of engine 4 indi-
cated by larger value of o5 is an indication of possible incipient fault. In real
life small perturbations will be introduced as a result of sensor noise and typical
engine-to-engine variation. Although internal conditions within the engine core
remain constant, external factors like wind speed and engine position cause per-
turbations in the spin-down profile. Thus one needs to threshold oy to suppress
such effects.

Historical data from airline A spanning 10672 flights from 31 aircrafts was
used to design the detection threshold. Within this data set, there were no reports
of major engine failures. Based on conversations with engine experts, A was set
at 50% of full speed. m was fixed at 80 samples, primarily constrained by on-
board memory availability. Frequency of data collection was fixed by existing
data collection system. A typical spin-down profile is shown in the top subplot
in Fig. 1. The speed decay profiles from the four engines are similar, but not
identical. Bottom subplot in Fig. 1 sh