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Abstract. This paper presents a novel trust model in which we model trust based 
on an exotic uncertainty theory, namely cloud model. We regard trust between en-
tities as a cloud that is called as trust cloud. Based on such a quantification model 
of trust, we further propose the algorithms to compute propagated trust relation-
ships and aggregated trust relationships, which are needed for trust reasoning in 
pervasive computing environments. Finally, we compare the proposed trust model 
with other three typical models in simulation experiments, and the results shows 
the cloud-based trust model performs better in a total sense. 

1   Introduction 

Trust has been researched for more than teen years since Marsh’s work [1]. Because 
trust mechanism is more flexible and extensible than traditional security approaches 
such as PKI[20], trust has been introduced into many other cyber fields, i.e. pervasive 
computing, peer-to-peer networks, etc. In such contexts, trust is always regarded as 
subjective, therefore, how to measure trust become very important. Till now many 
approaches have been proposed to quantify trust [1,2,3], which either use discrete 
numbers such as -1, 0, 1, etc. to indicate different trust levels, or use a real number 
interval, for instance [0, 1]. However, since trust is subjective, it is not enough to 
describe trust with deterministic values.  

As we know, in human society, when we say we trust a person very much, actually 
we are not so sure about to what an accurate degree to trust him or her. On the other 
hand, we can trust two persons both very much, but we may trust one a little more 
than the other. The same can be applied to pervasive computing environments. Hence 
we declare that uncertainty is an important nature of trust, which means trust relation-
ships between entities are fuzzy and stochastic. For example, for two completely 
unacquainted entities, they may trust each other to a little degree, so that they can 
begin to cooperate in a task. Meanwhile, two familiar entities can also trust one an-
other to a little degree, which may result from their bad interaction history. From 
these two cases, we can see that, regarding the same trust description, say trust a little, 
the former is absolutely uncertain but the latter is quite assure. Therefore, we must 
incorporate uncertainty when modeling trust.  

In this paper, we propose such an trust model, namely the cloud based trust model 
or CBTM. We will present an overview of the cloud model in section 2. And in sec-
tion 3 we will delineate the cloud based trust model in detail. Then simulation ex-
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periments will be presented in section 4. Related work will be listed in section 5. 
Finally, we will summarize our work and point out our future work in section 6.  

2   Cloud Theory Overview 

The cloud model was firstly proposed as a model of the uncertainty transition between 
a linguistic term of a qualitative concept and its numerical representation [9]. Till 
now, the cloud model has been applied in many fields successfully, such as automatic 
control [11], knowledge discovery and data mining [10,12], etc  

Formally, a cloud can be defined as follows [22]. 

DEFINITION 1: Let U be the set as the universe of discourse, f is a random function 
with a stable tendency : U [0,1]f → , and g is also a random function with a stable 

tendency : U Ug → , He is an uncertain factor and 0 § He, and  

1) ' ( , ), Uu g u He u= ∈ . 

2)  = ( , )y f u' He . 

Then (U, g,  f, He) is a cloud, and (u’, y) is a cloud drop. 
In DEFINITION 1, the mapping f from U to the interval [0,1] is a one-point to multi-

point transition, so the degree of membership of u is a probability distribution rather 
than a fixed value, which is the very place where the cloud theory is different from the 
fuzzy logic. For example, a one-dimension normal cloud can be formalized as follows. 
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where d,x∈R (R is the set of real numbers) and randn(a, b) is a normally distributed 
random number generation function with a as the mean and b as the standard deviation. 

For the purpose of simpliness, normal clouds defined by Formula (1) can be de-
noted by three digital characteristics [9], namely Expected Value (Ex), Entropy (En) 
and Hyper-Entropy (He). With these digital characteristics, the fuzziness and ran-
domness of uncertain concepts can be integrated in a unified way. The expected value 
Ex points out the center of gravity of a normal cloud. The entropy En is a measure of 
the fuzziness of the concept over the universe of discourse. It shows the span of cloud 
drops distribution. The hyper entropy He is a measure of the uncertainty of the en-
tropy En. And the greater He is, the more dispersedly the membership degrees are 
distributed. In the extreme case, both entropy En and hyper entropy He is equal to 
zero, namely (Ex, 0, 0), which presents the concept of a deterministic datum.  

It is easy to see that the He in Formula (1) is the same as the He in DEFINITION 1. 
Furthermore, based on the normal cloud definition, and given three digital characteris-
tics, say Ex, En, He, we can build a normal cloud with the so-called normal cloud 
generator, which is described by the following algorithm [9]. 
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ALGORITHM 1: Given a normal cloud (Ex, En, He) and the number of the cloud 
drops N, a normal cloud can be computed following steps as follows. 

1) Produce a normally distributed random number En’ with the mean En and the 
standard deviation He; 

2) Produce a normally distributed random number x with the mean Ex and the stan-
dard deviation En’; 

3) Calculate 

2
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( )
2( ')
x Ex

Eny e
−−

= ; 

4) Point (x, y) is a cloud drop in the universe of discourse;  
5) Repeat steps 1-4 until N cloud drops are generated.  

Fig. 1 illustrates the normal cloud description of the term “10 miles around”. 
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Fig. 1. Cloud shape and three digital characteristics of the linguistic term “10 miles around” 

3   Cloud-Based Trust Model 

Based on the cloud model, we research on uncertainty of trust and propose a novel 
cloud based trust model or CBTM, which will be described in this section in detail. 

3.1   Trust Cloud 

The trust cloud is the core concept of CBTM, which is defined as follows.  

DEFINITION 2: A trust cloud is a normal cloud to quantify a trust relationship be-
tween two entities, indicating how much and how surely one is trusted by the other. 
Formally, the trust cloud held by an entity, i.e. A, about the other entity, i.e. B, can be 
denoted as:  

= ( )
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0 1
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ABtc nc Ex,En,He
Ex
En
He

≤ ≤
≤ ≤
≤ ≤
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where nc(Ex, En, He) is a normal cloud defined by Formula (1), and Ex is the trust 
expected value here, which indicates the basic trust degree of B for A. En reflects the 
uncertainty of the trust relationship. It also describes the scope of cloud drops which 
can be accepted by A, namely the fuzziness degree. And En shows the stochastic 
density of the cloud drops in the trust space, namely the randomness of the trust rela-
tionship. He is the trust hyper entropy here, which indicates the uncertainty of fuzzi-
ness degree of the trust relationship. 

It should be pointed out that, when En ∫ 0 and He = 0， the trust relationship of en-
tity A to entity B is fuzzy, but the fuzziness degree is deterministic;  and when En = 0 
and He = 0， the trust relationship of entity A to entity B is deterministic and there is 
no uncertainty in the trust. For example, the entities belonging to an internal system or 
the same administrative domain could have deterministic trust relationships.  

Fig. 2 illustrates some typical trust clouds. 

  
(a)                                                    (b) 

  
(c)                                                  (d) 

Fig. 2. Typical trust clouds. (a) tc (0.5, 0.1, 0.6). (b) tc (0.5,0.1,0.2). (c) tc (0.7,0.1,0). (d) 
tc(0.9,0.01,0). 

From Fig.2 we can deduce that: (1) The greater Ex is, the closer a trust cloud ap-
proaches to the max trust value, namely 1; (2) The greater En is, the wider the span of 
a trust cloud is; (3) The greater He is the more dispersive the cloud drops of a trust 
cloud are.  

3.2   Distrust and No trust 

In trust modeling, distrust and no trust have different meanings. If entity A distrusts 
entity B, it means A knows B can not be trusted. On the contrary, if entity A has no 
trust about entity B, it means A does not know whether or how much B should be 
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trusted. Traditionally, different values are used to distinguish distrust and no trust. For 
example, -1 indicates no trust, and 0 indicates distrust [13]. However, we declare that 
distrust and no trust are two different concepts describing trust from different view-
points, namely trustworthiness viewpoint and uncertainty viewpoint. Therefore, more 
should be done rather than just assigning different values to them.   

From the standpoint of the cloud model, distrust is used to describe trust relation-
ships from the aspect of trustworthiness degree, and we can denote distrust with Ex = 
0. And no trust is a concept describing trust relationships from the aspect of uncer-
tainty of trust, and it can be indicated by setting En = 1 and He = 1. Therefore, we can 
see that distrust and no trust are two intercrossed concepts and in some cases both of 
them can even co-exist in one trust relationship. For example, entity A meets a 
stranger entity B, and then the trust relationship A established to B should be no trust. 
At the same time, A may also label the trust degree as distrust, because A is very cau-
tious. On the contrary, if A is adventurous, A may set an average trust degree to the no 
trust relationship. In a word, distrust and no trust are not exclusive. This distinguishes 
CBTM from all other trust models. 

Fig. 3 shows some examples of distrust clouds and no trust clouds. 

   
(a)                                                    (b) 

   
(c)                                                     (d) 

Fig. 3. Distrust and unknown trust clouds. (a) distrust cloud tc(0,0.1,0.01). (b) distrust cloud 
tc(0,0.1,0.1). (c) no trust and distrust cloud tc(0,1,1). (d) no trust cloud tc(0.5,1,1). 

3.3   Trust Reasoning 

In pervasive computing environments, unknown entities are always met. Before these 
strangers cooperate with each other, their trustworthiness should be determined. How-
ever, as strangers, their trust degrees can not be known by one another at present. 
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Therefore, it is necessary for any entity to derive a trust relationship to the stranger 
based on exiting trust relationships. Therefore algorithms of computing trust clouds 
are needed for trust reasoning. 

In CBTM, trust cloud computation consists of two parts, namely computing a new 
trust cloud through trust propagation and combining many trust clouds into one 
unique trust cloud. 

Propagating Trust Clouds  
In pervasive computing environments, e.g. ad-hoc networks, entities always can not 
get trust recommendation of a stranger from their trusted neighbors directly, so trust 
cloud propagation is needed.   

Supposing there are m entities, say A1, A2, A3, …, Am, and the trust cloud from Ai to 
Ai+1  (1 § i § m-1) is  tci (Exi,Eni,Hei), then the trust cloud of A1 about Am, denoted as   
tc(Ex, En, He), can be computed as follows. 
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Where ≈ is called cloud logic multiplicative operator. 
For instance, suppose A trusts B as tcAB(0.8, 0.1, 0.01), and B trusts C as tcBC(0.5, 

0.05, 0.02), then the trust cloud held by A to C, denoted as tcAC(Ex, En, He), can be 
computed according to Formula (3) as follows. 

2 2

0.8 0.5 0.4

min( 0.1 0.05 ,1) 0.112

min( ,1) 0.030.01 0.02

Ex

En

He

= × =

= + ≈

= =+

. 

   
(a)                                              (b)                                            (c) 

Fig. 4. Propagating trust cloud. (a) tcAB(0.8, 0.1, 0.01). (b) tcBC(0.5, 0.05, 0.02).(c) tcAC (0.4, 
0.112, 0.03). 
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We illustrate these three trust clouds in Fig. 4, from which it is easy to see that af-
ter propagation, the trust cloud becomes more dispersive and closer to 0. This means 
the trust degree is decreased and the uncertainty is increased.  This accords with hu-
man experience. 

Aggregating Trust Clouds  
In many cases, more than one trust clouds of a stranger entity can be computed, there-
fore, it is necessary for an entity to combine these trust clouds into a unique one. 

Supposing there are m trust clouds, say tc1, tc2, tc3, …, tcm, then these trust clouds 
can be combined into one trust cloud, say tc(Ex, En, He),  as follows.  
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Where ∆ is the cloud logic additive operator.  
For example, entity A gets two propagated trust clouds, i.e. tc1(0.4, 0.112, 0.03) 

and tc2(0.72, 0.2, 0.05), then the aggregated trust cloud tc(Ex, En, He) can be com-
puted according to Formula (4) like this. 

(0.4 0.72) / 2 0.56

min((0.112 0.2) / 2,1) 0.156

min(( 2,1) 0.040.03 0.05)/

Ex

En

He

= + =

= + =

= =+

 

These three trust clouds are illustrated in Fig.5, from which we can see the com-
bined trust cloud is between the two operand trust clouds from both aspect of trust 
level and uncertainty. This also accords with our intuition.  

   
(a)                                            (b)                                      (c) 

Fig. 5. Aggregated trust clouds. (a)tc1(0.4,0.112,0.03) (b)tc2(0.72,0.2,0.05) (c)tc (0.56,0.156, 
0.04). 
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4   Simulation Experiment 

Since using cloud to model trust is absolutely exotic, it is necessary for us to prove the 
validation of CBTM in experiments. Therefore, we carried out a simulation experi-
ment.  

Our experiment is based upon a simulation platform RePast[19],which is popular 
in simulating agent-based systems. Over RePast, we developed CBTM. As compari-
son, we also implemented other three trust models, which are based on Depster-
Shafer theory, probability theory, and Fuzzy logic respectively. These trust models 
are: 

 Yu Trust Model  (abbreviated as Y Model) [18] 
 Beth Trust Model (abbreviated as B Model) [2] 
 Tang Trust Model (abbreviated as T Model) [21] 

In the experiment, our proposed trust model is abbreviated as C Model. 

4.1   Metrics 

To compare selected trust models quantitatively, we define some metrics first. 

DEFINITION 3: Suppose { |1 }iA i N= ≤ ≤E  are the set of entities in a pervasive 

environment, and {( , , ) | , , 0 1}i j ij i j ijA A tval A A tval= ∈ ≤ ≤Tr E  is the set of trust 

relationships between these entities, then we define average trust density (ATD) as  

2
ATD

P ( 1)
ij ij

ij ij
tval tval

N

tval tval

N N

∈ ∈= =
× −

∑ ∑
Tr Tr

.                        (5) 

This metric represents the overall trust level of a network. If the ATD of a network 
is too low, it means the society formed by the network is fragile and it is easy to col-
lapse.  At the same time, the faster the ATD curve become horizontal, the better a 
trust model’s convergence is.   

DEFINITION 4: Suppose the total interaction (from service request to its being 
permitted or denied) number between entities in the network is Nt, and total successful 
cooperation (service request is permitted) number is Ns, then we define successful 
cooperation probability (SCP) as  

SCP 100%s

t

N

N
= × .                                         (6) 

This metric shows the cooperation level of a network. The greater this metric is, 
the more cooperative the society and a trust model are.  

DEFINITION 5: Suppose the time an entity receives a request is t, and the time a 
trust model finishes evaluating the requester entity’s trust is t’, and the total number of 
interaction in the network is N, then we define average response delay (ARD) as  
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This metric shows the complexity of a trust model. Since our simulation does not 
consider physical network delay, the delay time is due to trust model computation. So 
the bigger ARD is the more complex a trust model is. And the less complex a trust 
model is, the better it is. 

4.2   Simulation Parameter Setting 

In the experiment, we created a network with specific number of entities and the enti-
ties in it are reachable for one another. During initialization, each entity was assigned 
randomly the specific number of acquaintances, and the trust relationships between 
them were initialized randomly.  

During the experiment, entities interacted with each other for specific times. In 
each interaction, the simulation system chose two entities randomly, and the first was 
requester and the other was server. The server computed the requester’s trustworthi-
ness using a trust model, and decided whether the request would be accepted not by 
comparing the evaluation result with the predefined cooperation threshold value.  In 
each interaction, every trust model was used and concerned data were recorded.  

The simulation system parameter setting is described in Table 1. 

Table 1. Simulation system parameter setting 

Parameter Value 
Initial Acquaintance. 5 
Entity  Number 100 
Interaction Number 25µ2500 
Threshold Value 0.5 

4.3   Experiment Results 

The experiment results are illustrated in Fig. 9. 
From Fig.9 (a), we can see that the proposed C model and Y model’s NTD are very 

close and much higher than both B model and T model. But C model becomes con-
vergent faster than Y model. 

From Fig.9 (b), we can observe that our proposed C model has a much far better 
performance than all the other models in terms of successful cooperation probability. 
This indicates CBTM will provide entities more chances to cooperate with each other.  

From Fig.9 (c), we can see that the ARD of C model is much lower than the other 
models, which indicates CBTM is much easier and will consume less CPU time.  

Based on all the experiment results, we can tell that CBTM performs quite well in 
terms of convergence, cooperation, and complexity.  
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Fig. 9. Experiment results. (a) NTD (b) SCP (c) ARD. 

5   Related Work 

In the computer science literature, Marsh is among the first to study trust. In [1], he 
provided a clarification of trust and presented an implementable formalism for trust, 
and he applied his trust model in the distributed artificial intelligence (DAI) commu-
nity to enable the agent to make trust-based decisions. Since his model attempted to 
integrate all the aspects of trust taken from sociology and psychology, it is rather 
complex.  

At almost the same time, Beth et al. [2] also proposed a trust model for distributed 
networks. They considered trust in different classes, which are Per Se different func-
tionalities in authentication protocols. Furthermore, they distinguished recommenda-
tion trust from direct trust and gave their formal representations, as well as rules to 
derive trust relationships and algorithms to compute trust values.  

Another important trust model is proposed by Abdul-Rahman et al. [13]. They tried 
to give a model of generalized trust to be suited to trust relationships that are less 
formal, temporary or short-term. For this purpose, they classified trust relationships 
into two types, namely direct trust relationship and recommender trust relationship, 
which is quite different from recommendation trust in the model of Beth described 
above. Besides, they proposed a recommendation distribution protocol, as well as an 
algorithm to compute trust value of target for a single recommendation path.  
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Following these basic work, a lot of trust models [4, 5, 16, 6, 15, 14,17] were pro-
posed to various systems, including multi-agent systems, peer-to-peer networks, as 
well as pervasive computing. Unfortunately, these models do not consider uncertainty 
of trust at all. C. Castelfranchi et al [7], H. Zhuang et al [8], and Tang [22] did con-
sider uncertainty, more accurately, fuzziness, and they used fuzzy logic to deal with 
trust related problems. It is their work to inspire us to research the uncertainty of trust 
deeply. 

6   Conclusion and Future Work 

In this paper, we propose a novel trust model, namely the cloud based trust model or 
CBTM. Distinguished from previous trust models, CBTM takes uncertain of trust into 
account and describes the trust degree and trust uncertainty in a uniform form, namely 
cloud. In CBTM, we give the cloud description of trust as well as algorithms to com-
pute propagated trust values and aggregated trust values. And our simulation experi-
ment demonstrates the better performance of CBTM preliminarily. 

As for our future work, we will continue to perfect CBTM. We will incorporate 
other factors into current model, such as risk, reputation, etc. In other words, we will 
work on a more complex model, which will be more practical to deal with trust issues 
in pervasive computing. Besides, we will consider cheating or vicious behaviors in 
pervasive computing environments and methods will be researched to detect such 
behaviors, and further reduce or even prevent them. 
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