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Abstract. A data warehouse (DW) is supplied with data that come from 
external data sources (EDSs) that are production systems. EDSs, which are 
usually autonomous, often change not only their contents but also their 
structures. The evolution of external data sources has to be reflected in a DW 
that uses the sources. Traditional DW systems offer a limited support for 
handling dynamics in their structures and contents. A promising approach to 
this problem is based on a multiversion data warehouse (MVDW). In such a 
DW, every DW version includes a schema version and data consistent with its 
schema version. A DW version may represent a real state at certain period of 
time, after the evolution of EDSs or changed user requirements or the evolution 
of the real world. A DW version may also represent a given business scenario 
that is created for simulation purposes. In order to appropriately synchronize a 
MVDW content and structure with EDSs as well as to analyze multiversion 
data, a MVDW has to manage metadata. Metadata describing a MVDW are 
much more complex than in traditional DWs. In our approach and prototype 
MVDW system, a metaschema provides data structures that support: (1) 
monitoring EDSs with respect to content and structural changes, (2) automatic 
generation of processes monitoring EDSs, (3) applying the discovered EDS 
changes to a selected, DW version, (4) describing the structure of every DW 
version, (5) querying multiple DW versions of interest at the same time, (6) 
presenting and comparing multiversion query results. 

1   Introduction 

A data warehouse (DW) is a large database (often of terabytes size) that integrates 
data from various external data sources (EDSs). A DW content includes historical, 
summarized, and current data. Data warehouses are important components of decision 
support systems. Data integrated in a DW are analyzed by, so called, On-Line 
Analytical Processing (OLAP) applications for the purpose of: discovering trends 
(e.g. sale of products) patterns of behavior and anomalies (e.g. credit card usage) as 
well as finding hidden dependencies between data (e.g. market basket analysis, 
suggested buying).  
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The process of good decision making often requires forecasting future business 
behavior, based on present and historical data as well as on assumptions made by 
decision makers. This kind of data processing is called a what-if analysis. In this 
analysis, a decision maker simulates in a DW changes in the real world, creates 
virtual possible business scenarios, and explores them with OLAP queries. To this 
end, a DW must provide means for creating and managing various DW alternatives, 
that often requires changes to the DW structure. 

An inherent feature of external data sources is their autonomy, i.e. they may evolve 
in time independently of each other and independently of a DW that integrates them 
[40, 41]. The changes have an impact on the structure and content of a DW. The 
evolution of EDSs can be characterized by: content changes, i.e. insert/update/delete 
data, and schema changes, i.e. add/modify/drop a data structure or its property. 
Content changes result from user activities that perform their day-to-day work with 
the support of information systems. On the contrary, schema changes in EDSs are 
caused by: changes of the real world being represented in EDSs (e.g. changing 
borders of countries, changing administrative structure of organizations, changing 
legislations), new user requirements (e.g. storing new kinds of data), new versions of 
software being installed, and system tuning activities. 

The consequence of content and schema changes at EDSs is that a DW built on the 
EDSs becomes obsolete and needs to be synchronized. Content changes are 
monitored and propagated to a DW often by means of materialized views [20]. and 
the history of data changes is supported by applying temporal extensions e.g. [12]. 
Whereas EDSs schema changes are often handled by applying schema evolution, e.g. 
[10, 26] and temporal versioning techniques [17, 18, 33]. In schema evolution 
approaches historical DW states are lost as there is only one DW schema that is being 
modified. In temporal versioning approaches only historical versions of data are 
maintained whereas schema modifications are difficult to handle. 

In our approach, we propose a multiversion data warehouse (MVDW) as a 
framework for: (1) handling content and schema changes in EDSs, (2) simulating and 
managing alternative business scenarios, and predicting future business trends (a 
what-if analysis). A MVDW is composed of persistent versions, each of which 
describes a DW schema and content in a given time period. 

In order to support the lifecycle of a DW, from its initial loading by ETL 
processes, periodical refreshing, to OLAP processing and query optimization, a DW 
has to provide metadata. Metadata are defined as data about a DW. They are used for 
improving a DW management and exploitation. There are two basic types of 
metadata, namely business and technical ones. Business metadata include among 
others: dictionaries, thesauri, business concepts and terminology, predefined queries, 
and report definitions. They are mainly used by end-users. Technical metadata 
include among others: a DW schema description and the definitions of its elements, 
physical storage information, access rights, statistics for a query optimizer, ETL 
process descriptions, and data transformation rules [45]. 

In the case of a multiversion data warehouse, metadata are much more complex 
than in traditional DWs and have to provide additional information. Industry standard 
metamodels, i.e. Open Information Model [36] and Common Warehouse Metamodel 
[15] as well as research contributions, e.g. [24, 37] have not yet considered the 
incorporation of metadata supporting either schema and data evolution or schema and 
data versioning.  
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This paper's focus and contribution includes the development of metaschemas for 
the support of: (1) detecting structural and content changes in EDSs and propagating 
them into a MVDW, (2) automatic generation of software monitoring EDSs, based on 
metadata, (3) managing versions of schemas and data in a MVDW, (4) executing 
queries that address several DW versions, (5) presenting and comparing multiversion 
query results. Based on the developed metamodel, a prototype MVDW system was 
implemented in Java and Oracle PL/SQL language, whereas data and metadata are 
stored in an Oracle10g database. To the best of our knowledge, it is the first approach 
and implemented system managing multiple, persistent, and separate DW versions as 
well as supporting the analysis of multiversion data. 

The rest of this paper is organized as follows. Section 2 presents basic definitions 
in the field of DW technology. Section 3 discusses existing approaches to handling 
changes in the structure and content of a DW as well as approaches to metadata 
management. Section 4 overviews our concept of a multiversion DW and presents its 
metaschema. Section 5 presents the mechanism of detecting changes in EDSs and its 
underlying metamodel. Finally, Section 6 summarizes the paper. 

2   Basic Definitions 

A DW takes advantage of a multidimensional data model [21, 24, 29] with facts 
representing elementary information being the subject of analysis. A fact contains 
numerical features, called measures, that quantify the fact and allow to compare 
different facts. Values of measures depend on a context set up by dimensions. 
Examples of measures include: quantity, income, turnover, etc., whereas typical 
examples of dimensions include Time, Location, Product, etc. (cf. Fig. 1). In a relational 
implementation, a fact is implemented as a table, called a fact table, e.g. Sales in Fig. 1. 

Dimensions usually form hierarchies. Examples of hierarchical dimensions are: 
(1) Location, with Cities at the top and Shops at the bottom, (2) Product, with 
Categories and Items (cf. Fig. 1). A schema object in a dimension hierarchy is called 
a level, e.g. Shops, Cities, Categories, Items, and Time. In a relational 
implementation, a level is implemented as a table, called a dimension level table.  

 

Fig. 1. An example DW schema on sale of products 



1350 R. Wrembel and B. Bębel 

A dimension hierarchy specifies the way measures are aggregated. A lower level of 
a dimension rolls-up to an upper level, yielding more aggregated data. Values in every 
level are called level instances. Example instances of level Items may include: 't-
shirt' and 'shampoo', whereas instances of level Categories may include: 'clothes' and 
'cosmetics'. The dimension instance of dimension Di is composed of hierarchically 
assigned instances of levels in Di, where the hierarchy of level instances is set up by 
the hierarchy of levels. Example instances of dimension Product include: {'t-shirt'  
'clothes', 'shampoo'  'cosmetics'}, where  is the hierarchical assignment of a 
lower level instance to an upper level instance. 

3   Related Work 

The problem of schema changes appeared in mediated and federated database systems 
that were used for interconnecting heterogeneous data sources, e.g. [8, 9, 13, 30, 43]. 
A lot of research have been carried out in order to handle schema changes and 
propagate them into a global schema, e.g. [1, 6, 7, 31, 32]. Handling schema changes 
in EDSs and propagating them into a DW is partially based on that solutions. 
However, DW systems have different characteristics requiring new approaches to this 
problem. First of all, a final DW schema is usually totally different form EDSs 
schemas. Second of all, a DW stores persistent elementary data as well as data 
aggregated at many levels that have to be transformed after a DW schema updates.  

The approaches to the management of changes in a DW can be classified as: 
(1) schema and data evolution: [10, 22, 23, 26, 27, 44], (2) temporal and versioning 
extensions [3, 11, 12, 14, 17, 18, 25, 28, 29, 33, 41]. 

The approaches in the first category support only one DW schema and its instance. 
In a consequence, many structural modifications require data conversions that results 
in the loss of historical DW states, e.g. dropping an attribute, changing an attribute 
data type, length or domain.  

In the approaches from the second category, in [12, 17, 18, 33] changes to a DW 
schema are time-stamped in order to create temporal versions. The approaches are 
suitable for representing historical versions of data, but not schemas.  

In [14, 41] data versions are used to avoid duplication anomaly during DW 
refreshing process. The work also sketches the concept of handling changes in an 
EDS structure. However, a clear solution was not presented on how to apply the 
changes to DW fact and dimension tables. Moreover, changes to the structure of 
dimensions as well as dimension instances were not taken into consideration. 

In [25, 28, 38] implicit system created versions of data are used for avoiding 
conflicts and mutual locking between OLAP queries and transactions refreshing a DW.  

On the contrary, [11] supports explicit, time-stamped versions of data. The 
proposed mechanism, however, uses one central fact table for storing all versions of 
data. In a consequence, only changes to dimension and dimension instance structures 
are supported. In [19] a DW schema versioning mechanism is presented. A new 
persistent schema version is created for handling schema changes. The approach 
supports only four basic schema modification operators, namely adding/deleting an 
attribute as well as adding/deleting a functional dependency. A persistent schema 
version requires a population with data. However, this issue is only mentioned in the 
paper. [42] addresses the problem of handling changes only in the structure of a 
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dimension instances. To this end, a time-stamped history of changes to dimension 
instances is stored in an additional data structure. The paper by [29] addresses the 
same problem and proposes consistency criteria that every dimension has to fulfill. It 
gives an overview how the criteria can be applied to a temporal DW only.  

In [3] a virtual versioning mechanism was presented. A virtual DW structure is 
constructed for hypothetical queries simulating business scenarios. As this technique 
computes new values of data for every hypothetical query based on virtual structures, 
performance problems will appear for large DWs.  

In order to handle schema and data evolution as well as versioning and in order to 
allow querying such evolving DW systems, the set of well defined metadata is 
required. From the approaches discussed above, only [18] presents a metamodel for a 
temporal DW. Additionally, [37] discusses and presents high level metamodel for 
handling and assuring data quality in a DW. The author only mentions the need for a 
metamodel supporting DW evolution, without giving any solutions. 

The need for metadata describing multiple areas of a DW system design, 
development, deployment, and usage as well as the need for data exchange between 
different heterogeneous systems resulted in two industrial metadata standards, namely 
the Open Information Model (OIM) [24, 36, 45] and the Common Warehouse 
Metadata (CWM) [15, 24, 45], developed by multiple industry vendors and software 
providers. OIM was developed by the Meta Data Coalition (MDC) for the support 
of all phases of an information system development. OIM is based on UML, XML, 
and SQL92. It includes the following models: (1) object-oriented analysis and design, 
(2) object and component development life-cycles, (3) business engineering, (4) 
knowledge management tool, and (5) database and data warehousing model, 
including: database and multidimensional schema elements, data transformations, 
non-relational source elements, report definitions. OIM is supported among others by 
Microsoft, Brio Technologies, Informatica, and SAS Institute.  

On the contrary, CWM was developed by the Object Management Group 
(OMG) for the support of integrating DW systems and business intelligence tools. 
The standard is based on XML, CORBA IDL, MOF, and SQL99. It includes the 
following models: (1) foundation of concepts and structures, (2) warehouse 
deployment, (3) relational interface to data, (4) record-oriented structures, (5) 
multidimensional database representation, (6) XML types and associations, (7) type 
transformations, (8) OLAP constructs, (9) warehouse process flows, (10) warehouse 
day-to-day operations. CWM is supported among others by IBM, Oracle, and 
Hyperion.  

In 2000, the standard developed by MDC was integrated into the standard developed 
by OMG. Since then, the integrated standard is developed under OMG [46, 47].  

None of the discussed standards, however, includes models supporting detection 
and propagation of changes from an EDS to a DW, or models supporting schema and 
data evolution in a DW. Consequently, they do not provide support for temporal or 
cross-version queries. Whereas our approach and implemented prototype system 
supports handling the evolution of DW schema and data by applying versioning 
mechanism. Moreover, a user can query multiple DW version, analyze, and compare 
the query results. In order to support these functionalities the system has to manage 
various metadata that are described by the metaschema that we have developed. 
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4   Multiversion Data Warehouse 

This section informally overviews our concept of a multiversion DW, presents its 
metaschema, and outlines the approach to querying multiple DW versions. Formal 
description of a MVDW was presented in [34].  

4.1   Basic Concepts 

A multiversion data warehouse (MVDW) is composed of the set of its versions. A 
DW version is in turn composed of a schema version and an instance version. A 
schema version describes the structure of a DW within a given time period, whereas 
an instance version represents the set of data described by its schema version.  

We distinguish two types of DW versions, namely real and alternative ones. Real 
versions are created in order to keep up with changes in a real business environment, 
like for example: changing organizational structure of a company, changing 
geographical borders of regions, changing prices/taxes of products. Real versions are 
linearly ordered by the time they are valid within. Alternative versions are created 
for simulation purposes, as part of the what-if analysis. Such versions represent 
virtual business scenarios. All DW versions are connected by version derivation 
relationships, forming a version derivation graph. The root of this tree is the first 
real version. Fig. 2 schematically shows real and alternative versions. R1 is an initial 
real version of a DW. Based on R1, new real version R2 was created. Similarly, R3 
was derived from R2, etc. A2.1 and A2.2 are alternative versions derived from R2, and 
A4.1 is an alternative version derived from R4.  

 

Fig. 2. An example real and alternative versions derivation graph and version validity times 

Every DW version is valid within certain period of time represented by two 
timestamps, i.e. begin validity time (BVT) and end validity time (EVT) [5]. For 
example, real version R1 (from Fig. 2) is valid within time t1 (BVT) and t2 (EVT), R2 
is valid within t2 and t3, whereas R4 is valid from t4 until present. Alternative 
versions A2.1, A2.2, and A4.1 are valid within the same time period as the real 
versions they were derived from. 

A schema version, after being derived, is modified by means of operations that  
have an impact on a DW schema - further called schema change operations, as well as 
by operations that have an impact on the structure of a dimension instance - further 
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called dimension instance structure change operations. Schema change operations 
include among others: adding a new attribute to a level, dropping an attribute from a 
level, creating a new fact table, associating a given fact table with a given dimension, 
renaming a table, creating a new level table with a given structure, including a super-
level table into its sub-level table, and creating a super-level table based on its sub-
level table. The last three operations are applicable to snowflake schemas.  

Dimension instance structure change operations include among others: inserting 
a new level instance into a given level, deleting an instance of a level, changing the 
association of a sub-level instance to another super-level instance, merging several 
instances of a given level into one instance of the same level, and splitting a given 
level instance into multiple instances of the same level. The full list of schema and 
dimension instance structure change operations with their formal semantics, their 
application to a MVDW, and their outcomes can be found in [4]. Their presentation is 
out of scope of this paper. 

4.2   MVDW Metaschema 

The model of a MVDW is composed of multiversion dimensions and multiversion 
facts. A multiversion dimension is composed of dimension versions. A dimension 
version is in turn composed of level versions that form hierarchies. A multiversion 
fact is composed of fact versions. A fact version is associated with several dimension 
versions. This association represents a cube version. A fact version and a dimension 
version can be shared by several DW versions.  

The overall metaschema of our prototype MVDW is shown in Fig. 3. It is designed 
in the Oracle notation [2] where: a dashed line means a not mandatory foreign key, a 
solid line means a mandatory foreign key, a line end split into three means a 
relationship of cardinality many, whereas a simple line end means a relationship of 
cardinality one.  

The Versions dictionary table stores the information about all existing DW 
versions, i.e. version identifier, name, begin and end validity times, status (whether a 
version is committed or under development), type (a real or an alternative one), 
parent-child (derivation) dependencies between versions. The meta information about 
fact versions is stored in the Fact_Versions dictionary table, i.e. fact identifier, name, 
an identifier of a multiversion fact a given fact belongs to, fact implementation name, 
DW version identifier a given fact belongs to, the identifier of a transaction that 
created a given fact. The meta information about dimension versions is stored in 
Dim_Versions, i.e. dimension version identifier, name, an identifier of a multiversion 
dimension a given dimension belongs to, DW version identifier a given dimension 
belongs to, the identifier of a transaction that created a given dimension. 

The description of versions of hierarchies and their assignments to a given 
dimension version are stored in Hier_Versions and Dim_Hier_Versions, respectively. 
Versions of hierarchies are composed of level versions, whose descriptions are stored 
in Lev_Versions, i.e. level identifier, name, an identifier of a multiversion level a 
given level belongs to, implementation name, DW version identifier a given level 
belongs to, the identifier of a transaction that created a given level. Level versions are 
components of versions of level hierarchies. These associations are stored in 
Hier_Elements.  
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Fig. 3. The metaschema of our prototype MVDW 
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Fact versions are associated with dimension versions via level versions. The 
associations are stored in FHE_Associations. Every record in this metatable contains an 
identifier of a fact version, and identifier of the version of a hierarchy element (an 
association with the lowest level in a level hierarchy), an identifier of a DW version this 
association is valid in, and an identifier of a transaction that created this association. 

Every fact version and level version includes the set of its attributes, that are stored 
in the Attributes dictionary table. Notice that attributes are not versioned in order to 
simplify the model. In a consequence, a single attribute can't be shared by multiple 
DW versions. Integrity constraints defined for attributes as well as for fact and level 
tables are stored in Att_Constraints and Int_Constraints. Functional dependencies 
between attributes in level versions are stored in F_Dependencies. 

Table Att_Map is used for storing mappings between an attribute existing in DW 
version Vo and a corresponding attribute in a child version Vp. This kind of mappings 
are necessary in order to track attribute definition changes between versions, i.e. 
changing attribute name, data type, length, and integrity constraints. Some changes in 
attribute domain between two consecutive DW versions, say Vo and Vp (e.g. changing 
university grading scale from the Austrian one to the Polish one)  will require data 
transformations, if the data stored in Vo and Vp are to be comparable. To this end, 
forward and backward conversion methods have to be provided. Their names are 
registered in Att_Map as the values of Att_Forw_Mname and Att_Back_Mname, 
respectively. In our prototype system, conversion methods are implemented as Oracle 
PL/SQL functions. The input argument of such a function is the name of an attribute 
whose value is being converted and  the output is the converted value. Conversion 
methods are implemented by a DW administrator and they are registered in the 
metaschema by a dedicated application. 

The Fact_Ver_Map dictionary table is used for storing mappings between a given 
fact table in DW version Vo and a corresponding fact table in version Vp, directly 
derived from Vo. This kind of mappings are necessary in order to track fact table 
definition changes between versions, i.e. changing table name or splitting a table. 

The purpose of Lev_Ver_Map is to track changes of level tables between versions, 
i.e. changing table name, including a super-level table into its sub-level table, creating 
a super-level table based on its sub-level table, cf. [4]. 

As outlined in Section 4.1, the instances of level versions can be modified by 
changing associations to super-level instances as well as by merging and splitting 
them. Operations of this type result in new dimension instance structures. In order to 
allow querying multiple DW versions under such modifications, the system has to 
map level instances in version Vo into their corresponding instances that were 
modified in version Vp. To this end, the Lev_Inst_Map data dictionary table is used. 

Example 1.  In order to illustrate the idea and usage of mapping tables, let us consider 
a DW schema from Fig. 1 and let us assume that initially, in a real version from 
February (RFEB) to March (RMAR) there existed 3 shops, namely ShopA, ShopB, and 
ShopC that were represented by appropriate instances of the Location dimension. In 
April, a new DW version was created, namely RAPR in order to represent a new reality 
where ShopA and ShopB were merged into one shop - ShopAB. This change was 
reflected in the Location dimension instances. To this end, two following records 
were inserted to the Lev_Inst_Map dictionary table: 
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<id_ShopA,id_ShopAB,id_ShopsRMAR,id_ShopsRAPR, 
               100,null,null,id_tr> 

<id_ShopB,id_ShopAB,id_ShopsRMAR,id_ShopsRAPR, 
               100,null,null,id_tr> 

The first and the second value in the above records represents an identifier of 
ShopA and ShopAB, respectively. The third and fourth value represents the Shops 
level table identifier in version RMAR and RAPR, respectively. The fifth value stores the 
merging/splitting ratio. In our example, the ratio equals to 100, meaning that the 
whole ShopA and ShopB constitute ShopAB.  

For more advanced splitting or merging operations it will be necessary to provide a 
backward and forward transformation methods for converting facts from an old to a 
new DW version. If such methods are explicitly implemented and provided by a DW 
administrator, then their names are registered as the values of the sixth and seventh 
attribute. The last attribute stores transaction identifier of a transaction that carried out 
the modifications.   

The prototype MVDW is managed in a transactional manner and the Transactions 
dictionary table stores the information about transactions used for creating DW 
versions and modifying them. 

4.3   Metadata Visualization - MVDW User Interface 

A MVDW administrator manages the structure and content of a MVDW via a 
graphical application, implemented in Java. Its main management window is shown in 
Fig. 4. It is composed of the version navigator, located at the left hand side and the 
schema viewer, located at the right hand side. Both visualize the content of the 
MVDW metaschema.  

The main functionality of the application includes:  

• the derivation of a new (real or alternative) version of a data warehouse schema 
and its instance;  

• the modification of a schema version and dimension instance structures, by means 
of operations outlined in Section 4.1; 

• loading data from EDSs into a selected DW version (any ODBC data sources, 
sources accessible via a gateway, or text files can be used); 

• visualizing the schema of a selected DW version; 
• visualizing a schema version derivation graph; 
• querying multiple DW versions and presenting query results. 

4.4   Metadata in Multi-version Queries 

The content of a MVDW can be queried either by a query that addresses a single 
version - further called a single-version query (SVQ) or by addressing multiple 
versions - further called a multi-version query (MVQ).  

In a MVDW, data of user interest are usually distributed among several versions and 
a user may not be aware of the location of particular data. Moreover, DW versions being 
addressed in multi-version queries may differ with respect to their schemas. For these 
reasons, querying a MVDW is challenging and requires intensive usage of metadata.  
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Fig. 4. The application for managing a MVDW 

For the purpose of querying a MVDW, a traditional SQL select command has 
to be extended. To this end, we proposed clauses that allow querying: (1) a single DW 
version, that can be either a real or an alternative one, (2) the set of real DW versions, 
(3) the set of alternative DW versions. By including clauses (2) and (3) in one query, 
a user can query real and alternative versions at once. The detail description of the 
clauses as well as a user interface for specifying multi-version queries and visualizing 
their results is discussed in [35]. 

A user's multi-version query is processed by the MVQ parser and executor in the 
following steps.  

1. Constructing the set of DW versions 
The set SV of versions that is to be addressed in a MVQ is constructed by the parser 
by using version begin validity time and end validity time (cf. Section 4.1), which 
are stored in the Versions dictionary table.  

2. Decomposing MVQ 
Next, for every DW version in SV, the parser constructs an appropriate single-
version query. In this process, the differences in version schemas are taken into 
consideration. If some tables and attributes changed names between versions, then 
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appropriate names are found in data dictionary tables and are used in SVQs. If an 
attribute is missing in DW versions Vi, Vj, Vk, then the attribute is excluded from 
single-version queries addressing Vi, Vj, Vk. The data dictionary tables used in this 
step include among others: Fact_Versions, Dim_Versions, Hier_Verisions, 
Dim_Hier_Versions, Hier_Elements, FHE_Associations, Lev_Versions, Fact_Ver_ 
Map, Lev_Ver_Map, Attributes, Att_Map. 

3. Executing SVQs 
Every single version query constructed in step 2) is next executed in its own DW 
version. Then, the result set of every SVQs is returned to a user and presented 
separately. Additionally, every result set is annotated with:  
− an information about a DW version the result was obtained from,  
− a meta information about schema and dimension instance changes between 

adjacent DW versions being addressed by a MVQ. The metadata information 
attached to SVQ result allows to analyze and interpret the obtained data 
appropriately. 

4. Integrating SVQ results 
Result sets of single-version queries, obtained in step 3), may be in some cases 
integrated into one common data set. This set is represented in a DW version 
specified by a user (the current real version by default). This integration will be 
possible if a MVQ addresses attributes that are present in all versions of interest 
and if there exist transformation methods between adjacent DW versions (if 
needed). For example, it will not be possible to integrate the results of a MVQ 
addressing DW version Vo and Vp, computing the sum of products sold (select 
sum(amount) ...), if in version Vo attribute amount exists and in version Vp the 
attribute was dropped. 
While integrating result sets the following dictionary tables are used among others: 
Fact_Versions, Fact_Ver_Map, Lev_Versions, Lev_Ver_Map, Attributes, Att_Map, 
Lev_Inst_Map. 

Example 2. In order to illustrate annotating result sets of SVQs with meta 
information let us consider a DW schema from Fig. 1 and let us assume that initially, 
in a real version from February RFEB, there existed 3 shops, namely ShopA, ShopB, 
and ShopC. These shops were selling Ytong bricks with 7% of VAT. Let us assume 
that in March, Ytong bricks were reclassified to 22% VAT category (which is a real 
case of Poland after joining the European Union). This reclassification was reflected 
in a new real DW version RMAR.  

Now we may consider a user’s MVQ that addresses DW versions from February 
till March and computes gross total sale of products. The query is decomposed into 
two partial queries: one for RFEB and one for RMAR. After executing the corresponding 
SVQs in their proper versions, the result set of SVQ addressing version RMAR is 
augmented and returned to a user with meta information describing changes in the 
structure of the Product dimension instance between RFEB and RMAR, as follows:  

Dimension PRODUCT: Level PRODUCTS: 
 change association:  
 Ytong bricks(vat 7%  vat 22%) 

This way a sale analyst will know that a gross sale increase form February to 
March was at least partially caused by VAT increase.   
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5   Detecting Changes in EDSs 

For each external data source supplying a MVDW we define the set of events being 
monitored and the set of actions associated with every event.  

5.1   Events and Actions 

We distinguish two types of events, namely: structure events and data events. A 
structure event signalizes changes in an EDS's structure, that include: adding an 
attribute, modifying the name or domain of an attribute, dropping an attribute, adding 
a new data structure (table, class), dropping a data structure, changing the name of a 
data structure. A data event signalizes changes in an EDS's content, that include: 
adding, deleting, or modifying a data item. The set of events being monitored at EDSs 
is explicitly defined by a DW administrator and stored in so called mapping 
metaschema, cf. Section 5.2.  

For every event in the set, a DW administrator explicitly defines one or more 
ordered actions to be performed in a particular DW version. We distinguish two kinds 
of actions, namely messages and operations. Messages represent actions that can not 
be automatically applied to a DW version, e.g. adding an attribute to an existing data 
structure at an EDS, creating a new data structure. These events may not necessarily 
require DW version modification if a new object is not going to store any information 
of user's interest. Messages are used for notifying a DW administrator about certain 
source events. Being notified by a message, an administrator can manually define and 
apply appropriate actions into a selected DW version. Operations are generated for 
events whose outcomes can be automatically applied to a DW version, e.g. the 
insertion, update, and deletion of a record, the modification of an attribute domain or 
name, the change of a data structure name. The associations between events and 
actions is stored in the mapping metaschema. 

From the implementation point of view, operations are represented by SQL DML 
and DDL statements or stored procedures addressing an indicated DW version. The 
executable codes of operations and bodies of messages are automatically generated by 
monitors, cf. Section 5.3.  

5.2   Mapping Metaschema 

The structure of the mapping metaschema is shown in Fig. 5 (represented in the 
Oracle notation). The SRC_SOURCES dictionary table stores descriptions of external 
data sources. Information about EDSs data structures whose changes are to be 
monitored, are registered in two dictionary tables: SRC_OBJECTS and SRC_ 
ATTRIBUTES. All monitored events at EDSs are stored in SRC_EVENTS.  

DW_AC_SRC_EV_MAPPINGS stores mappings between events detected at EDSs 
and their associated actions that are to be executed in a given DW version. Action 
definitions, i.e. an action type and a data warehouse object an action is to be 
performed on, are stored in DW_ACTIONS. Data warehouse object descriptions (i.e. 
fact and dimension level tables, dimensions and hierarchies) are stored in the 
DW_OBJECTS and DW_ATTRIBUTES dictionary tables. Values taken from EDSs 
may need transformations before being loaded into a DW version (e.g. conversion of 
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GBP into Euro). Expressions that transform/compute values of attributes are stored in 
the DW_ATTR_EXPRESSIONS.  

A DW administrator defines the content of the mapping metaschema (i.e. 
mappings between events and actions) by means of a graphical application, called the 
metaschema manager written in Java. The mapping metaschema in stored in an 
Oracle10g database. 

 

Fig. 5. The structure of the mapping metaschema  

5.3   Automatic Generation of Monitors 

External data sources are connected to a MVDW in a standard way via software 
called monitors. Each EDS has its own dedicated monitor that is responsible for 
detecting the occurrences of predefined events at that source. For every EDS, the code 
of its monitor is automatically generated by a software module called the monitor 
generator, based on the content of the mapping metaschema. In the current prototype 
system, monitors are implemented in the Oracle PL/SQL language as stored packages 
and triggers detecting defined events. 
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After installing monitors at EDSs, they generate executable codes of operations 
and bodies of messages in response to EDS events. Generated actions are stored in a 
special data structure called the DW update register. Every action is described by its 
type (message or DML statement), its content (e.g. SQL statement or stored 
procedure) addressing particular objects in a particular DW version, and its sequence 
that represents the order of action executions. When an administrator decides to 
refresh a DW version, he/she selects actions for execution and runs a dedicated 
process, called the warehouse refresher, that reads actions stored in the DW update 
register and applies them to a specified DW version.  

6   Summary and Conclusions 

Handling changes in external data sources and applying them appropriately into a DW 
became one of the important research and technological issues [16, 39]. Structural 
changes applied inappropriately to a DW schema may result in wrong analytical 
results. Research prototypes and solutions to this problem are mainly based on 
temporal extensions that limit their use. Commercial DW systems existing on the 
market (e.g. Oracle10g, Oracle Express Server, IBM DB2, SybaseIQ, Ingres 
DecisionBase OLAP Server, NCR Teradata, Hyperion Essbase OLAP Server, SAP 
Business Warehouse, MS SQL Server2000) do not offer mechanisms for managing 
multiple DW states.  

Our approach to this problem is based on a multiversion data warehouse, where a 
DW version represents the structure and content of a DW within a certain time period. 
Managing multiple persistent versions of a DW allows to:  

• store history of real world changes without loss of any information,  
• create alternative business scenarios for simulation purposes,  
• query multiple DW states and compare query results. 

A fully functional DW system needs managing metadata in order to support the 
full lifecycle of a system. In the case of a multiversion data warehouse, metadata are 
much more complex than in traditional DWs and have to provide additional 
information, among others on: the structure and content of every DW version,  a trace 
of schema and dimension instance changes applied to every DW version. Industry 
standard metamodels, i.e. Open Information Model and Common Warehouse 
Metamodel as well as research contributions have not yet considered the 
incorporation of metadata supporting either schema and data evolution or schema and 
data versioning.  
In this paper we contributed by: 

1. The development of a MVDW metamodel that is capable of: (1) managing 
versions of schemas and data in a MVDW, (2) executing queries that address 
several DW versions, and (3) presenting, comparing, and interpreting multiversion 
query results. 

2. The framework for detecting changes in external data sources and propagating 
them into a MVDW, with the functionality of: (1) automatic generation of software 
monitoring EDSs, based on metadata, (2) automatic generation of actions in 
response to EDSs events. 
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Based on the developed metamodels, a prototype MVDW system was 
implemented in Java and Oracle PL/SQL language, whereas data and metadata are 
stored in an Oracle10g database. 

In the current implementation, monitors are automatically generated for data 
sources implemented on Oracle databases. In future we plan to extend automatic 
generation of monitors for other database systems including: IBM DB2, Sybase 
Adaptive Server Enterprise, and MS SQL Server as well as for non-database sources 
including: text and XML files. Future work will also focus on extending our 
metamodels in order to handle data quality issues in a MVDW. Another interesting 
task is to extend the accepted industry standard CWM so that it is suitable for 
describing a multiversion DW. 
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