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Preface

This volume contains a subset of the papers presented at the 10th Panhellenic
Conference in Informatics (PCI 2005), which took place at the City of Volos,
Greece, during November 11–13, 2005.

After an international call for papers, 252 full papers were submitted. The
number of the submitted papers constitutes a record number for the confer-
ence and reveals its growing dynamics. The authors represented universities and
institutes from the following countries: Algeria, Bulgaria, China, Cyprus, Czech
Republic, Finland, Greece, The Netherlands, Hungary, Italy, Japan, Korea, The
Kingdom of Saudi Arabia, Lebanon, Lithuania, Malaysia, Poland, Romania,
Spain, Taiwan, Turkey, Ukraine, UK, and USA. Of the submitted papers, 81
were accepted for inclusion in this volume, giving an acceptance ratio of approx-
imately 32.2%. The papers are classified into 17 thematic sections as follows:

– data bases and data mining
– algorithms and theoretical foundations
– cultural and museum information systems
– Internet-scale software/information systems
– wearable and mobile computing
– computer graphics, virtual reality and visualization
– AI, machine learning and knowledge bases
– languages, text and speech processing
– bioinformatics
– software engineering
– educational technologies
– e-business
– computer and sensor hardware and architecture
– computer security
– image and video processing
– signal processing and telecommunications
– computer and sensor networks

We would like to thank all the Program Committee members and the additional
reviewers for devoting time, effort and expertise so bounteously. Athanasios
Fevgas and Manos Koutsoumbelias at the University of Thessaly deserve much
credit for setting up and managing the conference website and the Web-based
paper reviewing system. Furthermore, Chryssa Grantza, Mary Karasimou, Eleni
Tsitsigianni and Eleni Syriveli merit special thanks for their contribution towards
preparing and organizing the conference. Last but not least, we would like to
express our gratitude to the Rector of the University of Thessaly, Prof. Constanti-
nos Bagiatis for hosting the conference and to our sponsors for their generous
support.

November 2005 Panayiotis Bozanis, Elias Houstis
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Abstract. Given two datasets DA and DB the closest-pair query (CPQ)
retrieves the pair (a,b), where a ∈ DA and b ∈ DB, having the smallest
distance between all pairs of objects. An extension to this problem is to
generate the k closest pairs of objects (k-CPQ). In several cases spatial
constraints are applied, and object pairs that are retrieved must also
satisfy these constraints. Although the application of spatial constraints
seems natural towards a more focused search, only recently they have
been studied for the CPQ problem with the restriction that DA = DB.
In this work we focus on constrained closest-pair queries (CCPQ), be-
tween two distinct datasets DA and DB, where objects from DA must
be enclosed by a spatial region R. A new algorithm is proposed, which
is compared with a modified closest-pair algorithm. The experimental
results demonstrate that the proposed approach is superior with respect
to CPU and I/O costs.

1 Introduction

Research in spatial and spatiotemporal databases is very active in the last twenty
years. The literature is rich in efficient access methods, query processing tech-
niques, cost models and query languages, providing the necessary components
to build high quality systems. The majority of research efforts aiming at efficient
query processing in spatial and spatiotemporal databases, concentrated in the
following significant query types: range query, k nearest-neighbor query, spatial
join query and closes-pair query. t is a combination of spatial join and near-
est neighbor queries. Given two spatial datasets DA and DB, the output of a
k closest-pair query is composed of k pairs oa,ob such that oa ∈ DA, ob ∈ DB.
These k pair-wise distances are the smallest amongst all possible object pairs.

Spatial joins and closest-pair queries require significant computation effort
and many more I/O operations than simpler queries like range and nearest neigh-
bors. Moreover, queries involving more than one datasets are very frequent in
real applications, and therefore, special attention has been given by the research
community [11,5,6,14,17,3].
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(EPEAEK II), and by the 2003-2005 Serbian-Greek joint research and technology
program.
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In this study, we focus on the k-Semi-Closest-Pair Query (k-SCPQ), and
more specifically, on an interesting variation which is derived by applying spatial
constraints in the objects of the first dataset. We term this query k-Constrained-
Semi-Closest-Pair Query (k-CSCPQ). In the k-SCPQ query we require k object
pairs (oa, ob) with oa ∈ DA and ob ∈ DB having the smallest distances between
datasets DA and DB such that each object oa appears at most once in the
final result. In the k-CSCPQ query, an additional spatial constraint is applied,
requiring that each object oa ∈ DA that appears in the final result must be
enclosed by a spatial region R1. An example is given in Figure 1, illustrating the
results of the aforementioned CPQ variations for k = 2.

a1

a2 a3

b1

a4

a5
a6

a7

a8

a9

b3

b4

b5

b6
b2

(a) closest-pair query
(k-CPQ)

a1

a2
a3

b1

a4

a5
a6

a7

a8

a9

b3

b4

b5

b6
b2

(b) semi-closest-pair query
(k-SCPQ)

a1

a2
a3

b1

a4

a5
a6

a7

a8

a9

b3

b4

b5

b6

Query Region

b2
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Fig. 1. Results of CPQ variations for k=2

Distance-based queries, such as nearest-neighbor and closest-pair, play a very
important role in spatial and spatiotemporal databases. Apart from the fact that
these queries compose an important family of queries on their own, they can be
used as fundamental building blocks for more complex operations, such as data
mining algorithms. Several data mining tasks require the combination of two
datasets in order to draw conclusions. A clustering algorithm based on closest
pairs has been proposed in [12]. In [2,3] the authors study applications of the
k-NN join operation to knowledge discovery, which is a direct extension of the
k-semi-closest-pair query. More specifically, the authors discuss the application
of k-NN join to clustering, classification and sampling tasks in data mining oper-
ations, and they illustrate how these tasks can be performed more efficiently. In
[19] it is reported that the k-NN join can also be used to improve the performance
of LOF algorithm, which is used for outlier detection in a single dataset [4], and
also to improve the performance of the Chameleon clustering algorithm [10]. The
importance of dynamic closest-pair queries to hierarchical clustering has been
studied in [8]. In the same paper the authors discuss the application of CPQ to
other domains such as the Traveling Salesman Problem (TSP), non-hierarchical
clustering, and greedy matching, to name a few.

1 For the rest of the study we assume that both datasets DA and DB contain multi-
dimensional points. The methods are also applicable for non-point objects.



Closest Pair Queries with Spatial Constraints 3

Taking into consideration the significance of distance-based queries in several
disciplines, in this work we focus on the semi-closest-pair query with spatial
constraints and study efficient algorithms for its computation. The motivation
behind the current study is the fact that in many realistic cases the user focuses
on a portion of the dataspace rather than in the whole dataspace. Although this
sounds natural, specifically for large dataspaces and large populations, there is
limited research work towards constrained spatial query processing. Moreover,
spatial constraints may be applied implicitly by the system as a result of user
query. For example, consider the query: ”Find the three closest parks from all
hotels located at the center of the city”. The hotels located at the city center are
usually enclosed by a polygonal region which determines the center of the city.
Finally, many complex algorithms first perform a partitioning of the dataspace
into cells, and then operate in each cell separately. Therefore, our methods can
be used as of-the-self components of more complex operations, in order to speed
up specific algorithmic steps.

The rest of the article is organized as follows. Section 2 presents the appro-
priate background, the related work and the main contributions of the paper.
The query processing algorithms are presented and studied in Section 3. Section
4 contains the performance evaluation results, whereas Section 5 concludes the
work and motivates for further research in the area.

2 Problem Definition and Related Work

Let DA and DB be two datasets of multi-dimensional points, each indexed by
means of a spatial access method. We assume that the R∗-tree [1] is used to index
each dataset, although other variations could be applied equally well. Dataset
DA is called the primary dataset, whereas dataset DB is called the reference
dataset. We are interested in determining the k objects from DA that are closer
to objects from the reference dataset DB, under the constraint that all points
from DA that are part of the answer must be enclosed by a spatial region Rq. If
the number of objects from DA contained in R is less than k, then all objects are
reported, ranked by their NN distance to the reference dataset DB. For simplicity
and clarity we assume that Rq is a rectangular region, although arbitrary query
regions can be used as well.

The first method towards processing of constrained closest-pair queries has
been proposed in [13], where it is assumed that DA=DB. Moreover, the authors
assume that in order for a pair (o1, o2) to be part of the answer, both o1 and
o2 must be enclosed by the query region R. In order to facilitate efficient query
processing, the R-tree is used to index the dataset. The proposed method aug-
ments the R-tree nodes with auxiliary information concerning the closest pair
of objects that resides in each tree branch. This information is adjusted accord-
ingly during insertions and deletions. Performance evaluation results have shown
that the proposed technique outperforms by factors existing techniques based on
closest pairs. This method can not be applied in our case, since we assume that
datasets DA and DB are distinct. This method can only be applied if for every
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pair of datasets we maintain a different index structure, which is not considered
a feasible approach.

In [16] the authors study the processing of closest-pair queries by applying
cardinality constraints on the result. For example, the query “determine objects
from DA such that they are close to at least 5 objects from DB”, involves a
distance join (closest-pair) and a cardinality constraint on the result. However,
we are interested in applying spatial constraints on the objects of DA.

Research closely related to ours include the work in [20] where the All-Semi-
Closest-Pair query is addressed, under the term All-Nearest-Neighbors. The au-
thors propose a method to compute the nearest neighbor of each point in dataset
DA, with respect to dataset DB. They also provide a solution in the case where
there are no available indexing mechanisms for the two datasets. The fundamen-
tal characteristics of these methods is the application of batching operations,
aiming at reduced processing costs. Although the proposed methods are focused
on evaluating the nearest-neighbor for every object in DA, they can be modified
towards reporting the best k answers, under spatial constraints. The details of
the algorithms are given in the subsequent section.

Methods proposed for Closest-Pair queries [9,6,7] can be used in our case by
applying the necessary modifications in order to: 1) process Semi-Closest-Pair
queries and 2) support spatial constraints. Algorithms for Closest-Pair queries
are either recursive or iterative and work by synchronized traversals of the two in-
dex structures. Performance is improved by applying plane-sweeping techniques
and bidirectional node expansion [15]. The details of the Closest-Pair algorithm,
which is used for comparison purposes, are given in the subsequent section.

3 Processing Techniques

3.1 The Semi Closest-Pair Algorithm (SCP)

Algorithms that process k-CPQ queries can be adapted in order to answer k-
CSCPQ queries. In this study, we consider a heap-based algorithm proposed in
[7], enhanced with plane-sweeping optimizations [15]. Moreover, the algorithm
is enhanced with batching capabilities, towards reduced processing costs. Algo-
rithm SCP is based on a bidirectional expansion of internal nodes which has
been proposed in [15], in contrast to a unidirectional expansion [9]. A minheap
data structure is used as a priority queue to keep pairs of entries of TA and TB,
which are promising to contain relevant object pairs from the two datasets. The
minheap structure stores pairs of internal nodes only, keeping the size of the
minheap at reduced levels. In addition, a maxheap data structure maintains the
best k distances determined so far.

Algorithm SCP continuously retrieves pairs of entries from the minheap, until
the priority of the minheap top is greater than the current dk. Let (EA, EB) be
the next pair of entries retrieved by the minheap. We distinguish the following
cases:

– Both EA and EB correspond to internal nodes: in this case a bidirectional
expansion is applied in order to retrieve the sets of MBRs of the two nodes
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pointed by EA and EB respectively. Then, plane-sweeping is applied in or-
der to determine new entry pairs, which are either rejected or inserted into
minheap according to their distance.

– Both EA and EB correspond to leaf nodes: in this case a batch operation
is executed, by means of the plane-sweep technique, in order to determine
object pairs (ai, bj) of the two datasets that may contribute to the final
answer. If dist(ai, bj) > dk then the pair is rejected. If dist(ai, bj) ≤ dk and
object ai does not exist in maxheap, then the pair (ai, bj) is inserted into
maxheap. However, if ai is already in maxheap, we check if the new distance
is smaller than the already recorded one. In this case, the distance of ai is
replaced in maxheap.

– One of the two entries corresponds to an internal node, and the other entry
corresponds to a leaf node: in this case a unidirectional expansion is per-
formed only for the entry which corresponds to an internal node. New entry
pairs are either rejected or inserted into minheap.

In summary, the SCP algorithm can be used for k-CSCPQ query processing,
provided that:

– a node of TA is inspected only if its MBR intersects the query region R and
– during plane-sweeping operations each object from DA is considered only

once.

3.2 The Proposed Approach (The Probe-and-Search Algorithm)

In this section, we present a new algorithm for answering k-CSCPQ queries,
when the two datasets under consideration are indexed by means of R∗-trees
or similar access methods. We would like to devise an algorithm having the
following properties:

– The algorithm should have reduced CPU cost, which is enabled by the use
of batching operations,

– Buffer exploitation should be increased introducing as few buffer misses as
possible,

– The working memory of the algorithm should be low, and
– Pruning of TA should be enforced in order to avoid inspecting all tree nodes

intersected by R.

In the sequel we present in detail the proposed algorithm, which is termed
Probe-and-Search (PaS). It consists of three stages: a) searching the primary
tree, b) pruning the primary tree and c) performing batching operations in the
reference tree.

Searching the Primary Tree. Given the number of requested answers k and
the query region R, the algorithm begins its execution by inspecting relevant
nodes of the primary dataset, which is organized by TA. Instead of using a
recursive method to traverse the tree, a heap structure is used to accommodate
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relevant entries. The heap priority is defined by the Hilbert value of the MBR
centroid of every inspected node entry, as it has been used in [20]. We call this
structure HilbertMinHeap. When a new node of TA is visited, we check which of
its entries are intersected by the query region R. Then, the Hilbert value of each
of these entries is calculated, and the pair (entry, HilbertValue) is inserted into
HilbertMinHeap.

The use of the Hilbert value guarantees that locality of references is preserved,
and therefore, nodes that are located close in the native space are likely to be
accessed sequentially. The search is continued until a node is reached which
resides in the level right above the leaf level.

Pruning the Primary Tree. In order to prune the primary tree TA, the PaS
algorithm should be able to determine whether a node of TA cannot contribute
to the result. Let NA be a node examined by PaS (i.e., it has been inserted
in HilbertMinHeap). For each NA’s entry, NA[i], PaS checks if there is an in-
tersection of NA[i] with R. If this is true, then a 1-NN query is issued to TB

and the minimum distance mindist between NA[i].mbr and an object in TB is
determined. If the calculated mindist is larger than the current k-th best dis-
tance, then it is easy to see that the further examination of NA[i] can be pruned,
because NA[i] will not contain any object whose distance from any object of TB

will be less than the currently found k-th distance. In this case, we avoid the
access to the corresponding page and the examination of NA[i]’s entries.

Since PaS uses the aforementioned pruning criterion, we would like to priori-
tize the examination of the entries of TA according to their mindist distance from
the entries of TB. This way, the most promising entries of TA are going to be ex-
amined first. Thus, the current k-th best distance will be accordingly small so as
to prune many entries of TA and the final result will be shaped more quickly. PaS
performs the required prioritization by placing the examined entries of TA into a
second heap structure. An entry in this heap comprises a pair (NA[i], mindist),
where mindist is the result of the 1-NN query issued to TB by NA[i].mbr. The
entries in this heap are maintained according to their mindist values.

It is easy to contemplate that the closer to the root of TA a node is, the
smaller its corresponding mindist from TB will be. Therefore, the nodes of the
upper levels of TA are more difficult to be pruned. Moreover, we would spend
considerable cost to issue 1-NN queries for such nodes, which will not payoff. For
this reason, PaS uses the prioritization scheme only for the leaves of TA. Since
the number of leaves in the R∗-tree is much larger than the number of internal
nodes, the expected gain is still significant. Consequently, once an internal node
NA[i], which is a father of a leaf, is inspected (i.e., was previously an entry in
the HilbertMinHeap), then for all its children (leaves) NA[i] that intersect query
region R, a 1-NN query is issued against TB. As a result, pairs of the form
(NA[i], mindist) are inserted into the second priority heap, which is denoted as
LeafMinHeap. Evidently, a leaf node never enters the HilbertMinHeap, thus no
duplication incurs. The entries of LeafMinHeap are examined (in a batch mode)
in the sequel, in order to find those that will contribute to the final result. This
issue is considered in more detail in the following subsection.
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Figure 2 illustrates a schematic description of the searching and pruning
operations of the PaS algorithm. The figure also illustrates the separate parts of
the tree, which populate the different heap structures that are maintained.

leaf level

leaf parent level

entries handled by
HilbertMinHeap

entries handled by
ProbeMinHeap

entries used for
batching operations

Simple 1-NN queries
to reference dataset

Batch 1-NN queries to
reference dataset

Fig. 2. Bird’s eye view of the Probe-and-Search algorithm

Enhancing the Algorithm with Batching Capabilities. Pruning the pri-
mary tree is one direction towards reducing the number of distance calculations.
Another direction to achieve this, is to apply batching operations during query
processing. The basic idea is to perform multiple nearest-neighbor queries for a
set of data objects, instead of calculating the nearest neighbor for each object
separately.

The BNN algorithm which has been proposed in [20] uses batching operations
in an aggressive way, in order to avoid individual 1-NN queries as much as
possible. Recall that BNN focuses on All-NN queries instead of k-NN queries.
Therefore, the size of each chunk can be quite large resulting in increased CPU
and I/O costs. This effect is stronger when the primary dataset DA is dense in
comparison to DB. In this case, a large number of leaf nodes of TA participate
in the formulation of each chunk before the area criterion is violated.

Instead of relying on when the area criterion will be violated, we enforce
that batching is performed for objects contained in a single leaf of TA. The
relevant leaf entries that may change the answer set are accommodated in the
ProbeMinHeap structure. These entries are inspected one-by-one by removing
the top of the heap. For each such entry NA[i], the following operations are
applied:

– The leaf node L pointed by NA[i].ptr is read into main memory.
– The MBR of all objects in L enclosed by R is calculated.
– If the area of the MBR is less than or equal to the average leaf area of all

leaf nodes of TB, a batch query is issued to TB.
– Otherwise, objects are distributed to several chunks, and for each chunk a

separate batch query is issued.

Each batch query is executed recursively by traversing nodes of TB with
respect to the mindist distance between the MBR of the chunk and the MBR of
each visited node entry. Each time a leaf node is reached, the pairwise distances
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Fig. 3. Batch query processing by means of the BatchHashTable structure

are calculated by using a plane-sweep technique, in order to avoid checking all
possible pairs of objects. A hash table is maintained, called BatchHashTable,
which stores the currently best distance for each object in the chunk. When
another leaf node of TB is reached, a test is performed in order to determine
if there is an object in the new leaf that change the best answers determined
so far. Figure 3 illustrates an example of a batch query and the contents of the
BatchHashTable structure after each leaf inspection. The best answers after each
leaf process are shown shaded in the hash table.

The number of BatchHashTable elements is bounded by the maximum num-
ber of entries that can be accommodated in a leaf node, and therefore, its size
is very small. After the completion of the batch query execution, the contents of
BatchHashTable are merged with the globally determined k best answers, which
are maintained in a heap structure, called AnswersMaxHeap. This structure ac-
commodates the best k answers during the whole process.

4 Performance Study

4.1 Preliminaries

The algorithms PaS and SCP have been implemented in C++, and the exper-
iments have been conducted on a Windows XP machine with Pentium IV at
2.8Ghz. The real datasets used for the experimentation are taken from TIGER
[18]. The LA1 dataset contains 131,461 centroids of MBRs corresponding to
roads in Los Angeles. Dataset LA2 contains 128,971 centroids of MBRs cor-
responding to rivers and railways in Los Angeles. Finally, dataset CA contains
1,300,000 centroids of road MBRs of California. These datasets are available from
http://www.rtreeportal.org/spatial.html. In addition to the above datasets, we
also use uniformly distributed points. All datasets are normalized to a square,
where each dimension takes real values between 0 and 1023.

LA1 and LA2 are quite similar, having similar data distributions and pop-
ulations. On the other hand, dataset CA shows completely different data dis-
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tribution and population. The selection of these datasets have been performed
in order to test the performance of the algorithms in cases where the primary
and reference dataset follow the same distribution. In the sequel, we investigate
the performance of the algorithms for three cases: 1) DA=LA1 and DB=CA,
2) DA=CA and DB=LA1, and 3) DA=LA1 and DB=LA2. The aforementioned
cases correspond to the three different possibilities regarding the relative size
between the primary and the reference dataset. In particular, in case (1) the
primary dataset is significantly smaller than the reference dataset, in case (2)
the primary dataset is significantly larger than the reference dataset, and in
case (3) the primary and the reference datasets are of about the same size. In
most application domains, the reference objects are much less than the objects
in the primary dataset (e.g., authoritative sites are much smaller than domestic
buildings) Therefore, (2) is the case of interest for the majority of application
domains. Case (3) can also be possible in some applications. In contrast, one
should hardly expect an application domain for case (1). Nevertheless, for pur-
poses of comparison, we also consider this case, in order to examine the relative
performance of the examined methods in all possible cases.

In each experiment, 100 square-like queries are executed following the dis-
tribution of the primary dataset DA. CPU and I/O time correspond to average
values per query. The disk page size is set to 1024 bytes for all experiments con-
ducted. An LRU page replacement policy is assumed for the buffer operation.
The capacity of the buffer is measured as a percentage of the database size. In
the sequel we present the results for different parameter values, i.e., the number
of answers, the area of the query region, the size of the buffer, and the popula-
tion of the datasets. Moreover, a discussion of the memory requirements of all
methods is performed in a separate section.

4.2 Performance vs Different Parameter Values

In this section we present representative experimental results which demonstrate
the performance of each method under different settings.

We start by first testing case (1), that is, when the primary dataset is sig-
nificantly smaller than the reference dataset. As mentioned, this case is only
examined for purposes of comparison, since it does not constitute a case of in-
terest for the vast majority of applications. Figure 4 illustrates the performance
of the algorithms when DA=LA1 and DB=CA, by varying the number of an-
swers k. Evidently, DB contains many more objects than DA. The query region
is set to 1% of the dataspace area, the buffer capacity is 10% of the total number
of pages of both trees.

PaS manages to keep the CPU cost at low levels for all values of k. With respect
to I/O cost, which is depicted in Figure 4(b), the situation is quite different.

The I/O cost of PaS is maintained at low levels, especially for k greater than
10. It is evident that PaS outperforms SCP Therefore, even for the extreme
case when the reference dataset is significantly larger than the primary, the
performance of PaS is reasonably good, whereas SCP is not able to maintain a
good performance.
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Fig. 4. CPU and I/O time vs k for DA=LA1 and DB=CA (logarithmic scales)
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Fig. 5. CPU and I/O time vs k for DA=CA and DB=LA1 (logarithmic scales)

Figure 5 depicts the performance of the algorithms vs k when DA=CA and
DB=LA1. Again, the query region is set to 1% of the dataspace area and the
buffer capacity is 10% of the total number of pages of both trees. It is evident
that algorithm PaS shows the best performance over the other methods. PaS is
capable of pruning several nodes due to the probes performed on the reference
tree. Page requests are absorbed by the buffer, resulting in significantly less I/O
time with respect to SCP.

Figure 6 illustrates the performance of the algorithms under study for
DA=LA1 and DB=LA2. These datasets follow similar distributions and they
have similar populations. The query region is set to 1% of the dataspace area
and the buffer capacity is 10% of the total number of pages of both trees. Again,
PaS shows the best performance with respect to CPU time. With respect to the
overall performance of the methods, PaS shows the best performance.

Figure 7 depicts the total running time of all methods, for all three dataset
combinations, vs the area of the query region. The number of answers k is set
to 100, whereas the buffer capacity is set to 10% of the total number of pages
of both trees. Evidently, PaS shows the best performance and outperforms SCP
significantly.
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Fig. 7. Total time vs query region size (logarithmic scales)

5 Concluding Remarks and Further Research

Distance based queries are considered very important in several domains, such as
spatial databases, spatiotemporal databases, data mining tasks, to name a few.
An important family of distance-based queries involve the association of two or
more datasets. In this paper, we focused on the k-Semi-Closest-Pair query with
spatial constraints applied to the objects of the first dataset (primary dataset).
We proposed a new technique which has the following benefits: a) requires less
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memory for query processing in comparison to existing techniques, b) requires
less CPU processing time and c) requires less total running time.

There are several directions for further research in the area that may lead to
interesting results. We note the following:

– the application of the proposed method for k-NN join processing,
– the adaptation of the method for high-dimensional spaces (perhaps with the

aid of more efficient access methods), and
– the study of processing techniques when constraints are also applied to the

reference dataset.
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Abstract. The need of extracting useful knowledge from large collections of 
data has led to a great development of data mining systems and techniques. The 
results of data mining are known as patterns. Patterns can also be found in other 
scientific areas, such as biology, astronomy, mathematics etc. Today require-
ments impose the need for a system that efficiently manipulates complex and 
diverse patterns. In this work, we study the problem of the efficient representa-
tion and storage of patterns in a so-called pattern-base Management System. 
Towards this aim we examine three well known models from the database do-
main, the relational, the object-relational and the semi-structured (XML) model. 
The three alternative models are presented and compared based on criteria like 
generality, extensibility and querying effectiveness. The comparison shows that 
the semi-structure representation is more appropriate for a pattern-base. 

1   Introduction 

Data mining comprises a step of the knowledge discovery process and is mainly con-
cerned with methodologies for extracting knowledge artifacts, i.e. patterns, from large 
data repositories. Decision trees, association rules, clusters are some well known 
patterns coming from the data mining area. Patterns can also be found in other areas, 
such as Mathematics (e.g. patterns in sequences, in numbers, in graphs, in shapes 
etc.), Geometry, Signal Processing etc. [11]. Nowadays, databases are huge, dynamic, 
come from different application domains and a lot of different and complex patterns 
can be extracted from those. In order for someone to be able to exploit the informa-
tion these patterns represent, an efficient and global (general) Pattern Base Manage-
ment System (PBMS) for handling (storing / processing / retrieving) patterns is be-
coming necessary for a lot scientific areas apart from data mining [8]. Scientists of 
every field have their special needs for pattern creation and management and a PBMS 
approach would be the solution to the custom-per-problem application that they have 
to build. 

The area of pattern representation and management is recent, and there are only 
few efforts. PMML [7], SQL/MM [4], CWM [2], JDMAPI [5], PQL [3] are systems 
developed for storing data mining and statistical patterns. PMML of the data mining 
Group (DMG) is the most popular approach. Using XML documents it provides a 
quick and easy way for applications to define predictive models and share these  
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models between PMML compliant applications. PMML defines a variety of specific 
mining patterns such as decision trees, association rules, neural networks etc. but does 
not support custom pattern types. PMML version 3.0 provides more patterns and 
some functions for data preprocessing [7]. 

The above approaches concentrate mostly on the definition of data mining and sta-
tistical models-patterns and the exchange of a set of patterns with specific characteris-
tics between applications rather than on the creation of a general system for the repre-
sentation and management of different pattern types. Pattern storage and querying 
techniques as well as pattern-to-data mapping are not among their capabilities. 

Recently, two research projects, CINQ [1] and PANDA [10], defined the problem 
of pattern storage and management and proposed some solutions. CINQ aims at 
studying and developing query techniques for inductive databases, i.e. databases that 
store the raw data along with the patterns produced by these data collections [1]. On 
the other hand, PANDA [10] aims to the definition and design of a PBMS for the 
efficient representation and management of various types of patterns that arise from 
different application domains (not only from data mining). Patterns will reside and be 
managed (indexing, querying, retrieving) in the PBMS just like primitive data reside 
and are managed in the DBMS. Different types of patterns will be efficiently man-
aged (generality) and new pattern types will be easily incorporated (extensibility) in 
the PBMS. A very critical decision regarding to the PBMS is whether it should be 
build from scratch or as an additional layer on top of a DBMS. 

The scope of this work is to deal with the problem of pattern representation and 
storage following the later approach (i.e. working on top of a DBMS). Towards this 
aim, we examine three well known DBMS approaches: the relational, the object-
relational and the semistructured (XML) model.  

2   Patterns and Pattern-Bases 

We adopt the PANDA project approach as it tries to incorporate all kinds of patterns. 
The pattern concept is the cornerstone of the PBMS. A pattern is a compact and rich 
in semantics representation of raw data. A pattern-base is a collection of persistently 
stored patterns. A PBMS is a system for handling patterns, defined over raw data and 
organized in pattern-bases, in order to efficiently support pattern matching and to 
exploit pattern-related operations generating nontrivial information [10]. A PBMS 
treats patterns just like a DBMS treats raw data. 

In order to efficiently manage patterns, a PBMS should fulfill some requirements 
[10]: 

• Generality: The PBMS must be able to manage different types of patterns coming 
from different application domains. 

• Extensibility: The PBMS must be extensible to accommodate new kinds of pat-
terns introduced by novel and challenging applications. 

• Exploitation of patterns special characteristics: The PBMS should take into 
account the special features of patterns so as to improve several operations, like 
indexing and query processing. 
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• Constraint implementation: The PBMS should implement the constraints defined 
in the logical pattern model as well as validate patterns in line with these con-
straints.  

• Reusability: PBMS must include constructs encouraging the reuse of what has 
already been defined. 

The PANDA consortium has defined a logical model for the PBMS [8], which con-
sists of three basic entities: pattern type, pattern and class defined as follows: 

Definition 1. (Pattern Type): A pattern type is a quintuple pt = (n, ss, ds, ms, f), 
where n is the pattern type name, ss is the structure schema that describes the struc-
ture of the pattern type (in an association rule for example the structure consists of 
head and body), ds is the source schema that describes the dataset from which patterns 
of this pattern type are constructed, ms is the measure schema that defines the quality 
of the source data representation achieved by patterns of this pattern type and f is the 
formula that describes the relationship between the source space and the pattern 
space. 

An example of the association rule pattern type is presented below: 

n: AssociationRule 
ss: TUPLE(head: SET(STRING), body: SET(STRING)) 
ds: BAG(transaction: SET(STRING)) 
ms: TUPLE(confidence: REAL, support: REAL) 
f: head U body ⊆ transaction 

Definition 2. (Pattern): A pattern p, is an instance of a pattern type pt, and has the 
corresponding values for each component. An example of an association rule pattern, 
instance of the AssociationRule pattern type defined above, is the following: 

pid: 413 
s: (head={‘Boots’}, body={‘Socks’, ’Hat’}) 
d: ‘SELECT SETOF(article) AS transaction FROM sales GROUP BY transactionId’ 
m: (confidence=0.75, support=0.55) 
e: {transaction: {‘Boots’, ‘Socks’, ‘Hat’} ⊆ transaction} 

Definition 3. (Class): A class c, over a pattern type pt, is defined as a triple c = (cid, 
pt, pc) where cid is the unique identifier of the class, pt is the pattern type and pc is a 
collection of patterns of type pt. 

A class is defined for a given pattern type and contains only patterns of that type. 
Each pattern must belong to at least one class. The relationships between the three 
basic entities of a PBMS, i.e. pattern types, patterns and classes, are shown in the 
figure below: 

classtype-of

1..
belongs-to

pattern
type n..

contains
1..instance-of

pattern
 

Fig. 1. Relationships between pattern types, patterns and classes 
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3   Physical Representation in a Pattern-Base 

For the representation and storage of the contents of a pattern-base, we examine three 
traditional DBMS approaches: the relational, the object-relational and the semistruc-
tured (XML) model using the entities presented in the previous section.  

Next, we present each approach and give some representative queries that point out 
the advantages and disadvantages of each one. For the implementation we have used 
Oracle 9i DBMS. This comparison aims to examine the applicability of the logical 
model in current DBMS technology and is based on qualitative rather than quantita-
tive criteria. The primary goal is to examine whether a PBMS can be built based on 
the three models presented and which one is the more efficient on supporting the 
patterns special characteristics. 

3.1   Relational Approach  

Our main concern during the design and implementation of the pattern-base was to 
satisfy the three basic requirements of the logical model: generality, extensibility and 
pattern characteristics exploitation [10]. The relational schema is depicted in Fig 2: 

 

Fig. 2. The relational schema of the pattern-base 

Various pattern types are stored in the table patternTypes, patterns are stored in the 
table patterns and pattern classes are stored in table classes. The table patternClasses 
relates patterns with classes (a class contains one or more patterns of the same class 
and every pattern belongs to at least one class). 

Below we present only some representative queries due to space limitations. The 
queries will be first described in natural language and then in SQL-like syntax: 

RQ1) Find the structure (respectively, the source, the measure or the expression) 
of the association rules belonging to class Association_Rule_1. 
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select patterns.structure from classesr  
inner join patternclasses on classesr.cid = patternclasses.cid  
inner join patterns on patternclasses.pid = patterns.pid  
where (classesr.cname='Association_Rule_1');  

RQ2) Find all association rules belonging to class Association_Rule_1 whose 
structure contains “org” or whose coverage is greater than 0.7. 

select pid from classesr  
inner join patternclasses on classesr.cid = patternclasses.cid  
inner join patterns on patternclasses.pid = patterns.pid  
where (classesr.cname='Association_Rule_1') AND 
(INSTR(SUBSTR(structure,INSTR(measure,'body'),length(measure)),'ORG')
>0 OR substr(measure,10,instr(measure,'(')-10)>0.007);  

RQ3) Return the head and body parts of the structure of patterns that they belong 
to class Association_Rule_1. 

Select Substr(structure,1,instr(structure,'body')-2) as head, 
Substr(structure,instr(structure,'body')) as body from classesr  
inner join patternclasses on classesr.cid = patternclasses.cid  
inner join patterns on patternclasses.pid = patterns.pid  
where (classesr.cname='Association_Rule_1'); 

The relational approach is characterized by simplicity and ease of implementation. 
However, it has a lot of disadvantages that arise from the fact that this approach does 
not take into account the underlying structure of pattern components (structure, meas-
ure, etc.) and treats them as simple texts/ strings. This fact makes querying a complex, 
time consuming and mostly ineffective process.  

3.2   Object-Relational Approach 

The object-relational model manages to deal with the basic drawback of the relational 
model, by defining different objects and attributes for each pattern component and 
exploiting inheritance. In that way it is less complex and more efficient since query-
ing is simpler.  

The basic idea of the object-relational model (a part of it) is depicted in the fol-
lowing schema. At the root of the object relational model stands the Pattern entity, 
which contains generic information about the pattern, such as the pattern identifier, 
the pattern formula and the pattern source. At the next level of the tree, the Pattern 
is specialized, according to the pattern type it belongs to, for example to associa-
tion rules patterns, to clusters patterns etc. These entities differ according to their 
structure and measure components but they also have some attributes in common, 
those inherited by the Pattern entity. For example, object Association Rule Pattern 
contains every attribute from object Pattern and it also has the attribute Structure 
that consists of a head and a body. This object can be further specialized based on 
the measure component. As it seems in Fig. 3 in the object Association Rule Pat-
tern 1 the Measure component consists of confidence and support, whereas in the 
object Association Rule Pattern 2 the Measure component consists of coverage, 
strength, lift and leverage. 
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Fig. 3. The basic idea of the object-relational approach 

Below we present some representative queries for the object-relational model: 

Q1) Find the expression (respectively, the ID, the source, the measure or the 
structure) of patterns. 

select expression from hr.tbl_patterns p;  

Q2) Find the body of the structure of association rule patterns 

select p.id, value(e) from hr.tbl_patterns p, 
table(treat(value(p) as hr.assrule_pattern).structureschema.body) e ;  

Q3) Find the confidence of the measure of association rule patterns. 

select p.id, treat(value(p) as 
hr.assrule_pattern_1).measureschema.confidence as 
confidence from hr.tbl_patterns p;  

The object-relational approach overcomes some of the relational approach limitations 
due to the capability of modeling complex entities as objects. It also exploits the simi-
larities among objects through inheritance. The object-relational model is more flexi-
ble and efficient from the relational model but it requires exact definition of any new 
object and of its components.  

3.3   Semi-structured (XML) Approach 

Unlike traditional databases, in an XML base the format of the data is not so rigid. 
This property is valuable in our case since patterns come from different application 
fields having thus different characteristics. For the XML implementation, we have to 
create an XML schema for each pattern type. Patterns of a specific pattern type will 
be the XML documents (instances) of the XML schema of this type. 

For example, the association rules pattern type is described through the schema 
“association_rule.xsd” (Fig. 4), whereas the XML document “pattern-
association_rules.xml” (Fig. 5) contains patterns of the association rule pattern type 
schema. 
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Fig. 4. association_rule.xsd 

<assoc_rules ptype="association_rule"> 
<pattern id="1"> <name>rule 1</name> 
<structure>

  <head> 
<s_clause>
 <attrib_name>buys</attrib_name> 
 <attrib_value>scarf</attrib_value> 
</s_clause>

  </head> 
  <body> 

<s_clause>
 <attrib_name>buys</attrib_name> 
 <attrib_value>gloves</attrib_value> 
</s_clause>

  </body> 
</structure>
<source>SELECT * FROM orders</source> 
<measure>

  <m_clause> 
<measure_name>support</measure_name>
<measure_value>0.35</measure_value>

  </m_clause> 
  <m_clause> 

<measure_name>confidence</measure_name>
<measure_value>0.75</measure_value>

  </m_clause> 
</measure>

<expression>
{buys="hat",buys="cap",buys="gloves"}
</expression>

 </pattern> 

 
Fig. 5. association_rule.xml 

Below we present some representative queries for the XML model in ORACLE 
XML-SQL syntax: 

XQ1) Find the structure (respectively, the source, the measure or the expression) 
of the association rule patterns belonging to class “class1”. 
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select 
 extract(value(y),'//pattern[@id="'||extract(value(e), 
'pid/text()')||'"]/structure') as structures from assoc_rules y, 
classes x, TABLE(XMLsequence(extract(value(x), 
'class[@name="class1"]//pids/pid'))) e where exists-
Node(value(y),'//pattern[@id="'||extract(value(e),'pid/text()')||'"]/
structure') = 1 

XQ2) Return all patterns of a specific pattern type. 

select distinct extracValue(value(y),'//pattern[@id="'|| 
extract(value(e),'pid/text()')||'"]/name/text()') as pattern_name 
from assoc_rules y, classes x,  
TABLE(XMLsequence(extract(value(x), 
'class[@ptype="association_rule"]//pids/pid'))) e 

XQ3) Find all the different measures(inside the measure component) of the asso-
ciation rules. 

select distinct extractValue(value(r), 
'//m_clause/measure_name/text()') as measures from assoc_rules y, 
classes x,TABLE(XMLsequence(extract(value(x),'//pids/pid'))) e, 
TABLE(XMLsequence(extract(value(y),'//pattern[@id="'|| 
extract(value(e),'pid/text()')||'"]//m_clause'))) r; 

XQ4) Find patterns with the maximum value of the measure lift from patterns be-
longing to “class1”. 

select extract(value(aa),'//pattern/name/text()') as pattern_names 
from assoc_rules aa, (select max(extractvalue(value(val),'//text()')) 
as maximum_lift from assoc_rules a, 
TABLE(xmlsequence(extract(value(a),'//m_clause[measure_name="Lift"] 
/measure_value'))) val) xxx 
where existsNode(value(aa), 
'//m_clause[measure_name="Lift"][measure_value="'|| 
xxx.maximum_lift||'"]') = 1 

With XML pattern-base, the definition of a new pattern type is easy (extensibility). 
Furthermore, it is possible to create a proper XML schema for a pattern type, general 
enough to include every variation of patterns of this type (generality). The XML 
schema affects also the effectiveness of querying. Queries like “find all the different 
measures of the association rules”, can be easily implemented, unlike the relational 
and object-relational approaches. 

4   A Qualitative Comparison 

In this section we present the criteria for the comparison of the three alternative repre-
sentations and the conclusions we reached. 

# 1. Pattern-Base Implementation Complexity  

All the three models we presented can be easily implemented. The simplest model is 
the relational, where both the pattern-base construction and insert operations can be 
performed in an easy and fast way. The object relational model is slightly more diffi-
cult since it requires the definition of different objects for each pattern type (and each 
of its variations). Insert operations are also more difficult as it should be different for 
each pattern type and its variations. Finally, the difficulty of the XML model is the 
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fact that its success depends straightforward on the quality (generality) of the XML 
schema for each pattern type. However, after creating the proper schema insert opera-
tions can be easily performed. Furthermore, if this schema is general enough, varia-
tions of patterns belonging to a specific pattern type can be easily supported through 
this pattern type schema. 

# 2. Constraint Implementation  

The basic constraints imposed by the logical model [8] are the following: (a) every 
pattern is an instance of one pattern type, (b) every pattern belongs to at least one 
class, (c) a pattern class should contain only patterns of the same pattern type. 
These constraints can be easily implemented in the relational model through the for-
eign key constraints. In the object relational model these constraints are supported 
directly by the definition of the pattern type, for example it is impossible to assign a 
cluster into the association rule pattern type. In the XML model, finally, the imple-
mentation of constraints are supported by the DBMS with mechanisms that associate 
XML documents.  

# 3. Pattern Characteristics Exploitation  

According to the logical model [8], every pattern consists of five basic components: 
name, structure, source, measure and formula. However, different pattern types dif-
ferentiate on some of these components, e.g. in structure or measure. If we exploit the 
special characteristics of each pattern type we can improve operations like indexing 
and querying. The relational model does not exploit the underlying structure of pat-
terns as it considers every pattern component as a string. Whereas, both object-
relational and XML models take into account the special characteristics of pattern 
component according to the pattern type.  

# 4. Query Effectiveness 

The pattern-base does not aim only at the storage of patterns but mainly at their easy 
management, so the effectiveness of querying is an important criterion. From the 
representative queries we gave above for each implementation, it is obvious that in 
the relational model query construction is a complex and time consuming process (it 
is all about string manipulation formulas). The rest two models exploit the underlying 
pattern structure, thus queries are expressed more easily.  

# 5. Extensibility 

Extensibility is the ability to incorporate a new pattern type in the pattern-base; the 
easier this process is the more extensible the system is. The relational model is very 
extensible; a new pattern type is simply a new record in the table pattern types. The 
object-relational model requires the creation of new objects for every new pattern 
type and its components (the same stands also for the variations of a pattern type). 
That means that more than one association rule schema maybe required to incorporate 
the differences in the structure of each association rule. In the XML model a new 
schema is required for each new pattern type, but on the other hand, since this schema 
exists and is general enough, variations of patterns of this type can be easily incorpo-
rated without any modification.  
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# 6. Pattern validation 

The validity check during insert/ update operations in the pattern-base is critical. With 
the term validity we mean that each pattern in the pattern-base should follow its pat-
tern type definition. The above criteria is violated in the relational model, whereas it 
stands for both XML and object relational models because of the XML schemas and 
the objects’ definition respectively.  

The conclusions of the evaluation are summarized in the table below: 

Table 1. Comparison results 

 Relational 
pattern-base

Object-relational 
pattern-base 

XML 
pattern-base 

Implementation Complexity High Medium High 

Constraint Implementation Yes Yes Yes 

Pattern characteristics exploitation  No Yes Yes 

Query effectiveness Low Medium Medium 

Pattern validation No Yes Yes 

Extensibility High Medium High 

From the above table it is clear that the XML pattern-base implementation is the best 
among the three choices. There are however some points (e.g. query effectiveness) 
that it is not so efficient. This raises the question whether a special querying language 
designed exclusively for patterns is needed, like the one proposed in [9].  

5   Conclusions and Future Work 

Since patterns are compact and rich in semantics representations of raw data [10], 
they share some common characteristics, but also differentiate according to the type 
they belong to. Moreover, there are also variations between patterns of the same type.  

Patterns nature requires a data-oriented approach whereas traditional databases fol-
low a structure-oriented direction. For the pattern representation problem a semi-
structured model is more appropriate than a relational or an object-relational schema. 
Using XML for the implementation of the pattern-base, we could achieve to build a 
more complete and general PBMS. There are some points however, where XML 
suffers such as query efficiency. To deal with efficiency problems a composite model 
that will be based on both XML and object-relational models should be examined or 
XML query methods should be developed. Although PMML is an XML-based lan-
guage and tends to support more and more pattern types, a more general aspect should 
be adopted. Patterns should be defined per application or scientific area, so the system 
should be open to user extensions. Pattern querying and data-to-pattern mapping are 
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issues that PMML is not currently taking into account, though important in order to 
create a more complete PBMS.  
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Abstract. The visual senses for humans have a unique status, offering a very 
broadband channel for information flow. Visual approaches to analysis and 
mining attempt to take advantage of our abilities to perceive pattern and struc-
ture in visual form and to make sense of, or interpret, what we see. Visual Data 
Mining techniques have proven to be of high value in exploratory data analysis 
and they also have a high potential for mining large databases. In this work, we 
try to investigate and expand the area of visual data mining by proposing a new 
3-Dimensional visual data mining technique for the representation and mining 
of classification outcomes and association rules. 

Keywords: Visual Data Mining, Association Rules, Classification, Visual Data 
Mining Models. 

Categories: I.2.4, I.2.6 

Research Paper: Data Bases, Work Flow and Data mining 

1   Introduction and Motivation 

Classification is a primary method for machine learning and data mining [Frawley, 
92]. It is either used as a stand-alone tool to get insight into the distribution of a data 
set, e.g. to focus further analysis and data processing, or as a pre-processing step for 
other algorithms operating on the detected clusters. The main enquiries that the 
knowledge engineer usually has on his/her attempt to understand the classification 
outcomes are: How well separated are the different classes? What classes are similar 
or dissimilar to each other? What kind of surface separates various classes, (i.e. are 
the classes linearly separable?) How coherent or well formed is a given class? 

Those questions are difficult to be answered by applying the conventional statisti-
cal methods over the raw data produced by the classification algorithm. Unless the 
user is supported by a visual representation that will actually be his/her navigational 
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tool in the N-dimensional classified world, concluding inferences will be a tedious 
task [Keim, 95]. Our main aim therefore should be to visually represent and under-
stand the spatial relationships between various classes in order to answer questions 
such as the above mentioned. 

Further more, mining for association rules, as a central task of data mining, has 
been studied extensively by many researchers. Much of the existing research, how-
ever, is focused on how to generate rules efficiently. Limited work has been done on 
how to help the user understand and use the discovered rules. In real-life applications 
though, the knowledge engineer wants first to have a good understanding over a set of 
rules before trusting them and use the mining outcomes [David, 01]. Investigation and 
comprehension of rules is a critical pre-requirement for their application. Those issues 
become even more tightening if we consider the “large resulting rule set”, the “hard to 
understand” and the “rule behaviour” problem [Zhao, 01]. 

In this paper, the proposed visual data mining model constructs 3D graphical rep-
resentations of the classification outcomes produced by common data mining proc-
esses. Furthermore, association rules are also visualized in that representation, reveal-
ing each association rule’s “state” in their original N-dimensional world. Our attempt 
is to equip the knowledge engineer with a tool that would be utilized on his/her at-
tempt to gain insight over the mined knowledge, presenting as much information 
extracted in a human perceivable way. The model proposed have distinctive advanta-
geous characteristics, addressing the commonly tedious issues that the knowledge 
engineer handles during the exploitation of the classification outcomes. Furthermore, 
it brings us one step closer to make human part of the data mining process, in order to 
exploit human’s unmatched abilities of perception. 

In section 2 we introduce our application domain, along with the presentation of 
our 3D Class-Preserving Projection Technique. In section 4 we investigate the appli-
cation of this model for the visualization of association rules, which is followed by 
two case studies in sections 5 and 6. Finally, the related work is presented in section 7 
and we summarize our work in section8. 

2   Visualizing Data Mining Classification Outcomes 

On our attempt to graphically reveal the knowledge extracted by a classifier we have 
mainly based our research effort on the underlying ideas of the geometric projection 
techniques [Dhillon, 98]. Among the several geometric projection techniques that we 
have studied, the most interesting methodology was the Class-Preserving Projection 
Algorithm [Dhillon, 99], due to the robust behaviour that it has and its middle level of 
computational complexity. 

The main characteristic of classified data embedded in high-dimensional Euclidean 
space is that proximity in Rn implies similarity. During the mapping procedures, 
class-preserving projection techniques preserve the properties of the classified data in 
the Rn space also to the projection plane in order to construct corresponding represen-
tations from which accurate inferences could be extracted. Our research study on 
those techniques formed a new geometric projection technique that expands the exist-
ing methods in the area of visualizing classified data. That new technique named 3D 
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Class-Preserving Projection technique projects from the Rn to the R3 space along with 
being capable of preserving the class distances (discriminating) among a larger num-
ber of classes. 

3   3D Class-Preserving Projection Technique 

In this section we introduce 3D class-preserving projections of multidimensional data. 
The main advantage of those projections is that they maintain the high-dimensional 
class structure by the utilization of linear projections, which can be displayed on a 
computer screen. The challenge is in the choice of those planes and the associated 
projections. Considering the problem of visualizing high-dimensional data that have 
been categorized into various classes, our goal is to choose those projections that best 
preserve inter-class and intra-class distances in order to extract inferences regarding 
their relationships. 

On our attempt to expand the existing projection techniques we worked on the 
definition of a projection scheme that would result on the construction of a 3D world. 
Compared to the existing 2D class-preserving projection techniques, the proposed 3D 
technique results on the construction of an information rich representation due to the 
freedom provided by the additional dimension in the projection world would. In order 
to project onto the 3D space we should define our orthonormal projection vectors 
based on four points. If we chose those four points to be the class-means of the classes 
of our interest, we have managed to maximize the inter-class distances among those 
four classes on our projection. Such an approach provides the flexibility of distin-
guishing among four classes instead of three, as long as being promoted into the 3D 
projection space. 

We consider the case where the data is divided into four classes. Let x1, x2, …, xn 
be all the N-dimensional data points, and m1, m2, m3, m4, denote the corresponding 
class-centroids. Let w1, w2 and w3 be an orthonormal basis of the candidate 3D world 
of projection. The point xi gets projected to (w1

Txi, w2
Txi, w3

Txi) and consequently, the 
means mj get mapped to (w1

Tmj, w2
Tmj, w3

Tmj) j=1,2,3,4. 
One way to obtain good separation of the projected classes is to maximize the dif-

ference between the projected means. This may be achieved by choosing vectors w1, 
w2, w3 ∈  R

n such that the objective function 
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The positive semi-definite matrix SB can be interpreted as the inter-class or between-
class scatter matrix. Note that SB has rank≤3, since ( ) ( ) ( ){ }131223 , mmmmspanmm −−∈− , 

( ) ( ) ( ){ }121424 , mmmmspanmm −−∈− , ( ) ( ) ( ){ }131434 , mmmmspanmm −−∈− . 

It is clear that the search for the maximizing w1, w2 and w3 can be restricted to the 
column (or row) space of SB. But as we noted above, this space is at most of dimen-
sion 3. Thus, in general, the optimal w1, w2 and w3 must form an orthonormal basis 
spanning the space determined by the vectors (m2 – m1), (m3 – m1) and (m4 – m1). 
This technique can be applied in any number of classes. In the constructed visual 
representation though it will best discriminate the four selected classes. 

4   Class-Preserving Projection Techniques and Association Rules 

Class-preserving projection techniques could be also applied in the area of visual 
mining of association rules. Even in the case of association rules, inventing new vis-
ual data mining models is actually conceiving new mapping techniques from the mul-
tidimensional space to a lower dimensional space. As each attribute participating in a 
rule is actually adding an additional dimension to our data space, we try to map each 
association rule existing in Rn to a lower dimensional space. Those notions conform 
to the fundamental theory of the class-preserving projection techniques. 

Theoretically, each rule could be perceived as an n-dimensional surface which en-
closes a sub-space in the high dimensional data space. The boundaries of that area are 
defined by the conditions of rule’s sub-expressions, which pose the limits in each 
dimension (i.e. the sub-expressions of the association rule IF ((L1<x1<U1) and 
(L2<x2<U2) and … (Ln<xn<Un)) THEN (…) set the upper and lower limits for each 
dimension of the n-dimensional space). The set of tuples in the data set, correspond-
ing to points in the high-dimensional space, that have been included into the sub-
space are those which satisfy rule’s conditions. This is actually a different perspective 
that we could perceive the definition of association rules. 

Following the mapping procedures of the class-preserving projection techniques, 
we are able to construct 2D or 3D representations of the classified high-dimensional 
data space, which has also been partitioned by the examined rule’s sub-space. That 
attempt will equip us with a model capable to represent the “state” of an association 
rule in the high-dimensional world that it belongs. As in the case of visual mining the 
classified data space, the enquiries posed in this case will also be regarding coherence, 
discrimination, relationships etc. among the classes and the rule’s sub-space. It will be 
like representing an association rule under the prism of the projection of the high-
dimensional world. 

In sections 5 and 6 we are evaluating the behavior of this model, which suggests 
the application of the class-preserving projection techniques for the visual mining of 
association rules. We are presenting two case studies, in order to examine the poten-
tial of constructing 2D and 3D representations of the classified high-dimensional 
world when partitioned to the sub-space defined by the association rule examined. 
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5   Wine Case Study 

To begin with, we selected for our case study the wine data set [Blake, 98]. These 
data are the results of a chemical analysis of 178 wines grown in the same region in 
Italy but derived from three different cultivars. The analysis determined the quantities 
of 13 constituents found in each wine of the three cultivars. We selected to visualize 
the following rules: 

Rule Sup.% Conf.% 
IF ((3.82 < ColorIntensity <= 4.85)) THEN (Class=Class3) 15.73 21.43 
IF ((3.82 < ColorIntensity <= 4.85)) THEN (Class=Class2) 15.73 28.57 
IF ((3.82 < ColorIntensity <= 4.85)) THEN (Class=Class1) 15.73 50 

This set of rules is actually providing the information regarding the categorization of 
the wines with color intensity in the range of (3.82 , 4.85] among the three cultivars. It 
would be interesting to visually examine this information and derive inferences if 
possible. 

 

 

Fig. 1. 2D Class-Preserving Projection (Wine Case Study) 

In Fig. 1 the sub-set of wines that has color intensity in the range of (3.82 , 4.85] has 
been yellow marked. As expected, the distribution of those points is among all three 
classes. In Fig. 2 we have visualized the first rule which provides the information regard-
ing the third cultivar (class 3). In Fig. 3 all three rules have been visualized. The green 
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Fig. 2. 2D Class -Preserving Projection (THEN part) 

 

Fig. 3. 2D Class -Preserving Projection (Set of Rules) 

marks correspond to the wines of the first cultivar (class 1, red marks) that have color 
intensity in the range examined. The yellow marks correspond to the wines of the second 
cultivar (class 2, blue marks) in that range. Analogously is represented the third cultivar. 
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Several inferences are concluded by the investigation of the alternative perspec-
tives of the segmented high dimensional space provided by those representations. The 
distribution of the points in each class is quite high. In our application domain that is 
translated to the conclusion that each cultivar has made sure that it has a variety of 
types of “rose” wines. That range of middle color intensity is expected to correspond 
to the category of “rose” wines. Therefore, the distribution of this category to the 
whole class indicates the different properties of the chemical analysis that those wines 
have. In other words, there is a significant chemical variance among the wines of this 
sub-category, indicating the desirable variety of rose wines in each cultivar. 

Following a reverse way of thinking, evaluating the three cultivars on respect to the 
variety of the wines of this type would be like comparing the distribution and the 
number of wines in each cultivar with color intensity in the range of (3.82 , 4.85]. 
Examining the corresponding representation of Fig. 3 we could urge that the first and 
second cultivars have a satisfactory variety and number of “rose” wines, in contradic-
tion to the third cultivar which has a small production of wines of this type. The small 
variance of the third cultivar’s “rose” wines in the representation indicates also the 
similarity among their chemical analysis factors and as a consequence the small vari-
ety among the types of wines of this category. 

6   Letter Image Recognition Case Study 

Having examined the application of class-preserving projection technique for the 
visual mining of association rules in 2D we are expecting that the advanced properties 
of the presented model will be enhanced even more by the additional dimension pro-
vided in the 3D space. That flexibility of our projection world is expected to represent 
more accurately larger volumes of information regarding the classified data and the 
rules’ sub-spaces. 

For our case study we have selected the letter image recognition data set [Blake, 
98]. Character images of the 26 capital letters of the English alphabet based on 20 
different fonts were converted into 16 primitive numerical attributes (statistical mo-
ments and edge counts) that formed our data set. We have chosen to visualize the 
instances of A, B, C and D letters for the following set of association rules. 

Rule Sup.% Conf.% 
IF ((5.50 < x2ybr <= 6.50)) THEN (lettr=C) 25 32 
IF ((5.50 < x2ybr <= 6.50)) THEN (lettr=B) 25 32 
IF ((5.50 < x2ybr <= 6.50)) THEN (lettr=D) 25 28 

In the context of the classified world constructed, according to our projection tech-
nique, the set of tuples that satisfy rules left-hand clause has been represented in Fig. 
4 by the white spheres. The instances of letters A, B, C and D have been represented 
by the red, green, blue and mauve spheres correspondingly. The x2ybar attribute cor-
responds to the x2y statistical factor, where x and y are the mean values of the position 
of the “on” pixels in each character in the horizontal and vertical direction. As expected 
from the set of rules examined, the tuples with x2ybar within the range of (5.5 , 6.5] are 
among the classes B, C and D. 
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Fig. 4. 3D Class-Preserving Projection (Letter case study) 

 

Fig. 5. 3D Class-Preserving Projection (Rule B) 

 

Fig. 6. 3D Class-Preserving Projection (Rule C) 
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In Fig. 6 and Fig. 5 we are analogously presenting each one of the rules selected to 
be mined, following the same coloring scheme. For their printed presentation we tried 
to select the best viewing angle that would give us an adequate perspective of the 3D 
world. The resulting image though can not be compared with the actual model devel-
oped. The ability to interact and navigate in the constructed 3D world finding visual 
patters, making assumptions and trying to verify them could not be presented in a 
single figure. 

Our attempt to derive inferences regarding the properties of the statistical factor 
examined is quite difficult, as it is not easy to assign qualitative properties to the fac-
tor x2ybar. A combined observation which is derived when we examine each rule’s 
representation is that they all tend to occupy space in the area among the classes B, C 
and D. That directed us to make the assumption that the space among the three classes 
is the projection space of the examined range (5.5 < x2ybar <= 6.5) in the 3D world. 
In other words, that hypothesis indicates that most spheres that enter in that region of 
the 3D world tend to be within the range of (5.5 , 6.5]. Our mapping procedure there-
fore, preserved the properties of the classified data, along with the sub-space of the 
rules examined and projected the x2ybar statistical factor with quite good properties. 

7   Related Work 

In the context of visualizing classified data, geometric projection techniques try to 
find “interesting” projections of multidimensional data sets in such a way that the 
structure, properties and patterns of the data set in the n-dimensional space will be 
revealed [Spears, 99] [Dhillon, 98] [Dhillon, 99]. Scatter Plots generate N(N-1)/2 
pair-wise parallel projections with each one providing a general impression of the 
relationships among the data visualized, within the context of the pair of dimensions 
selected (i.e. Scatter-Plot Matrix, HyperSlice [Van, 93]). Advantages of scatter plots 
include ease of interpretation and robustness to the size of the data set. Major limita-
tion though is that the high dimensionality results in decreasing the screen space pro-
vided for each projection. 

The Prosection Views model indicates the application of the various projection 
techniques to sections of the data, in the hope that various multidimensional structures 
will reveal themselves in lower dimensions [Furnas, 94]. Grand Tour Technique & 
Projection Pursuit model [Spears, 99] smoothly rotate the 2D plane revealing unusual 
structures within the multidimensional data [Asimov, 85]. The quest for “interesting” 
projections of the data is referred to as “projection pursuit” [Friedman, 87]. Parallel 
Coordinates [Inselberg, 85], Radial Coordinate (RadViz)  [Hoffman, 00] and GridViz 
[Hoffman, 99] are also well known techniques of  this category. 

In the commercial field, several innovative techniques have been proposed. Cluster 
Visualizer of SGI’s MineSet tool [SGI, M] for the visualization of clustering results 
uses box plots arranged in rows and columns. For the visualization of association 
rules, IBM Intelligent Miner - Rules Graph has been based on the graph-based tech-
niques [IBM, IMD]. The rules graph uses nodes to represent item sets and lines with 
arrows to represent rules. The 3D Scatter-Plots of IBM’s Data Explorer [IBM, DE] 
have been proposed for the exploration of raw data. The SAS Enterprise Miner Scat-
ter-Plots [SAS, EM] has utilized the scatter-plot matrix technique linked with simple 
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bar and plot charts. According to SGI’s MineSet Scatter and Splat Visualizers, [SGI, 
M] data points are represented in one, two, or three dimensional scatter-plots. For the 
visualization of classified data and association rules several techniques have been 
proposed. None of them though combines them both. 

8   Conclusions 

Conclusively, the utilization of the class-preserving projection techniques for the 
visual mining of association rules is expected to enhance our attempt on gaining in-
sight into the properties of the sub-spaces defined by the examined association rules 
in the context of the classified high dimensional data space. As in the case studies 
presented, we expect that in general the deductive abilities of the human analytical 
mind will be capable to combine the perspectives of the high dimensional space pro-
vided by those views and analogously derive combined inferences. Interesting infer-
ences are possible to be derived and the interaction among the visualization technique 
and the human is enhanced by the flexibility of the model. 

That flexibility and adaptive characteristics of this visual data mining model makes 
us confident that further study in this research area will derive fruitful outcomes. The 
research focus should be mainly targeted to the visualization capabilities regarding 
lager volumes of data and association rules as long as its behavior and capability to 
reveal visual patterns in a variety of case studies and application domains. 
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Abstract. The advances in wireless communications along with the ex-
ponential growth of transistors per integrated circuit lead to a rapid
evolution of Wireless Sensor Devices (WSDs), that can be used for mon-
itoring environmental conditions at a high fidelity. Following the current
trends, WSDs are soon expected to automatically and continuously col-
lect vast amounts of temporal data. Organizing such information in cen-
tralized repositories at all times will be both impractical and expensive.
In this paper we discuss the challenges from storing sensor readings In-
situ (at the generating sensor). This creates a network of tiny databases
as opposed to the prevalent model of a centralized database that collects
readings from many sensors. We also discuss some of the inherent prob-
lems of such a setting, including the lack of efficient distributed query
processing algorithms for handling temporal data and the lack of efficient
access methods to locally store and retrieve large amounts of sensor data.
The presented solutions are in the context of the RISE (Riverside Sen-
sor) hardware platform, which is a wireless sensor platform we developed
for applications that require storing in-situ many MBs of sensor readings.

1 Introduction

The improvements in hardware design along with the wide availability of eco-
nomically viable embedded sensor systems enable researchers nowadays to sense
environmental conditions at extremely high resolutions. Traditional approaches
to monitor the physical world include passive sensing devices which transmit
their readings to more powerful processing units for storage and analysis. Wire-
less Sensor Devices (WSDs) on the other hand, are tiny computers on a chip
that is often as small as a coin or a credit card. These devices feature a low fre-
quency processor (≈4-58MHz) which significantly reduces power consumption, a
small on-chip flash card (≈32KB-512KB) which can be used as a small local stor-
age medium, a wireless radio for communication, on-chip sensors, and an energy
source such as a set of AA batteries or solar panels [9]. This multitude of features
constitute WSDs powerful devices which can be used for in-network process-
ing, filtering and aggregation [8,7,11]. Large-scale deployments of sensor network
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devices have already emerged in environmental and habitant monitoring[17,9],
seismic and structural monitoring [12], factory and process automation and a
large array of other applications [18,7,8,11].

Conventional approaches to monitoring have focused on dense deployed net-
works that either transfer the data to a central sink node or perform in-network
computation and generate alerts when certain events arise. An important at-
tribute of these applications is that the time interval between consecutive query
re-evaluations (epoch) is small because the applications require the ability to
quickly react to various alerts. For example, a query might continuously manip-
ulate the temperature at some region in order to identify fires or other extreme
situations (e.g. ”Find which sensors record a temperature>95F?”). Therefore the
querying node (sink) must continuously maintain an updated view of the values
recorded at the sensors [11,7]. In such short-epoch applications, the frequency of
updates and the timely delivery of information from the sensors play a vital role
in the overall success of the system.

On the other hand, a class of applications that was not addressed to this
date are long-epoch applications. In these applications the user needs an answer
to his query more sparsely (e.g. weekly or monthly), although the sensor still
acquires data from its surrounding environment frequently (e.g. every second).
The user might then ask: ”Find the time instance on which we had the highest
average temperature in the last month?”. In order to evaluate this query using
current techniques would require each sensor to report all its values for the last
month. This happens because the data is fragmented across the different nodes
and an answer to the query can only be obtained after accessing all distributed
relations in their entirety. We call this type of in-situ data fragmentation vertical
partition, because each sensor’s timeseries is one dimension in the n-dimensional
space of sensor readings. This makes it a challenging task to answer user queries
efficiently.

Our Contribution: In this paper we study the deployment of sensor devices
characterized by large external memories. This will allow each sensor node to
accumulate measurements over a large window of time, avoiding the multi-hop
burden of transferring everything to the sink. This creates a network of tiny
databases as opposed to the prevalent model of a centralized database that
collects readings from many sensors. We also address some of the inherent prob-
lems of such a distributed database setting. Specifically we propose efficient
distributed query processing algorithms for efficiently answering top-k queries in
a distributed environment. These queries have been extensively studied by the
database community and their task is to retrieve the k highest ranked answers
to a given query. An example of a top-k query might be ”Find the three moments
on which we had the highest average temperature in the last month?”.

Temporal and top-k queries are useful in a number of contexts. Our work
is motivated by the requirements of the Bio-Complexity and the James Reserve
Projects at the Center of Conservation Biology (CCB) at UC Riverside.1 CCB

1 http://www.ccb.ucr.edu/
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Fig. 1. a) Soil-Organism Monitoring Application: Each sensor stores locally on external
flash memory the CO2 levels in a sliding window fashion. The user might then ask:
”Find the time instance on which we had the highest average CO2 levels in the last
month?”. b) Our platform: The RISE (Riverside Sensor), which is the first sensor
device that features a large external storage medium (an SDMedia flash card) .

is working towards the conservation and restoration of species and ecosystems
by collecting, evaluating scientific information (Figure 1a). The bio-complexity
project is designed to develop the kinds of instruments that can monitor the soil
environment directly, rather than in laboratory recreations.

We have developed the RISE platform, in which sensors feature a large exter-
nal memory (SD flash memory). RISE sensors are able to store measurements of
Carbon-dioxide levels in the soil as well as ambient sound from the surrounding
environment over a large period of time. This will allow scientists to monitor the
long-term behavior of certain soil micro-organisms and bird species.

We also address the efficient evaluation of top-k queries in our platform by
sketching an algorithm that estimates some threshold below which tuples do
not need to be fetched from the sensor nodes. Key ideas of our algorithm are
to transmit only the necessary information towards the querying node and to
perform the query execution in the network rather than in a centralized way.

2 The RISE Platform

The RISE (RIverside SEnsor) platform (see figure 1b) employs a System-on-
Chip interfaced with a large external storage memory, an off-the-shelf SD (Se-
cure Digital) media card, to develop a new paradigm of ”sense and store” as
opposed to the prevalent ”sense and send”. The RISE platform was conceived
by observing the twin trends of falling flash memory prices and the need of larger
memories on sensor devices for more efficient querying, processing and communi-
cation. Also, higher levels of device integration at low cost and size now provide
us with single chip solutions for most of the sensor and communication needs,
reducing complexity and improving performance. The RISE wireless platform is
built around the Chipcon CC1010 System on Chip (SoC), which together with
just a few external passive components and the required sensors constitutes a
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powerful, robust and versatile wireless embedded sensor system. The following
is a description of the important components of the RISE platform :

1. The MicroController Unit (MCU): The Chipcon CC1010 SoC is a true
single-chip RF transceiver with an integrated high performance 8051 micro-
controller and high end features which include a 32KB flash memory, an SPI
(Serial Peripheral Interface) bus, DES encryption, 26 general I/O pins and
many other components constituting it appropriate for a multitude of sensor
and computation needs.

2. The SD-Card interface: An SD-Card (Secure Digital Card) has been in-
terfaced to the main chip using the SPI bus equipping the RISE platform
with a large external storage memory (up to a 4 GB!). Data can be buffered
on the 32KB flash memory for efficiently reading and writing on the SD-Card.
Data is transferred to the SDCard in blocks of 512 bytes at a maximum rate
of 82KBps (although the SPI interface supports up to 3MBps). We have
developed tiny access method structures which are deployed directly on the
sensor. These provide efficient sorted and random access to local data in the
event of some query.

3. The OS & Compilation: To facilitate ease and modularity of program-
ming, we have ported the most prevalent design environment, the TinyOS
(version 1.1) and nesC (version 1.2alpha1), facilitating easier and modu-
lar programming, interfacing of an SD-CARD and developing the reactive
methodology of query based response on large datasets stored locally on the
nodes.

4. Deployed Sensors: The platform has a temperature sensor and is also be-
ing interfaced with a CO2 sensor and a microphone.

Note that the energy cost of writing to flash memory is much cheaper than
the RF transmission cost even in the case of a single hop. We have measured
the performance of transmitting one byte over the RF radio and found that it
requires 164 μJ while storing the same byte on the flash card requires 1.5 μJ.
Although writing to the external flash card can only be performed on a page-to-
page basis (i.e. 512 bytes), the 32KB on-chip flash memory allows us to buffer
a page before it is written out. This in combination of the fact that the energy
required for the transmission of one byte is roughly equivalent to executing 1120
CPU instructions, makes local storage and processing highly desirable.

3 The Query Processing Framework

In this section we expand on the class of queries we consider in the RISE plat-
form. This class represents queries that are interesting and important in our
framework that is characterized by long-epochs and large storage capacities at
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individual sensors. We also describe and contrast alternative frameworks that
have been proposed for data acquisition in sensor networks.

3.1 Temporal and Top-k Queries in RISE

We use a query dissemination mechanism similar to the one described in [8,7],
which creates a ”virtual” Query Spanning Tree (QST) interconnecting all nodes
in the network. This provides each node with the next hop towards the sink (See
Figure 1). Alternatively each node could maintain multiple parents in order to
achieve fault tolerance [1].

Let G(V, E) denote the undirected and connected network graph that in-
terconnects n sensors in V using the edge set E. The edges in E, represent
the virtual connections (i.e. nodes are within communication radius) between
the sensors in V . Also assume that each sensor has enough storage to record a
window of m measurements. Each measurement has the form (ts, val), where ts
denotes the timestamp on which the measurement was taken and val the record-
ing at that particular time moment.2 Essentially each sensor vi has locally the
following timeseries list(vi) = {oi1, oi2, . . . , oim}, where oij denotes the record-
ing of the ith sensor node at the jth time moment. Each time moment could
logically be viewed as a collection of n values. A node can maintain several lists
(e.g. temperature, humidity, others); for simplicity we assume that only one such
time-series is being maintained. We look at two main classes of queries.

Temporal Queries: The queries we consider allow the user to find the state of
the sensor network at different time intervals, but also to identify intervals that
certain conditions hold. Examples of such queries are: “Find the time intervals
such that the sensor values satisfy a given condition,” and “Given a sequence of
values, identify time intervals that show similar sequences in the values recorded
by the sensor.”
Top-k Queries: An example of a top-k query is “Find the k time instances
with the highest average reading across all sensors.” More formally, consider
Q = (q1, q2, . . . , qn), a top-k query with n attributes. Each attribute of Q refers
to the corresponding attribute of an object and the query attempts to find the
k objects which have the maximum value in the following scoring function:

Score(oi) =
n∑

j=1
wj ∗ simj(q, oi), where simj(q, oi) is some similarity function

which evaluates the jth attribute (sensor) of the query q against the jth attribute
of an object oi and returns a value in the domain [0,1] (1 denotes the highest
similarity). Since each sensor might have a different factor of importance, we also
use a weight factor wj (wj > 0), which adjusts the significance of each attribute
according to the user preferences. Note that, similarly to [4], we require the score
function to be monotone. A function is monotone if the following property holds:
if simj(q, o1)>simj(q, o2) (∀j∈m) then Score(o1)>Score(o2). This is true when
wj > 0.
2 Sensors are time synchronized through a lower layer mechanism (e.g. The Operating

System).
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4 Query Evaluation Techniques

From the sink’s point of view, denoted as v′, the data in this scenario is vertically
fragmented across the network. Therefore answering such a query would require
v′ to gather the whole space of n ∗m values. In this section we sketch the TJA
algorithm which alleviates the burden of transferring everything to the sink.

4.1 A Taxonomy of Data Gathering Techniques

Below we provide a taxonomy of data gathering techniques as a function of the
available storage available at each node:

1. Sense and Send (SS): In this naive case each sensor node propagates its
generated value towards its parent every time such value becomes available.
This is, according to the terminology of [1], the LIST approach.

2. Sense, Merge and Send (SMS): In this scheme, each node aggregates
the values coming from its children before forwarding its values to its parent.
This is essentially the TAG approach [8]. In this scheme, all aggregates can
not be treated in the same way. For example Distributive Aggregates (e.g.
Sum, Max, Min, Count) can locally be aggregated into one value. Holistic
Aggregates (e.g. Median) on the other hand, can not be treated in the same
way as aggregation into one value could produce a wrong result.

3. Sense, Store, Merge and Send (SSMS): This is the scheme deployed in
our platform, RISE. Each sensor node maintains locally in the flash memory
a window of m measurements. This sliding window evolves with time, and
therefore, once the limit of the available storage is reached, at each new time
moment the oldest measurement is deleted. We note however that given the
capacities of flash cards m can be very large. Registered queries can perform
some local aggregation, if the correctness of the query outcome is not vio-
lated, before values are propagated towards the parent. Note that this is not
possible in current systems such as TinyDB [7].

The three gathering techniques outlined above basically represent the scale
of available memory at the sensor nodes (i.e. SSMS ⊃ SMS ⊃ SS). We believe
that although the SMS approach offers in practice the most efficient way to
cope with short-epoch applications, the SSMS approach is more practical for
long-epoch applications.

We note that under the SS model evaluating the kinds of queries we propose
requires sending all information to the sink. Under the SMS model we can de-
sign algorithms that perform aggregation or more sophisticated computation in
the network, there are however significant limitations. Due to the short-epoch
emphasis of this model when information gets older than the window of interest,
we have to discard this information or we have to transmit it for permanent
storage to the sink (or other specially designated nodes in the network).
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4.2 Providing Local Access Methods

Efficiently evaluating the queries described above requires efficient access to the
data that is stored on the ”external” flash memory. However, flash memory fea-
tures some distinct characteristics that differentiate it from other storage media.
Specifically, deleting data stored on flash memory can only be performed at a
block granularity (typically 8KB-64KB) and writing can only be performed at
a page granularity (typically 256B-512B), after the respective block has been
deleted. Finally, each flash page has a limited life-time (10K-100K writes), after
which the page wears out and can no longer be used. The problem of indexing
over magnetic disks and RAM memory is well studied in the database com-
munity, however indexing on flash memory in conjunction with the low energy
budget of sensor nodes introduce many new challenges. We have designed and
implemented efficient access methods that provide random and sorted access
to records stored on the flash medium. Our access methods serve as primitive
functions for the efficient execution of a wide spectrum of queries. Pages on the
flash card are organized as a heap file, which is naturally ordered by time. Note
that a flash card can only hold up to m pages (oi0..oim) and hence the available
memory is organized as a circular array, in which the newest oij pair replaces
the oldest oij pair if the memory becomes full.

i) Random Access By Value: An example of such operation is to locally
load the records that have a temperature of 95F. In order to fetch records by
their value we have implemented a static hash index with a swap directory that
gracefully keeps in memory the directory buckets with the highest hit ratio. We
use a static index as opposed to a dynamic hashing index, such as extendible
or linear, because the latter structures are considerably more power demanding
(i.e. due to page splits during insertions).
ii) Sorted Access By Value: An example of such operation is to locally load
the records that have a temperature between 94F-96F. An important observation
is that sensor readings are numeric readings in a discrete range (for example the
temperature is between -40F and 250F). In order to enable such range queries,
we currently use an extension of our random-access index in which we query
every discrete value in the requested range. However, we are also developing a
simple B+ tree index, which is a minimalistic version of its counterpart found
in a real database system. It consists of a small number of non-leaf index pages
which provide pointers to the leaf pages. In our current design, we keep a small
number of highly used non-leaf index pages (such as the root) in main memory.

4.3 Efficient Top-k Query Evaluation in RISE

We now sketch a Threshold Join Algorithm which is an efficient top-k query
processing algorithm for sensor networks. In the naive case, such queries could
be answered by transferring all sensor values to the sink and then find the correct
result. In our algorithm, we use an additional probing and filtering phase in order
to eliminate this expensive step. More specifically, we use the following phases:
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Fig. 2. The QST for two phases of the TJA Algorithm (the third phase is omitted as
it does not contribute to the final result). The table on the right shows the objects
qualifying in each phase.

1) the Lower Bound phase, in which the sink collects the union of the top-k
results from all nodes in the network (denoted as Lsink={l1, l2, . . . , lo}, o ≥ k),
2) the Hierarchical Joining phase, in which each node uses Lsink for eliminating
anything that has a value below the least ranked item in Lsink,
3) the Clean-Up phase, in which the actual top-k results are identified.

In figure 2, we can see the execution for the two initial phases of the algo-
rithm. In the illustration, each node [v1..v5] is assumed to have a local rank of
five objects [o1..o5] and the nodes are interconnected in a tree topology. The il-
lustration shows that the sink requires only to fetch the objects above the lower
line, which represents the execution of the second phase of our algorithm.

5 Experimental Evaluation

We have tested our top-k algorithm in a Peer-to-Peer network using a real dataset
of temperature measurements collected at 32 sites in Washington and Oregon.3

Each site (node) maintained the average temperature on an hourly basis for 208
days between June 2003 and June 2004 (i.e. 4990 time moments), and our query
was to find the 10 moments at which the average temperature was the highest. Our
algorithm uses our local access methods to execute efficiently. In Figure 3a we com-
pare our approach with the SS approach (sending all data over the network), and
our results indicate that SS consumes an order of magnitude more network bytes
than the SSMS approach. We also compare our approach with a simpler approach
that computes the scores of all tuples in the network, combining partial results as
data is transmitted to the sink. This approachdoes not use any index methods, and
can be implemented in the SMS framework. Our preliminary results show that our
approach significantly outperforms this technique.

We have also calculated the energy gains that can be achieved by using the
sense and store methodology by measuring the energy consumption of storing

3 http://www-k12.atmos.washington.edu/k12/grayskies/
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SD-Card.

data locally on flash card as opposed to blindly sending it over the wireless net-
work. Specifically, we used the RISE mote to measure the cost of transmitting
packages of various sizes over a 9.6Kbps radio (at 60mA) and storing the re-
spective data locally on flash (see figure 3b). In the case of 512B (one page),
we found that it takes on average 416ms or 82,368μJ . Comparing this with the
763.12μJ required for writing the same amount of data to local flash, along with
the fact that transmission of one byte is roughly equivalent to executing 1120
CPU instructions, makes local storage and processing highly desirable.

6 Related Work

There has been a lot of work in the area of query processing, in-network aggre-
gation and data-centric storage in sensor networks. To our knowledge, our work
is the first that addresses issues related to in-situ data storage in sensor devices
with large memories.

Systems such as TinyDB[7] and Cougar[11] achieve energy reduction by push-
ing aggregation and selections in the network rather than processing everything
at the sink. Both approaches propose a declarative approach for querying sensor
networks. These systems are optimized for sensor nodes with limited storage
and relatively short-epochs, while our techniques are designated for sensors with
larger external flash memories and longer epochs. Note that in TinyDB users are
allowed to define fixed size materialization points through the STORAGE POINT
clause. This allows each sensor to gather locally in a buffer some readings, which
cannot be utilized until the materialization point is created in its entirety. There-
fore even if there was enough storage to store MBs of data, the absence of efficient
access methods makes the retrieval of the desired values quite expensive.

A large number of flash-based file systems have been proposed in the last
few years, including the Linux compatible Journaling Flash File System (JFFS
and JFFS2)[15], the Yet Another Flash File System (YAFFS)[16] specifically
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designed for NAND flash with it being portable under Linux, uClinux, and Win-
dows CE. The first file system for sensor nodes was Matchbox and this is pro-
vided as an integral part of the TinyOS [5] distribution. Recently the Efficient
Log Structured Flash File System (ELF)[2] shows that it offers several advan-
tages over Matchbox including higher read throughput and random access by
timestamp. However the main job of a file system is to organize the sectors of
the storage media into files and directories and to determine whether these are
being used or not. Filenames are then accessible by their unique identifier (such
as an inode). Therefore a filesystem does not support retrieving records by their
value as we do in our approach.

An R-tree and B-Tree index structure for flash memory on portable devices,
such as PDA’s and cell phones, has been proposed in [13] and [14] respectively.
These structures use an in-memory address translation table, which hides the
details of the flash wear-leveling mechanism. However, such a structure has a
very large footprint (3-4MB) which constitutes it inapplicable in our context.

In Data Centric Routing (DCR), such as directed diffusion [6], low-latency
paths are established between the sink and the sensors. Such an approach is
supplementary to our framework. In Data Centric Storage (DCS) [10] data with
the same name (e.g. humidity readings) is stored at the same node in the net-
work, offering therefore efficient location and retrieval. However the overhead of
relocating the data in the network will become huge if the network generates
many MBs of GBs of data. Finally, local compression techniques, such as the
one proposed in [3], would improve the efficiency of our framework and their
investigation will be a topic of future research.

7 Conclusions

In this paper we discussed many of the data management issues that arise in
the context of the RISE sensor network platform. In RISE, sensors feature a
large memory which creates a new paradigm for power conservation in long
epoch applications. We believe that many applications can benefit from a large
local storage, as such storage can be used for local aggregation or compression
before transmitting the results towards the sink. We expect that this in addition
with the provisioning of efficient access methods will also provide a powerful new
framework to cope with new types of queries, such as temporal or top-k, that have
not been addressed adequately to this date. In the future we plan to investigate
the effectiveness of our framework in field experiments which will be conducted
in conjunction with the Center of Conservation Biology at UC-Riverside.
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Abstract. In the online version of Facility Location, the demand points arrive
one at a time and must be irrevocably assigned to an open facility upon arrival.
The objective is to minimize the sum of facility and assignment costs. We present
a simple primal-dual deterministic algorithm for the general case of non-uniform
facility costs. We prove that its competitive ratio is no greater than 4 log(n+1)+
2, which is close to the lower bound of Ω( log n

log log n
).

1 Introduction

In the (metric uncapacitated) Facility Location problem, we are given a metric space
along with a facility cost for each point and a (multi)set of demand points, and we seek
for a set of facility locations which minimize the sum of facility and assignment costs.
Facility Location provides a simple and natural model for network design and data clus-
tering problems and has been the subject of intensive research over the last decade (e.g.
see [12] for a survey and [6] for approximation algorithms and applications). In addi-
tion to the offline setting, there are many practical applications where either the demand
points are not known in advance or the solution must be constructed incrementally us-
ing limited (if any) information about future demands (e.g. see [11] for some examples
from the areas of network design and data clustering).

The definition of Online Facility Location [11] is motivated by similar considera-
tions. In Online Facility Location, the demand points arrive one at a time and must be
irrevocably assigned to either an existing or a new facility upon arrival. The objective
is to minimize the sum of facility and assignment costs, where the assignment cost of a
demand is the distance from the facility to which the demand is assigned.

Related Work. In the offline setting, where the demand points are fully known in ad-
vance, there are constant factor approximation algorithms based on Linear Program-
ming rounding (e.g. [13,14]), local search (e.g. [4,2]), and the primal-dual method (e.g.
[9,8]). The best known polynomial-time algorithm achieves an approximation ratio of
1.52 [10], while no polynomial-time algorithm has an approximation ratio less than
1.463 unless NP ⊆ DTIME(nO(log log n)) [7].

Meyerson [11] introduced the online version of Facility Location and presented a
randomized algorithm which achieves a constant performance ratio if the demands are
examined in random order. In the standard framework of competitive analysis (e.g. see
[3]), where both the set of demands and their arrival order are selected by an oblivious
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adversary, Meyerson’s algorithm achieves a competitive ratio of O(log n). Meyerson
also proved a lower bound of ω(1) on the competitive ratio of any online algorithm.

In previous work [5], we improved the lower bound to Ω( log n
log log n ) even for the spe-

cial case that the metric space is a line segment and the facility costs are uniform. We
also presented a deterministic algorithm with an (asymptotically) optimal competitive
ratio of Θ( log n

log log n ) for general metric spaces and non-uniform facility costs. The al-
gorithm is rather complicated to formulate and implement. Its analysis exploits locality
in a novel and highly non-trivial way and is lengthy and quite technical. Hence despite
being a significant contribution towards understanding the problem from a theoretical
point of view, the algorithm of [5] is of limited practical applicability.

This observation motivated a recent work by Anagnostopoulos et al. [1], who pre-
sented a simple Θ(2d log n)-competitive deterministic algorithm for Online Facility
Location in d-dimensional Euclidean spaces. The algorithm works only for the fixed-
location uniform-cost model, where the facilities have the same opening cost and can
be located at a fixed subset of points. For the Euclidean plane, the algorithm is quite
fast and its performance in practice is comparable to the performance of the algorithms
in [11,5]. Nevertheless, the approach of [1] cannot be applied to general metric spaces
and the arbitrary non-uniform facility costs.

Contribution. We present a new primal-dual algorithm for Online Facility Location
(e.g. see [15] for an introduction to primal-dual approximation algorithms). The algo-
rithm is deterministic and works for every metric space and non-uniform facility costs.

The algorithm maintains the invariant that the distances of each demand to the near-
est algorithm’s facility constitute a feasible solution to the dual of a natural Linear
Programming relaxation for Facility Location. Every time a dual constraint is violated
due to the arrival of a new demand, the algorithm opens a new facility at the location
corresponding to the most violated dual constraint, and the dual feasibility is restored.

We prove that the algorithm’s competitive ratio is no greater than 4 log(n + 1) + 2,
which is close to the lower bound of Ω( log n

log log n ) [5]. The analysis is simple and gives
a new insight into the behaviour of previously known algorithms for Online Facility
Location and related problems.

Our algorithm is the first deterministic algorithm which works for every metric
space and the general case of non-uniform facility costs, and is simple to formulate
and analyze, easy to implement, and quite fast in terms of running time.

The only previously known deterministic algorithm which works for every metric
space and non-uniform facility costs is the algorithm of [5]. That algorithm achieves an
(asymptotically) optimal competitive ratio of Θ( log n

log log n ), but is quite complicated to
formulate, implement, and analyze. Moreover, since there are quite large multiplicative
and additive constants involved in its competitive ratio, we expect that the algorithm
presented in this paper will outperform the algorithm of [5] in practice.

The algorithm of [1] only works for Euclidean spaces of small dimension and uni-
form facility costs. In addition, its competitive ratio is exponential in the dimension of
the metric space. Hence, our results are not comparable to the results of [1].

Problem Definition and Notation. We evaluate the performance of online algorithms
using competitive analysis (e.g. see [3]). An online algorithm is c-competitive if for all
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instances, the cost incurred by the algorithm is at most c times the cost incurred by an
optimal offline algorithm, which knows the demand sequence in advance.

In Online Facility Location, we are given a metric space M = (M, d), where M
denotes the set of points and d : M ×M 
→ IR+ denotes the distance function which
is non-negative, symmetric and satisfies the triangle inequality. For each point w ∈M ,
we are also given the cost fw of opening a facility at w. The facility costs of some points
may be infinite, in which case we are not allowed to open a facility there. We slightly
abuse the notation by letting the same symbol denote both a demand/facility and the
corresponding point of the metric space.

The demand sequence consists of (not necessarily distinct) points u ∈ M . When
a new demand u arrives, the algorithm can open some new facilities, in which case it
incurs the corresponding opening cost. The decision of opening a facility at a particular
location is irrevocable. Then, u is irrevocably assigned to the nearest facility. If u is
assigned to a facility at w, u’s assignment cost is d(w,u). The objective is to minimize
the sum of facility and assignment costs.

We only consider unit demands and allow multiple demands to be located at the
same point. We use n to denote the total number of demands. We consider the general
case of non-uniform facility costs, where the opening costs depend on the location and
there are no restrictions on them.

A metric space M = (M, d) is usually identified by its point set M . For a point
u ∈ M and a subset of points M ′ ⊆ M , d(M ′,u) ≡ minv∈M ′{d(v,u)} denotes the
distance between u and the nearest point in M ′. We let d(∅,u) = inf . We use log x to
denote the base-2 logarithm of a positive number x. For every numbers x, y, let x−· y ≡
max{x− y, 0}. In the technical part of the paper, we repeatedly use x−· y ≥ x− y.

Organization. In Section 2, we formulate the algorithm and discuss the intuition behind
it. We also state our main result, namely that the algorithm’s competitive ratio is no
greater than 4 log(n + 1) + 2, and outline its proof. The main invariant maintained
by the algorithm is formally proven in Section 3. Using this invariant, we bound the
algorithm’s assignment cost in Section 4 and the algorithm’s facility cost in Section 5.
The conclusions and some directions for further research are discussed in Section 6.

2 The Primal-Dual Algorithm

The algorithm Simple Non-Uniform Facility Location (SNFL, Fig. 1) maintains the
set of demands considered so far, denoted L, its facility configuration, denoted F ,
and the potential of each point z, denoted p(z). At any point in time, p(z) =∑

v∈L d(F, v)−· d(z, v) for all z ∈ M . The algorithm maintains the invariant that the
potential of each point z does not exceed the cost of opening a facility at z, namely
p(z) ≤ fz . Every time this invariant is violated, the algorithm opens a new facility at
an appropriately selected location and the invariant is restored.

Initially, L = ∅, F = ∅, and p(z) = 0 for all z ∈ M . When a new demand arrives,
the algorithm updates the potentials of all points and computes the point w of maximum
p(w) − fw. If p(w) > fw, the algorithm opens a new facility at w and computes the
potentials again according to the new facility configuration. Due to w’s choice, opening
a new facility at w restores the invariant p(z) ≤ fz for all points z (cf. Lemma 1). If
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F ← ∅; L ← ∅; initializePotentials ();
for each new demand u:

L ← L ∪ {u};
updatePotentials (F , u);
w ← arg maxz∈M{p(z)− fz};
if p(w)− fw > 0 then

F ← F ∪ {w};
computeNewPotentials (F , L);

assign u to the nearest facility in F ;

initializePotentials ()
for all z ∈M do

p(z)← 0;
updatePotentials (F , u)

for all z ∈M do
p(z)← p(z) + d(F,u)−· d(z,u);

computeNewPotentials (F , L)
for all z ∈M do

p(z)←∑
v∈L d(F, v)−· d(z, v);

Fig. 1. The algorithm Simple Non-Uniform Facility Location – SNFL

p(w) ≤ fw, the invariant holds for all points and no new facilities open. Finally, the
new demand is assigned to the nearest facility in the updated facility configuration.

Intuition. Before establishing the competitive ratio, we give an intuitive description and
a primal-dual interpretation of SNFL. We regard the distance of each demand v ∈ L to
the nearest algorithm’s facility, namely the distance d(F, v), as a credit currently held
by v. The demands contribute their credit towards opening new facilities closer to them.
More specifically, when a new facility w opens, the credit of each demand v becomes
d(F ∪{w}, v) ≤ d(F, v). The difference d(F, v)− d(F ∪{w}, v) = d(F, v)−· d(w, v)
is regarded as v’s contribution to w’s opening cost.

The potential of each point z corresponds to the total decrease in the demands’ credit
if a facility at z opens. The algorithm opens a new facility only if the total decrease in
the demands’ credit exceeds the corresponding opening cost. In simple words, a new
facility opens only if the demands are willing to spend an adequate amount of credit for
it. The location of the new facility is the point maximizing the difference between the
credit spent for the new facility and the actual opening cost.

We formalize the intuitive description above by resorting to Linear Programming
duality. The offline version of Facility Location is formulated as the following 0 − 1
Integer Program:

min
∑

z∈M fzyz +
∑

z∈M

∑
v∈L xzvd(z, v)

s.t
∑

z∈M xzv = 1 ∀v ∈ L
xzv ≤ yz ∀z ∈M, ∀v ∈ L (IP)

yz ∈ {0, 1},xzv ∈ {0, 1} ∀z ∈M, ∀v ∈ L

Setting the variable yz to 1 corresponds to opening a facility at z and setting the variable
xzv to 1 corresponds to assigning demand v to facility z. We obtain a Linear Program-
ming relaxation of (IP) by replacing the 0 − 1 constraints with yz ≥ 0 and xzv ≥ 0
respectively. The dual of the Linear Programming relaxation is:

max
∑

v∈L cv

s.t
∑

v∈L[cv −· d(z, v)] ≤ fz ∀z ∈ M (DP)
cv ≥ 0 ∀v ∈ L
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SNFL maintains its facility configuration F so as the distances d(F, v), v ∈ L, (in
other words, the demand credits) to constitute a feasible solution to (DP). Every time a
dual constraint is violated due to the arrival of a new demand, a new facility opens at
the location corresponding to the most violated dual constraint and the dual feasibility
is restored. Thus, SNFL is a primal-dual online algorithm.

The running time of SNFL is O(n |M | |F |), where n is the number of demands,
|M | is the number of points with finite facility cost, and |F | is the number of facilities
opened by the algorithm. The remaining part of the paper is devoted to the proof of the
algorithm’s competitive ratio.

Theorem 1. The competitive ratio of SNFL is no greater than 4 log(n + 1) + 2.

2.1 Preliminaries

For an arbitrary fixed sequence of n demands, we compare the algorithm’s cost with
the cost of the offline optimal solution. We denote the set of optimal facilities by F ∗.
To avoid confusing the algorithm’s facilities with the optimal facilities, we use the term
optimal center, or simply center, to refer to an optimal facility in F ∗ and the term
facility to refer to an algorithm’s facility in F .

We let the optimal solution F ∗ consist of k centers c1, c2, . . . , ck. We use fci , i =
1, . . . , k, to denote the opening costs of the optimal centers. In the optimal solution,
each demand is assigned to the nearest center in F ∗. Hence, F ∗ partitions the demand
sequence into optimal clusters C1,C2, . . . ,Ck. For each demand v, let d∗v ≡ d(F ∗, v)
denote the assignment cost of v in the optimal solution, let Asg∗ ≡ ∑

v d∗v denote
the total optimal assignment cost, and let Fac∗ ≡ ∑ci∈F ∗ fci denote the total optimal
facility cost. The total optimal cost is Fac∗+Asg∗. For a demand set C, let Asg∗(C) ≡∑

v∈C d∗v denote the total optimal assignment cost for the demands in C.
We usually distinguish between the arrival and the assignment time of a new de-

mand because the algorithm’s configuration may have changed in between. We use the
convention that unprimed symbols refer to the algorithm’s configuration just before a
new demand arrives and primed symbols refer to the updated algorithm’s configuration
at the demand’s assignment time.

2.2 Outline of the Analysis

We start by showing that SNFL maintains the invariant that p(z) ≤ fz for all z ∈ M
(Lemma 1). Therefore, after j demands from cluster Ci have been considered, there is a
facility within a distance of 1

j [fci +2Asg∗(Ci)] from the optimal center ci (Corollary 1).
This implies that the algorithm’s assignment cost is within a logarithmic factor of the
total optimal cost (Lemma 2).

We allocate a credit of c(u) = min{d(F,u), minz∈M{fz − p(z) + d(z,u)}} to
each new demand u, where F denotes the facility configuration and p(z) denotes z’s
potential just before u arrives. We show that the algorithm’s facility cost never exceeds
the total credit allocated to the demands in L (Lemma 4). Corollary 1 implies that the
total credit is within a logarithmic factor of the total optimal cost (Lemma 5).
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3 Basic Properties

We start by establishing the algorithm’s main invariant.

Lemma 1 (Main Invariant). Let L be the demand set, and let F be the facility config-
uration just before a new demand arrives. For all z ∈M , p(z) ≤ fz .

Proof. We prove the lemma by induction on the number of demands considered by the
algorithm. The invariant holds before the first demand arrives because initially p(z) =
0 ≤ fz for all z ∈ M . We inductively assume that the invariant holds just before a new
demand u arrives and prove that the invariant holds after u’s assignment.

Let F be the algorithm’s facility configuration, let L be the demand set, and let
p(z) =

∑
v∈L d(F, v)−· d(z, v) ≤ fz be the potential of each point z just before u

arrives. We denote by p′(z) and p′′(z) the potential of z when w is computed and at u’s
assignment time respectively. We show that for all z ∈M , p′′(z) ≤ fz .

The new demand does not open a new facility only if p′(z) ≤ fz for all z ∈ M .
Then the facility configuration remains unchanged and p′′(z) = p′(z) ≤ fz .

If a new facility opens at w, let F ′ = F ∪ {w} denote the facility configuration
at u’s assignment time. We claim that u is closer to w than to any facility in F , i.e.
d(w,u) < d(F,u), which implies that d(F ′,u) = d(w,u). The claim follows from the
following inequalities:

0 < p′(w) − fw = d(F,u)−· d(w,u) + p(w)− fw

≤ d(F,u)−· d(w,u) = d(F,u)− d(w,u) (1)

The first inequality holds because a new facility at w opens. The next equality follows
from p′(w) = p(w) + d(F,u)−· d(w,u). The next inequality uses p(w) − fw ≤ 0 by
the inductive hypothesis. Finally, we observe that d(F,u)−· d(w,u) > 0.

We also observe that for every z ∈M ,

p(z) =
∑

v∈L[d(F, v)−· d(z, v)] ≥∑v∈L[d(F ′, v)−· d(z, v)] (2)

because d(F ′, v) ≤ d(F, v) for all demands v ∈ L.
For all points z with d(z,u) ≥ d(w,u), d(F ′,u)−· d(z,u) = 0 and

p′′(z) =
∑

v∈L[d(F ′, v)−· d(z, v)] ≤ p(z) ≤ fz

where the first inequality follows from (2) and the second from the inductive hypothesis.
After the potentials of all points have been updated, the algorithm selects w as the

location of the new facility. Therefore for every z ∈M , p′(w) − fw ≥ p′(z)− fz and:

d(F,u)− d(w,u) ≥ p′(w) − fw ≥ p′(z)− fz = d(F,u)−· d(z,u) + p(z)− fz

≥ d(F,u)− d(z,u) +
∑

v∈L[d(F ′, v)−· d(z, v)]− fz

The first inequality follows from (1). The equality follows from the definition of p′(z).
For the last inequality, we use d(F,u)−· d(z,u) ≥ d(F,u)−d(z,u) and (2). Therefore,
for all points z with d(z,u) < d(w,u), d(F ′,u)−· d(z,u) = d(w,u)− d(z,u) and:

0 ≥ d(w,u)− d(z,u) +
∑

v∈L[d(F ′, v)−· d(z, v)]− fz = p′′(z)− fz

Consequently, after w opens, for every point z, p′′(z) ≤ fz . ��
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The invariant of Lemma 1 implies that the algorithm’s facility configuration con-
verges fast to the optimal centers as more and more demands are considered.

Corollary 1. Let L be the demand set, and let F be the facility configuration after all
demands in L have been considered. For each optimal cluster Ci with center ci,

|L ∩ Ci| d(F, ci) ≤ fci + 2 Asg∗(Ci)

Proof. We apply the invariant of Lemma 1 for the optimal center ci:

fci ≥ p(ci) =
∑
v∈L

d(F, v)−· d(ci, v) ≥
∑

v∈L∩Ci

d(F, v)−· d∗v

≥
∑

v∈L∩Ci

[(d(F, ci)− d∗v)− d∗v] = |L ∩ Ci| d(F, ci)− 2
∑

v∈L∩Ci

d∗v

The second inequality holds because the first sum consists of non-negative terms. In
addition, for all v ∈ Ci, d(ci, v) = d∗v. For the third inequality, we apply x−· y ≥ x− y
and the triangle inequality. Finally, we observe that Asg∗(L ∩ Ci) ≤ Asg∗(Ci). ��

4 Assignment Cost

Then we use Corollary 1 and bound the algorithm’s assignment cost.

Lemma 2. The algorithm’s assignment cost is no greater than

log(n + 1)Fac∗ + (2 log(n + 1) + 1)Asg∗

Proof. Let Ci be an optimal cluster with center ci, let ni ≡ |Ci| be the number of
demands in Ci, and let u1,u2, . . . ,uni , be the demands of Ci in the order considered
by the algorithm. For each demand uj , let F ′

uj
be the facility configuration at uj’s

assignment time. Hence, the algorithm’s assignment cost for uj is:

d(F ′
uj

,uj) ≤ d(F ′
uj

, ci) + d∗uj
≤ 1

j [fci + 2Asg∗(Ci)] + d∗uj
(3)

We first apply the triangle inequality. For the second inequality, we use Corollary 1 with
L ∩Ci = {u1, . . . ,uj} since the algorithm has considered the first j demands from Ci

and reached the facility configuration F ′
uj

.
Summing up (3) for all j = 1, . . . , ni, we conclude that the algorithm’s assignment

cost for the demands in Ci is:

ni∑
j=1

d(F ′
uj

,uj) ≤ [fci + 2Asg∗(Ci)]
ni∑

j=1

1
j +

ni∑
j=1

d∗uj

≤ log(ni + 1)fci + (2 log(ni + 1) + 1)Asg∗(Ci)

For the last inequality, we use
∑n

j=1 1/j ≤ log(n + 1) for all n ∈ IN. The lemma
follows by summing up the inequality above over all optimal clusters. ��
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5 Facility Cost

We allocate a credit of c(u) = min{d(F,u), minz∈M{fz−p(z)+d(z,u)}} to each new
demand u, where F denotes the facility configuration and p(z) denotes z’s potential just
before u arrives.

Lemma 3. For each new demand u, c(u) = fw − p(w) + d(w,u) if u opens a new
facility at w, and c(u) = d(F,u) otherwise.

Proof. Let F be the facility configuration, and let p(z) be the potential of each point
z just before u arrives. Let also p′(z) = p(z) + d(F,u)−· d(z,u) denote the updated
potential of each point z.

Let the new demand u open a new facility at w. Due to the choice of w, p′(w)−fw ≥
p′(z)− fz for all points z ∈ M . Therefore,

p′(w)− fw = p(w) + d(F,u) − d(w,u)− fw

≥ p(z) + d(F,u)−· d(z,u)− fz ≥ p(z) + d(F,u)− d(z,u)− fz

The equality holds because u is closer to w than to any facility in F (see also (1) in the
proof of Lemma 1). Hence, fw−p(w)+d(w,u) = minz∈M{fz−p(z)+d(z,u)}. Since
a new facility opens, p′(w)−fw > 0 and d(F,u) > fw−p(w)+d(w,u). Consequently,
if the new demand u opens a new facility at w, u’s credit is c(u) = fw−p(w)+d(w,u).

If the new demand u does not open a new facility, for all points z ∈M ,

fz ≥ p′(z) = p(z) + d(F,u)−· d(z,u) ≥ p(z) + d(F,u)− d(z,u)

Therefore, d(F,u) ≤ fz − p(z) + d(z,u) and u’s credit is c(u) = d(F,u). ��
Using Lemma 3, we show that the cost for the facilities in F does not exceed the

total credit allocated to the demands in L.

Lemma 4. Let L be the demand set, and let F be the facility configuration after all
demands in L have been considered. Then,

∑
w∈F fw ≤

∑
v∈L c(v) .

Proof. We prove the lemma by a potential function argument. We define the potential
function Φ =

∑
v∈L d(F, v) and calculate the change ΔΦ in the value of the potential

function when a new demand u is considered. Let L be the demand set, let F be the
facility configuration, and let p(z) be the potential of each point z just before u arrives.

If u does not open a new facility, then ΔΦ = d(F,u) = c(u), by Lemma 3.
If u opens a new facility at w, let F ′ = F ∪{w}. By definition, d(F, v)−d(F ′, v) =

d(F, v)−· d(w, v) for all demands v. Therefore,

ΔΦ = d(w,u)−∑v∈L[d(F, v) − d(F ′, v)]
= d(w,u)−∑v∈L[d(F, v)−· d(w, v)] = d(w,u)− p(w)

By Lemma 3, u’s credit is c(u) = fw − p(w) + d(w,u). Hence ΔΦ + fw = c(u).
Thus, we have shown that the credit allocated to each new demand u is equal to

the change in the value of Φ plus the cost for the facility opened by u (possibly none).
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Initially, Φ = 0 because the demand set is empty. By definition, Φ remains non-negative
throughout the execution of the algorithm. Therefore, the opening cost for the facilities
in F never exceeds the total credit allocated to the demands in L. ��

Finally, we use Corollary 1 and bound the total credit allocated to the demand set.

Lemma 5. Let L be the demand set. Then,∑
v∈L

c(v) ≤ (log n + 1)Fac∗ + (2 log n + 1)Asg∗

Proof. As in the proof of Lemma 2, let Ci be an optimal cluster with center ci, let
ni ≡ |Ci|, and let u1,u2, . . . ,uni , be the demands of Ci in the order considered by
the algorithm. For each demand uj , let Fuj be the facility configuration just before uj

arrives.
The credit of each demand uj is c(uj) ≤ min{d(Fuj ,uj), fci + d∗uj

} because the
potential of ci is non-negative. For the first demand, we use c(u1) ≤ fci +d∗u1

. For each
of the remaining demands uj , j = 2, . . . , ni, we use

c(uj) ≤ d(Fuj ,uj) ≤ d(Fuj , ci) + d∗uj
≤ 1

j−1 [fci + 2Asg∗(Ci)] + d∗uj

For the second inequality, we use Corollary 1 with L ∩ Ci = {u1, . . . ,uj−1} since the
algorithm has considered the first j − 1 demands from Ci just before uj arrives.

Summing up the above inequalities for all j = 1, . . . , ni, we conclude that the total
credit allocated to the demands in Ci is:

ni∑
j=1

c(uj) ≤ fci + [fci + 2Asg∗(Ci)]
ni∑

j=2

1
j−1 +

ni∑
j=1

d∗uj

≤ (log ni + 1)fci + (2 log ni + 1)Asg∗(Ci)

For the last inequality, we use
∑n−1

j=1 1/j ≤ log n for all n ∈ IN. The lemma follows by
summing up the previous inequality for all optimal clusters. ��

Lemmas 4 and 5 imply that the facility cost is no greater than (log n + 1)Fac∗ +
(2 log n + 1)Asg∗. Combining this bound with the bound of Lemma 2, we obtain that
the total algorithm’s cost is no greater than

(2 log(n + 1) + 1)Fac∗ + (4 log(n + 1) + 2)Asg∗ ≤ (4 log(n + 1)+ 2)(Fac∗ + Asg∗)

This concludes the proof of Theorem 1.

6 Conclusions

We presented a simple and practical primal-dual algorithm for Online Facility Location
with non-uniform facility costs. The algorithm maintains the invariant that the distances
of each demand to the nearest facility constitute a feasible dual solution. Every time a
dual constraint is violated due to the arrival of a new demand, a new facility opens at
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the location corresponding to the most violated dual constraint, and the dual feasibility
is restored. We prove that the algorithm’s competitive ratio is 4 log(n + 1) + 2, which
is close to the lower bound of Ω( log n

log log n ).
We are not aware of any examples establishing that the algorithm’s competitive ratio

is Ω(log n). Thus, it remains open whether the competitive ratio of SNFL is Θ(log n)
or can be improved by a more careful analysis.

In retrospect, we observe that all known algorithms for Online Facility Location can
be regarded as maintaining a similar invariant implicitly. More specifically, all known
algorithms have the property that the distances of each demand to the nearest facil-
ity form an approximately feasible dual solution. In the light of this observation, it is
natural to ask whether there is a generic primal-dual framework for formulating and
establishing the competitive ratios of all known algorithms for Online Facility Location
and related problems.
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1 Introduction

All-Optical Networks. Optical fiber technology evolves rapidly and will even-
tually lead to networks consisting solely of optical connections. In such networks,
which are called all-optical, signal multiplexing is achieved through the WDM
(wavelength division multiplexing) technique; a different wavelength is assigned to
each signal, thus enablingmultiple signals to be transmitted through the samefiber.

The bottleneck in current optical connections lies in the conversion of electri-
cal signals to optical ones and vice versa. Consequently, it appears that all-optical
networks should minimize such conversions. To that purpose, messages that are
routed through the network should be processed as little as possible. One way to
achieve this is to maintain the same wavelength throughout the network for each
signal transmitted from one host to another. In other words, when two (possibly
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non-adjacent) hosts communicate with each other through a connection, optical
signals realizing this connection use only one wavelength.

The Routing and Path Coloring Problem. All-optical networks can be
modeled as graphs and connection requests between two hosts can be represented
by pairs of nodes. In the case of full-duplex communication the requests, hence
also the pairs of nodes, are actually unordered. Such requests are routed into
actual connections through appropriate paths connecting the two nodes. Each of
these connections uses the same wavelength for all transmissions, so wavelength
assignment can be modeled as coloring of the corresponding path. The fact that
two signals can be multiplexed in a fiber only if different wavelengths are assigned
to them imposes restrictions on possible colorings of the path set. If we assume
that adjacent hosts are connected through a single fiber link, a coloring shall
be feasible only if overlapping paths (i.e. sharing at least one edge) are assigned
different colors.

The Routing and Path Coloring problem (RPC) is stated as follows: Given
a graph G and a set of connection requests R (unordered pairs of nodes), find a
routing of R, i.e. a set of corresponding paths P , and a feasible coloring of paths
in P using the least possible number of colors. Note that the minimum number
of colors among all possible routings and colorings is sought. It also makes sense
to consider the problem where the routing is pre-determined and only an optimal
coloring is sought; this is known as the Path Coloring problem (PC): Given a
graph G and a set of paths P , find a feasible coloring of paths in P using the
least possible number of colors.

We are interested in simple paths only, since any routing and coloring that
uses non-simple paths can be transformed to one with only simple paths and at
most the same cost (number of colors needed). Hence, in acyclic topologies there
is a unique possible routing and RPC coincides with PC. Note also that paths
are not necessarily distinct, i.e. two paths may pass through identical edges and
nodes. This captures the possibility of more than one connections between two
nodes, all using the same fiber links.

Related Work. Both RPC and PC have been studied for a variety of topologies,
such as chains, rings, trees, trees of rings, grids, to name only a few.

As mentioned above, the two problems coincide in acyclic topologies and can
be solved exactly within polynomial time in chains [31] and in bounded degree
trees [26,10]. Furthermore, PC in stars is equivalent to edge coloring [14] in
general multigraphs and thus is NP-hard [16] and approximable within a factor
of 4

3 [15,25]. The same approximation factor can be achieved in unbounded degree
trees [26,10].

PC in rings, also known as the Circular-Arc Coloring problem, was proved to
be NP hard by Garey et al. [13]; Shih and Hsu [33] presented an approximation
algorithm with ratio 5

3 and Karapetian [17] developed a 3
2 -approximation algo-

rithm. A randomized algorithm that achieves a 1.37 asymptotic approximation
factor with high probability, in instances where the optimum solution is large,
was given by V. Kumar [20]. Results combining the above with approximation
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algorithms for PC in trees yield approximation results for trees of rings [26,24,8].
RPC in rings is also NP-hard [10,4]; simple algorithms with approximation ra-
tio 2 were presented by Raghavan and Upfal [32] (undirected problem) and by
Mihail et al. [24] (directed problem); A randomized algorithm for RPC in rings
with asymptotic approximation ratio 1.38 was given by V. Kumar [19] and was
later improved by Cheng [5].

PC in undirected trees can be approximated within a ratio of 1.1 (asymp-
totically). This is due to the fact that PC in undirected trees is equivalent to
edge coloring of multigraphs via approximation preserving reductions [14]; hence
the 1.1-approximation algorithm of Nishizeki and Kashiwagi [25] for edge col-
oring of multigraphs yields an algorithm for PC in undirected trees with the
same approximation ratio. In directed trees, the best known algorithm is a 5/3-
approximation (using at most 5L/3 colors) due to Erlebach et al. [11].

S. R. Kumar et al. [18] proved that PC in trees can be solved exactly in
polynomial time provided that the degree of the tree is bounded. They did
this by showing that RPC in constant size graphs (with unbounded number of
requests) is in P; to this end, they employed an integer programming technique.
On the other hand, Nomikos [26] proved that PC is non-approximable in meshes
(unless P=NP), and thus in arbitrary graphs as well. Extensive work has been
done for PC and RPC in (unbounded) directed tree topologies [24,11,18,10].

A related problem is the Maximum Routing and Path Coloring Prob-
lem (MaxRPC), where the goal is to route and color as many requests as
possible using only the available colors; the variation where the routing is
pre-determined is called Maximum Path Coloring Problem (MaxPC).
MaxPC in chains, also known as the “k-coloring of intervals” problem, can
be solved exactly [3]. Nomikos, Pagourtzis and Zachos [29] have proposed a
3/2-approximation algorithm for MaxRPC in undirected rings and a 11/7-
approximation algorithm for the directed case; they have also given a 3/2-
approximation algorithm for MaxPC in rings, both for the undirected and the
directed case [30]. For trees, a 1.58 approximation for the undirected case was
presented by Wan and Liu [34], while for the directed case a 2.22-approximation
is due to Erlebach and Jansen [9].

Variants of PC and RPC, where multiple fibers are allowed, have been ex-
tensively studied in recent years [28,35,22,23,27,12]; in these papers, constant
ratio approximation algorithms are presented for various basic topologies such
as chains, rings, stars and trees. In [1,2] they give lower and upper bounds on
the approximability of multiple-fiber problems for general topologies. Other re-
lated work includes traffic grooming; in this approach one can combine low speed
traffic components onto high speed channels in order to minimize network cost.
Traffic grooming in path, star and tree networks is NP-complete [7]; the same
holds for ring networks [6].

Generalized Trees. A generalized tree G is constructed from a set S of con-
nected graphs (LANs) and a tree T as follows: Every node v of T is replaced by
a LAN V from S. Every edge (u, v) of T is replaced by an edge (u′, v′), where u′

is any node of LAN U and v′ is any node of LAN V (U replaces u and V replaces
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Fig. 1. A finite set of graphs (LANs)

Fig. 2. A generalized tree with LANs from the set shown in Figure 1

v). We call (u′, v′) a bridge. An example of a set of LANs and a generalized tree
are shown in figures 1 and 2 respectively.

We define the degree of a generalized tree to be the degree of the underlying
tree T . We shall focus on generalized trees with the following two properties:

1. The degree of the generalized tree is bounded by a fixed constant D.
2. The size (number of nodes) of the LANs is bounded by a fixed constant B.

Definition 1. We call graphs with the above properties g-trees of degree ≤ D
and LAN size ≤ B, or simply g-trees.

The path coloring problem (PC) in generalized trees is NP-hard, since a tree
is a special case of a generalized tree, and PC for trees is known to be NP-
hard [14]. In contrast, we will show that PC in g-trees can be solved exactly
in polynomial time. This is quite surprising, considering that PC and RPC are
NP-hard in very simple topologies (e.g. in rings and in unbounded degree trees)
end even non-approximable in simple topologies like meshes.
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The g-tree topology is of particular practical interest because it captures a
wide class of existing networks: tree-like backbone structure and bounded size
LANs are reasonable assumptions, since LANs are by nature networks unable
to sustain a large number of hosts; besides, the degree of the underlying tree is
often small, therefore it makes sense to consider it bounded.

2 A Polynomial-Time Algorithm

Theorem 1. For any D,B > 0 there exists a polynomial-time algorithm that
solves PC for any given g-tree of degree ≤ D and LAN size ≤ B.

We will show the above theorem by presenting such an algorithm. The algo-
rithm has two ingredients: a recursive coloring technique and a subroutine for
coloring g-stars (g-trees where the underlying graph is a star).

2.1 Recursive Coloring

Let (G,P ) be an instance of PC in g-trees, that is G is a g-tree and P is a set
of paths on G. In the following we adapt ideas from [32] to show how to color
paths in P recursively.

If G contains more than one LAN, it also has a bridge e, i.e. an edge of the
underlying tree T , joining two LANs. We break G into two g-trees G1 and G2
as shown in Figure 3. From the set of paths P two sets of paths P1 and P2 are
constructed:

P1 = {q | q = p ∩G1, p ∈ P}
P2 = {q | q = p ∩G2, p ∈ P}

That is, every path that passes through edge e is split into two subpaths, whereas
paths not passing through e are contained either in P1 or in P2. Such a split is
shown in Figure 4.

This partitioning gives two new instances of PC in g-trees, namely (G1,P1)
and (G2,P2). Given colorings of these two instances we can produce a common
coloring of the initial instance (G,P ) using a number of max(c1, c2) colors, where
ci is the number of colors used for instance (Gi,Pi). Paths in P1,P2 that were
created by splitting a path in P must be assigned the same color. This can be
easily done in polynomial time by a color permutation. Such a permutation is
feasible because all paths that pass through edge e overlap and thus all belong to
different color classes in each of the colorings of (G1,P1) and (G2,P2). Obviously,
the number of colors used is max(c1, c2). Moreover, if the colorings (G1,P1) and
(G2,P2) are optimal, so is the coloring of (G,P ), otherwise an optimal coloring
would induce a coloring on one of the instances with fewer colors, a contradiction.

All paths in G can be colored recursively by repeated application of the above
splitting technique. In order to fully define the recursion scheme, we need to be
able to color the paths at the basis of the recursion, i.e. for only one LAN, with
at most D additional edges (rays). We call such a graph a g-star.

In the following we show that a g-star can be colored optimally in polynomial
time.
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Fig. 3. Dividing a g-tree G (i) into G1 and G2 (ii) over bridge e

Fig. 4. Dividing a path p on G (i) into a path on G1 and a path on G2 (ii) over
bridge e

2.2 Coloring a g-Star

Consider a g-star H consisting of a LAN V of size at most B with at most D
rays. (Note: the total number of nodes is at most B + D.) We show that there
exists an algorithm that colors a set of paths P in H in time polynomial in the
size of P .

Two paths are called distinct if they differ in at least one edge. Since the size
of H is bounded by B + D (a constant), the number of (simple) distinct paths
between any two nodes of H is also bounded by a constant c. A rather rough
estimation for this constant is c = (D + 1)2(B + 1)!/2 which can be shown as
follows: each path on H can be seen as a permutation of the nodes of LAN V
— possibly together with a starting (ending) node outside V attached to the
first (resp. last) node of the permutation; there are (B + 1)! such permutations
(we add a dummy “finishing” node in order to take into account paths that
contain fewer than B nodes in V as well), and each permutation, together with
its possible endpoints outside V , corresponds to at most (D + 1)2 paths (again
using a dummy node to capture cases where paths start or end inside V ); since
paths are undirected they are encountered twice; dividing by two we obtain
our estimation. Let Q be the set of all distinct paths in H . We denote with
Q1,Q2, . . . ,Ql all the non-empty subsets of Q that contain edge-disjoint paths
(i.e. paths that do not have common edges). Obviously, l ≤ 2c and thus l is also a
constant, independent of the size of the given input. Note that, actually, constant
l is usually much smaller because most subsets of Q contain paths which are not
edge-disjoint.

Consider an instance (H,P ) of PC. A coloring of paths in P is merely a
partitioning of P into subsets of edge-disjoint paths (color classes); therefore,
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each color class corresponds to a subset Qi. As we have already pointed out,
P may contain more than one “copies” of a path, i.e. two or more non-distinct
paths. Two copies of the same path belong to different color classes in any
coloring of P ; hence it may happen that two color classes are described by the
same subset Qi. In such a case, it does not make any difference to the cardinality
of the solution (i.e. the number of colors used), which copy of a path is used in
which color class; an interchange between two copies in a feasible solution yields
yet another feasible solution of the same cardinality. Therefore, a coloring of P
can be described in general as a multiset of Qi sets.

Assume that ki is the multiplicity of Qi in a solution. Note that ki is bounded
by pi, where pi is the minimum multiplicity of a path in P among paths contained
in Qi. Let p = max1≤i≤l pi; clearly, p is bounded by the maximum multiplicity
of any path in P . An optimal solution can be found by exhaustive search: out
of all possible values of k1, k2, . . . , kl, where 0 ≤ ki ≤ pi, we choose as feasible
solutions the corresponding multisets that constitute a partitioning of P . Out of
these, the optimal solution is the one with the least cardinality, i.e. the one that
minimizes the quantity

∑
ki.

Checking whether a multiset is a partitioning of P can be done in O(|P |)
steps, and the number of all possible multisets is O((p + 1)l). Thus, for any g-
star H , PC can be solved in time O(|P |pl) (also O(|P |l+1), where l is a constant
depending only on B and D and not on the size of the input.

Note that an alternative approach would be to use [18]’s idea of formulating
the problem as an integer program and solving it using Lenstra’s algorithm
[21]. However, this does not seem to improve the time complexity, since it also
involves explicit generation of all path matchings (sets of edge-disjoint paths)
before solving the IP.

2.3 Complexity of the g-tree Algorithm

The number of g-stars in a g-tree G = (V, E) is at most |V | and at least |V |/B,
therefore it is Θ(|V |), and the number of paths in each g-star is at most |P |.
Hence, the complexity of coloring the g-stars is O(|V ||P |l+1). Color permuta-
tions (recoloring) can be done in O(|V ||P |) time in total [26]. Thus, there exists
an algorithm that solves PC for g-trees of degree ≤ D and LAN size ≤ B in
O(|V ||P |l+1), where l is a constant depending only on D and B.

3 Routing and Path Coloring

We next explain how to extend the above algorithm to an algorithm for the
Routing and Path Coloring problem (RPC) on g-trees. An instance of RPC con-
sists of a g-tree G and a set R of connection requests, i.e. pairs of nodes. A
feasible solution is a routing of the connection requests into a set of paths P ,
and a coloring of this set so that overlapping paths are not assigned the same
color. The goal is to minimize the number of colors used.

We now show how to adapt the algorithm for PC in g-trees so as to obtain a
polynomial-time algorithm that solves RPC in g-trees exactly. We break G into
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G1 and G2 as before (with bridge e) and introduce a request-splitting technique
as follows: a request between a node in G1 and a node in G2 is split into two
requests, each one containing a node from the original pair and an endpoint of
bridge e. Since bridge e = (v1, v2) is contained in any path connecting a node
w1 of G1 with a node w2 of G2, any routing of a request (w1,w2) can be seen
as a routing of a request from w1 to bridge v2 and a routing of a request from
bridge v1 to w2 (see Figure 5). After color assignment, the two solutions can be
combined using the permutation technique as before; optimality of the partial
solutions guarantees the optimality of the combined solution.

Fig. 5. Dividing a request on G (i) into a request on G1 and a request on G2 (ii) over
bridge e

The basis of the recursion is practically the same as before: each multiset of
Qi sets is a feasible solution if it defines a set of paths P which implements a
routing of requests in R. The optimal solution will be again a feasible solution
of minimum cardinality. Therefore, the following is true:

Theorem 2. For any D,B > 0 there exists a polynomial-time algorithm that
solves RPC for any given g-tree of degree ≤ D and LAN size ≤ B.

4 Algorithm Improvement

The performance of the above algorithm can be improved substantially by re-
ducing l, i.e. the number of Qi sets. To this end it suffices to observe that only
maximal sets of edge-disjoint paths are necessary: for any two sets Qi,Qj of
edge-disjoint paths with Qi ⊂ Qj , Qj can replace Qi in any solution that con-
tains Qi, without affecting the cost of the solution. In the modified algorithm, a
multiset of Qi sets is a feasible solution if it defines a superset of P rather than
P itself. This modification will ensure that the algorithm yields an optimal so-
lution. This follows from two properties: First, for any multiset of Qi sets which
is a minimum cardinality partition of P (i.e. is an optimal solution) there exists
a multiset with the same cardinality that includes only maximal Qi sets and
defines a superset of P . Second, from every multiset of maximal Qi sets which
defines a superset of P one can construct a partition of P with cardinality at
most the same.

The above technique may render the algorithm practicable enough, since the
number of maximal Qi sets can be relatively small compared to the total number
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of Qi sets. More specifically, for each maximal Qi, all non-empty subsets of Qi

are present in the initial collection; all these subsets are now represented by Qi

alone.

5 Conclusions

We have studied PC in g-trees and proved that it can be solved exactly by a
polynomial time algorithm. This result is of practical interest, considering the
wide variety of networks that can be modeled by g-trees. We also showed how to
extend this result to RPC in g-trees, that is, for the case in which the topology
is not acyclic and thus routing is not trivial.

An interesting question remains, namely whether there exist similar or more
generic topologies than g-trees for which PC and RPC are solvable in polynomial
time. Our technique does not seem to apply immediately to the case where
requests and paths are directed; however, similar topologies may exist for which
a polynomial solution can be obtained for the directed case as well.

Future research may also address such questions in variations of PC such
as considering weighted graphs, multi-fiber networks, as well as maximization
problems and traffic grooming.

Future research may also address such questions for PC/RPC variants. For
example, it would be interesting to consider PC and RPC in weighted graphs or
in multifiber networks, as well as to study maximization versions of the problem
and traffic grooming.
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Abstract. In this paper, we address the problem of computing a maxi-
mum-size subgraph of a P4-sparse graph which admits a perfect match-
ing; in the case where the graph has a perfect matching, the solution
to the problem is the entire graph. We establish a characterization of
such subgraphs, and describe an algorithm for the problem which for a
P4-sparse graph on n vertices and m edges, runs in O(n + m) time and
space. The above results also hold for the class of complement reducible
graphs or cographs, a well-known subclass of P4-sparse graphs.

Keywords: Perfect graphs, P4-sparse graphs, cographs, maximum-size
subgraphs, maximum matchings, perfect matching.

1 Introduction

The class of P4-sparse graphs was introduced by Hoàng in his doctoral disser-
tation [11], as the class of graphs for which every set of five vertices induces at
most one P4 (chordless path on four vertices). Hoàng gave a number of charac-
terizations of these graphs and showed that the P4-sparse graphs are perfect in
the sense of Berge (a graph G is perfect if for every induced subgraph H of G,
the chromatic number of H equals the clique number of H), and in fact perfectly
orderable in the sense of Chvátal [1,9]. The class of P4-sparse graphs generalizes
the well known class of complement reducible graphs, also known as cographs
[14].

The study of P4-sparse graphs and cographs led naturally to constructive
characterizations that implied several linear-time recognition algorithms and
also enabled the construction of unique, up to isomorphism, tree representa-
tions [2,4,12,13]. In addition, since P4-sparse graphs and cographs are perfect,
many interesting optimization problems in graph theory, which are NP-complete
in general graphs, admit polynomial sequential solutions; their tree representa-
tions are used by many researchers to develop algorithms for such problems (see
[1,9]). In particular, Jamison and Olariu [13] proposed linear-time algorithms for
solving five optimization problems on the class of P4-sparse graphs: maximum-
size clique, maximum-size stable set, minimum coloring, minimum covering by
cliques, and minimum fill-in. Moreover, in [12] the same authors provided ef-
ficient solutions to other classical optimization problems; that is, finding the

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 68–79, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Maximum-Size Subgraphs of P4-Sparse Graphs 69

clique number, the stable number, the chromatic number and the clique cover
number of a P4-sparse graph. Giakoumakis and Vanherpe [8] obtained linear-
time algorithms for the maximum weight clique and for the maximum weight
stable set problems on P4-sparse graphs using the modular decomposition tree
representation [5,15]. Yang and Yu [18] exhibited a linear time algorithm for the
maximum matching problem in cographs, while Fouquet, Parfenoff, and Thuillier
[7] extended this algorithm to P4-tidy graphs, a class containing both P4-sparse
graphs and cographs.

A matching M of a graph G is a subset of the edge set E(G) such that no two
edges in M share a common endpoint; M is a maximum matching if it contains
a maximum number of edges; M is a perfect matching if every vertex of G is an
endpoint of an edge in M . The best known algorithm for solving the maximum
matching problem in general graphs is due to Micali and Vazirani [16] and has
O(
√

n m) time complexity; recall that in P4-sparse graphs and cographs, the
same problem is solved in linear time due to the algorithm of Fouquet, Parfenoff,
and Thuillier [7].

In this paper, we are interested in solving the problem of finding a maximum-
size subgraph of a P4-sparse graph which has a perfect matching. In other words,
we want to find and remove the smallest number of edges so that the graph which
we obtain if we ignore any isolated vertices has a perfect matching. The problem
belongs to the class of problems in which we are asked to remove as few edges or
vertices as possible so that the resulting subgraph has some particular properties.

We show that any maximum-size subgraph of a graph G which has a perfect
matching is a subgraph induced by the vertices of a maximum matching of G.
In this way, we reduce the problem to that of finding a maximum-size subgraph
induced by the vertices of a maximum matching of G. Then, we establish a char-
acterization of such subgraphs which by means of the modular decomposition
tree representation of the P4-sparse graphs enables us to obtain a linear-time
solution to the problem we consider.

2 Preliminaries

We consider finite undirected graphs with no loops or multiple edges. For a
graph G, we denote its vertex and edge set by V (G) and E(G), respectively. Let
S be a subset of the vertex set of a graph G. Then, the subgraph of G induced
by S is denoted by G[S]. Moreover, we denote by G−S the graph G[V (G)−S].

Modular Decomposition
A subset M of vertices of a graph G is said to be a module of G, if every
vertex outside M is either adjacent to all vertices in M or to none of them.
The emptyset, the singletons, and the vertex set V (G) are trivial modules and
whenever G has only trivial modules it is called a prime (or indecomposable)
graph. A module M of G is called a strong module if, for any module M ′ of G,
either M ′ ∩M = ∅ or one module is included into the other. Furthermore, a
module in G is also a module in G (i.e., the complement of the graph G).
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Fig. 1. A disconnected P4-sparse graph on 13 vertices and its md-tree

The modular decomposition of a graph G is a linear-space representation of
all the partitions of V (G) where each partition class is a module. The modular
decomposition tree T (G) of the graph G (or md-tree for short) is a unique labeled
tree associated with the modular decomposition of G in which the leaves of T (G)
are the vertices of G and the set of leaves associated with the subtree rooted at an
internal node induces a strong module of G. Thus, the md-tree T (G) represents
all the strong modules of G. An internal node is labeled by either P (for parallel
module), S (for series module), or N (for neighborhood module). It has been
shown that for every graph G the md-tree T (G) is unique up to isomorphism
and it can be constructed in linear time; the first linear-time algorithms for the
construction of the md-tree are described in [5,15], while more recent and more
practical ones can be found in [6,10]. Figure 1 depicts a P4-sparse graph G on
13 vertices and its md-tree T (G).

Let t be an internal node of the md-tree T (G) of a graph G. We denote by
M(t) the module corresponding to t which consists of the set of vertices of G
associated with the subtree of T (G) rooted at node t. Let u1,u2, . . . ,up be the
children of the node t of T (G). We denote by G(t) the representative graph of the
module M(t) defined as follows: V (G(t)) = {u1,u2, . . . ,up} and uiuj ∈ E(G(t))
if there exists edge vkv� ∈ E(G) such that vk ∈ M(ui) and v� ∈ M(uj); by
the definition of a module, if a vertex of M(ti) is adjacent to a vertex of M(tj)
then every vertex of M(ti) is adjacent to every vertex of M(tj). Thus, G(t) is
isomorphic to the graph induced by a subset of M(t) consisting of a single vertex
from each maximal strong submodule of M(t) in the modular decomposition of
G. For the P-, S-, and N-nodes, the following lemma holds (see also [8]):

Lemma 2.1. Let G be a graph, T (G) its modular decomposition tree, and t an
internal node of T (G). Then, G(t) is an edgeless graph if t is a P-node, G(t) is
a complete graph if t is an S-node, and G(t) is a prime graph if t is an N-node.

P4-sparse Graphs
A graph G is called a spider if the vertex set V (G) of the graph G admits a
partition into sets S, K, and R such that:
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(P1) |S| = |K| ≥ 2, the set S is an independent set, and the set K is a clique;
(P2) all the vertices in R are adjacent to all the vertices in K and to no vertex

in S;
(P3) there exists a bijection f : S −→ K such that exactly one of the following

statements holds:
(i) for each vertex v ∈ S, N(v) ∩K = {f(v)};
(ii) for each vertex v ∈ S, N(v) ∩K = K − {f(v)}.

The triple (S,K, R) is called the spider-partition. A graph G is a prime spider if
G is a spider with |R| ≤ 1. If the condition of case P3(i) holds then the spider G
is called a thin spider, whereas if the condition of case P3(ii) holds then G is a
thick spider ; note that the complement of a thin spider is a thick spider and vice
versa.

Observation 2.1 (Observation 2.8 in [12]). If a graph G is a spider, then exactly
one of the following statements holds:

(i) for every v ∈ S and u ∈ K, degree(v) = 1 and degree(u) = |V (G)| − |S|;
(ii) for every v ∈ S and u ∈ K, degree(v) = |K| − 1 and degree(u) = |V (G)| − 2.

Observation 2.2 (Observation 2.9 in [12]). If a graph G is a spider and R is
nonempty, then for every choice of v, u, and r in S, K, and R, respectively,
degree(v) < degree(r) < degree(u).

It is not difficult to see that a spider with |K| = |S| = k contains exactly
k(k−1)

2 + � P4s, where � is the number of P4s in the subgraph G[R]. From the
definition of the spider and Observations 2.1 and 2.2, it follows that if G is a
spider, then S, K, and R are unique (see [12]). Finally, from the properties of a
spider G, and also from the definition of the P4-sparse graphs, it easily follows
that G is P4-sparse iff the graph G[R] is P4-sparse.

Let us now return to general P4-sparse graphs. Then, the following result
holds:

Lemma 2.2 (Theorem 1 in [12]). For a graph G, the following conditions are
equivalent:

(i) G is a P4-sparse graph;
(ii) for every induced subgraph H of G with at least two vertices, exactly one of

the following statements is satisfied: (a) H is disconnected; (b) H is discon-
nected; (c) H is a spider.

Regarding the modular decomposition of P4-sparse graphs, Giakoumakis and
Vanherpe [8] showed the following result (recall that the graph G(t) has vertices
the children of the node t in T (G)):

Lemma 2.3. Let G be a graph and let T (G) be its modular decomposition tree.
The graph G is P4-sparse iff for every N-node t of T (G), G(t) is a prime spider
with a spider-partition (S,K, R) and no vertex of S ∪K is an internal node in
T (G).
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3 Finding a Max-size Subgraph That Has a Perfect
Matching

In this section we give an optimal sequential algorithm for the problem of finding
a maximum-size subgraph which has a perfect matching. It is important to note
that such a subgraph is an induced subgraph; the condition that this subgraph
be of maximum size requires that the subgraph be the subgraph induced by
its vertex set. Below, we show that any maximum-size subgraph of a graph G,
which has a perfect matching, is induced by the matched vertices in a maximum
matching of G (Lemma 3.1); then, we prove the property that characterizes a
maximum-size subgraph of G, among the subgraphs that are induced by the
vertices of maximum matchings of G (Observation 3.1).

Lemma 3.1. Let G be a graph and let G1 be a maximum-size subgraph of G
which has a perfect matching. Then, the subgraph G1 is induced by the vertices
participating in a maximum matching of G.

Proof: Let Mmax be a maximum matching of G, whose vertex set is Vmax; if
nmax = |Vmax| then any matching involving nmax matched vertices is a maxi-
mum matching of G. If V1 ⊆ V (G) is the vertex set of the subgraph G1, then,
because G1 has a perfect matching, |V1| ≤ nmax. We will show that |V1| = nmax,
because then any perfect matching of G1 is a maximum matching of G. It suffices
to show that |V1| ≥ nmax. Suppose, for contradiction, that |V1| < nmax. Then,
we have that V1 �⊆ Vmax, since otherwise the vertices in Vmax would induce a
subgraph that has a perfect matching and is of size larger than that of G1, in
contradiction to the maximality of G1. Yet, we will show that we can construct
a matching of G whose vertex set has cardinality nmax and is a proper superset
of V1; this will yield a contradiction to the maximality of G1.

Let M1 be a perfect matching of G1 (the vertices in V1 are all matched in
the matching M1) and let us consider the graph H spanned by the non-common
edges of the matchings M1 and Mmax. Then, the vertices in H have degree at
most 2; in particular, the vertices in V1 − Vmax have degree exactly 1 and are
incident on an edge that participates in M1. The fact that the degrees of the
vertices of H do not exceed 2 implies that each connected component of H is
either a path or a cycle. Additionally, edges of Mmax and M1 alternate on these
paths and cycles.

Let us consider a vertex x ∈ V1 − Vmax and let ρ = v0v1 · · · vt, t ≥ 1, be the
path (connected component) of H to which x belongs; since x is an endpoint
of ρ, we assume without loss of generality that x = v0. Then, the length of ρ
cannot be 1; otherwise, v1 ∈ V1 − Vmax, which implies that the edges in Mmax

and the edge xv1 define a matching of G larger than Mmax, in contradiction to
the optimality of Mmax. In fact, the length of ρ cannot be odd: if t = 2q + 1,
where q ≥ 1, then the edges v2i−1v2i, 1 ≤ i ≤ q, belong to Mmax and the edges
v2iv2i+1, 0 ≤ i ≤ q, belong to M1; thus, the vertices v1, v2, . . . , vt−1 belong to
V1 ∩ Vmax and the vertices v0, vt belong to V1 − Vmax, which implies that we
can replace all the edges v2i−1v2i, 1 ≤ i ≤ q, by the remaining edges and obtain
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a matching of G with vertex set Vmax ∪ {x, vt}, again in contradiction to the
maximality of Mmax. Therefore, the path ρ has even length, say, t = 2q where
q ≥ 1. Then, as above, the edges v2i−1v2i, 1 ≤ i ≤ q, belong to Mmax, the
edges v2iv2i+1, 0 ≤ i ≤ q − 1, belong to M1, the vertices v1, v2, . . . , vt−1 belong
to V1 ∩ Vmax and v0 ∈ V1 − Vmax and vt ∈ Vmax − V1. Thus, if we replace all
the edges v2i−1v2i, 1 ≤ i ≤ q, by the remaining edges, we obtain a matching
of G with vertex set

(
Vmax ∪ {v0}

) − {vt}; this matching has nmax matched
vertices among which we find vertex x whereas the vertex vt ∈ Vmax − V1 is left
unmatched.

By doing the above process for each vertex in V1 − Vmax and by taking into
account that the paths in H to which the vertices in V1−Vmax belong are disjoint,
we obtain a matching M of G with vertex set VM such that |VM | = nmax and
V1 ⊂ VM . But then, the subgraph G[VM ] has a perfect matching and is of size
larger than the size of G1 = G[V1], a contradiction to the maximality of G1.
Therefore, the number of vertices of a maximum-size subgraph of G which has
a perfect matching is nmax and thus is induced by the vertices of a maximum
matching of G.

Lemma 3.1 implies that each maximum-size subgraph of a graph G which
has a perfect matching is a maximum-size subgraph of G induced by the vertices
of a maximum matching of G. Therefore, in the following, we will be referring
to the problem of finding a maximum-size subgraph that has a perfect matching
while concentrating on maximum-size subgraphs induced by maximum match-
ings. Then, the following observation allows us to characterize the maximum
matching that will yield a maximum-size induced subgraph of G which we seek.

Observation 3.1. Among all maximum matchings of a graph G, any one whose
vertices induce a maximum-size subgraph of G exhibits the minimum sum of
degrees of unmatched vertices.

Proof: Observe that any two vertices left unmatched during the computation
of a maximum matching are not adjacent; otherwise, the edge connecting them
would produce a larger matching. Hence, the number of edges of the subgraph
of G induced by the vertices participating in a maximum matching is equal to
the total number of edges of G minus the sum of the degrees of the unmatched
vertices. Thus, in order to obtain a maximum-size subgraph of G induced by the
vertices of a maximum matching of G, we need to find a maximum matching of
G such that the unmatched vertices have the smallest sum of degrees in G.

Based on Observation 3.1, one might think that, if we know the number k
of vertices left unmatched in a maximum matching of G, the maximum-size
subgraph of G that we seek can be obtained by removing the k vertices of
G of smallest degrees. This is not however the case: consider for example the
graph H on 14 vertices {v,x1,x2,x3, y1, . . . , y5, z1, . . . , z5} where v is adjacent
to all the remaining vertices, H [{x1,x2,x3}] is a complete graph on 3 vertices,
and H [{y1, . . . , y5}] and H [{z1, . . . , z5}] are complete graphs on 5 vertices each;
H has a maximum matching involving 12 vertices, yet, the subgraph induced by
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removing any two of the vertices {x1,x2,x3} (which exhibit the smallest degrees
in H) does not have a perfect matching.

The following lemma establishes another useful property pertaining to a max-
imum matching.

Lemma 3.2. Let G be a graph, Mopt be a maximum matching of G inducing
a subgraph of G whose size is maximum (among all subgraphs induced by the
vertices of a maximum matching), M be any other maximum matching of G, and
Uopt (resp. U) be the set of vertices of G left unmatched by Mopt (resp. M). Then
there is a bijection f : U → Uopt such that for each vertex x ∈ U , degree(f(x)) ≤
degree(x) in G, where by degree(v) we denote the degree of vertex v in G.

Our algorithm relies on the following lemma as well.

Lemma 3.3. Let G be a spider and let (S,K, R) be its spider-partition. If a
maximum-size subgraph of G[R] induced by a maximum matching results after
removal of the vertices in U ⊆ R, then

(i) if |U | ≤ |S|, a maximum-size subgraph of G induced by a maximum matching
is G−X where X is an arbitrary subset of S of cardinality |U |;

(ii) if |U | > |S|, a maximum-size subgraph of G induced by a maximum matching
is G− (S ∪ Y ) where Y is the set of the |U | − |S| vertices of U of smallest
degrees in G.

Our algorithm takes advantage of the modular decomposition tree T (G) of the
input graph G. To simplify the computations, we “binarize” the S-nodes and
P-nodes of the tree T (G). The algorithm processes the resulting tree T ′(G) as
follows: in each node t of the tree, it computes a maximum matching for the
subgraph G[M(t)] of G corresponding to the subtree of T ′(G) rooted at t, while
at the same time minimizing the sum of the degrees of the vertices of G[M(t)]
left unmatched.

Algorithm MaxSubgraph
Input: a P4-sparse graph G.
Output: a maximum-size subgraph of G which has a perfect matching.

1. Compute the degrees of all the vertices in the graph G and store them in an
array;

2. Construct the md-tree T (G) of G;
Make each S-node or P-node of T (G) binary, obtaining the modified modular
decomposition tree T ′(G);

3. Execute the subroutine process(root), where root is the root node of the
modified md-tree T ′(G); the sought subgraph is the subgraph G−U , where
U is the set of vertices returned by the subroutine.

where the description of the subroutine process( ) is as follows:
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process(node t)
Input: node t of the modified md-tree T ′(G) of the input graph G.
Output: the set Ut of vertices whose removal leaves a maximum-size subgraph

of G[M(t)] which has a perfect matching.

1. if t is a leaf
then return({v}), where v is the vertex associated with the leaf t;

2. if t is an N-node
then compute the spider-partition (S,K, R) of G(t); {note: |R| ≤ 1}

if R = {tR}
then UR ← process(tR);
else UR ← ∅; {note: R = ∅}
if |UR| ≤ |S|
then X ← arbitrary subset of S of cardinality |UR|;
else Y ← set of |UR| − |S| vertices of UR of smallest degrees in G;

X ← S ∪ Y ;
return(X);

3. {node t is an S-node or a P-node that has a left and a right child with
associated vertex subsets V� and Vr respectively}
U� ← process(left child of t);
Ur ← process(right child of t);
suppose without loss of generality that |U�| ≥ |Ur|, otherwise swap the two
children of t and the corresponding sets;

4. if t is a P-node
then return(U� ∪ Ur);

5. if t is an S-node
then if |U�| = |Vr|

then return(∅);
else if |U�| < |Vr|

then if |U�| − |Ur| is even
then return(∅);
else v ← vertex in V� ∪ Vr of smallest degree in G;

return({v});
else {|U�| > |Vr|}

X ← set of |U�|− |Vr| vertices of U� of smallest deg. in G;
return(X);

For each node t of the tree T ′(G), subroutine process( ) computes a maximum
matching for the subgraph G[M(t)] implicitly; it can be easily modified to store
and print such a matching. The correctness of Algorithm MaxSubgraph follows
from Lemma 3.4.

Lemma 3.4. When applied on a P4-sparse graph G, Algorithm MaxSubgraph
correctly computes a maximum-size subgraph of G which has a perfect matching.

Proof: We need only prove the correctness of subroutine process( ). The proof
proceeds inductively on the height of the (sub)tree of the modified md-tree T ′(G)
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of the input graph G rooted at the node t that is currently processed by the
subroutine. If the (sub)tree is of height 0, then t is a leaf. Hence, it corresponds
to a subgraph on 1 vertex; such a graph has no matching and its single vertex
is left unmatched, which is what the subroutine returns (Step 1).

For the inductive hypothesis, we assume that the subroutine process( ) cor-
rectly handles any (sub)tree of height at most h ≥ 0; we show that it correctly
handles any (sub)tree of height h+1. Let t be the root of such a (sub)tree; then,
t is an N-node, a binarized S-node, or a binarized P-node. If t is an N-node,
then the graph G(t) is a prime spider (Lemma 2.3); let (S,K, R) be its spider
partition (recall that R = ∅ or R = {tR}). Lemma 3.3 certifies the correctness of
the computation in Step 2 taking into account that the ordering of the vertices
of G(t) by their degree in G(t) is identical to the ordering based on their degree
in G (note that V (G(t)) is a module and thus each vertex in V (G(t)) is adjacent
to the same vertices in V (G) − V (G(t))), and that if R = {tR}, by the induc-
tive hypothesis, subroutine process( ) has correctly computed a maximum-size
subgraph of G[M(tR)] which has a perfect matching. Suppose now that t is a P-
node or an S-node; in either case, t has two children. If V� and Vr are the vertex
subsets corresponding to the leaves of the left and right child of t respectively,
and U� and Ur are the sets of unmatched vertices returned by subroutine pro-
cess( ) respectively, then by the inductive hypothesis, the subgraphs G[V� − U�]
and G[Vr − Ur] are maximum-size subgraphs of G[V�] and of G[Vr ] which have
a perfect matching.

If t is a P-node, then there are no edges of G connecting a vertex in V� to a
vertex in Vr; hence, the optimal solution for the subgraph of G corresponding to
t, i.e., induced by V�∪Vr, is the union of the optimal solutions for the subgraphs
G[V�] and G[Vr], just as the algorithm does (Step 4).

Finally consider that t is an S-node, and assume without loss of general-
ity (as the algorithm assumes) that |U�| ≥ |Ur|. Then, if |U�| = |Vr |, the sub-
graph G[V�∪Vr] has a perfect matching: extend the perfect matching of G[V�−U�]
with a matching resulting from an arbitrary bijection from U� to Vr; subroutine
process( ) correctly reports that no vertex remains unmatched in this case. An
optimal solution is also produced if |U�| < |Vr|: a perfect matching is obtained
if the total number of vertices is even, otherwise exactly the vertex of Ur with
the smallest degree in G (which has the smallest degree in G[M(t)] as well be-
cause V� ∪ Vr is a module) is left unmatched (the optimality of this solution
follows from Observation 3.1), and this can be easily shown to be feasible since
|Ur| ≤ |U�| < |Vr|.

Consider now the case in which |U�| > |Vr|. In this case, the algorithm
constructs the set X containing the |U�|−|Vr| vertices in U� of minimum degrees
in G, which it returns as the set of vertices left unmatched; this is indeed a feasible
solution because a perfect matching in G[(V�−X)∪Vr] can be constructed from
a matching of G[V� − U�] and a matching resulting from an arbitrary bijection
from U�−X to Vr. Suppose for contradiction that this is not an optimal solution
for the subgraph G[M(t)] of G corresponding to the subtree of T ′(G) rooted at
the S-node t; let U be the set of unmatched vertices in an optimal solution for
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G[M(t)]. Then, |U | = |X |: the optimality of G[M(t)] − U implies that |U | ≤
|X |, while if |U | < |X | the fact that the subgraph G[M(t)] − U has a perfect
matching would imply that a maximum-size subgraph of G[V�] which has a
perfect matching would leave a number of unmatched vertices at most |U |+|Vr | <
|U�|, in contradiction to the optimality of the solution for G[V�] which leaves
unmatched the vertices in U�. The optimality of G[M(t)]− U and the choice of
X also imply that∑

v∈U

degree(v) <
∑
v∈X

degree(v) ≤
∑
v∈A

degree(v) (1)

for any subset A of U� of cardinality |U�| − |Vr|, where degree(v) denotes the
degree of vertex v in G.

Additionally, U ⊆ V�; if not, then the fact that U cannot contain both a
vertex in V� and Vr (for otherwise two such vertices would be matched resulting
in a larger matching) would imply that U ⊆ Vr, which would in turn imply
that G[V�] has a matching leaving unmatched at most |Vr| − |U | ≤ |Vr| < |U�|
vertices, a contradiction. We note however that it does not have to be the case
that U ⊆ U�; nevertheless, we will show that there exists a bijection g : U →W ,
where W ⊆ U�, such that for each vertex x ∈ U , degree(g(x)) ≤ degree(x).

Let us consider the restriction of the matching which yields the optimal
solution for the graph G[M(t)] (and leaves unmatched the vertices in U) to
the vertex set V�; if Z is the set of vertices left unmatched by the resulting
matching M ′, then clearly U ⊆ Z and |Z| ≤ |U | + |Vr| = |U�|. Thus, since
the optimal matching for this subgraph (by the inductive hypothesis) leaves
unmatched the vertices in U�, |Z| = |U�| and the matching M ′ is maximum
for the subgraph G[V�]. Then, Lemma 3.2 applied on the two matchings for
the graph G[V�], which leave unmatched the vertices in Z and U� respectively,
yields that there exists a bijection f : Z → U� such that for each x ∈ Z,
degree(f(x)) ≤ degree(x). Then, the desired bijection g is the restriction of the
bijection f to the domain U , and the set W is the set of images f(x) of the
vertices x in U . The properties of the bijection g imply that∑

v∈W

degree(v) ≤
∑
v∈U

degree(v),

which comes into contradiction with Inequality (1), since W is a subset of U� of
cardinality |U | = |U�| − |Vr|. Therefore, the solution produced by the algorithm
for the case when |U�| > |Vr| is also optimal.

Time and Space Complexity of Algorithm MaxSubgraph: Let n and m be the
number of vertices and edges of the input P4-sparse graph G. Then, the degrees
of the vertices of G can be computed in O(n+m) time and can be stored in O(n)
space, so that Step 1 of the algorithm takes O(n+m) time and O(n) space. The
md-tree T (G) can be constructed in O(n + m) time and space [5,15,6,10] and
has O(n) size. Binarizing the S- and P-nodes takes O(n) time and the resulting
tree T ′(G) has O(n) size. Thus, Step 2 takes O(n + m) time and space as well.
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Let us now bound the time and space needed by all the executions of sub-
routine process( ). The set of unmatched vertices returned by a call to process( )
is stored in an unordered linked list so that linking two such lists takes constant
time. Observe that each node t of the tree T ′(G) is processed exactly once. If t
is a leaf, then the processing of t takes constant time (Step 1). If t is an N-node,
then t’s processing takes O(|S| + |UR|) time (see Step 2): the set S is readily
available from the md-tree; forming the set Y requires copying the vertices in UR

along with their degrees in an array, applying the linear-time selection algorithm
[3] on this array to locate the value of the (|UR| − |S|)-th smallest degree, and
using this value to partition the vertices in UR based on their degrees (special
attention is needed for the vertices with degree equal to the partitioning value).
In turn, the processing of a P-node takes constant time (thanks to the linked list
representation of the set of unmatched vertices), while the processing of an S-
node takes O(|V�|+ |Vr |) time (again, forming the set X requires the application
of the linear-time selection algorithm). We get a bound on the time taken for the
processing of the entire tree T ′(G) by using the following crediting scheme: we
credit each leaf and each (binary) P-node with 1 credit; we credit each N-node
(corresponding to a spider with partition sets S, K, and R) with the number of
edges of G connecting vertices in S and K, and additionally if R = {tR} with
the number of edges connecting vertices in K and M(tR), which is at least equal
to |S| or |S|+ |K| · |M(tR)| respectively; we credit each (binary) S-node with 1
plus the number of edges of G connecting a vertex associated with a leaf in the
left subtree of the S-node to a vertex associated with a leaf in the right subtree,
that is, with 1 + |V�| · |Vr| credits. Since |K| ≥ 2, |V�|+ |Vr | ≤ 1 + |V�| · |Vr|, and
|UR| ≤ |M(tR)| if R = {tR}, the time taken is bounded by a constant multiple
of the number of credits. Then, because each edge of G contributes at most one
credit in our crediting scheme and because the size of T ′(G) is O(n), the time
required for the completion of Step 3 of Algorithm MaxSubgraph is O(n + m).
Clearly, the space needed by subroutine process( ) is O(n).

The results of this section can be summarized in the following theorem.

Theorem 3.1. Let G be a P4-sparse graph on n vertices and m edges. The
problem of finding a maximum-size subgraph of G admitting a perfect matching
is solved in O(n + m) time and space.

4 Concluding Remarks

Motivated by this work, it would be interesting to consider the related problem
where edges are added so that the resulting graph has a perfect matching while
remaining in the same class of graphs, that is,

◦ Given a P4-sparse graph (or cograph) G, find the minimum number of edges
which need to be added to the edge set of G such that the resulting graph
is a P4-sparse graph (or cograph) and admits a perfect matching.
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We expect that the structural results and the algorithmic approach used in this
paper can help develop efficient algorithms for solving this problem as well.
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Abstract. In this paper, we consider the leader length minimization
problem for boundary labelling, i.e. the problem of finding a legal leader-
label placement, such that the total leader length is minimized. We
present an O(n2log3n) algorithm assuming type-opo leaders (rectilinear
lines with either zero or two bends) and labels of uniform size which can
be attached to all four sides of rectangle R. Our algorithm supports fixed
and sliding ports, i.e., the point where each leader is connected to the
label (referred to as port) may be fixed or may slide along a label edge.

1 Introduction

One of the most challenging tasks in map labelling is the automated visualization
of the information on a map, i.e. the association of text labels with graphical
features. In order to ensure readability, unambiguity and legibility, cartographers
suggest that the labels should be pairwise disjoint and close to the point (also re-
ferred to as site) to which they belong [5,12]. Unfortunately, the majority of map
labelling problems are shown to be NP -complete [1,4,6]. Due to this fact, graph
drawers and computational geometers have suggested labelling approximations
[1,4,10] and heuristics [11], which often try to maximize either the label size or
the number of features with labels. A detailed bibliography on map labelling can
be found in [9]. It is worth mentioning that the ACM Computational Geometry
Task Force [3] has identified label placement as an important area of research.

Research on map labelling has been primarily focussed on labelling point-
features, where the basic requirement is that the labels should be pairwise
disjoint. It is clear that this is not achievable in the case of large labels (or,
equivalently, large point sets). Large labels are common in technical drawings
or medical atlases where certain site-features are explained with blocks of text.
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To address this problem, Bekos et. al. defined boundary labelling[2]. In boundary
labelling, labels are attached on the boundary of a rectangle R which encloses all
sites. The main task is to place the labels in distinct positions on the boundary
of R so that they do not overlap and, to connect each site with its corresponding
label by non-intersecting polygonal lines, so called leaders.

The basic boundary labelling problem can be formally described as follows:
We are given an axis-parallel rectangle R = [lR, rR] × [bR, tR] and a set P of n
sites pi = (xi, yi) in general position, i.e. no three sites lie on a line and no two
sites have the same x or y coordinate. We denote with W and H the width and
the height of R, respectively. Each site pi lie in the interior of R (i.e. lR < xi < rR

and bR < yi < tR) and is associated with an axis-parallel, rectangular label li of
width wi and height hi. Each label should lie outside R but touch the boundary
of R. Our task is to place the labels in distinct positions on the boundary of R,
so that they do not overlap and, to connect each site with its label, such that
no connection (referred to as leader) intersect any other connection or site. Such
labellings are called legal leader-label labellings or crossing free labellings.

The point where each leader touches its corresponding label is referred to as
port. Ports may be fixed (e.g., at the middle of a label edge) or may slide along a
label edge. Based on the type of allowed ports (fixed of sliding) one can define the
corresponding variations of the boundary labelling problem. Furthermore, one
can define more variations of boundary labelling problems based on the location
of the labels. More specifically, labels are usually attached to one, two or all four
sides of the enclosing rectangle and are either placed at predefined locations
(fixed labels) along the sides or can slide (sliding labels).

The leaders connecting the sites to their corresponding labels can be of several
types, each giving rise to a new boundary labelling model. Of particular interest
are two types of leaders: rectilinear and straight leaders.

– Rectilinear Leaders: Each leader consists of a sequence of axis-parallel
segments, which are either parallel (p) or orthogonal (o) to the side of R to
which the associated label is attached. This suggests that a leader c of type
c1c2 . . . ck, where ci ∈ {o, p} consists of an x- and y-monotone connected se-
quence (s1, s2, . . . , sk) of segments from the site to the label, where segment
si is parallel to the side containing the label if ci = p; otherwise it is orthog-
onal to that side. Our primary focus has been on opo and po leaders, see
Figures 1 and 2, respectively. For each opo leader we further insist that the
parallel p segment lies immediately outside R, in the so called track routing
area. Type-o leaders can be considered as either type opo or type po.

– Straight Leaders: Each leader is drawn as a straight line segment (see Fig-
ure 3). According to the previous classification scheme, we refer to straight
leaders as type s leaders.

Given a boundary labelling problem specified by a set of points inside an
enclosing rectangle and a labelling model (as specified by restrictions on the
type of ports, the location and type of labels, and the type of leaders), we are
interested in finding a solution that is optimal with respect to some objective.
We usually aim at:



82 M.A. Bekos et al.

��

�
�

��
���

��

�������	
��������

Fig. 1. Type-opo leaders

��
�
�

��
���

Fig. 2. Type-po leaders

��
�
�

��
���

Fig. 3. Type-o and type-s
leaders

– Short Leaders: Find a legal leader-label placement, such that the total
leader length is minimum. Such a labelling minimizes the average leader
length.

– Simple Layout: Find a legal leader-label placement, such that the total
number of bends in minimum. Such a labelling minimizes the average number
of bend per leader.

Table 1 summarizes the results of Bekos et. al. [2] on boundary labelling.
They examined a variety of models based on the type of leader, the location of
the label and the size of the label and presented algorithms for legal leader-label
assignments and leader-bend and leader-length minimization. These are the only
published results on boundary labelling.

Table 1. Known results on boundary labelling. TLL stands for “Total Leader Length”.

Model Objective Time complexity
opo, 1-side, variable size labels legal O(n log n)

#bends O(n2)

opo, 4-side, uniform square labels legal O(n log n)

po, 1-side, uniform legal O(n2)

opo, 2-side (opposite), uniform labels of max-size TLL O(n2)

po, 2-side (opposite), uniform labels of max-size TLL O(n2)

opo, 4-side, uniform square labels TLL O(n5)

opo, 2-side (opposite), variable size labels TLL O(nH2)

s, 1-side, uniform labels legal O(n log n)

s, 1-side, uniform labels TLL O(n2+δ), δ > 0

s, 4-side, uniform square labels TLL O(n2+δ), δ > 0

One of the presented algorithms in [2] examines 4-side opo labelling with
uniform square labels. In O(n5) time, it computes a boundary labelling of min-
imum total leader length. The algorithm is based on an O(n2log3n) minimum
cost bipartite matching algorithm for the production of a minimum total leader
length solution which may have crossings, and the subsequent elimination of
these crossings in O(n5) time (based on techniques used in VLSI routing). In
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this paper, we present a solution of O(n2log3n) time complexity which is also
based on minimum cost bipartite matching and an improved O(n log n) algo-
rithm to eliminate crossings.

2 Four-Sided, Uniform Label, opo Boundary Labelling

We show how to compute in O(n2log3n) time an opo boundary labelling of mini-
mum total leader length where the labels can be placed on all four sides of the en-
closing rectangle’s boundary. We assume labels of uniform size and sliding ports.

We first make some observations regarding opo-labelling (which might contain
crossings) of minimum total leader length for the case of four-sided labelling with
labels of uniform size and sliding ports. Consider an opo-leader c which originates
from point p and is connected with a label on side AB of the rectangle at port
q (see Figure 4). The line containing the segment of the leader which is incident
to site p (and is orthogonal to side AB) divides the plane into two half-planes.
We say that leader c is oriented towards corner A of the rectangle if port q and
corner A are on the same half-plane, otherwise, we say that leader c is oriented
away of corner A. In the case where the opo-leader consists of only one segment,
i.e., the port lies on the line which defines the two half-planes, we consider the
leader to be oriented towards corner A (and also towards corner B).

Lemma 1. Consider four-sided labelling with labels of uniform size and sliding
ports and let L be an opo-labelling (which might contain crossings) of minimum
total leader length. Let ci and cj be two leaders originating from sites pi and pj,
respectively, which cross each other. Then it holds:

(i) The labels associated with leaders ci and cj are located at two adjacent sides
of the rectangle incident to, say, corner A.
(ii) Leaders ci and cj are oriented towards corner A of the rectangle.
(iii) Leaders ci and cj can be rerouted so that they do not cross each other and
the sum of their leader lengths remains unchanged.

Proof. Showing that “the labels associated with leaders ci and cj are located at
two adjacent sides of the rectangle” is easy. We simply have to show that it
is not possible to have the labels located at the same side or opposite sides
of the rectangle. For the sake of contradiction, assume first that the labels lie
on the same side, say AB, of the rectangle. Then the segments of the leaders
which are incident to the sites are parallel to each other. Since the sites have
distinct X and Y coordinates, these segments do not overlap each other, and
thus, the intersection of the two leaders takes place outside the rectangle (in the
track routing area). This implies that, along the direction of side AB, the order
of the sites is the reverse of the order of their associated labels. However, by
swapping the labels, we can reduce the total leader length (and also eliminate a
crossing), a contradiction since we assumed that the total leader length of the
labelling is minimum (see Figure 5). Consider now the case where, for the sake
of contradiction the labels lie on opposite sides of the rectangle. Then, since
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Fig. 5. Rerouting used to prove that in an opo-labelling
(where crossings are allowed) of minimum total leader
length, the labels associated with two crossing leaders
do not lie on the same side of the rectangle

the leaders intersect each other, the segments of the leaders which are inside
the rectangle (and incident to the sites) have to intersect. However, since these
segments are parallel to each other, they have to overlap, and thus have the
same X or Y coordinates, a contradiction since we assume that the sites are in
general position. Having eliminated the cases that the labels lie on the same or
on opposite sides of the rectangle implies that, assuming that we can identify
two crossing leaders, their associated labels lie on adjacent sides of the rectangle.

Let A be the corner which is incident to the two sides of the rectangle con-
taining the labels associated with leaders ci and cj . In order to show that in a
labelling of minimum total leader length both “leaders ci and cj are oriented
towards corner A”, it is enough to show that (in a labelling of minimum total
leader length) it is impossible to have one or both leaders oriented away of corner
A. We proceed to consider these two cases.

Case 1: Exactly one leaders, say ci, is oriented away of corner A. This case is
described in the left-hand side of Figure 6.a. Rerouting the leaders as described
in Figure 6.a results in a reduction of the total leader length, a contradiction
since we assumed that the total leader length of the labelling is minimum. Note
that, in the figure we only show the sub-case where site pj is below the horizontal
line passing through port qi. When pj is on or above the horizontal line passing
through port qi, rerouting again results to a reduction of the total leader length.
Thus, a labelling of minimum total leader length does not contain two crossing
leaders where one of them is oriented away of the corner A incident to the sides
containing their associated labels.

Case 2: Both leaders ci and cj are oriented away of corner A. When both
leaders are oriented away of corner A, rerouting results in higher reduction of
the total leader length, compared to Case 1 where only one leader was oriented
away of corner A. The rerouting of the leaders is described in Figure 6.b. Again,
only one of the four possible sub-cases based on whether site pi (pj) is to the
right (below) the vertical (horizontal) line passing through port qj (qi) is shown.
Given that rerouting results to reduction of the total leader length, we conclude
that a labelling of minimum total leader length does not contain two crossing
leaders where both of them are oriented away of the corner A incident to the
sides containing their associated labels.
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Fig. 6. Rerouting used to prove that in an opo-labelling (where crossings are allowed)
of minimum total leader length, two crossing leaders are oriented towards the corner
incident to the sides of the rectangle containing the associated labels and that their
crossing can be eliminated without reducing the sum of their leader length

Having eliminated the cases where one or both crossing leaders are oriented
away of corner A, implies that (assuming that we can identify two crossing
leaders) they are both oriented towards corner A.

Showing that “leaders ci and cj can be rerouted so that they do not cross
each other and the sum of their leader lengths remains unchanged” is easy. In
the rerouting described in Figure 6.c, use the crossing point O to partition the
first segment of each leader ci and cj into two sub-segments. Then, leaders c′i
and c′j can be obtained by a parallel translation of the (sub)segments of leaders
ci and cj, leaving their sum unchanged.

To complete the proof of the lemma, we note that whenever we performed
a rerouting, we never changed the position of a port. So, since the used port
would also be available in the case where the sliding-port model is used, the
lemma applies to sliding ports, as stated. ��
Theorem 1. Consider opo-labelling of n sites with uniform labels and sliding
ports where crossings are allowed. Then, given a labelling L of minimum total
leader length, we can always identify a crossing-free opo-labelling L′ with to-
tal leader length equal to that of L. Moreover, labelling L′ can be obtained in
O(n log n) time.
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Fig. 7. Rerouting used to eliminate crossings in an opo-labelling of minimum total
leader length. The crossings to be eliminated are identified in a left-to-right pass of the
sites, followed by a right-to-left pass. See proof of Theorem 1.

Proof. We will show how to eliminate all crossings in L by rerouting the in-
tersecting leaders. Our method performs two passes over the sites, one in the
left-to-right and one in the right-to-left direction.

Consider first the left-to-right pass. In the left-to-right pass of labelling L,
we consider all sites with labels on the right side of the rectangle. We examine
the sites in order from left-to-right and focus only on those which are incident
to crossing leaders. Let p be the leftmost such site and let c be the leader that
connects it with its corresponding label on the right side of the rectangle (see
Figure 7). Given that L is an opo-labelling of minimum total leader length,
Lemma 1.(i) implies that leader c intersects only with leaders that are con-
nected with labels on the top and bottom sides of the rectangle. Without loss
of generality, assume that c is oriented towards the bottom-right corner of the
rectangle, say A. Then all leaders that intersect c have their labels on the bot-
tom of the rectangle and are also oriented towards A (Lemma 1.(ii)). Let ci be
the leftmost leader that intersects c, and let pi be its incident site. According
to Lemma 1.(iii), we can reroute leaders c and ci so that the total leader length
remains unchanged (Figure 7). Observe that the rerouting possibly eliminates
more than one crossing (e.g., the crossings between leader c and leaders cj and
ck) but, in general, it might also introduce new crossings (e.g., the crossings
between leaders c′i and ck). However, the total number of crossings is reduced
and, more importantly, the leftmost site incident to an intersecting leader con-
nected to a label on the right side of the rectangle is located to the right of
site p. Continuing in the same manner, the leftmost site which participates in a
crossing (in the left-to-right pass) is pushed to the right, which guarantees that
all “left-to-right” crossings are eventually eliminated.

Another important property is that it is impossible to introduce any “right-
to-left” crossing during the left-to-right pass. To see this, assume that such a
crossing was introduced and that it involves leader c′ and the leader cl which
connects site pl to a label on the left side of the rectangle (Figure 8). Given that
the rerouting does not increase the total leader length, the labelling resulting
after all rerouting is still one of minimum total leader length. Then, accord-
ing to Lemma 1.(i), both leaders c′ and cl must be oriented towards corner
D, a contradiction since leader c′ is oriented away of corner D (and towards
corner A).
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Fig. 8. It is impossible to introduce any right-to-left crossing during the left-to-right
pass described in the proof of Theorem 1

From the above discussion, it follows that a left-to-right pass eliminating
crossings involving leaders with their associated labels on the right side of the
rectangle, followed by a similar right-to-left pass, results to a labelling L′ without
any crossings and of total leader length equal to that of L, that is, minimum.

To complete the proof of the theorem, it remains to explain how to obtain in
O(n log n) time the new labelling L′, given labelling L of minimum total leader
length. Consider the left-to-right pass. The analysis for the right-to-left pass is
symmetric. During the pass, we process the sites with labels on the right side
of the enclosing rectangle in order of increasing X-coordinate. Sorting the sites
in increasing order with respect to their X-coordinate can be done in O(n log n)
time.

In order to process site p = (xp, yp) and to eliminate the crossings (if any)
involving its leader c, we have to identify the leftmost site pi such that its corre-
sponding leader (say ci) intersects leader c. Of course, the intersection involves
the first segment of leader ci that is parallel to the Y -axis. The processing of
the sites during the left-to-right pass can be accomplished by employing a data
structure storing “vertical line segments” and supporting visibility queries of the
form “given a query point p0 = (x0, y0) return the first line segment to the right
of p0 that is intersected by line y = y0”, as well as insert (for initialization)
and delete operations. For the case of vertical line segments of finite size, the
visibility query can be answered in O(log2 n) time by employing a combination
of interval trees and priority search trees [7, pp. 211]. This results to a total
of (n log2 n) time for the left-to-right pass and, consequently, for the elimina-
tion of all crossings. However, the time needed to eliminate all crossings can be
further reduced to O(n log n) if we take into account the fact that all vertical
segments considered during the left-to-right pass have one of their endpoints on
the bottom or the top side of the enclosing rectangle.

Without loss of generality, assume that leader c is oriented towards the
bottom-right corner of the enclosing rectangle. (The case where it is oriented
towards the top-right corner can be handled in a symmetric manner.) Then, ac-
cording to Lemma 1.(ii) all leaders intersecting leader c are also oriented towards
the bottom-left corner and, thus, their associated labels are placed on the bot-
tom side of the enclosing rectangle. So, leader c can only intersect vertical line
segments which have one of their end-points on the bottom side of the enclosing
rectangle.

When we have to solve a visibility query on the set of line segments hav-
ing one of their end-points on the bottom side of the enclosing rectangle, we
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can relax the restriction that the segments are of finite size and assume that
they are semi-infinite rays having their associated site as their higher endpoint.
This is due to the fact that all leader intersections take place inside the enclos-
ing rectangle. Recall that rR denotes the Y -coordinate of the right side of the
enclosing rectangle R. In the case of semi-infinite segments, the visibility query
(with p0 = (x0, y0) as the query point) on set of vertical line segments reduces to
finding the site of smallest X-coordinate in the semi-infinite vertical strip defined
by x > x0, y ≤ y0, and x < rR. The MinXinRectangle query just described can
be answered in time O(log n) by employing a dynamic priority search tree based
on half-balanced trees [7, pp. 209]. Insertions and deletions are also supported
in O(log n) time.

Thus, identifying the (at most n) pairs of leaders to be rerouted during the
left-to-right pass takes only O(n log n) time, resulting to a total time complexity
of O(n log n) for the production of the crossing free boundary labelling L′. ��

Theorem 2. Consider four-sided opo-labelling of n sites with uniform labels and
sliding ports. A crossing-free solution of minimum total length can be computed
in O(n2 log3 n) time.

Proof. Let M be the set of the n labels around the boundary of the rectangle. We
construct a complete bipartite graph G = (P ∪M, E) between all the sites p ∈ P
and all the labels m ∈ M , with edge weights to be the Manhattan length of the
corresponding leaders. Note that the length of each leader depends on the type of
the port. For the case of sliding ports, the leader typically connects the site to one
of the corners of the label. We proceed by applying the Vaidya’s algorithm [8] for
minimum-cost bipartite matching for points in the plane under the Manhattan
metric. It runs in O(n2 log3 n) time and finds a matching between sites and labels
that minimizes the total Manhattan distance of the matched pairs. The leaders
in the produced solution might overlap. However, based on Theorem 1 we can
eliminate all crossings in O(n log n) additional time. ��

3 Conclusion

There are several issues that should be considered in future work on boundary
labelling. Among them, we distinguish:

– Labelling “Area Features” of Maps. Better quality labellings can be
produced by allowing a site to slide along a line segment or along the bound-
ary of a polygon. In this case, the solution of the boundary labelling problem
has to also specify the final location of each site.

– Mixed Boundary Labellings. Examples for type-opo and type-po leaders
show advantages and also some disadvantages of both types. A practical
solution might be to mix both types in order to cope with disadvantages
while keeping advantages.
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Successive Linear Programs for Computing All

Integral Points in a Minkowski Sum
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Abstract. The computation of all integral points in Minkowski (or vec-
tor) sums of convex lattice polytopes of arbitrary dimension appears as a
subproblem in algebraic variable elimination, parallel compiler code op-
timization, polyhedral combinatorics and multivariate polynomial mul-
tiplication. We use an existing approach that avoids the costly construc-
tion of the Minkowski sum by an incremental process of solving Linear
Programming (LP) problems. Our main contribution is to exploit the
similarities between LP problems in the tree of LP instances, using dual-
ity theory and the two-phase simplex algorithm. Our public domain im-
plementation improves substantially upon the performance of the above
mentioned approach and is faster than porta on certain input families;
besides, the latter requires a description of the Minkowski sum which has
high complexity. Memory consumption limits commercial or free software
packages implementing multivariate polynomial multiplication, whereas
ours can solve all examined data, namely of dimension up to 9, using
less than 2.7 MB (before actually outputting the points) for instances
yielding more than 3 million points.

Keywords: convex polytope, Minkowski sum, integral points, linear pro-
gramming, duality theory, polyhedral combinatorics.

1 Introduction

Definition 1. Let q1, . . . , qn be convex polytopes in R
d with integral vertices.

The Minkowski sum q1 + · · ·+ qn is the set of points p = p1 + · · ·+ pn such that
pi ∈ qi, ∀i. We shall be interested in computing all such points p ∈ Z

d.

Our main motivation comes from the theory of toric, or sparse, elimination, a
modern method in symbolic computation and computational algebraic geometry
[7,12]. Polynomials in k variables are characterized by a finite subset in Z

k,
known as their support, constituted of all monomial exponents corresponding
to nonzero coefficients. The Newton polytope of a polynomial is the convex hull
of its support. Hence, several operations in toric elimination rely crucially on
efficiently manipulating integral points, which are in bijection with monomials,
as well as Newton polytopes and their Minkowski sums. Computing the integral
points inside Minkowski sums of Newton polytopes is an important operation in
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constructing matrix formulae for the toric resultant, which is a powerful tool for
studying and solving algebraic systems; e.g. [7,11].

In particular, in [11] a general method for constructing Sylvester-type resul-
tant matrices is proposed and implemented, yielding in general the smallest ma-
trices of this type. Moreover, it generates all known optimal formulae of Sylvester
type [22] as well as the multigraded formulae studied in [8,12] (cf. sect. 4). One of
the bottlenecks is to compute a subset of the integral points inside a Minkowski
sum of Newton polytopes, which can be obtained by a straightforward adap-
tation of the algorithm proposed below; cf. [10]. In fact, this algorithm has to
solve d + 1 integral point computation problems for all d-subsets of a given set
of d + 1 Newton polytopes. Other resultant formulations, e.g. [8,7], require all
points in the strict interior of the Minkowski sum or in a small perturbation of
the Minkowski sum. These are not hard to obtain with our algorithm. Integral
point computation occurs as a subproblem in several other applications such
as code optimization by parallel compilers [1,5], volume approximation [14] and
deriving the linear description of a polytope [3, sect. 5].

Efficient software exists for computing all integral points inside a single poly-
tope, namely porta [2]. In sect. 5 we shall see that our software improves upon
the time complexity of porta for the cyclic-root input family. Moreover, gen-
erating a description of the Minkowski sum can be very costly. In fact, it is
known that neither a facet nor a vertex representation of the Minkowski sum
can be computed in polynomial arithmetic complexity, when n, d are parame-
ters as in our case. If one of these parameters is fixed and we work with vertex
representations, then there exists a polynomial-time algorithm [15].

A related problem is multivariate polynomial multiplication, provided we
consider each given polytopes as the Newton polytope of a polynomial. The
Minkowski sum points would then correspond to the support of the product and
could be efficiently computed, provided that each can be obtained as a sum of
some points from the input polytopes. But this is not true! Take q1, q2 with
vertex sets {(0, 0), (1, 1)} and {(1, 0), (0, 1)}. Their product has only four terms
and misses (1, 1) which lies in q1 + q2. Further examples are in sect. 4.

Our algorithm is based on the Mayan pyramid approach of [11,10], which
avoids the explicit construction of the Minkowski sum. Moreover, it can use
Linear Programming (LP) relaxation to avoid any integer programming as we
discuss below. However, successive LPs are very related but this had not been
exploited so far. For this paper, we have implemented the simplex algorithm
and exploited its flexibility in order to exploit the relationship between successive
LPs. A first step is to use the solution to a minimization LP as a feasible solution
for the corresponding maximization LP, when the set of constraints does not
change. Our main contribution is to apply duality theory in conjunction with
the branch-and-bound approach of the Mayan pyramid algorithm in order to
accelerate the simplex algorithm, especially by avoiding execution of its first
phase, when the set of constraints is incremented.

By reducing the number of Phase I executions, we improve the runtime com-
plexity of [10] by a factor between 4 and 5; this tends to increase slowly with
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the problem dimension. The implementation is publicly available and performs
better than several tested approaches in terms of speed or memory consumption;
cf. sect. 5. It computes more than 3 million points in a 9-dimensional Minkowski
sum in less than 27 minutes while using less than 2.7 MB, since it does not have
to store any intermediate points. More importantly, running time is roughly lin-
ear in the number of output points, which confirms the expected output-sensitive
behavior of the algorithm. The LP problems have maximum size of about 100
variables and 20 constraints, besides the positivity constrains.

The paper is structured as follows. The next section presents the Mayan
pyramid algorithm. Sect. 3 details our algorithm and estimates its time and
space complexity. Sect. 4 presents the implementation and certain experimental
results, and sect. 5 provides a comparison with other approaches to the problem
or to the problem of multivariate polynomial multiplication.

2 Basic Algorithms

Let the vertex set of polytope qi be {pi,1, . . . , pi,ni} ⊂ Z
d. The Minkowski sum

q1 + · · · + qn of def. 1 can now be expressed as the set of points p such that
p =

∑n
i=1
∑ni

j=1 λi,jpi,j ,
∑ni

j=1 λi,j = 1, i = 1, . . . , n. Denote the convexity
constraints by Ei :=

∑ni

j=1 λi,j , ∀i ≤ n, and let P be the set of equations
E1 = 1, . . . , En = 1. We also define the constraint on the k-th coordinate of the
sought points to be En+k :=

∑n
i=1
∑ni

j=1 pi,j(k), 1 ≤ k ≤ d, where pi,j(k) is
the k-th coordinate of pi,j . The number of LP variables equals the total number
vertices in all polytopes. The points of the Minkowski sum are given by the
solutions of E1, . . . , En such that En+1, . . . , En+d are integral.

To avoid the construction of the Minkowski sum, the algorithm from [10,11]
(alg. 1 below) finds the minimum and maximum integral values of En+k when
En+1, . . . , En+k−1 have been fixed, then proceeds to examine all possible val-
ues of the k-th coordinate. In other words, the algorithm examines orthogonal
projections of the Minkowski sum to linear subspaces. Therefore its bottleneck
is computing the last coordinate given the points in the projection of dimen-
sion d − 1. In terms of LPs, this approach essentially splits the feasible region
according to the value of each coordinate.

Minimization and maximization of z (lines 7 and 8) can be achieved with by
LP relaxation. This yields the interval of the corresponding coordinate of any
point in the Minkowski sum. We round the real endpoints outwards to integers in
order to ensure that all integral points are accounted for, assuming that numeri-
cal error in the LP is not larger than one unit. This is always the case as we have
verified experimentally; the reason is that all input quantities are integral. It is
of course possible to guarantee formally that all integral points shall be found,
by further enlarging the interval at line 13. In any case, if line 13 creates a range
for a which is larger than optimum, this will lead to certain infeasible problems
(line 4) but will not generate extraneous points. The same observations hold for
the last coordinate at line 10, which ranges in [�zmin�, �zmax�]. The optimality
of this interval is not tested in the flowchart of alg. 1, but it is straightforward to
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Algorithm 1. Mayan pyramid algorithm
1: bi ← 1, i = 1, . . . , n
2: allpoints ← ∅
3: Recursive(1)

1: Define Recursive(k)
2: Pk ← {E1 = b1, . . . , En+k−1 = bn+k−1}
3: z ← En+k

4: if Pk is infeasible then
5: Return
6: end if
7: Minimize z for Pk

8: Maximize z for Pk

9: if k = d then
10: allpoints ← allpoints ∪ {(b1, . . . , bd−1, z) | z = �zmin�, . . . , 	zmax
}
11: Return
12: else
13: for a = �zmin�, . . . , 	zmax
 do
14: bk ← a; Recursive(k + 1)
15: end for
16: end if

do it; see [10] for details. Standard references for the simplex algorithm include
[4,21]. The rest of this section introduces the notation used.

An LP problem is a pair (F, c) where F = {x : x ∈ R
n,Ax = b,x ≥ 0},

c : x → c′x, m, n are positive integers, b ∈ Z
m, c ∈ Z

n and A an m× n matrix.
By B we denote a basis. By multiplying Ax = b with B−1 a solution b′ := B−1b is
attained. Whenever b′ ≥ 0 the solution is a basic feasible solutions (BFS). For any
basis we define, c̄ = c− cBB−1A, z = −c′Bb′, where cB expresses the coordinates
of c which correspond to the basic columns. −z is the value of the objective
function. The c̄ vector provides the termination criterion. To find one initial
BFS, m “artificial” variables are introduced. The process of optimally solving
the artificial problem is called Phase I. The process of minimizing the original
cost variable is called Phase II. For each LP problem of the form min c′x : a′

ix =
bi,xj ≥ 0, its dual problem is maxπ′b : π′

iAj ≤ cj , where the πi variables are free
and ai,Aj the rows and columns of the original matrix respectively. We apply the
dual simplex method in our approach in order to “repair” primal solutions. Our
work aims at exploiting the existing solutions in order to avoid solving Phase
I for the rest of the problems. The LPs in our case have obvious similarities;
problems which arise from two successive calls of the function Recursive in
line 12 differ only by one right hand side term.

3 Improved Algorithm and Its Complexity

The solved LPs form a tree-like structure. In each node of the tree one mini-
mization and one maximization problem is solved. The root node is the initial
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problem of finding the minimum and maximum values of E1, zmin and zmax.
The root’s children correspond to the problems that are constructed by adding
E1 = b to the initial problem where �zmin� ≤ b ≤ �zmax� and optimizing E2.
The number of the problems that have to be solved is exponential with respect
to the dimension of the space in which lie the polytopes. It can be observed that
all LP problems in the same depth of the tree have exactly the same matrix A.
The only parameters that vary between LP problems in the same level (or at
the same depth) of the tree are the right-hand sides. Having solved one of the
problems of any level the solution can be used in order to find a solution to any
other problem of the same level.

Proposition 1. An optimal solution to any primal minimization or maximiza-
tion problem Pk of the alg. 1 is also a BFS to the dual of any other problem Pk′

if k = k′.

The proposition does not guarantee that B−1b ≥ 0 for any other problem
Pk′ . The solution will be dually feasible, though not necessarily dually optimal.

Corollary 1. Having solved just one primal problem at a level (depth) of the
tree, Phase I can be avoided for all other LP problems at the same level.

The new algorithm, after reusing a previously found basis B, has to examine
the vector b′ = B−1b as follows: If all coordinates are non-negative then the so-
lution is optimal so only the objective function’s value z = cBb needs updating.
Otherwise, the solution is feasible but not optimal so Phase II of the dual problem
has to be solved. To explain this in more detail let us focus on the process of solv-
ing a minimization problem. First, it is checked whether it is the first problem at
depth k of the problem tree. If this is the case the problem is solved using the primal
simplex method. The solved state of the minimization problem mk is not altered.
The basis corresponding to the solution is, of course, part of the solution; we denote
with Bk the basis of the last minimizing problem solved. The algorithm applies the
basis of the last minimization problem solved in depth k to the current problem,
and calculates the values b′ of the variables. If all values are non-negative, then the
algorithm recomputes the value of the objective function. In the opposite case, the
vector b′ replaces the right hand side in problem mk and the dual simplex method
is applied. In an analogous manner, solved maximization LPs Mi and their corre-
sponding basisBk are used for solving new maximization problems. Recursion is at
the end of the algorithm and can be removed, but it makes for conceptual and pro-
gramming simplicity. We have experimented with the revised simplex algorithm,
but for reasons of numerical stability we focused on the standard version described
so far. In fact, we observed that values close to zero could appear as slightly nega-
tive, thus increasing the number of iterations. Let us now examine the algorithm’s
complexity.

Lemma 1. If M is the amount of memory needed by an algorithm to solve an
LP problem then the amount of memory needed by our algorithm is at most 2Md.

Memory consumption is thus increased but within reasonable limits. Storing
the last optimal solution to both minimization and maximization problems is not
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necessary. Since the stored solutions are both feasible any of the two could serve
as a starting point for the Phase II of the other. Practically, however, solutions
of the one kind of optimization problems are “closer” to solutions of the same
kind after minor changes of the right-hand sides like in our case. For the same
reason, we do not store the first solution of each level in the problem tree but
instead the last one found for each specific k since it will probably be “closer”
to the next problem to be solved.

Alternatively, it is possible that instead of storing the whole solution one
could only store the indices of the basis’ columns. In that way memory con-
sumption would drop to very low levels but also the algorithm would have to
re-invert the basis before solving each LP.

Proposition 2. [10] Suppose that, in alg. 1, for any k ∈ [1, d], the number of
points in the k-dimensional projection which do not give rise to any point with
k + 1 coordinates is a constant fraction of the total number of points in that
projection. Then the number of LPs is proportional to Td and the bit complex-
ity is in O(Td3.5m1.5L2 log L), where T is the number of integral points in the
Minkowski sum, m bounds the number of vertices per polytope and L is the max-
imum bit-size of any polytope’s vertex coordinates.

For time complexity, the benefit from the proposed approach is that instead
of solving both Phase I and II for each problem, only Phase II is solved (except for
d initial problems which will have to be solved from scratch). For some problems
even Phase II can be avoided since

Remark. We may roughly suppose that Phase I consumes on the average as
much time as Phase II so we can expect that the time for our improved approach
will be at most half the time needed for the original one. Intuitively, we can
expect even better execution times since the dual simplex method repairs existing
solutions instead of finding new ones from scratch.

We also propose and implement a heuristic rule for arranging the Ei = 1 lines
of the problems Pk. The algorithm is modified in order to set z equal to that
Ei, i = n + k, . . . , n+ d for which zmax− zmin is minimized. This rule effectively
reduces the tree’s branching factor and fewer LPs are solved.

Our approach is general in the sense that no assumption is made regarding
the input polytopes qi, except convexity. We observe, however, that if some of the
input polytopes are equal a simple improvement can be made as a preprocessing
step. If n polytopes q1, . . . , qn are the same and each with vertices p1, . . . , pm

their Minkowski sum is simply the polytope with vertices np1, . . . , npm. Thus,
equal polytopes in the input are found in a preprocessing step and substituted
by one polytope having scaled vertices. This reduces the practical complexity of
our algorithm for certain input families.

4 Implementation and Practical Performance

The proposed approach, including an LP solver utilizing the necessary functions
was implemented in C++. The CBLAS routines provided by the ATLAS pack-
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age [23] were used for the low level matrix operations. The source code does
not exceed 4000 lines and the object files are approximately 120 KB on a Sun
SPARC. It is freely available at: http://www.di.uoa.gr/˜quasi/intpoints/cip.tgz.
The only system requirement for compilation is an ANSI C++ compiler. We used
gnu g++ and version 2.95.2 or later is required. The CBLAS routines are not
required. The needed functions were also implemented from scratch and are pro-
vided as an alternative. It has to be noted however that the CBLAS routines
speed up execution time by about 15%.

Table 1. Problem data (dimension, # of summand polytopes, # of integral points
in the sum, i # of terms in the polynomial product and # of solved LPs), simplex
iterations and execution times in [10], here and relative reduction

Problem data simplex iterations Execution times

System d n #points #terms #probl. [10] here red. [10] here red.

c3old 3 3 20 14 34 189 54 3.5 0.01 0 5.5
c4old 4 4 101 60 168 1353 259 5.2 0.04 0.01 4.0
c5old 5 5 622 342 1018 11663 1999 5.8 0.42 0.08 5.3
c6old 6 6 4103 1948 6484 60030 17213 3.5 3.12 0.71 4.4
c7old 7 7 32958 14394 49098 651180 168015 3.9 37.77 8.29 4.6
c8old 8 8 263045 100060 372776 6340139 1579332 4.0 430.29 91.55 4.7
c9old 9 9 2370386 826790 3199894 69473488 16926412 4.1 5333.04 1096.64 4.9

c7new 6 6 7197 7197 8908 100934 25981 3.9 5.24 1.14 4.6
c8new 7 7 50030 50030 64986 945543 228727 4.1 59.68 12.38 4.8
c9new 8 8 413395 413395 518252 9929149 2250308 4.4 694.38 136.95 5.1
c10new 9 9 3313612 4262434 103073274 22893612 4.5 8647.36 1579.80 5.5

(2,1;1,2) 4 5 2541 2541 518 1663 123 13.5 0.05 0.01 5.0
(1;2,1) 4 5 4356 4356 1718 6771 1190 5.7 0.25 0.05 5.0
(1;3,1) 4 5 9216 9216 3618 14691 2296 6.4 0.49 0.10 4.9
(1;3,2,1) 4 5 16896 16896 6178 25482 2296 11.1 0.84 0.13 6.5
(1;3,3,1) 4 5 24576 24576 8738 35675 2302 15.5 1.20 0.15 8.0

We applied several approaches to our test problems including the simple
approach presented in [10]. All were variants of the algorithm presented earlier
in this paper. We concluded that the best performance was obtained by the
algorithm enriched with the heuristic and the preprocessing technique described
earlier. In the following we present experimental results for this implementation
and the simple approach of [10]. In all cases the incoming variable selection
criterion is that of minimum reduced cost.

Systems of n identical polytopes are called unmixed, whereas those with dif-
ferent polytopes are mixed. The experiments concentrate on 3 classes of systems:
multi-homogeneous unmixed systems and 2 variants of the standard algebraic
benchmark of cyclic roots. The former are composed of polynomials in d vari-
ables, partitioned into r disjoint subsets, with dk being the k-th group’s number
of variables such that

∑r
k=1 dk = d. If, with the addition of one homogeniz-

ing variable for each group, the polynomial is homogeneous for each group,
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the polynomial is called multi-homogeneous. If the degree of the k-th group
is δk and the system is unmixed, it is said to be multi-homogeneous of type
(d1, . . . , dr; δ1, . . . , δr). Equivalently a multi-homogeneous system can be defined
as an unmixed system where each Newton polytope is the Minkowski sum of r
simplices lying in complementary linear subspaces of dimensions d1, . . . , dr. The
i-th simplex is the unit simplex scaled by δi. Such polytopes are also known as
products of lower-dimensional simplices. The cyclicnold systems are defined
from polynomials fk =

∑n
i=1
∏i+k−1

j=i xj , k = 1, . . . , n − 1, (xn+t ≡ xt), and
fn = x1x2 . . . xn − 1. These are very sparse systems, in the sense that all poly-
topes are lower-dimensional; still, the sum of any n − 1 among them is of full
dimension. The system cyclicnnew is obtained from the system cyclicnold by
setting yi = xi

xn
, i = 1, . . . , n − 1, and yn = 1, thus fk =

∑n
i=1
∏i+k−1

j=i yj for
k = 1, . . . , n − 1, where yn = 1 and yn+t = yt. This gives a problem which is
algebraically equivalent but has one fewer variable and one fewer equation, i.e.
is of dimension n− 1 despite its being labeled cyclicnnew.

Table 1 summarizes the inputs and shows the output size; notice that the
number of integral points in the Minkowski sum grows exponentially, as expected.
Simplex iterations and execution times are also shown in tables 1 and 1 for the
approach of [10], for the approach presented here and the relative reduction
between them. Experiments were conducted on a 480 MHz SUN UltraSPARC-II
running Solaris 8 with 2 GB of RAM. One iteration is a full simplex pivoting
cycle: incoming variable selection, outgoing variable selection and pivoting.

It is interesting that the savings factor grows from 3.5 to 5.8 for the cyclic
families as the problem size grows, which agrees with the intuition that the
savings should be at least a constant around 2 that would grow as the tree of LPs
becomes larger. This translates to a runtime speedup of between 4 and 5.5, again
strictly increasing with the problem’s size; the price to pay is roughly doubling
the memory usage, where the output is not stored. For the multi-homogeneous
family, the sample is too small for deducing a clear pattern. On this family, the
preprocessing step described at the end of the previous section, exploits the fact
that all polytopes are identical and has reduced runtime by a factor of 10 or
more, since it has decreased the size of the LP tableaux by n = 5.

Memory consumption ranges from 2 to 122 MBs on the examined inputs.
It has to be noted that most of the consumed space is used for storing the
enumerated integer points. The algorithm itself should not consume more than
100 KB on the examined inputs. More detailed data appear in [9].

Fig. 1 depicts the relation between the output size, that is the number of
computed integral points, and the execution time in the cyclic data sets. The
relation seems to be linear, thus verifying prop. 2 and the remark that follows
and establishing an output-sensitive behavior. Corresponding data for the multi-
homogeneous data sets can be found in [9]. Fig. 2 shows the relation between
runtime and the input dimension d of the cyclic families. This is again linear,
despite the prediction of prop. 2. Notice, though, that the same proposition
predicts a linear number of LPs, assuming the input is not very special, and this
is confirmed. The super-linear power of d in prop. 2 is due to the complexity of
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solving the LPs: We may infer that our algorithmic improvements in applying the
simplex method and its dual repeatedly have decreased the dependence upon d.

5 Experimental Comparisons

In order to demonstrate the generality of our methods and the fact that they
can be easily applied within the framework of any general purpose LP library,
we re-implemented our code using GLPK [13], a general-purpose LP library.
Experiments with GLPK provided results similar to those of our implementation.
Detailed data times are presented in [9]. We also performed experiments with
the SoPlex library [16] but due to license constraints we do not present them.

For measuring the improvement due to exploiting successive LPs, we com-
pared our program with the commercial version of Ilog Planner 3.3 [19]
(available at the University of Athens). Detailed data appear in [9]. We observed
that although Planner is much faster than our simple LP solver, our program
is faster eventually by a factor of 3 to 6 on cyclic inputs (comparable to the
savings over the Simple approach). This factor naturally decreases as the input
size grows, since the LP sizes grow and Planner handles them faster. For small
inputs, Planner is slower than our Simple approach due to its initialization
overhead. Another point of interest is that memory consumption in Planner
exceeded 350 MB on the cyclic9new problem, even if there is no storage of the
output points. Experiments on cyclic9old and cyclic10new were not possible
due to excessive memory consumption.

The integral points can be computed using an existing software like porta, if
the Minkowski sum is explicitly calculated [2]. The time needed for this process
is not reported. porta is slower on the cyclic inputs; the comparison is unclear
on the multi-homogeneous inputs, since we have ignored the time to generate
the description of the Minkowski sum. Another library for handling polyhedra is
polylib [20]. We performed experiments using it on a 1.4 GHz 4-processor Athlon
with 768 MB memory. Detailed data in [9] show similar results.
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Multivariate polynomial multiplication is related to integral point compu-
tation in a Minkowski sum, although the number of terms in the polynomial
product can differ significantly from the number of integral points, as shown in
table 1. In order to juxtapose our algorithm to polynomial multiplication, we
used the generic computer algebra packages Magma 2.8 [6], Maple 6, MuPad
2.0.0, Fermat [17] as well as the C++ library SYNAPS (version of 2004) de-
veloped by B. Mourrain at INRIA Sophia-Antipolis [18]. Due to licensing and
availability restrictions, experiments were conducted on a 400 MHz SUN Ultra-
SPARC with 128 MB of RAM for Maple and SYNAPS, a 700 MHz Linux i686
with 128 MB of RAM for Magma and a 533 MHz G4 Macintosh for Fermat. An
important difference with our code and porta is that these packages do store
their output.

Concerning Maple and MuPad, memory consumption is a severe drawback.
Timings are faster than our code on the smaller instances of the cyclic fami-
lies but become longer at cylic9new for both. Maple V was unable to handle
cyclic8new because of space complexity, but is faster on the smaller instances;
e.g. on cyclic7new it runs in 0.38 sec.

Table 2. Time and space
use for Fermat

System (secs) (MB)

cyclic10old 80.7 860

cyclic8new 0.52 7.5
cyclic9new 5.28 60
cyclic10new 46.4 470

(1,1,1,1;3,3,3,1) 0.95 0.66

Table 3. Time and space
use for Magma

System (secs) (MB)

cyclic8old 3.21 22
cyclic9old 23.36 171

cyclic9new 9.77 93
cyclic10new — —

(1,1,1,1;3,3,2,1) 2.29 17
(1,1,1,1;3,3,3,1) 2.30 21

Table 4. Time and space
use for SYNAPS

System (secs)(MB)

cyclic9old 31.00 86
cyclic10old — —

cyclic8new 1.45 5.1
cyclic9new 14.82 44
cyclic10new 160.20 313

(1,1,1,1;3,3,2,1) 5.76 2.7
(1,1,1,1;3,3,3,1) 11.20 3.4

Execution timings are between 2 and 15 times faster on Magma and SYNAPS
and between 26 and 29 times faster on Fermat than our software on the cyclic
families, if we account for the difference of hardware (roughly approximated by
the ratio of clock frequencies) and the number of output points. On the other
hand, these programs are not faster (in fact, Magma and SYNAPS are slower)
on multi-homogeneous systems, but we have ignored the fact that they also have
to compute the product’s coefficients. Memory consumption by far exceeds that
of our approach and the space required to store the output.
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Abstract. We address several recent developments in non-cooperative as well as
evolutionary game theory, that give a new viewpoint to Complex Systems under-
standing. In particular, we discuss notions like the anarchy cost, equilibria forma-
tion, social costs and evolutionary stability. We indicate how such notions help
in understanding Complex Systems behaviour when the system includes selfish,
antagonistic entities of varying degrees of rationality. Our main motivation is the
Internet, perhaps the most complex artifact to date, as well as large-scale sys-
tems such as the high-level P2P systems, where where the interaction is among
humans, programmes and machines and centralized approaches cannot apply.

1 Introduction

Consider a scenario where there is a number of individuals exchanging goods in a large-
scale system (ie, stocks in an electronic market, music files in a p2p network, etc). Each
individual wants to acquire a resource in order to get some gain from it. For example,
stock buyers obtain shares at a price in order to resell them later in (hopefully) higher
prices; network users buy music files for their own pleasure, or possibly resell them
afterwards for their own profit. Assume the existence of a (private) utility function per
individual, encoding the degree of their satisfaction. It is expected that each individual
attempts to maximize his/her own degree of satisfaction, and does not care about other
measures of the system, such as cumulative satisfaction of the individuals participating
in this market (usually called the system-optimum objective), or fairness among the
individuals’ satisfaction degrees. The individuals participating in an exchange of goods,
have to decide which goods to offer and at which price. Then they can choose whether
or not to buy some of these goods offered by their opponent.

Two quite interesting approaches for studying such systems are the following: Either
we study a dynamical system in which we consider an infinite chain of random clashes
of pairs of individuals (each describes an exchange of goods) and check whether this
system (given the adaptation rule of the individuals’ policies) will converge to a sta-
ble state, or we consider a snapshot of the whole system and then consider that all the
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individuals will have unlimited computational power and try to do their best in a si-
multaneous action of claiming and selling arbitrary numbers of shared goods from each
other. The former approach is well described by an evolutionary game: individuals keep
buying goods for which they believe their prices to be low, and keep raising prices of
goods that they own, and which (they believe that) they can still resell at a higher price.
The latter approach is a typical instance of a congestion game: The more a good (seen
as a resource) is claimed by individuals, the higher its price will be set (this is usually
called the congestion effect). Individuals may claim service by a subset of resources
from a collection of subsets of resources that would be satisfactory for them. The goal
is for each individual to get a satisfactory subset of resources at the lowest possible cost.

This report aims to shed some light to the usefulness of a relatively new but vastly
growing front of research in computer science that strongly intersects with (both non-
cooperateive and evolutionary) game theory, to the study of mainly algorithmic ques-
tions concerning (dynamically changing) large-scale systems of interacting entities that
demonstrate some kind of selfish behaviour. Our case study in this work is a large-scale
system where entities of possibly conflicting interests interact for the exploitation of
shared resources (seen as common goods). Paradigms of this kind are the Internet it-
self, high-level P2P systems where humans, programmes and machines have to interact,
or electronic markets where the users themselves exchange goods.

Game theory provides us with concepts describing the stable states to which the
players may end up (the Nash equilibria), or the performance degradation of the system
due to lack of coordination among the individuals (quantified by the price of anarchy).
Moreover, the notions of game design principles (eg, taxation) assure that players will
eventually end up in equilibria that are also “socially acceptable”. Evolutionary game
theory studies the persistence of stable states to (temporal) irrational behaviour of a
small portion of the players, ie, the invasion of erratic strategies to a stable state, and
the eventual elimination of such strategies and return to the previous stable state.s

Non-Cooperative vs Evolutionary Game Theory. Non-cooperative game theory is
the study of interactive decision making, ie, those involved in the decisions are affected
not only by their own choices but also by the decisions of others. This study is guided by
two principles: (1) the choices of players are affected by well-defined (and not chang-
ing) preferences over outcomes of decisions, and (2) the layers act strategically, ie, they
take into account the interaction between their choices and the ways other players act.

The dogma of non-cooperative game theory is the belief that players are considered
to be rational and this rationality is common knowledge to all the players. This common
knowledge of rationality gives hope to some equilibrium play: Players use their equi-
librium strategies because of what would happen if they had not. The point of departure
for evolutionary game theory is the view that the players are not always rational, due to
either limited computational capabilities, or limited knowledge of other players’ nature
(eg, due to privacy constraints). In evolutionary games, “good” strategies emerge from
a trial-and-error learning process, in which players discover that some strategies per-
form better than others. The players may do very little reasoning during this process.
Instead, they simply take actions by rules of thumb, social norms, analogies for simi-
lar situations, or by other (possibly more complex) methods for converting stimuli into
actions. Thus, in evolutionary games we may say that the players are “programmed” to
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adopt some strategies. Typically, the evolution process deals with a huge population of
players. As time proceeds, many small games are played (eg, among pairs of players
that “happen” to meet). One then expects that strategies with high payoffs will spread
within the population (by learning, copying successful strategies, or even by infection).

Indeed, evolutionary games in large populations create a dynamic process, where the
frequencies of the strategies played (by population members) change in time because
of the learning or selection forces guiding the individuals’ strategic choices. The rate
of changes depends on the current strategy mix in the population. Such dynamics can
be described by stochastic or deterministic models. The subject of evolutionary game
theory is exactly the study of these dynamics. A nice presentation of evolutionary game
dynamics is [10]. For a more thorough study the reader is referred to [3]. Numerous
paradigms for modeling individual choice in a large population have been proposed in
the literature. For example, if each individual chooses its own strategy so as to optimize
its own payoff (“one against all others” scenario) given the current population state (ie,
other individuals’ strategies), then the aggregate behaviour is described by the best-
response dynamics [14]. If each time an arbitrary individual changes its strategy for
any other strategy of a strictly better (but not necessarily the best) payoff, then the
aggregate behaviour is described by the better-response dynamics or Nash dynamics
[18]. In case that pairs of individuals are chosen at random (repeatedly) and then they
engage in a bimatrix game (“one against one” scenario) whose payoff matrix determines
the gains of the strategies adopted by them, then we refer to imitation dynamics, the
most popular version of which is the replicator dynamics[20].

If we allow sufficient time to pass, then the global “state” of the whole population
will respond to the forces of selection/learning by either self-organizing and approach-
ing a seemingly stationary state, or by leading to complicated behaviour, such as chaos.
In fact, chaos is a very realistic possibility, appearing even in seemingly very simple
systems. One of the goals of evolutionary game theory is to characterize those cases
where such chaotic behaviour does not occur. In the “fortunate” cases where the be-
haviour of the system is self-organizing and approaches some stationary configuration,
we start to wonder how does this configuration “looks like”. One major question here is
whether the stationary configuration is “structurally stable”. One can easily understand
non-stable stationary states by checking whether an (sufficiently small) perturbation in
the specification of the system can completely alter the properties of the stationary state.

Not surprisingly, evolutionary game processes that converge to stable states have the
property that those states are also self-confirming equilibria (eg, Nash equilibria). This
is one of the most robust results in evolutionary game theory, the “folk theorem” that
stability implies Nash equilibrium. In fact, one of the key concepts in the study of evo-
lutionary games is that of the Evolutionary Stable Strategies (ESS), which are nothing
more than Nash Equilibria together with an additional stability property, interpreted as
follows: If an ESS is established and if a (small) proportion of the population suddenly
adopts some mutant behaviour, then the process of selection/learning will eliminate the
mutant behaviour, ie it will be able to withstand the pressures of mutation and selection.

It should be obvious by the above discussion that evolutionary game theory is a very
suitable framework for the study of self-organization. The framework draws on the rich
tradition of game theory. It is mathematically precise and rigorous; it is general enough
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to be applied in many example areas such as biology and species evolution, infection
and spread of viruses in living populations or in the Internet, self-stabilization codes
in distributed computing, etc. We would like to especially stress the suitability of such
a theory for the study of self-stabilizing distributed protocols (eg, Dijkstra). However,
evolutionary game theory will become much more useful if we can efficiently handle
its mathematical models. For example, suppose that we adopt a dynamic model for the
strategic evolution of a population. How efficiently (if ever) can we answer the model’s
long-run behaviour? Can we predict that an evolutionary game process will stabilize,
say, to an ESS? Even more, given the simple games that the population members play
(ie, their payoffs) and given the description of the adaptation and learning forces, can
we claim that such an evolutionary game process will indeed have any ESS? Can we
compute how this ESS will look like, in the case of an affirmative answer?

Till now, the prime concern of evolutionary game mathematicians has been to un-
derstand the dynamics of evolutionary games (usually via tools of the rich field of non-
linear differential equations). We propose here a complementary concern: namely, the
precise characterization of the computational complexity of the question of convergence
in such games. This concern is tightly coupled with the quest for efficient techniques
by which one can predict the long-term behaviour of evolutionary systems, or compute
the precise structure and properties of the equilibria involved. Such an algorithmic ex-
amination may in addition allow for the understanding of how the environment of the
population (its graph of allowable motions of players, its constraints on how players
meet, etc) affects the evolution. It may also allow for efficient comparison of the the
evolution trajectories of two phenomenally different evolving populations.

The proposed blend of the algorithmic thought with evolutionary game theory, in
fact, intends even to highlight design rules for self-organizing systems and to comple-
ment the older experimental, simulations-based approach, with efficient computational
ways that calculate the impact of such design rules. A good example here is the rigorous
computation of the speed of convergence for such self-organizing evolutionary systems.
For such a problem, several paradigms of the algorithmic thought may become handy.
Such a paradigm is that of the rapid mixing of discrete stochastic combinatorial pro-
cesses and its implications on the efficient approximate enumeration of the cardinality
of the stationary state space. The purpose of this paper is exactly to propose this algo-
rithmic view of evolutionary game theory; we do so, by discussing some concrete open
problems and areas of research.

2 Some Key Notions of Non-cooperative Games

Non-cooperative Games and Equilibria. We restrict our view to the class of finite
games in strategic form. More precisely, let I = {1, 2, . . . n} be a set of players, where
n is a positive integer. For each player i ∈ I , let Si be her (finite) set of allowable
actions, called the action set. The deterministic choice of an action si ∈ Si by player
i ∈ I , is called a pure strategy for i. A vector s = (s1, . . . , sn) ∈ ×i∈ISi, where
si ∈ Si is the pure strategy adopted by player i ∈ I , is called a pure strategies profile
or a configuration of the players. The space of all the pure strategies profiles in the
game is thus the cartesian product S = ×i∈ISi of the players’ action sets (usually
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called the configuration space). For any configuration s ∈ S and any player i ∈ I ,
let πi(s) be a real number indicating the payoff to player i upon the adoption of this
configuration by all the players of the game. In economics, the payoffs are, eg, firms’
profits, while in biology they may represent individual fitness. In computer networks,
where the players are users (eg, exchanging files), the payoff may be the opposite of a
user’s delay, when her data travel from a source to a destination in the network.

The finite collection of the real numbers {πi(s) : s ∈ S} defines player i’s payoff
function. Let π(s) = (πi(s))i∈I be the vector function of all the players’ payoffs. Thus,
a strategic game is described by a triplet Γ = (I,S,π) where I is the set of players, S
is their configuration space and π is the vector function of all the players’ payoffs.

A mixed strategy for player i ∈ I is a probability distribution (as opposed to a
deterministic choice that is indicated by a pure strategy) over her action set Si. We
may represent any mixed strategy as a vector xi = (xi(si,1),xi(si,2), . . . ,xi(si,mi)),
where mi = |Si|, ∀j ∈ [mi]1, si,j ∈ Si is the jth allowable action for player i,
and xi(si,j) is the probability that action si,j is adopted by player i. In order to sim-
plify notation, we shall represent this vector as xi = (xi,1,xi,2, . . . ,xi,mi). Of course,
∀i ∈ I,

∑
j∈[mi] xi,j = 1 and ∀j ∈ [mi], xi,j ∈ [0, 1]. Since for each player

i all probabilities are nonnegative and sum up to one, the mixed strategies set of

player i is the set Δi ≡
{
xi ∈ IRmi

≥0 :
∑

j∈[mi] = 1
}

. Pure strategies are then just spe-

cial, “extreme” mixed strategies in which the probability of a specific action is equal
to one and all other probabilities equal zero. A mixed strategies profile is a vector
x = (x1, . . . ,xn) whose components are themselves mixed strategies of the players,
ie, ∀i ∈ I, xi ∈ Δi. We denote by Δ = ×i∈IΔi ⊂ IRm the cartesian product of mixed
strategies sets of all the players, which is called the mixed strategies space of the game
(m = m1 + · · ·+ mn).

When the players adopt a mixed strategies profile x ∈ Δ, we can compute
what is the average payoff, ui, that player i gets (for x) in the usual way: ui(x) ≡∑

s∈S P (x, s) · πi(s) where, P (x, s) ≡ ∏
i∈I xi(si) is the occurrence probability of

configuration s ∈ S wrt the mixed profile x ∈ Δ. This (extended) function ui : Δ 
→ IR
is called the (mixed) payoff function for player i.

Let us indicate by (xi,y−i) a mixed profile where player i adopts the mixed strategy
xi ∈ Δi and all other players adopt the mixed strategies that are determined by the
mixed strategies profile y ∈ Δ. This notation is particularly convenient when a single
player i considers a unilateral “deviation” xi ∈ Δi from a given profile y ∈ Δ. One of
the cornerstones of game theory is the notion of Nash Equilibrium (NE in short) [17]:

Definition 1. A best response of player i to a mixed strategies profile y ∈ Δ is any
element of the set Bi(y) ≡ argmaxxi∈Δi {ui(xi,y−i)} (usually called the best re-
sponse correspondence of player i to the profile y). A Nash Equilibrium (NE) is any
mixed strategies profile y ∈ Δ having the property that, ∀i ∈ I , yi is a best response
of player i to y. That is, ∀i ∈ I, yi ∈ Bi(y).

The nice thing about NE is that they always exist in finite strategic games:

Theorem 1 ([17]). Every finite strategic game Γ = (I,S,π) has at least one NE.

1 For any integer k ∈ IN, [k] ≡ {1, 2, . . . , k}.
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Symmetric 2-Player Games. The subclass of symmetric 2-player games provides the
basic setting for much of the evolutionary game theory. Indeed, many of the important
insights can be gained already in this (special) case.

Definition 2. A finite strategic game Γ = (I,S,π) is a 2-player game when I =
{1, 2}. It is called a symmetric 2-player game if in addition, S1 = S2 and ∀(s1, s2) ∈
S,π1(s1, s2) = π2(s2, s1).

Note that in the case of a 2-player strategic game, the payoff functions of Γ can be
represented by two |S1| × |S2| real matrices Π1,Π

T
2 such that Π1[i, j] = π1(si, sj)

and Π2[j, i] = π2(sj , si), ∀(si, sj) ∈ S. For any mixed profile x = (x1,x2) ∈ Δ, the
expected payoff of player 1 for this profile is u1(x) = x1

T Π1x2, while that of player 2
is u2(x) = x2

T Π2x1. In a symmetric 2-player game Π = Π1 = ΠT
2 and thus we can

fully describe the game by common action set S and the payoff matrix Π of the row
player. Two useful notions of 2-player games are the support and the extended support:

Definition 3. In a 2-player strategic game Γ = ({1, 2},S,π), the support of a mixed
strategy x1 ∈ Δ1 (x2 ∈ Δ2) is the set of allowable actions of player 1 (player 2)
that have non-zero probability in x1 (x2). More formally, ∀i ∈ {1, 2}, supp(xi) ≡
{j ∈ Si : xi(j) > 0}. The extended support of a mixed strategy x2 ∈ Δ2 of
player 2 is the set of pure best responses of player 1 to x2. That is, extsupp(x2) ≡
{j ∈ S1 : u1(j,x2) ∈ maxx1∈Δ1{u1(x1,x2)}}. Similarly, the extended support of a
mixed strategy x1 ∈ Δ1 of player 1, is the set of pure best responses of player 2 to x1.
That is, extsupp(x1) ≡ {j ∈ S2 : u2(x1, j) ∈ maxx2∈Δ2{u2(x1,x2)}}.
The following lemma is a direct consequence of the definition of a Nash Equilibrium:

Lemma 1. If (x1,x2) ∈ Δ is a NE of a 2-player strategic game, then supp(x1) ⊆
extsupp(x2) and supp(x2) ⊆ extsupp(x1).

Proof. The support of a strategy that is adopted by a player is the set of actions which
she adopts with positive probability. At a NE (x1,x2) ∈ Δ, each player assigns positive
probability only to (not necessarily all the) actions which are pure best responses to the
other player’s strategy. On the other hand, the extended support of, say, x2 is exactly
the set of all the actions (ie, pure strategies) of player 1 that are best responses to x2,
and vice versa. That is, supp(x1) ⊆ extsupp(x2) and supp(x2) ⊆ extsupp(x1).

When we wish to argue about the vast majority of symmetric 2-player games, one
way is to assume that the real numbers in the set {Π [i, j] : (i, j) ∈ S} are independently
drawn from a probability distribution F . For example, F can be the uniform distribution
in an interval [a, b] ∈ IR. A typical symmetric 2-player game Γ is then just an instance
of the implied random experiment, described in the following definition.

Definition 4. A symmetric 2-player game Γ = (S,Π) is an instance of a (symmetric 2-
player) random game wrt the probability distribution F , if and only if for all (si, sj) ∈
S, Π [i, j] is an iid random variable drawn from F .

Definition 5. A strategy pair (x1,x2) ∈ Δ2 for a symmetric 2-player game Γ =
(S,Π) is a symmetric Nash Equilibrium, if and only if (1) (x1,x2) is a NE for Γ ,
and (2) x1 = x2.
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Not all NE of a symmetric 2-player game need be symmetric. However it is known that
there is at least one such equilibrium:

Theorem 2 ([17]). Every symmetric 2-player game has at least one symmetric Nash
Equilibrium.

3 Evolutionary Games and Stable Strategies

We will now restrict our attention to symmetric 2-player strategic games. So, fix a sym-
metric 2-player strategic game Γ = (S,Π), for which the mixed strategies space is
Δ2. Suppose that all the individuals of a large population are programmed to play the
same (either pure or mixed) incumbent strategy x ∈ Δ, whenever they are involved
in the game Γ . Suppose also that a small group of invaders appears in the population.
Let ε ∈ (0, 1) be the share of invaders in the postentry population. Assume that all the
invaders are programmed to play the (pure or mixed) strategy y ∈ Δ whenever they are
involved in Γ .

Pairs of individuals in this dimorphic postentry population are now repeatedly
drawn at random to play always the same symmetric 2-player game Γ . If an individual
plays, the probability that her opponent will play strategy x is 1− ε and that of playing
strategy y is ε. This is equivalent with a match with an individual who plays the mixed
strategy z = (1 − ε)x + εy. The postentry payoff to the incumbent strategy x is then
u(x, z) and that of the invaders’ is just u(y, z) (u = u1 = u2). Intuitively, evolutionary
forces will select against the invader if u(x, z) > u(y, z).

Definition 6. A strategy x is evolutionary stable (ESS in short) if for any strategy
y �= x there exists a barrier ε̄ = ε̄(y) ∈ (0, 1) such that ∀0 < ε ≤ ε̄, u(x, z) > u(y, z)
where z = (1− ε)x + εy.

One can easily prove the following characterization of ESS, which sometimes appears
as an alternative definition:

Proposition 1. Let x ∈ Δ be a (mixed in general) strategy profile that is adopted by the
whole population. Then, x is an evolutionary stable strategy, if and only if x satisfies
the following properties, ∀y ∈ Δ \ {x}:

[P1] u(y,x) ≤ u(x,x) [P2] If u(y,x) = u(x,x) then u(y,y) < u(x,y).

Observe that the last proposition implies that an ESS x ∈ Δ implies a symmetric Nash
Equilibrium (x,x) ∈ Δ2 of the underlying symmetric 2-player strategic game Γ (due
to [P1]), and has to be strictly better than any invading strategy y ∈ Δ \ {x}, against y
itself, in case that y is a best-response strategy against x in Γ (due to [P2]).

Definition 7. A mixed strategy x ∈ Δ is completely mixed iff and only if supp(x) = S
(that is, it assigns to all the allowable actions non-zero probability).

It is not hard to prove the following lemma:

Lemma 2 (Haigh 1975, [9]). If a completely mixed strategy x ∈ Δ is an ESS, then it
is the unique ESS of the evolutionary game.
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Let Pk ≡ {(v1, . . . , vk) ∈ IRk
≥0 :

∑
i∈[k] vi = 1} be the k−dimensional simplex.

Fix an evolutionary game with an action set S = [n] for the players, and a payoff
matrix U . For any non-negative vector x ∈ Pk for some k ∈ IN, let Yx ≡ Pk \{x}. The
following statement, proved by Haigh, is a necessary and sufficient condition of a mixed
strategy s ∈ Pn being an ESS, given that (s, s) is a symmetric NE of the symmetric
game Γ = (S,U).

Lemma 3 (Haigh 1975, [9]). Let (s, s) ∈ Pn×Pn be a symmetric NE for the symmet-
ric game Γ = (S,U) and let M = extsupp(s). Let also x be the projection of s on M ,
and C the submatrix of U consisting of the rows and columns indicated by M . Then s
is an ESS if and only if ∀y ∈ Yx, (y − x)T C(y − x) < 0.

Population Dynamics. A simple way to think about the evolution of a population
whose members play a 2-player game whenever they meet, is to consider the “state”
of the population at time t to be a vector x(t) = (x1(t),x2(t), . . . ,xm(t)), where
S = {1, 2, . . . , m} is a set of allowable actions, individuals are only allowed to adopt
pure strategies in S, and xi(t) is the population share playing strategy i ∈ S at time (ie,
round) t.

Let’s assume that when two individuals meet, they play the symmetric 2-player
game Γ = (S,Π), where Π = Π1 = ΠT

2 . We can interpret for example the payoff
value Π1[i, j] as the number of offsprings of the individual that played strategy i, against
an individual who played strategy j. (Similarly, Π2[i, j] = Π [j, i] is the number of
offsprings of the individual playing strategy j, against an individual playing strategy
i). How are the generated offsprings programmed? There are various ways to define
this. For example, they may play the same strategy as their parents. Then, we have a
particular kind of dynamics (usually called the replicator dynamics). Of course, for the
model to be complete, one has to say how often they are selected from the population.

In general, such a way of thought usually results in defining x(t) via either a
stochastic process, or via a system of differential equations describing its rate of change
(that is, ẋ(t) = f(x(t), t), where f is usually a non-linear deterministic function). Then
the model becomes a sample of a vast variety of dynamical system models and one can
study its evolution by finding how x(t) changes in time. It is not hard to modify these
models in order to capture effects like noise, random choice of the strategy y to play, or
some particular rule of “learning” which are the good strategies, based on the payoffs
that the individuals get (and perhaps, some desirable payoff values that act as thresholds
for changes in strategy). For more details, we recommend that the interested readers
have a look at [10,21].

4 Congestion Games

In this section our aim is to present recent developments in a broad class of non-
cooperative games, which is of great interest: the congestion games. As already men-
tioned in the introduction, such games can describe very well snapshots of our dynam-
ical (large-scale) system of selfish entities and resources.

A congestion game Γ can be described by a tuple 〈N, E, (wi)i∈N ,
(Si)i∈N , (de)e∈E〉 where N is the set of (non-cooperative) selfish players, E is
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the set of shared resources, ∀i ∈ N, wi is player i’s demand for service (ie, how
many stock shares would be required, how long is the music file requested from the p2p
system, etc), ∀i ∈ N, Si ⊆ 2E is the collection of all possible subsets of resources that
satisfy player i (called its action set), and ∀e ∈ E, ce : ×i∈NSi 
→ IR is the charging
function (per player that wants to use it) of resource e, which is non-decreasing on the
cumulative congestion caused to it by the players.

Existence and Construction of Nash Equilibria. There are possibly many questions
that might be of interest in congestion games. We already know since the early 1950s
that every finite strategic game has at least one NE. But what if in our system there is
no interest by the players for mixed strategies? For example, an individual in a market
will eventually have to decide whether to buy a share or not, rather than decide which
(bunches of) shares to request according to some probability distribution on his/her
action set. In such situations it is of great interest to be able to decide whether there is a
NE in pure strategies (PNE in short), ie, a pure strategies profile that is a NE.

This has been answered for unweighted congestion games (ie, all players’ demands
for service are identical), no matter what kind of charging functions are adopted by the
resources [18]:

Theorem 3. Any unweighted congestion game has at least one Pure Nash Equilibrium.

The main argument for this is the essential equivalence of the unweighted congestion
games with a very important class of strategic games (which always possess at least one
PNE): the (exact) potential games (see [16]).

On the other hand, [7,13] have proved that there are very simple instances of
weighted congestion games with linear and 2−wise linear2 charging functions of the
resources, that possess no PNE. For the case of congestion games on networks of re-
sources with linear delay functions it has been proved [7,8]) that there is at least one
PNE, which can be constructed in pseudo-polynomial time.

If we are interested for the construction of an arbitrary NE, it is still not known
whether there is a polynomial–time for constructing such an equilibrium, even for the
simplest case of a finite strategic game with 2 players. Indeed, this (the construction of
an arbitrary NE in a finite strategic game) is considered to be, together with factoring,
one of the most important problems at the boundary of P and NP.

Measuring the Performance of a Game. Beyond the study on the construction of NE
profiles in a strategic game, another very important aspect, especially for the designer
of the game, has to do with the quality of the game. Indeed, there is usually a measure of
the whole system’s performance for each profile chosen by the players. We consider that
this measure of system performance is depicted by a function SC : ×i∈NSi 
→ IR when
considering pure strategies profiles, that we call the social cost function. For the case
of mixed strategies profiles (where the players adopt probability distributions according
to which they choose their action independently of other players’ choices), the system’s
measure is given by the expected value of the social cost function. For simplicity we
denote this by SC(p) where p is the mixed strategies profile adopted by the players.

2 By this term we mean the maximum or the minimum of two linear functions.
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The social optimum of the game is the minimum (over all possible configurations
of the players) social cost: OPT (Γ ) = min�∈×i∈N Si {SC()}. The quality of the
game Γ is then measured by the price of anarchy (PoA in short) [12]: PoA(Γ ) =
maxp∈NE(Γ )

{
SC(p)

OPT (Γ )

}
. There are various measures of performance in a congestible

system of resources. For example, we might be interested in optimizing the average
satisfaction of the players participating in the game. This is achieved by the utilitarian
measure of performance, ie, by setting as social cost (to be minimized) the sum of the
players’ costs. A thorough study has been conducted for this measure of performance,
especially in the case of an infinite number of players with negligible service demands.
For more details the reader is referred to [19] and the references therein.

On the other hand, if we are interested in studying the fairness of the produced so-
lution, then we would like to optimize the maximum-to-minimum satisfaction of the
players. This is achieved by setting as a social cost the expected value maximum cost
paid among the players, which should be as small as possible. This model has been
studied mainly for the case of players with non-negligible, unsplittable service de-
mands, ie, each player has to eventually be served by a unique action from its set of
allowable actions. Especially in the case of congestion games on parallel links with

linear resource delays, the price of anarchy is known to be Θ
(

log m
log log m

)
for identi-

cal players ([12,15] or Θ
(

log m
log log log m

)
for players with varying demands [4] (m is

the number of resources). For congestion games whose resources comprise an arbitrary
network, it has been shown that the price of anarchy can be unbounded for very simple
networks ([19,7]). For congestion games among players of identical demands on net-
works of linear delays, as well as among players of varying demands but on a special
class of (single–commodity) networks, it has been shown [7,8] that the PoA is again

Θ
(

log m
log log m

)
.

Constructing Good Games. A very interesting and quite challenging aspect is how to
set the rules of a game in such a way that the measure of its performance, ie, the price
of anarchy is as small as possible. There have been several proposals to this direction
in the literature. One of the more challenging ideas is for the system designer to change
the charging functions of the resources so as to induce socially optimal profiles as the
only Nash Equilibrium for the players. In particular, we would be interested to set an
additive toll τe ∈ IR≥0 per resource in a congestion game so that, if the players consider
as charging function of each resource e the function de() + te then the worst possible
social cost (measured according to the original game) of a NE in the new game would be
strictly less than that of the original game, and ideally equal to the social optimum of the
original game. It is well known that for the case of identical players with splittable (and
negligible) service demands, the marginal cost tax τ∗

e = θe() · de() induces the
social optimum (wrt the utilitarian social cost) as the only NE of the game [1] (θe()
is the cumulative congestion on resource e according to the configuration  of the
players). On the other hand, recent development shows that we can compute (via linear
programming) the right tolls for inducing the socially optimum profile as the unique
NE even when the players value resource charging and taxes differently in polynomial
time [2,5,6,11].
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Abstract. The development of efficient Quality of Service (QoS) routing
algorithms in high speed networks is very difficult since divergent services
require various quality conditions. If the QoS parameter we concern is
to measure the delay on that link, then the routing algorithm obtains
the Least Delay (LD) path. Meanwhile, if the parameter is to measure
of the link cost, then it calculates the Least Cost (LC) path. The Delay
Constrained Least Cost (DCLC) path problem of the mixed issues on
LD and LC has been shown to be NP-hard. The path cost of LD path
is relatively more expensive than that of LC path, and the path delay
of LC path is relatively higher than that of LD path in DCLC problem.
In this paper, we propose Estimated Path Selection (EPS) algorithm
for the DCLC problem and investigate its performance. It employs a
new parameter which is probabilistic combination of cost and delay. We
have performed empirical evaluation that compares our proposed EPS
with the DCUR in various network situations. It significantly affects
the performance that the normalized surcharge is improved up to about
105%. The time complexity is O(l +nlogn) which is comparable to well-
known previous works.

1 Introduction

The advanced multimedia technology in company with high speed networks
generates a bunch of real-time applications. The significance of real-time trans-
mission has grown rapidly, since high end services such as video conferencing,
demand based services (Video, Music, and News on Demand), Internet broad-
casting, etc. are popularized. This end-to-end characteristic is an important fac-
tor for Quality of Service (QoS) support. Since network users and their required
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bandwidths for applications increase, the efficient usage of networks has been
intensively investigated for the better utilization of network resources.

Unicast routing protocols can be classified into two general types; distance
vector such as routing information protocol (RIP) [7] and link state such as open
shortest path first (OSPF) [13]. The distance vector and the link state routing
protocols are based on Bellman-Ford algorithm and Dijkstra’s shortest path
algorithm [2], respectively. If the parameter we concern is to measure the delay
on that link, then the routing algorithm obtains the Least Delay (LD) path.
Meanwhile, if the parameter is a measure of the link cost, then it calculates the
Least Cost (LC) path. But the path cost of LD path is relatively more expensive
than that of LC path, and the path delay of LC path is relatively higher than
that of LD path. Therefore, it is necessary to negotiate between the cost and the
delay.

For real-time applications, a path delay should be acceptable and also its
cost should be as low as possible. We call it as the Delay Constrained Least
Cost (DCLC) path problem. It has been shown to be NP-hard [6]. Widyono
proposed an optimal centralized delay constrained algorithm, called the Con-
strained Bellman-Ford (CBF) algorithm [19], to solve it. But the CBF is not
practical for large networks due to its exponential running time in worst case.
Salama et al. proposed a polynomial time algorithm called Delay Constrained
Unicast Routing (DCUR) [14].

The path cost which is computed by DCUR is always within 10% from the
optimal CBF [14]. At the current node, the DCUR chooses the LD path when
the LC path is rejected to prevent the possibility of constructing paths that
violate the delay bound. This procedure is simple but if the DCUR frequently
takes the next node by the LD path, then the total cost becomes high. As you
see, the DCLC is desirable to find a path that considers the lower cost and
the acceptable delay together. Even though there is a loss for the cost, two
parameters should be carefully negotiated to reduce the delay. This is because
the adjustment between the cost and the delay for the balance is important.
Hence, we propose Estimated Path Selection (EPS) algorithm for the DCLC
problem and investigate its performance. It employs a new parameter [10] which
is probabilistic combination of cost and delay.

The rest of paper is organized as follows. In Section 2, we state the network
model, the previous algorithms, and the weighted factor algorithm [10]. Section
3 presents details of the proposed algorithm. Then, in Section 4, we analyze and
evaluate the proposed algorithm’s performance based on simulations. We finally
conclude this paper in Section 5.

2 Preliminaries

2.1 Network Model

We consider that a computer network is represented by a directed graph G =
(V, E) with n nodes and l links or arcs, where V is a set of nodes and E is a set
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of links, respectively. Each link e = (i, j) ∈ E is associated with two parameters,
namely link cost c(e) > 0 and link delay d(e) > 0. The delay of a link, d(e), is the
sum of the perceived queueing delay, transmission delay, and propagation delay.
We define a path as sequence of links such that (u, i), (i, j), . . ., (k, v), belongs
to E. Let P (u, v) = {(u, i), (i, j), . . . , (k, v)} denote the path from node u to
node v. If all nodes u, i, j, . . . , k, v are distinct, then we say that it is a simple
directed path. For a given source node s ∈ V and a destination node d ∈ V ,
(2s→d,∞) is the set of all possible paths from s to d. We define the length of
the path P (u, v), denoted by n(P (u, v)), as a number of links in P (u, v). The
path cost of P is given by φC(P ) =

∑
e∈P c(e) and the path delay of P is given

by φD(P ) =
∑

e∈P d(e). (2s→d,Δ) is the set of paths from s to d for which the
end-to-end delay is bounded by Δ. Therefore (2s→d,Δ) ⊆ (2s→d,∞). The DCLC
problem is to find the path that satisfies min{ φC(Pk) | Pk ∈ (2s→d,Δ), ∀k ∈ Λ }
where Λ is an index set.

2.2 Previous Algorithms

Fig. 1 shows an example of the paths obtained by different routing algorithms
to connect source node v0 to destination node v4, with a delay constraint of 29.
Fig. 1(d) shows the path DCUR constructs [14]. DCUR proceeds as follows. The
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(b) Unconstrained least cost path
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(c) Least delay path
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(d) DCUR, Δ : 29

Fig. 1. Paths are constructed by different algorithms from source v0 to destination v4
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source v0 adds the first link on the LC path toward v4, link (v0, v5), after checking
that there exist delay-constrained paths from v0 to v4, that utilize (v0, v5). The
source v0 determines that the first link on its LC path toward v4, link (v0, v5),
cannot be used. This is because the subpath {(v0, v5)} is not part of any delay-
constrained path from v0 to v4. Thus v0 decides to continue via the LD path
direction. It adds the first link in that direction, link (v0, v2). Then node v2 adds
the first link on its LC path toward v4, link (v2, v4), after checking that there
exist delay-constrained paths from v0 to v4 that utilize (v0, v2) and (v2, v4). This
completes the path to the destination.

2.3 The Weighted Factor Algorithm

M. Kim, et al. have recently proposed a unicast routing algorithm [10] that is
based on new factor [8] which is probabilistic combination of cost and delay and
its time complexity is O((l + nlogn)|{ωα}|), where {ωα} is set of weights. The
unicast routing algorithm is quite likely a performance of a kth shortest path
algorithm which has the high time complexity. The following steps explain a
process for obtaining new factor which is introduced in [10].

Steps to calculate the new factor
1. Compute two paths PLD and PLC for the source and a destination.
2. Compute C̄ = φC(PLD)

n(PLD) and D̄ = φD(PLC)
n(PLC)

3. Compute F−1
( 3

2 − φC(PLC)
φC(PLD)

)
and F−1

( 3
2 − φD(PLD)

φD(PLC)

)
i.e., zd

α/2 and zc
α/2. The function F is Gaussian distribution function.

4. Compute postLD = C̄ − zd
α/2

SLD√
n(PLD)

and postLC = D̄ − zc
α/2

SLC√
n(PLC)

S is a standard deviation.
5. Compute Cfct(ω, e) = max{ 1, 1 + (c(e)− postLD) ω

0.5 } and
Dfct(ω, e) = max{ 1, 1 + (d(e)− postLC) 1−ω

0.5 }
6. We obtain the new value, Cfct(ω, e)×Dfct(ω, e), for each link in G.

Table 1. All paths P (v0, v4) for each ω in Fig. 1 and Fig. 2

ω P (v0, v4) for each ω φC φD

LD { (v0, v2), (v2, v7), (v7, v6), (v6, v4) } 50 19

0.0 { (v0, v1), (v1, v2), (v2, v7), (v7, v6), (v6, v4) } 49 21

0.1, 0.2, 0.3, 0.4 { (v0, v1), (v1, v2), (v2, v6), (v6, v4) } 22 23

0.5, 0.6, 0.7, 0.8 { (v0, v1), (v1, v2), (v2, v4) } 14 28

0.9, 1.0 { (v0, v5), (v5, v6), (v6, v2), (v2, v4) } 8 61

LC { (v0, v5), (v5, v6), (v6, v2), (v2, v4) } 8 61

Fig. 2 are good illustrative examples of the unicast routing algorithm [10] that
is based on new weighted factor. A given network topology is G in Fig. 1(a). Link
costs and link delays are shown to each link as a pair (cost, delay). To construct
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(d) ω : 1.0

Fig. 2. The variety of paths for each ω

a path from the source node v0 to the destination node v4, we consider either link
cost or link delay. Fig. 2 shows the paths computed by the new parameter for each
weight ω. As indicated in Table 1, the path cost order is φC(PLC) ≤ φC(Pω:1.0) ≤
φC(Pω:0.7) ≤ φC(Pω:0.3) ≤ φC(Pω:0.0) ≤ φC(PLD) and the path delay order is
φD(PLD) ≤ φD(Pω:0.0) ≤ φD(Pω:0.3) ≤ φD(Pω:0.7) ≤ φD(Pω:1.0) ≤ φD(PLC).

3 The Proposed Algorithm

M. Kim, et al. have recently proposed a unicast routing algorithm, Estimated
Link Selection (ELS), for DCLC problem [9]. Basic idea of ELS is as follows. ELS
computes two paths, PLD and PLC from source s to destination d, and calculates
φD(PLD) and φD(PLC). If φD(PLD) is larger than a given bounded delay Δ,
there exists no path P such that φD(P ) ≤ Δ. And it selects PLD or PLC . If PLC

is selected and φD(PLC) ≤ Δ, then no more path is considered. Otherwise, each
link (i, j) ∈ P , is replaced by a minimum cost path P ′ connecting i and j to
reduce until φD(P ) ≤ Δ. ELS significantly contributes to identify the low cost
and acceptable delay unicasting path and the performance improvement is up
to about 49% in terms of normalized surcharge with DCUR. The performance
of ELS depends on a firstly selected path which is a LD or a LC path. However,
the third path may perform better than the LC or LD path.
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Fig. 3. The ω selection in Table 1

Our proposed algorithm, called Estimated Path Selection (EPS), considers a
variety of paths that are obtained by algorithm in [10]. And EPS finds an weight
ω, which can satisfy a delay constraint Δ. If we have several weights satisfied Δ,
we take the largest weight. Though path delays are same or less than Δ, path
costs are different. Because a path cost is decreasing as a weight is increasing
[10], we choose the largest weight as ω.

A given network topology is G in Fig. 1(a). We assume the function ψ(s, d,ω)
is φD(Pω(s, d)). Fig. 3 shows the weight ω selection. EPS is to find ω, which can
satisfy min{ φC(P ) | P ∈ (2v0→v4 ,Δ) }. EPS selects the weight ‘ω: 0.8’ such
that max{0.5, 0.6, 0.7, 0.8} in Fig. 3. In this way, a delay-constrained path
PEPS(v0, v4) is { (v0, v1), (v1, v2), (v2, v4) }. Fig. 1(d) show the path constructed
by DCUR which is { (v0, v2), (v2, v4) }. φC(PDCUR) = 23 is more expensive than
φC(PEPS) = 14.

Theorem 1. Let s be a source node and d be a destination node. Δ is a delay
constraint. Assume that ψ(s, d,ω) is continuous function. If ∃ path P such
that φD(P (s, d)) ≤ Δ, then EPS always finds ω such that min{Δ − ψ(s, d,ω)
and non negative}.

Proof. Let δ(ω) = Δ be the constant function and ξ(ω) be the continuous func-
tion δ(ω)−ψ(s, d,ω). If ψ is parallel line with δ(ω), then the function ξ is constant
function. So, the function ξ has a minimum. Otherwise, there always exists ωγ

such that ξ′(ωγ − ε) < 0 < ξ′(ωγ + ε) for arbitrary positive real number ε. So,
ξ(ωγ) is locally minimum. Let ωα be the weight such that satisfied min{ξ(ωγ)}
for every γ. Therefore ξ(ωα) is minimum for ξ. EPS takes ω = max{ωα} �
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Theorem 2. Let s be a source node and d be a destination node. Δ is a delay
constraint. If ∃ path P such that φD(P (s, d)) ≤ Δ, then EPS always constructs
a Δ-constrained path.

Proof. By theorem 1, there exists ω such that min{Δ − ψ(s, d,ω)
and non negative}. Hence, we find a Δ-constrained path Pω(s, d). The path
Pω(s, d) must be φD(Pω) ≤ Δ. �

Theorem 3. Let G(V, E) be a given network with |V | = n and |E| = l. Suppose
that an ordered set of weights is {LD, 0, 0.1, . . . , 0.9, 1, LC}. The expected
time complexity of EPS is O(l + nlogn).

Proof. We use the Fibonacci heaps implementation of the Dijkstra’s algorithm
[1]. The time complexity is O(l + nlogn). The cardinality of the set of weights is
13. Because we use the above Dijkstra’s algorithm for each ω, the time complexity
is O(13(l + nlogn)) = O(l + nlogn) for searching 13 paths. Therefore, the total
time complexity is O(l + nlogn). �

4 Performance Evaluation

4.1 Random Network Topology for the Simulation

Random graphs are the acknowledged model for different kinds of networks, com-
munication networks in particular. There are many algorithms and programs,
but the speed is usually the main goal, not the statistical properties. In the last
decade the problem was discussed, for example, by B.M. Waxman (1993) [18],
M. Doar (1993, 1996) [4,5], C.-K. Toh (1993) [17], E.W. Zegura, K.L. Calvert,
and S. Bhattacharjee (1996) [20], K.L. Calvert, M. Doar, and M. Doar (1997)
[3], R. Kumar, P. Raghavan, S. Rajagopalan, D. Sivakumar, A. Tomkins, and
E. Upfal (2000) [12]. They have presented fast algorithms that allow generate
random graph with different properties, similar to real communication networks,
in particular. But none of them have discussed the stochastic properties of gen-
erated random graphs. A.S. Rodionov and H. Choo [15,16] have formulated two
major demands to the generators of random graph: attainability of all graphs
with required properties and the uniformity of their distribution. If the second
demand is sometimes difficult to prove theoretically, it is possible to check the
distribution statistically. The random graph is similar to real networks. The
method uses parameters n - the number of nodes in networks, and Pe - the
probability of edge existence between any node pair.

The details of the generation for random network topologies are as follows.
Let us remark that if a random graph models a random network then this graph
should be connected. Hence, the graph should contain at least a spanning tree.
So, firstly a random spanning tree is generated. As we know, we consider cases
for n ≥ 3. A tree with 3 nodes is unique, and thus we use this as an initial tree.
And we expand to a spanning tree with n nodes. After adjusting the probability
Pe, we generate other non-tree edges at random for the graph based network



Estimated Path Selection for the Delay Constrained Least Cost Path 119

Fig. 4. Graph Generation Algorithm

topology. Let us calculate the adjusted probability P a
e . By P rob{event} denote

a probability of the event. Suppose e is a possible edge between a couple of
nodes, then we have

Pe = P rob{ e ∈ spanning tree } + P rob{ e /∈ spanning tree } · P a
e

Pe =
n− 1

n(n− 1)/2
+ (1− n− 1

n(n− 1)/2
) · P a

e

∴ P a
e =

nPe − 2
n− 2

.

Let us describe a pseudo code for random network topologies. Here A is an
incident matrix, r is a simple variable, and random() is a function producing
uniformly distributed random values between 0 and 1.

4.2 Simulation Results

We now describe some numerical results with which we compare the perfor-
mance for the proposed algorithm. The proposed one is implemented in C++.
We randomly selected a source node and destination node. We generate 10 dif-
ferent networks for each size of given 25, 50, 100, and 200 nodes. The random
networks used in our experiments are the probability of links (Pe) equal to 0.4
and 0.8. A source node and a destination node are picked uniformly. Moreover,
we randomly choose Δ at closed interval [φD(PLD),φD(PLC)]. We simulate 1000
times (10 different networks ×100 trials = 1000).

For the performance comparison, we implement the DCUR [14] and the ELS
[9] in the same simulation environment. We employ the normalized surcharge
δ̄, introduced in [11], of algorithm with respect to the ELS and EPS defined as
follow:

δ̄ =
φC(PDCUR)− φC(Pnew)

φC(Pnew)
× 100 (%) .

As indicated in Fig. 5, it can be easily noticed the EPS is always better
than the DCUR and the ELS. And the δ̄ is 105% and 98% in 200-node network
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(a) Edge probability is 0.4

(b) Edge probability is 0.8

Fig. 5. Results with DCUR

architecture. Also, an interesting result is that the function δ̄ increases as the
number of nodes increases.

5 Conclusion

For distributed real-time applications, the path delay should be acceptable and
also its cost should be as low as possible. It is known as the DCLC path problem.
In this paper, we study the DCLC problem which is NP-hard [6] and propose a
heuristic algorithm, called EPS, by using a new parameter which is probabilis-
tic combination of cost and delay. The new parameter takes in account both
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cost and delay at the same time. We have performed empirical evaluation that
compares our proposed EPS with the DCUR in various network situations. It
significantly contributes to identify the low cost and low delay unicasting path
and the performance improvement is up to about 105% in terms of normalized
surcharge with DCUR. In addition, we would like to extend EPS to routing of
delay-constrained multicast trees.
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Abstract. Recent small-world studies of the global structure of meta-
bolic networks have been based on the shortest-path distance. In this
paper, we propose new distance measures that are based on the struc-
ture of feasible metabolic pathways between metabolites. We argue that
these distances capture the complexity of the underlying biochemical
processes more accurately than the shortest-path distance. To test our
approach in practice, we calculated our distances and shortest-path dis-
tances in two microbial organisms, S. cerevisiae and E. coli. The results
show that metabolite interconversion is significantly more complex than
was suggested in previous small-world studies. We also studied the ef-
fect of reaction removals (gene knock-outs) on the connectivity of the
S. cerevisiae network and found out that the network is not particularly
robust against such mutations.

1 Introduction

Information on both biochemical reactions and enzymatic function of gene prod-
ucts has been made available in databases such as KEGG [6] and MetaCyc [8].
This knowledge has made it possible to analyze and predict genome-scale prop-
erties of metabolism in various organisms.

Two main approaches have been proposed for global analysis of metabolism,
a graph-theoretical one [5,9,1] that focuses on the topology of the metabolic
network, and an approach studying the capabilities of a metabolic network in
steady-state conditions using stoichiometric equations [12,11].

In the graph-theoretical approach, the focus is in identifying node ranks, path
lengths and clustering properties of metabolic network. Considering metabolic
networks just as graphs consisting of nodes and edges and using shortest-path
length as a distance function, it was suggested that metabolic networks in gen-
eral possess the scale-free property: metabolite rank distribution P (k) follows a
power-law P (k) ≈ k−γ , with γ ≈ 2.2 for many organisms [5]. Consequently, the
network contains a small number of hub nodes that connect otherwise distant
parts of the network. Because the average path length in a scale-free network
is relatively short and the network exhibits a high degree of co-clustering, such

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 123–133, 2005.
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network is an example of a so-called small world (see, e.g., [7]). Furthermore,
it was observed that random deletions of metabolites from metabolic networks
have little effect on average path length between metabolites [5]. This served as
a basis for claims that metabolic networks were robust against mutations.

It was quickly noticed, however, that in metabolic networks typical hub
metabolites include energy and redox cofactors (e.g., ATP and NAD) that are
involved with several reactions that may be otherwise non-related. Thus, the
shortest paths between metabolites often were routed through these cofactors,
which can be considered misleading. This observation led to studies correcting
the problem via manually removing the cofactors from the analysis [9] and to the
computational approach by Arita [1] that circumvented the cofactor problem by
looking at atom-level behaviour of metabolic pathways; he suggested that in a
valid metabolic pathway at least one (carbon) atom should be transferred from
the source to the target. Analysis of these atom-level pathways in [1] yielded
for E. coli significantly longer average path lengths than the analysis of [5] or
[9]. However, both analyses consider pathways that transfer only one metabolite
or atom from source to target, and disregard the other metabolites or atoms
involved in the pathway.

In this paper we use stricter criteria for a valid metabolic pathway. Namely,
we require that on a valid pathway all atoms of the target metabolite need to
be reachable from the source. We argue that this definition is biologically more
realistic than the previous definitions described above as the production of a
metabolite via a pathway requires the atoms to be transferred from source to
target and introduce two novel distance measures between metabolites.

We study the structural properties of two high–quality metabolic networks,
the networks of S. cerevisiae and E. coli. We also compare our distance func-
tions against the shortest-path distance function. It turns out that in these two
metabolic worlds the two approaches give quite clearly differing results.

The structure of the paper is as follows. In Section 2, we formalize metabolic
networks, give our distance functions and show how they relate to the shortest-
path distance. In Section 3, we study the computational complexity of these
distances and give algorithms for evaluating them. In Section 4, we present the
results of evaluating these as well as the shortest-path distances for all metabolite
pairs in metabolic networks of two microbial organisms and study the effect of
reaction deletions on the distances of metabolites. Section 5 concludes the article
with discussion.

2 Metabolic Networks, and-or Graphs, and Metabolic
Distances

A metabolic reaction is a pair (I,P ) where I = (I1, . . . , Im) are the m input
metabolites and P = (P1, . . . ,Pn) are the n product metabolites of the reaction.
Each member of I and P belongs to the set M of the metabolites of the metabolic
system under consideration. Note that by this definition a metabolic reaction is
directed and that we omit the stoichiometric coefficients which are not relevant
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for our current study. Bidirectional reactions are modeled by pairs of unidirec-
tional reactions (I,P ) and (P, I). Also note that when applying our theory, we
want to follow how the atoms are transmitted by the reactions and will therefore
omit cofactor metabolites from M , I, and P .

A metabolic network is given by listing the metabolic reactions that form the
network. Let R = (R1, . . . , Rk) be a set of k reactions where each Ri = (Ii,Pi)
for some subsets Ii and Pi of M . The corresponding metabolic graph which we
also call a metabolic network, has nodes M ∪ R and arcs as follows: there is
a directed arc from Mj ∈ M to Ri ∈ R iff Mj ∈ Ii, and a directed arc from
Ri ∈ R to Mj ∈ M iff Mj ∈ Pi. We call the nodes of the network that are in M
the metabolite nodes and the nodes in R the reaction nodes. Figure 1 gives an
example graph in which the reaction nodes are shown as bullets and metabolite
nodes contain abbreviated metabolite names.

A metabolic pathway in a metabolic network is a concept that is used some-
what loosely in biochemistry. It seems clear, however, that it is not sufficient to
consider only simple paths in a metabolic graph. The metabolic interpretation
of the network has to be taken into account: a reaction can operate only if all
its input substrates are present in the system. Respectively, a metabolite can
become present in a system only if it is produced by at least one reaction. We
consider some (source) metabolites to be always present in a system, and denote
these metabolites by A. Therefore, our metabolic network is in fact an and-or-
graph [10] with reactions as and-nodes and metabolites as or-nodes. A similar
interpretation of a metabolic network has been used in a previous study [3].

To properly take into account this interpretation, we need to define distance
measures for metabolite pairs that relate to the complexity of and-or-graphs
connecting the pair. Let us start with reachability from source metabolites A:

– A reaction Ri = (Ii,Pi) is reachable from A in R, if each metabolite in Ii is
reachable from A in R.

– A metabolite C is reachable from A in R, if C ∈ A or some reaction Rj =
(Ij ,Pj) such that C ∈ Pj is reachable from A in R.

We will define metabolic pathways from A as certain minimal sets of reactions
that are reachable from A and produce the target metabolite. To this end, for
any F ⊆ R, we let Inputs(F ) denote the set of the input metabolites and
P roducts(F ) denote the set of the output metabolites of F . Moreover, we denote
by W (A,F ) the subset of R that is reachable from A in F . Hence W (A,F ) is
the reactions in R that can be reached from A without going outside F .

A feasible metabolism from A is a set F ⊆ R which satisfies (i) F = W (A,F ),
that is, the entire F is reachable from A without going outside F itself. Specifi-
cally, a feasible metabolism from A to t is a set F for which it additionally holds
that (ii) t ∈ P roducts(F ).

We then define that a metabolic pathway from A to t is any minimal feasible
metabolism F from A to t, that is, removing any reaction from F leads to
violation of requirement (i) or (ii). Thus, a metabolic pathway is a minimal
subnetwork capable of performing the conversion from A to t.
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Fig. 1. A feasible metabolism (a pathway, in fact) from pyruvate (PYR) to alanine
(ALA). In this network, pyruvate and glutamate (GLU) are combined to produce
alanine. Here, ds(PY R, ALA) = 1, dp(PY R, ALA) = 9, and dm(PY R,ALA) = 10.

Now, different distance measures can be defined. We define the metabolic
distance from A to t to be the size of the smallest metabolic pathway from A
to t. This distance captures the idea that the distance equals minimum number
of reactions in total needed to produce t from A. The production distance from
A to t is the smallest diameter taken over all metabolic pathways from A to
t, where diameter of a metabolic pathway is taken as the length of the longest
simple path in the pathway. Hence, production distance is the minimum number
of sequential (successive) reactions needed to convert A to t. In the following we
restrict ourself to a single source metabolite, that is |A| = 1, to be better able
to compare with shortest-path analysis.

We denote by dp(A, t) the production distance and by dm(A, t) the metabolic
distance from A to t. Moreover, ds(A, t) denotes the standard shortest-path
distance.

It should be immediately clear that these distances satisfy:

Theorem 1. ds(A, t) ≤ dp(A, t) ≤ dm(A, t).

Figure 1 shows a feasible metabolism producing alanine from pyruvate. The
reader can easily verify that this metabolism is in fact a metabolic pathway
according to our technical definition: removal of any reaction would destroy the
integrity of the network. Note that pyruvate is a sufficient precursor to produce
all intermediates in this pathway, and no additional input substrates are needed.

Let us conclude this section by relating the metabolic distance to the shortest-
path distance. The two distances can be seen as two extremes in a continuum
in the following sense. We denote by S the set of auxiliary metabolites that are
available as reaction substrates without explicitly producing them from A. In
metabolic distance, the set S of auxiliary metabolites is empty. Therefore, all
reaction substrates required for the conversion to t need to be produced from
A. Let us now consider gradually extending the set of auxiliary metabolites to
include all metabolite subsets of size 1, 2, 3, . . . , |M |. Let S1 ⊂ S2 ⊂ · · · ⊂M be
any such sequence, and denote by dm,S(A, t) the size of the minimum feasible
metabolism from A to t with S being the set of auxiliary metabolites. It is easy
to see that the distances satisfy

dm,M (A, t) ≤ · · · ≤ dm,S1(A, t) ≤ dm,∅(A, t) = dm(A, t),
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as adding more and more metabolites to the set of auxiliary metabolites can only
decrease the size of the required subgraph. Moreover, from some 1 ≤ � ≤ |M |
onwards the distances equal the shortest-path distance

dm,S�
(A, t) = dm,S�+1(A, t) = · · · = dm,M (A, t) = ds(A, t)

as the length of shortest-path is a lower bound to the size of the feasible sub-
graph and the shortest-path becomes a feasible metabolism when all intermediate
metabolites along the path are reachable.

A B

CD E F

Fig. 2. In this network, metabolic distance dm,S(A, t) = 5 when the set of auxiliary
metabolites S is empty, and dm,S(A,B) = 1 when C ∈ S

3 Algorithms and Complexity

In this section, we discuss computation of the metabolic and production dis-
tances. We then give an algorithm to quickly find a feasible, but possibly nonmin-
imal, metabolism. Unfortunately, exact metabolic distance cannot be computed
efficiently unless P = NP .

Definition 1. (MINIMAL-FEASIBLE-PATHWAY). Given a set of reactions
R, a set of source metabolites A, a target metabolite t and an integer k, is the
metabolic distance dm(A, t) less or equal k?

The intractability of this problem is proven via a reduction from a propo-
sitional STRIPS planning problem PLANMIN that concerns the existence of a
plan from a initial state to a goal state, consisting of at most k operations [2].
We omit the proof due to the lack of space.

Theorem 2. MINIMAL-FEASIBLE-PATHWAY is NP-complete.

This implies that also the special case with |A| = 1 is NP-complete. Next, we
concentrate on calculating lower and upper bounds for the metabolic distance.

Production distance dp(A,Mi) can be computed efficiently with Algorithm
1. Search starts from the source metabolites A and proceeds in breadth-first
order, visiting a reaction node only after all its input metabolite nodes have
been visited, and a metabolite node after any of its producing reaction nodes
has been visited. The production distance to metabolite nodes is stored in table
d and to reaction nodes in table w. The running time is linear in the size of the
network because each metabolite node is put in the queue Q at most once.

Taking advantage of production distances, we can quickly find some feasible
metabolism from A to t with Algorithm 2. The size of this metabolism gives an
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Algorithm 1 Calculate production distances from A to all other metabolites
Input: A set of reactions R, a set of input metabolites A
Output: Pair (d, w), where d[i] = dp(A, Mi) and w[i] = max{dp(A, Mj) | Mj ∈
Inputs(Ri)}
Procedure CalculateProductionDistances(R, A):

1: for all Mi ∈ M do
2: if Mi ∈ A then
3: d[i] ← 0
4: else
5: d[i] ← ∞
6: for all Ri ∈ R do
7: B[i] ← |Inputs(Ri)| % unsatisfied inputs
8: w[i] ← ∞
9: Q : queue

10: Q ← Q ∪ A
11: while Q = ∅ do
12: Mi ← remove first(Q)
13: for all Rj ∈ Consumers(Mi) do
14: B[j] ← B[j] − 1
15: if B[j] = 0 then
16: w[j] ← d[i]
17: for all Mk ∈ Products(Rj) do
18: if d[k] = ∞ then
19: d[k] ← w[j] + 1
20: append(Q, Mk)
21: return (d, w)

Algorithm 2 Find a feasible metabolism from A to t

Input: A set of reactions R, a set of input metabolites A, a target metabolite t
Output: Feasible metabolism G ⊆ R or infeasible if no feasible metabolism exists
Procedure FindFeasibleMetabolism(R, A, t):

1: (d, w) ← CalculateProductionDistances(R, A)
2: if d[i] = ∞ then
3: return infeasible
4: V ← {t} {set of visited metabolites}
5: Q : queue {unsatisfied metabolites}
6: append(Q, t)
7: G ← ∅
8: while Q = ∅ do
9: Mi ← remove first(Q)

10: Rj ← argminRj
{w[j] | Mi ∈ Products(Rj)}

11: G ← G ∪ {Rj}
12: for all Mk ∈ Inputs(Rj) do
13: if Mk /∈ V then
14: append(Q, Mk)
15: V ← V ∪ {Mk}
16: return G
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upper bound d̂m for the metabolic distance dm. The algorithm maintains a list
of unsatisfied metabolites. Initially the list contains only metabolite t. The idea
of the algorithm is to satisfy one unsatisfied metabolite Mi in turn by adding
a reaction to the network that produces Mi. If the metabolite Mi has multiple
producers, a reaction with smallest production distance is chosen, breaking ties
arbitrarily. The running time is again linear.

4 Experiments

To test our definition of metabolic pathway, we studied the genome-scale
metabolic networks of two microbial organisms, namely Saccharomyces cere-
visiae (yeast) [4] and Escherichia coli 1.

We calculated simple path lengths and production distances (Algorithm 1)
in metabolic networks. In addition, we calculated a feasible metabolism for all
metabolite pairs with Algorithm 2 for which such metabolism existed. While
this metabolism is not necessarily minimal, the size of this metabolism gives us
an upper bound for metabolic distance. To concentrate on primary metabolism
and to be able to compare with previous results, we deleted 89 cofactors, such
as energy and redox metabolites, from models. We also removed metabolites
designated as externals and reactions either consuming or producing them.
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Fig. 3. Production distances, upper bounds for metabolic distance given by Algo-
rithm 2 and shortest-path lengths in the metabolic network of S. cerevisiae between
all metabolite pairs sorted in ascending production distance order. Only every tenth
metabolite pair is included to reduce clutter.

Metabolic Distances in Two Metabolic Networks. In S. cerevisiae, we
found that production distance was defined for 23.2% of 154803 metabolite
1 Metabolic network models of S. cerevisiae (iFF708, 1175 reactions) and E.

coli (iJE660a, 739 reactions) were obtained from http://systemsbiology.ucsd.
edu/organisms/



130 E. Pitkänen et al.

pairs2 for which there was a connecting simple path (33.6% for E. coli). Ta-
ble 1 summarizes the results. Average production distance in both networks is
significantly higher than average simple path length, implying that metabolic
distance is higher as well. Results for simple paths only include paths between
metabolite pairs for which a feasible metabolism exists. Figure 3 shows results
for all pairs for which a metabolic pathway exists in ascending production dis-
tance order. We observe that the size of a smallest metabolic pathway is largely
independent of the corresponding shortest-path length.

Table 1. Means and standard deviations (in parenthesis) of shortest-path lengths
(ds), production distances (dp), and upper bounds for metabolic distance (d̂m) given
by Algorithm 2 for S. cerevisiae and E. coli.

Organism ds dp d̂m

E. coli 5.78
(2.30)

14.55
(6.40)

19.06 (12.5)

S. cerevisiae 6.11
(2.40)

16.72
(7.74)

20.34 (11.3)
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Fig. 4. Histograms of production distances, upper bounds for metabolic distance given
by Algorithm 2 and shortest-path lengths for S. cerevisiae

This result demonstrates the shortfall of approaches using simple paths that
do not transfer all atoms from source to target: not nearly all simple paths
can be interpreted as biologically plausible pathways. Analysis based on simple
paths does not take into account the inherent nature of metabolic networks as
a system of chemical reactions. In order to proceed, all substrates of a chemical
reaction must be present in the system. Therefore, since two thirds of metabolite
pairs with a connecting simple path in yeast do not have a connecting metabolic

2 The total of number of pairs is 352242 (cofactors excluded).
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Fig. 5. Histograms of production distances, upper bounds for metabolic distance given
by Algorithm 2 and shortest-path lengths for E. coli

pathway, we claim that previous small world analysis may produce misleading
results.

Furthermore, even if two metabolites can be connected with both a simple
path and a metabolic pathway, the metabolic pathway is much more complex
than the simple path. This can be seen in Figures 4 and 5 which show the his-
tograms of three distances for S. cerevisiae and E. coli, respectively. We can
observe that the upper bound obtained with Algorithm 2 and production dis-
tance together give us, on the average, a good estimate of metabolic distance.
The distribution of simple path lengths follows the normal distribution as ex-
pected. However, the distribution of production distances does not have similar
shape, gradually increasing up to distance of 20 in S. cerevisiae and then de-
scending. In E. coli, production distances are shorter on the average but still
significantly longer than the small world hypothesis would suggest. In particu-
lar, we get the average production distance 14.6 for E. coli which clearly exceeds
the average atom-pathway distance of 8.4 reported in a previous study [1].

Effect of Reaction Deletions to Distances. In addition to calculating pair-
wise distances, we observed the effect of random reaction deletions from the yeast
network to our distances. Reaction deletions simulate knocking out genes with
enzymatic end-products from the genome. Figure 6 shows the effect of deletions
to the number of feasible metabolisms for S. cerevisiae. The ratio of metabolite
pairs connected with a simple path in both the original network and the dele-
tion variant decreased as the number of reaction deletions increased. However,
at the same time, the ratio of connections via feasible metabolisms dropped
more rapidly. This indicates that metabolic network of S. cerevisiae is in fact
more vulnerable to gene knockouts than would be evident just by considering
the simple paths.
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Fig. 6. Robustness of yeast against reaction deletions. The red (upper) curve gives
the relative amount of connections via simple paths that are preserved after n =
0 . . . 1000 deletions. The green curve gives the same quantity for connections via feasible
metabolisms and indicates quite weak robustness. Averages over 100 repetitions.

5 Discussion and Conclusions

In this paper we have proposed distance measures for metabolite distances in
metabolic networks. We argue that these distances have more natural biochem-
ical interpretation than the simple shortest-path distance used in previous re-
search. The shortest-path distance does not always have a direct correspondence
to the inherent difficulty of producing a metabolite from another. The distances
as we defined them take into account the fact that, in order to produce the
target metabolite, all atoms of the target should be reachable from the source
metabolites. Our metabolic distance, in addition, measures the genomic capacity
(in terms of number of enzymes involved) that is required for the conversion.

In addition, we showed that there is a unified way to interpret the metabolic
and shortest-path distances: Metabolic distance is the size of the minimal feasible
metabolism from A to t when no other metabolite than A is available initially.
Shortest-path distance is the size of the minimal feasible metabolism from A to
t when all metabolites required by the reactions along the path are available
at the outset. An interesting further research direction is to study the contin-
uum between the two extremes by allowing some subsets of metabolites to be
available besides source metabolites A, either by allowing some biologically inter-
esting nutrients or conducting more systematic study, looking for possible phase
transitions in the distances as the function of the number of allowed metabolites.

In our experiments we discovered that the average metabolic distance be-
tween pairs of metabolites in the metabolic network of S. cerevisiae is con-
siderably longer than the corresponding shortest-path distance. In E. coli we
observed the average metabolic distance to be longer than average atom-path
distance reported in a previous study. This is because atom-path distance relates
to transforming a single atom between metabolites, while our distance measures
the complexity of total conversion. Also, the distribution of the distances takes
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a different shape: normal-like distribution of the shortest-path lengths is not
reproduced when our more realistic measures are used.

In the second experiment, we studied the effect of random deletions of en-
zymes on metabolite distances. Our simulations show that the metabolic network
of S. cerevisiae may not be as robust to mutations as stated previously.

Another future direction is to make a more comprehensive study on the
effect of reaction deletions on important biological pathways, such as amino acid
production and DNA synthesis. In addition we plan to apply our analysis to
other organisms that have publicly available metabolic network models.
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Abstract. In the particular case we have insertions/deletions at the tail of a 
given set S of n one-dimensional elements, we present a simpler and more 
concrete algorithm than  the one presented in [12] achieving the same worst-

case upper bounds for finger searching queries in ( log / log log )d dΘ  time. 

Furthermore, in the general case where we have insertions/deletions anywhere 
we present a new simple randomized algorithm achieving the same time bounds 
with high probability. 

1   Introduction 

By finger search we mean that we can have a “finger” pointing at a sorted key x when 
searching for a key y. Here a finger is just a reference returned to the user when x is 
inserted or searched for. The goal is to do better if the number d of sorted keys 
between x and y is small. Moreover, we consider finger updates, whenever for 
deletions one has a finger on the key to be deleted, and for insertions, one has a finger 
to the key after which the new key is to be inserted.  

In the comparison-based model of computation Raman [2] has provided optimal 
bounds, supporting finger searches in )(log dO time while supporting finger updates 

in constant time. On the pointer machine, Brodal et al. [1] have shown how to support 
finger searches in (log )O d time and finger updates in constant time. Anderson and 

Thorup [12] presented optimal bounds on the RAM; namely ( log / log log )d dΘ for 

finger search with constant finger updates.  
In this paper, assuming that the insert/delete operations occur at the tail of set S, we 

present a new algorithm based on an implicit Nested Balanced Distributed Tree 

(BDT), which handles finger-searching queries in optimal ( log / log log )d dΘ worst-

case time in a simpler manner than that presented in [12]. Thus our method is easier to 
be implemented. 

In the general case where we have insertions/deletions anywhere we present a new 
randomized algorithm based on application of oblivious on-line simple pebble games 
[2] upon a new 2-level hybrid data structure where the top-level structure is a Level-
Linked Exponential search tree [12] and the bottom level are buckets of sub-
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logarithmic size. Our new randomized method results in the following complexities: 

( log / log log )d dΘ w.h.p. for finger searching queries and O(1) w.h.p. for updates. 

In the following section we review the preliminary data structures. In section 3 we 
review in detail an extended outline of a new simpler than [12] method in case we 
have only insertions/deletions at the end. In section 4 we study the general case we 
have insertions/deletions anywhere constructing the randomized version of [12] 
achieving the same optimal time bounds with high probability. In section 5 we 
conclude. 

2    Preliminary Data Structures 

2.1   Precomputation Tables 

Ajtai, Fredman and Komlos have shown in [4] that subsets of the integers {1,…,n} of 
size polylogarithmic in n can be maintained in constant time so that predecessor 
queries (find the largest i ∈ S such that i≤x) can be performed in constant time. In 
fact, their result is in the cell-probe model of computation; however, on a logarithmic 
word size RAM their functions can be represented by tables that can be incrementally 
precomputed at a cost of O(1) worst-case time and space per operation. The data 
structure occupies space that is linear in the size of the subset. 

2.2   Fusion Tree 

At STOC’90, Fredman and Willard [14] surpassed the comparison-based lower bounds 
for sorting and searching using the features in a standard imperative programming 
languages such as C. Their key result was an (log / log log )O n n time bound for 

deterministic searching in linear space. The time bounds for dynamic searching include 
both searching and updates. Since then, much effort has been spent on finding the 
inherent complexity of fundamental searching problems. 

2.3   Amortized Exponential Search Tree 

In 1996, Anderson [10] introduced exponential search trees as a general technique 
reducing the problem of searching a dynamic set in linear space to the problem of 
creating a search structure for a static set in polynomial time and space. The search time 
for the static set essentially becomes the amortized search time in the dynamic set. He got 

a static structure with ( log )O n search time from Fredman and Willard [14], and thus 

he obtained an ( log )O n time bound for dynamic searching in linear space. Obviously 

the cost for searching is worst-case while the cost for updates is amortized. 

2.4   Beame-Fich (BF) Structure 

In 1999 Beame and Fich [7] showed that )loglog/log( nnΘ  is the exact worst-case 

complexity of searching a static set using polynomial space. Using the above mentioned 



136 S. Sioutas et al.  

exponential search trees, they obtained a fully dynamic deterministic search structure 

supporting search, insert, and delete in ( log / log log )n nΘ  amortized time. 

2.5   Worst – Case Exponential Search Tree 

Finally, in 2000, Anderson and Thorup [12] developed a worst-case version of 

exponential search trees, giving an optimal ( log / log log )O n n worst-case time bound 

for dynamic searching. They also extended the above result to the finger searching 

problem, achieving the same optimal time bound ( log / log log )O d d . The rebuilding 

operations are also very complicated and very difficult to be implemented in a standard 
imperative programming language such as C or C++. 

2.6   BDT Structure 

In a balanced distribution tree the degree of the nodes at level i is defined to be 
( ) ( )itid = , where ( )it  indicates the number of nodes present at level i. This is required 

to hold for 1≥i , while ( ) 20 =d  and ( ) 10 =t . It is easy to see that we also have 

( ) ( ) ( )11 −−= iditit , so putting together the various components, we can solve the 

recurrence and obtain for 1≥i : ( ) ( ) 11 22 2,2
−−

==
ii

itid . One of the merits of this tree is 

that its height is ( )nO loglog , where n is the number of elements stored in it.  

3   A Special Case of Finger Searching 

We consider the case we have only insertions/deletions at the end of the set S, for 
example insert(y)/delete(y) with y >max{∀x∈S} or y=max{∀x∈S}, respectively. We 
build our structure by repeating the same kind of BDT tree-structure in each group of 
nodes having the same ancestor, and doing this recursively. This structure may be 
imposed through another set of pointers (it helps to think of these as different-color 
pointers). The innermost level of nesting will be characterized by having a tree-
structure, in which no more than two nodes share the same direct ancestor. Figure 1 
illustrates a simple example (for the sake of clarity we have omitted from the picture 
the links between nodes with the same ancestor). 

Thus, multiple independent tree structures are imposed on the collection of nodes 
inserted. Each element inserted contains pointers to its representatives in each of the 
trees it belongs to.  

We need now to determine what will be the maximum number of nesting trees that 
can occur for n elements. Observe that the maximum number of nodes with the same 
direct ancestor is d(h-1). Would it be possible for a second level tree to have the same 
(or bigger) depth than the outermost one?  

This would imply that  

1

0
( ) ( )

h

j
t j d j

−

=
<  (1) 
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As otherwise we would be able to fit all the d(h-1) elements within the first h-1 
levels. But we need to remember that d(i)=t(i), thus 

1

0
( 1) ( ) ( 1)

h

j
d h d j d h

−

=
− + < −  (2) 

which would imply that the number of nodes in the first h-2 levels is negative, clearly 
impossible. Thus, the second level tree will have depth strictly lower than the depth of 
the outermost tree. As a consequence, k, which denotes the maximum number of 
nesting of trees that we can have, is itself O(loglogn). 

At each node(leaf) of level i, say Wi, we attach a searching information array 
A[1..d(i)] (L[1..d(i)]), a BF(Wi) structure [7] which stores the elements of the 
respective array and  at each leaf a number of k=O(loglogn) pointers to its respective 
copies at nested levels (see in Figure 1 the pointers from leaf f). Each element of S is 
stored at most in O(loglogn) levels, thus the space of our structure is non-linear, 
O(nloglogn) and the update (insertion/deletion) operation is performed in O(loglogn) 
worst-case time. 

 

Fig. 1. Level-linked, leaf-oriented, nested BDT tree 

In order to achieve linear space and O(1) worst-case update time we use the 
bucketing technique. The essence of the bucketing method is to get the best features 
of these two different structures by combining them into a two-level structure. The 
data to be stored is partitioned into buckets and the chosen data structure for the 
representation of each individual bucket is different from the representation of the 
top-level data structure, representing the collection of buckets (for similar applications 
of this data structuring paradigm see also [8], [9], [2]).  
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More specifically, we partition the elements of the set into contiguous buckets of 
size O(loglogn), with each bucket being represented by the linear list scheme and we 
store the first element of each bucket in the leaf-oriented nested balanced distributed 
tree scheme as the bucket representative. When an item is inserted it is appended to 
the tail of the list implementing the last incomplete bucket. If the size of this bucket 
becomes O(loglogn), then a new bucket is created containing only the inserted 
element, and we spend further O(loglogn) time, in order to insert this element into the 
top-level structure. We have a total of O(n/loglogn) representatives, each of which 
must be inserted at most in O(loglog(n/loglogn))=O(loglogn) nested levels. 
Furthermore, at each of these levels  (leaf-levels) we must update the respective BF 
structures [7] in O(loglog(d(ni))) worst-case time  respectively, where d(ni)  the size 
of the respective array L , at the nith , 1≤ ni≤ O(loglogn), level of nesting  

More precisely the dynamic BF structure requires )loglog/log( nnO amortized 

update time but this special semi-dynamic case of updating implies the following:  

(i) If )loglog/(log)log(log 2

2 NNn <  then the BF structure has only one part, the 
simple static data structure of Anderson [10]. In this case we must execute a number 
of partial rebuilding operations at the right subtrees only of the whole structure, 

ensuring always that these subtrees have size at least 
4 / 5

1
2

n

n
±  and at most 

4 / 5

2
1

n

n
± , as follows. When an update causes a right_subtree to violate this 

condition, we examine the sum of the sizes of that subtree and its immediate neighbor 

which is always a full subtree with 
4 / 5

2
1

n

n
±  elements, transferring the proper 

number of elements from the full neighbor node to the right-most one which we try to 
reconstruct. Until the next reconstruction we have all the time to spread incrementally 
the reconstruction cost, achieving O(1) worst-case time.  Thus, for the O(loglogn) 
levels of  the tree depicted in figure 1 the total amount of update time becomes 
O(loglogn) in the worst-case. 

(ii) If )loglog/(log)log(log 2

2 NNn ≥  

log / log logn n ≥ log log /( 2 log log log ).N N , the BF structure consists of two 

parts. The first part is a x-fast trie of Willard [13] with branching factor 2k and depth u 

which organizes the top ulog21+  levels for a set s≤ n strings with length u, 

(u=2(loglogN)/(logloglogN) .log Nun u ≥≥ ) over the alphabet [0,2k-1]. 

According to [7] this reduces the predecessor and generally the dictionary problem in 
a set of size n from a universe of size N to the respective one in a set of size at most n 

from a universe of size k2 , where 
22log21 2/)(log2/)(log −+ <≤= uu uuNNk , bNku ≤<−− log 1)1(2 2     and 

[ ]kub 1)1(2 2 −−≥  the number of bits we need to construct the appropriate hash func-

tions of Lemma1 and Lemma2 of [7]. These hash functions build the second part of 
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the whole structure that is used for each resulting subproblem. When an 
insertion/deletion at the end occurrs we insert/delete the appropriate hashed values in 
O(1) worst-case time. Hence, for the O(loglogn) levels of  the tree depicted in figure 1 
the total amount of update time becomes again O(loglogn) in the worst-case. 

Due to the fact that )()( 1 ii ndnd =+  at level i, the total amount of update opera-

tions at the appropriate BF structures can be expressed as follows: 

1 1 1(log log( ( ))) (log log( ( ))) (log log( ( ) )) (log log )O d n O d n O d n O n+ + + =L   (3) 

Spreading the total O(loglogn) insertion cost, over the O(loglogn) size of each 
bucket, we achieve an O(1) amortized insertion cost. With the same reasoning as 
above it is easy to prove that the total space is linear. We eliminate the amortization 
by spreading the time cost for the insertion of the representative over the next 
O(loglogn) bucket updates . Due to the fact that we have no a priori knowledge of n, 
we use the global rebuilding technique [3] in order to retain the buckets in within 
O(loglogn) size, where n the current number of elements. 

The question is: does it have has any effect to the search(f,s) query the fact that the 
time, in which the query is done, the incremental process and consequently the 
insertion of the bucket’s representative in all possible nested levels, has not finished 
yet?   

In the following lemma we build the appropriate algorithm and we show that there 
is no possibility of such an effect. 

Theorem 1. The search*(f,s) operation is correct and requires 

( )log log logO d d worst-case time 

 
Proof: Let’s give the new search*(f,s) algorithm. 
rf= representative of bucket in which finger f belongs to. 
rs= representative of bucket in which s belongs to. 
rn=representative of not full bucket 
Search*(f,s) 
1. Begin 
2.  If f, s belong to same bucket (full or not) or s > rn then access directly s  
3.  else  fsearch (rf, rs) /*  this procedure is described next */   
4. End  
 
fsearch (f,s) 
1. Begin  
2.  W =Father(f)  
3.  If s < Aw[right-most] then go to L1 /* f,s have the same parent */ 
4. Else Begin 
5.      Repeat 
6.            W1=Father(W) 
7.            If Aw1[right-most] < s < Aneighbourw1[right-most] 
8.               /*  f,s belong to neighbors nodes W1 and neighbour_W1 respectively */ 
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9.         then   fsearch(left_most_leaf(T neighbour_w1),  s)               
10.         Until  s < Aw1[right-most]  
11.         go to L2   
12.        end 
13.L1: Begin 
14.         j:= -1, f=L[i] /* Find the appropriate nested subtree such as 
15.                                        Father(f) #  Father(s) */ 
16.        Repeat 
17.             j=j+1 

18.         Until   s ≤ A[  i Div 
j22   

j22  + 
j22 ] 

19.     access the (j+1)th copy of f (fj+1) by Following the (j+1)th  pointer from finger 
20.          (leaf) f 
21.     fsearch (fj+1, s)  
22.     End 
23.L2:  Begin  
24.       j:=0 
25.        Repeat 
26.       j:=j+1 
27.       search  for s in BF(Wj) structure /* At each node of the  W1, W2,…..Wk,s  

path search for s at BF(W1),…,BF (Wk) structures respectively */ 
       Until s is found 

28.end 
 

(1) Search*(f,s): According to [4] the statement 2 requires O(1) worst-case time. 
In statement 3 we call the procedure fsearch(f,s) the complexity of which is analyzed 
as follows. 

 (2) fsearch(f,s): When f,s have the same parent (see f,s1 in figure 1), statement 3,  
we must determine the appropriate nested-subtree of O(d) elements in which f,s do 
not belong to the same collection. So, in repeat-loop 14-16 we execute exponential 

steps in order to find an appropriate value j which defines the collection (of 
j22  

elements) in which the distance d(f,s) belongs to and consequently the appropriate 
(j+1)-th pointer from finger (leaf) f to its respective copy fj+1 . Then we call 
recursively the same routine (statement 18). It is obvious that the previous loop 
requires j=O(loglogd) steps due to the fact that the distance d between f and s is at 

least 
j

d 22≥ . From finger f we have a number of k = O(loglogn) pointers, so by 
organizing them in a structure of [4] we can access the (j+1)-th pointer in constant 
time.  If f,s do not have the same parent we execute the repeat-loop of 5-9 statements 
that requires O(loglogd) steps in order to find the nearest common ancestor of f and s, 
W1=nca(f,s). If f,s belong to neighbouring nodes W1 and neighbour_W1  respectively, 
(statement 7) we access the neighbour_W1 node in O(1) time by  following the 
neighbour pointer from W1 to neighbour_W1 and  we call recursively the same search 
routine with new finger, the left-most leaf of the T neighbour_W1 subtree. Otherwise by 
executing the repeat-loop of 22-26 statements, we visit the appropriate search path 
W1, W2,…, Wr,s at each node of which we search for s at BF(Wi) structures, 1≤i≤r 
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and r=O(loglogd), in ))(loglog/)(log( ii wdwdO  worst-case time, where d(wi) the 

degree of node wi.  This can be expressed by the following sum: 

(log log )

1

log ( )

loglog ( )

r O d i

i
i

d w

d w

=

=  
(4) 

 Let L1, Lr the levels of W1 and Wr respectively. Thus, 
lL

wd 2
1 2)( = and 

Lr

wd 2
1 2)( =  

However, d(wr)=O(d), so Lr=O(loglogd). Now, the previous sum can be expressed 
as follows: 

1 1 1

1 1

2 2 log log
............

1 log log log log

L L d d
O

L L d d

+

+ + + =
+

 (5) 

We denote that the recursive calls of statements 8, 18 are executed only once(it’s 
obvious), consequently there is no reason to produce and solve the respective 
recurrence equation, hence, very simply the total time becomes 

T= ( )ddO logloglog .  

4   A Randomized Algorithm with the Same Expected Time Bounds 

Before we get into more detail on the data structures use, we quickly review the 
combinatorial pebble games [2] that lead to the development of the O(1) update time 
data structure.  

According to the definition in [2], pebble games are played between two players, 
namely player I (the increaser) and player D (the decreaser). Both players operate on 
an, initially empty, set of  n piles of pebbles. The game is realized in rounds, each 
round consisting of a move from each player. Player I chooses a pile which he puts a 
pebble, while player D follows by choosing a pile from which to remove a pebble. A 
value M expresses the maximum value of some function on the number of pebbles at 
any point in the game. The objective of I is maximize M, whereas the objective of D 
to minimize it. Raman [2] states that typically, I is the environment and D the data 
structure.  

A special category of pebble games is the so-called Oblivious Pebble Games [2]. In 
this type of game player I reveals his moves one at a time to D, but D keeps his moves 
secret possibly choosing randomization. In this case we are interested either in the ex-
pected value of M or the tails of M’s distribution. Moreover, we typically restrict the 
rounds of the game, since the longer a game is played, the more likely it is that player 
I will come close to approaching his performance in the on-line version of the game 
(for more details you can also see [2]).   

In the Oblivious On-line Discrete Zeroing Game [2] the D-strategy can lead w.h.p. 
to a value of M ∈ O(cloglogn + clogc) for an integer c>1, where n denoted the 
number of moves. Algorithm 1 implements the D-strategy. There is a D-strategy that 
ensures with high probability (p> 1-n-a, for any constant a > 0, for sufficiently large n) 
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that over n moves, M ∈ O(cloglogn + clogc), where c is an integer, c>1. This strategy 
is described from the following algorithm1: 

Algorithm1: Let c > 1 be an integer and 1,...., n non-negative integers such that 

1

n

i
i

cδ
=

= . Then player D, on his move, does the following: 

1. Picks i ∈ {1,…..,n} with probability i / c and sets xi to zero. 
2. Picks i such that xi=maxj{xj} and that zeroes xi.  

For c=O(loglogn), M ∈ O(log2logn) with high probability. Based on D-strategy of 
Algorithm1 we describe our randomized algorithm2: 

Algorithm2: Let n be the maximum number of keys present in the data structure at 
any previous time. We will show that making the buckets be of size O(log2logn) and 
using as top-level the Exponential search tree [11] with level links suffices for our 
purposes, yielding a simple algorithm.  

We define the fullness (b) of a bucket b as in [2]: 
(b)=⏐b⏐/ log2logn. We will ensure that 0.5 ≤ (b) ≤ 2. Also we define the 

criticality of a bucket b to be 
( , ) 1/ log logb n nρ α= 2 2max{0,0.7 log log , 1.8log log }n b b n− − , for an appro-

priately chosen constant . A bucket b is called critical if (b,n) >0. To maintain the 
size of the buckets, every c= loglogn updates, we do the following: 

1. We check the ith bucket, i ∈ {1,…..,n/log2logn}, with probability i / c which 
means that we construct a randomized set of c=O(loglog(n/log2logn))=O(loglogn) 
collections each of which has O(n/log3logn) buckets.  we choose one of these 
collections randomly and then the bucket of the collection above where  i=maxj 
{ j} updates have been occurred. If this bucket has non-zero criticality apply the 
rebalancing transformations of step 3. 

2. We check the most critical bucket and if it has non-zero criticality apply the fol-
lowing rebalancing transformations. 

3.  Split: if (b) > 1.8 split the bucket into two parts of approximately equal size. 
 Transfer: If (b) < 0.7 and one of its adjacent buckets b’ has (b’) ≥ 1 then 
transfer elements from b’ to b. 
 Fuse: If (B) < 0.7 and transferring is not possible, then fuse with an adjacent 
bucket b’. 

It is clear that when a critical bucket is rebalanced, it becomes non-critical. In 
addition to the time required to split/fuse buckets, a bucket rebalancing step may 
require O(loglogn) worst-case time to insert/delete a bucket representative to/from the 
top-level tree. The top-level tree is the worst – case exponential search tree of 
Anderson and Thorup [12] that requires O(loglogn) worst - case update time as a 
result of an excellent combination of a variant of exponential search trees with eager 
partial rebuilding. Since the total work to rebalance a bucket is O(loglogn), we can 
perform it with O(1) work per update spread over the next loglogn updates. In other 
words, if we can permit every bucket to be of size (log2log n̂ ), where n̂  is the 
current number of elements, we can guarantee that between consecutive rebalancing 
operation at the top-level tree [7] there is no possibility for any other such operation to 
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occur and consequently the incremental spread of work is possible. Let p be a finger. 
We search for a key k which is d keys away from p. If p,k belong to the same bucket 
of size O(log2logn), we can access k directly  according to [4]. Else we first check 
whether rk (representative of bucket in which k belongs to) is to the left or right of rp, 
(representative of bucket in which finger p belongs to) say rk is to the right of rp. Then 
we walk towards the root, say we reached node u. We check in 

)logloglog( ddO time according to [12] whether rk is a descendant of u or u’s 

right neighbor. If not, then we proceed to u’s father. Otherwise, we turn around and 
search for k in the ordinary way. 

Suppose that we turn around at node w on height h. Let v be the son of w that is on 
the path to the finger p. Then all descendants of v’s right neighbor lie between the 
finger p and the key k. The subtree Tw is a Worst – case Exponential search tree for d 
elements with height, h=O(loglogd), so, according to [12], the time bound can be 
expressed as follows:  

( )

( )

4 / 5

16 / 25

( ) ( log / log log log / log log

log / log log ...) ( log / log log )

T d O d d d d

d d O d d

= +

+ + =
 

(6) 

Thus, we have proved the following theorem: 

Theorem 5: There is a randomized algorithm with O(1) update time and 

)loglog/log( ddO  for finger searching with high probability. 

5   Conclusions 

In this paper we presented an extended outline of a simpler than eager partial 
rebuilding method of finger searching for the case where we have only 
insertions/deletions at the end matching the worst-case upper bound 

)loglog/log( ddO of  [12].  Finally, based on Oblivious On-line Discrete Zeroing 

Game [2] of Raman we succeeded to limit the buckets in appropriate expected size 
and in combination with the worst-case Exponential search tree [12] as a top-level, we 

achieved )loglog/log( ddO and O(1) with high probability for finger searching 

and update operations respectively. 
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Abstract. In the art gallery problem the goal is to place guards (as few
as possible) in a polygon so that a maximal area of the polygon is covered.
We address here a closely related problem: how to place paintings and
guards in an art gallery so that the total value of guarded paintings is
a maximum. More formally, a simple polygon is given along with a set
of paintings. Each painting, has a length and a value. We study how to
place at the same time: i) a given number of guards on the boundary of
the polygon and ii) paintings on the boundary of the polygon so that the
total value of guarded paintings is maximum. We investigate this problem
for a number of cases depending on: i) where the guards can be placed
(vertices, edges), ii) whether the polygon has holes or not and iii) whether
the goal is to oversee the placed paintings (every point of a painting is
seen by at least one guard), or to watch the placed paintings (at least
one point of a painting is seen by at least one guard). We prove that the
problem is NP-hard in all the above cases and we present polynomial
time approximation algorithms for all cases, achieving constant ratios.

1 Introduction

In the Art Gallery problem, a polygon is given and the goal is to place as few as
possible guards in the polygon, so that a maximal area of the polygon is covered.
This is a well known problem having the variation where a number of guards is
given and the goal is to cover as many points in the polygon as possible. More
variations arise when the polygon has holes and the points that must be covered
lie in general on the boundary of the polygon and of its holes. On the other hand
guards may be realized as vertices (vertex guards) or whole edges (edge guards)
of the polygon ([2,4,5]).

We address here a closely related problem: how to place exhibits like paintings
and guards in an art gallery so that the total value of guarded paintings is a
maximum. More formally, a polygon is given along with a set of paintings. Each
painting has a length and a value. We study how to place simultaneously a given
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number of guards and the paintings on the boundary of the polygon so that the
total value of guarded paintings is maximum.

Some related problems that have been studied: Minimum Vertex/Edge
Point Guard for polygons with (without) holes (known to be APX-hard and
O(log n) approximable [1,6,7]), Minimum Fixed Height Vertex Point Gua-
rd On Terrain (best approximation possible θ(log n) [6,7,8]),
Maximum Weig-hted Clique On Visibility Graph (known to be in P
[11,12,13]), Minimum Clique Partition On Visibility Graph for polygons
without holes (known to be APX-hard and O(log n) approximable [6]). We prove
that our problem is NP-hard and give polynomial time algorithms achieving a
constant approximation ratio, based on a well known greedy algorithm which
approximates the Maximum Coverage problem ([9,10]).

The remainder of this paper is organized as follows: In section 2 we define
the Finest Visibility Segmentation (FVS ) of a polygon and settle that this con-
struction is the finest relevant segmentation with respect to visibility: a FVS
segment cannot be only partly visible from a vertex or an edge. In section 3
we define the Maximum Value Vertex Guard with Painting Placement
problem and prove that the problem is NP-hard. We present a polynomial time
algorithm that achieves a constant approximation ratio and extend the result
for edge guards and polygons with holes. Finally, in section 4 we present the
conclusion.

2 Finest Visibility Segmentation

We start with some preliminary definitions (see figure 1). Let P be a polygon,
a, b ∈ P two points inside P and L,M ⊆ P two sets of points inside P . We say
that point a sees point b, i.e. a and b are mutually visible, if the straight line
segment connecting a and b lies everywhere inside P . Notice that if point a sees
point b then also point b sees point a. We say that the point set L is visible from
the point set M or that M oversees L if for all points that belong to L, there
exist a point that belongs to M , such that the points are mutually visible. Notice
that if M oversees L, it is not necessary for L to oversee M . Finally, we say that
M watches L if there exist a point that belongs to L and a point that belongs to
M such that the points are mutually visible. Notice that if M watches L then
also L watches M .

We are going to describe a method that descritizes the boundary as well as
the interior of any polygon in terms of visibility. Assume any polygon P and
the corresponding visibility graph VG(P ): the visibility graph’s vertex set is the
vertex set of the polygon and two vertices share an edge in the visibility graph if
and only if they are mutually visible in the polygon. By extending the edges of
VG(P ) inside P up to the boundary of P , see figure 2(a), we obtain a set of points
FVS of the boundary of P , see figure 2(b), that includes of course all vertices
of P . An extended edge of VG(P ) generates at most two FVS points and there
are O(n2) edges in VG(P ), so there are O(n2) points in any polygon’s FVS set.
We call this construction the Finest Visibility Segmentation of the polygon P .
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v

u

E

J

Fig. 1. Guards v and u are not mutually visible, guard v oversees edge E and guard u
watches edge J

(a) (b)

Fig. 2. Discretizing the boundary of a polygon

Any open segment (a, b), i.e. a and b are excluded, defined by consecutive FVS
points, is called an FVS segment of P . The following two lemmas settle that a
FVS segment cannot be only partly visible from a vertex or an edge.

Lemma 1. For any vertex v of the polygon P , an open segment (a, b) defined
by consecutive FVS points a, b, is visible by v if and only if it is watched by v.

Proof. Of course if (a, b) is visible from v, then it is watched by v. Suppose now
that (a, b) is watched by v but not overseen by v. Without loss of generality
assume that v sees only (c, d) and cannot see any point between a and c, as well
as, cannot see any point between d and b, see figure 3(a). So there must be an
edge with endpoint vertex u that blocks v’s visibility left of c and another vertex
w that blocks v’s visibility right of d that is vu, vw ∈ VG(P ). The extensions of
vu and vw meet the boundary at c, d respectively, hence c, d ∈ FVS . So a, b
cannot be consecutive FVS points. ��

Lemma 2. For any edge e of the polygon P , an open segment (a, b) defined by
consecutive FVS points a, b, is visible by e if and only if it is watched by e.
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Fig. 3. Any vertex (edge) oversees a FVS segment if and only if watches the segment

Proof. Of course if (a, b) is visible from e, then it is watched by e. Suppose now
that (a, b) is watched by e = (vi, vj) but not overseen by e. The fact that e
watches (a, b) implies that there exist a point c ∈ (a, b) and a point d ∈ e such
that the line segment cd is everywhere inside the polygon, see figure 3(b). Start
now an angular sweep of the line that passes through c and d, around d. If the
sweep reaches b we have overseen all the cb segment, otherwise we stop at the
vertex that belongs to the first edge that blocks d’s visibility to (a, b) (vertex vm

in figure 3(b)). So point d oversees the ce segment and in order to see further
towards b we have to consider points right of d. We start a new angular sweep of
the line that passes through e and d, around vm, that passes through different
positions d′ left of d. Consider the following cases:

– The sweep reaches b so we have overseen all of the cd segment.
– The sweep stops at the vertex that belongs to the first edge that blocks d′’s

visibility to (a, b) (vertex vn or v′n in figure 3(b)). This means that there
is a line segment that starts from d′ passes through the vm and vn (or v′n)
vertices and is everywhere inside P . The latter means that vmvn ∈ VG(P )
and vmvn’s extension intersects P ’s boundary to f , hence f is a FVS point
left of b, so a and b cannot be consecutive FVS points.

– The sweep reaches vi but not b. This means that there is a line segment that
starts from vi passes through vm, intersects (a, b) at f and is everywhere
inside the polygon P . But the latter means that vivm is an edge of the
visibility graph VG(P ) and its extension intersects the boundary of P to
point f , hence f is a FVS point left of b. So a and b cannot be consecutive
FVS points.

Using the exact reasoning we can prove that e oversees also the ac segment. ��
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The above lemmas settle the following:

Theorem 1. The boundary of any polygon P can be effectively descritized in
terms of visibility to O(n2) FVS segments. Any vertex (edge) of P sees a FVS
segment if and only if watches the FVS segment.

In order to find the set of all overseen FVS segments from a polygon vertex v,
namely the FVS (v) set, (using lemma 1) it suffices to pick an arbitrary point p in
every FVS segment. For every selection of p we have to check if vp is everywhere
inside the polygon P . If this is the case, we augment the FVS (v) set with the
relative FVS segment. Notice that the segment inclusion in the polygon can
be effectively checked in polynomial time by simple orientation tests, hence the
construction of the FVS (v) set costs polynomial time.

For the case of the FVS (e) set, that is the set of all overseen FVS segments
from a polygon edge e, (using lemma 2) it suffices to pick an arbitrary point p
in every FVS segment and check if there exists a point p′ ∈ e such that pp′ is
everywhere inside P . This can be done by an angular sweep manner around p,
stopping at the polygon vertices. If there exists a vertex vi (possibly an endpoint
of e) such that the extension of pvi intersects e to p′, we augment the FVS (e)
set with the relative FVS segment. Notice that again the construction of the
FVS(e) set costs polynomial time.

3 The Maximum Value Vertex Guard with Painting
Placement Problem

Given is a polygon P , a set of ordered pairs (x, y) and an integer k > 0. The
boundary of the polygon models the walls of an art gallery while an ordered
pair (x, y) represents a painting with length x and value y. The goal of the
Maximum Value Vertex Guard with Painting Placement problem is
to place k vertex guards as well as place paintings on the boundary of P so
that the total weight of the overseen paintings is maximum. Notice that in the
given set of paintings {(x1, y1), . . . , (xi, yi)}, there is an unlimited number of
paintings of length x1 and value y1. Another restriction is that if there is an
area on the boundary overseen by at least two guards, then all paintings that
have their parts in this area should be overseen by the same guard. We call this
problem Maximum Value Vertex Guard with Painting Placement. In
the following we prove that it is NP-hard to place guards on the vertices (at
most k) and paintings from the given set with respect to the above restriction
so that the total value of the overseen paintings is maximum.

Proposition 1. Consider a polygon P along with a set of paintings (each paint-
ing has a length and a value assigned) and integers k,V > 0. It is NP-hard to
decide whether we can place at most k guards on vertices of P and paintings
on the walls of the gallery (boundary of P ) so that the total value of overseen
paintings is at least V .
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Fig. 4. A possible placement of paintings on the walls of the art gallery (zero value
means that there is no painting placed)

Proof. The decision version of Minimum Vertex Guard for a polygon P
reduces to the corresponding decision version of Maximum Value Vertex
Guard with Painting Placement. We construct an instance of the last
problem as follows: We take the same polygon P . We construct the FVS , i.e.
the finest line segment subdivision of the edges of P , and take a painting for each
FVS segment with length the length of the segment and value also the length of
the segment. Finally we take as V the total sum of values of the segments. Now
the truth of the proposition is straightforward. ��

Algorithm 1 is an approximation algorithm for the Maximum Value Ver-
tex Guard with Painting Placement problem. In algorithm 1 we use the
Multiple Knapsack problem. This problem is known to be NP-hard and there
is a polynomial time 2-approximation algorithm for it ([3]). Actually in [14] they
proved that there is a PTAS for the Multiple Knapsack problem.

Algorithm 1 Maximum Value Vertex Guard With Painting Placement (greedy)
compute the FVS points
for all v ∈ V (P ) do

compute FVS(v)
end for
SOL ← ∅
for i = 1 to k do

select v ∈ V that maximizes W (multknap(FVS(v) \ SOL ∩ FVS(v), D))
update SOL

end for
return W (SOL)

Algorithm 1 starts by calculating the FVS points and then for every v ∈ V (P )
the set FVS (v). During each iteration of the algorithm, for any vertex v that
hasn’t been assigned a guard yet, the set FVS (v)−SOL∩FVS(v) (of the visible
segments not previously overseen) is calculated. Then for every such set, the
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Multiple Knapsack problem is solved, taking as knapsacks the segments in
the set (the capacity of a knapsack is the length of the corresponding segment).
The solution of the Multiple Knapsack problem results to a placement of
paintings of a total maximum value in the knapsacks. The vertex that maximizes
the total value of the fitted paintings is then chosen, causing an overall increase
of 1 − ε of the maximum possible increase of the solution, due to the PTAS of
the Multiple Knapsack problem. Then the algorithm updates the set SOL
by adding the new FVS segments along with the fitted paintings.

In order to prove that algorithm 1 approximates Maximum Value Vertex
Guard with Painting Placement by a constant approximation factor, let
OPT denote the collection of the set of paintings in an optimal solution and
SOL denote the collection returned by the algorithm. These collections have
W (OPT ) and W (SOL) values respectively. Suppose that the algorithm places
a guard at vertex vi at iteration i, and a set of new paintings Pi. Therefore the
added total value of paintings at iteration i is W (Pi).

In the ordered sequence of vertices (as they have been selected by the al-
gorithm), consider the first vertex vl selected by the algorithm but not by the
optimal solution for placing a guard. In other words, let vl be the first vertex in
the ordered sequence where there is a guard placed by the algorithm but there
is no guard in the optimal solution. It holds:

W (Pi) = W (∪i
m=1Pm)−W (∪i−1

m=1Pm)

The PTAS for the Multiple Knapsack problem implies:

W (Pi) ≥ αW (P ′
i ),α > 0

where W (P ′
i ) is the new total value overseen by a guard placed on vi in the

optimal solution. We settle the following lemmas:

Lemma 3. After l iterations of algorithm 1 the following holds:

W (∪l
i=1Pi)−W (∪l−1

i=1Pi) ≥ α

k
(W (OPT )−W (∪l−1

i=1Pi)), l = 1, 2, ..., k

Proof. Consider vertices where guards have been placed in the optimal solution
but no guard has been placed there by the algorithm. By the pigeonhole principle,
there is at least one such vertex vm so that the following holds:

W (P ′
m) ≥ W (OPT )−W (∪l−1

i=1P
′
i )

k

since W (Pi) ≥ αW (P ′
i ), it holds:

W (P ′
m) ≥ W (OPT )−W (∪l−1

i=1Pi)
αk

Notice that
W (Pl) ≥W (Pm) ≥ αW (P ′

m)

and
W (∪l

i=1Pi)−W (∪l−1
i=1Pi) = W (Pl) ≥ αW (P ′

l )
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Therefore:

W (∪l
i=1Pi)−W (∪l−1

i=1Pi) ≥ α

k
(W (OPT )−W (∪l−1

i=1Pi))

��

Lemma 4. After l iterations of algorithm 1 it holds:

W (∪l
i=1Pi) ≥ (1 − (1− α

k
)l)W (OPT ), l = 1, ..., k

Proof. We are going to prove this by induction on l During the first step the
algorithm chooses the set with value W (P1). It holds:

W (P1) ≥ αW (P ′
1)

W (P ′
1) is the biggest possible value that OPT achieves, so from the pigeonhole

principle:

W (P ′
1) ≥

W (OPT )
k

→W (P1) ≥ α

k
W (OPT )

Assume that the given holds for i = l − 1:

W (∪l−1
i=1Pi) ≥ (1 − (1− α

k
)l−1)W (OPT )

So:
W (∪l

i=1Pi) = W (∪l−1
i=1Pi) + (W (∪l

i=1Pi)−W (∪l−1
i=1Pi))

Using lemma 3:

W (∪l
i=1Pi) ≥W (∪l−1

i=1Pi) +
α

k
(W (OPT )−W (∪l−1

i=1Pi)) →

W (∪l
i=1Pi) ≥W (∪l−1

i=1Pi)(1 − α

k
) +

α

k
W (OPT )

From the inductive hypothesis:

W (∪l
i=1Pi) ≥ (1− (1 − α

k
)l−1)W (OPT )(1− α

k
) +

α

k
W (OPT ) →

W (∪l
i=1Pi) ≥ (1− (1− α

k
)l)W (OPT )

��

Theorem 2. Algorithm 1 runs in polynomial time and achieves an approxima-
tion of 1

1− 1
eα

with respect to the optimum of the Maximum Value Vertex

Guard with Painting Placement problem, where 1
α is the approximation

ratio of Multiple Knapsack.



How to Place Efficiently Guards and Paintings in an Art Gallery 153

Proof. Using lemma 4, we set l = k and get:

W (∪k
i=1Pi) ≥ (1 − (1− α

k
)k)W (OPT )

It holds:
lim

k→∞
(1− (1− α

k
)k) = 1− 1

eα

As (1− (1− α
k )k) continuously gets smaller, we have:

1− (1− α

k
)k ≥ 1− 1

eα

So:
W (SOL) > (1 − 1

eα
)W (OPT )

That is the algorithm approximates the Maximum Value Vertex Guard
with Painting Placement problem with a 1

1− 1
eα

ratio. Due to the existence

of the PTAS for the Multiple Knapsack problem, α→ 1 so 1
1− 1

eα
→ 1.58. ��

Similar to proposition 1, for the case of edge guards, it holds:

Proposition 2. The Maximum Value Edge Guard with Painting Place-
ment problem is NP-hard.

Algorithm 2 approximates Maximum Value Edge Guard with Painting
Placement. The only difference from algorithm 1 is that we need to calculate
the FVS(e) set using the techniques described in section 2.

Algorithm 2 Maximum Value Edge Guard With Painting Placement (greedy)
compute the FVS points
for all e ∈ E(P ) do

compute FVS(e)
end for
SOL ← ∅
for i = 1 to k do

select e ∈ E that maximizes W (multknap(FVS(e) \ SOL ∩ FVS(e), D))
update SOL

end for
return W (SOL)

Similar to theorem 2 it holds:

Theorem 3. Algorithm 2 runs in polynomial time and achieves an approxima-
tion of 1.58 for the Maximum Value Edge Guard with Painting Place-
ment problem.

Similar results apply also for the case of polygons with holes. Algorithms 1
and 2 can be applied to polygons with holes, achieving the same approximation.
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4 Conclusion

We investigated the Maximum Value Vertex Guard with Painting Place-
mentproblem:weprovedNP-hardness andpresentedapolynomial timealgorithm
that achieves a constant approximation ratio. The algorithm applies for a number
of cases (edge guards, polygons with holes) and achieves the same approximation.
While investigating the above problem we used a way to discretize the boundary
of the polygon by subdividing it into O(n2) pieces of the Finest Visibility Segmen-
tation which is the finest releavant segmentation with respect to visibility: a FVS
segment cannot be only partly visible from a vertex or an edge.
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Abstract. This paper presents the virtual reality systems, interaction devices 
and software used at the Foundation of the Hellenic World (FHW). The applica-
tions that FHW has produced, associated with the Olympic Games in ancient 
Greece, are then detailed. The separate virtual reality shows are presented in 
terms of interactivity and educational value. Technical aspects of the produc-
tions are explained, with an emphasis on surround screen projection environ-
ments. These techniques were mostly utilized in the recent production regarding 
the ancient Olympic Games, where much effort has been made to recreate the 
feeling of the games and help the user/spectator be an interacting part of the 
edutainment activity.  

1   Introduction 

The undertaking of the 28th Summer Olympiad by Athens, the capital city of Greece, 
has spurred an increased interest for shows and complementary edutainment contribu-
tions to the games themselves. The Foundation of the Hellenic World (FHW) has pre-
pared a series of thematic productions related to ancient Olympia and the Olympic 
Games, culminating with the highly interactive and accurate representation of ancient 
Olympia and the pentathlon (running, long jump, javelin, discus throwing and wres-
tling), whose final version was released just before the beginning of the Olympic 
Games. The high demand for interactive and entertaining productions, apart from 
simple walkthrough applications, however eye-catching, has driven us to pursue an 
interaction model different from the classic navigator/inspector one. The virtual real-
ity (VR) productions should be educational through creativity and active participation 
in events [9]. Our audience has confirmed their preference toward more “playable” 
environments where experimentation and first-hand experience is the most important 
channel leading to knowledge.  

In the rest of the paper, section 2 provides the linking background and a brief in-
sight to each one of the thematic applications, while section 3 explains the key points 
of the scientific and technological features related to the interactive shows and our 
effort to implement these in a surround screen projection environment. 

2   The Productions 

In 2000, as the Olympic Games were returning to their birthplace, we decided to fo-
cus the new projects on the thematic region of the Olympic History and Games for the 
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virtual reality productions that would open in the time period before the Olympic 
Games in Athens. Instead of focusing on only one production, where every concept 
and aspect of this glorious event would be explained and presented, several produc-
tions were created, each one complementary to the previous and finally concluding in 
a full-scale interactive representation of ancient Olympia and its Games.  

2.1   Olympic Pottery Puzzle 

The study of ancient pottery has been a very important source of historical and ar-
chaeological information for understanding the life and culture in ancient Greece. 
Apart from the functional significance of the various types of pots, which give us 
clues about rituals and everyday life, the ink-paintings that cover many pot shards 
found at excavation sites, are priceless since they allow us to have an inside look into 
history. The goal of the Olympic pottery puzzle application was to educate the visitors 
about all this information, emphasizing on Olympic Athletic events in an entertaining 
and understandable way, using the constructivist’s approach [13] (Fig. 1).  

The user must re-assemble a number of ancient vases putting together pot shards. 
The users are presented with a color-coded skeleton of the vessels with the different 
colors showing the correct position of the pieces. They then try to select one piece at a 
time from a heap and place it in the correct position on the vase. When they finish the 
puzzle, the painting on the vase comes to life, presenting an animation of one of the 
ancient Olympic contests. From a technical perspective, much effort was directed 
towards the realistic, highly detailed representation of vases and the simulation of 
their material properties like specularity and glossiness, using multi-pass rendering 
techniques.  

This VR exhibit captivates the visitors, giving them the opportunity to interact with 
the vases intuitively. Completing the 3D assemblage puzzle with the help of VR 
equipment helps them learn some important historical facts about the vases and the 
Olympic contests, as well as have a glimpse of the restoration procedure of earthen-
ware. The reanimation of the depicted athletes was made in 2D (planar video over-

 

Fig. 1. The Olympic pottery puzzle 
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lays), preserving the colors and character of the ancient Greek ink paintings. This, in 
turn, helped the visitors perceive the Olympic contests and any information regarding 
the Olympic Games in antiquity from the perspective of an ancient Greek artist, 
something the public responded enthusiastically to. The “Olympic Pottery Puzzle” is 
suitable for presentation in both single-screen and surround screen projection systems. 

2.2   Feidias’ Workshop 

After the successful launch of the first interactive application regarding the Olympics, 
it was important to build on the positive feedback and winning concepts and create an 
experience, which would bring the visitor one step closer to Olympia. In this VR ex-
hibit, visitors engage themselves in another marvel of ancient Greek art, the creation 
of golden ivory statues. Golden ivory statues are regarded as the masterpieces of 
Greek sculpture, and were admired as such even at the time of their creation. Only 
statues of Gods and heroes were made using this technique.  

“Feidias' Workshop” (Fig. 2) is a highly interactive virtual experience that takes 
place at the construction site of the 15-meter-tall golden ivory statue of Zeus. The 
visitors enter the two-story-high workshop and come in sight of an accurate recon-
struction of an unfinished version of the famous statue of Zeus and walk among the 
sculptor's tools, scaffolding, benches, materials, and moulds used to construct it. The 
visitors take the role of the sculptor's assistants and actively help finish the creation of 
the huge statue, by using virtual tools to apply the necessary materials onto the statue, 
process the ivory and gold plates, apply them onto the wooden supporting core and 
add the finishing touches. Interaction is achieved using the navigation wand of the VR 
system [9], onto which the various virtual tools are attached. Using these tools the 
user helps finish the work on the statue, learning about the procedures, materials and 
techniques applied to the creation of these marvelous statues. The various workers 
and Feidias himself are displayed using image-based rendering techniques in the form 

of animated impostors [11]. This technique was chosen because of its low polygon 
count since the detail of the other models in the scene was high. In order to provide 
additional depth cues for the interaction and better image realism, pre-computed illu-
mination was also applied using lightmaps.  

 

 

Fig. 2. A creative approach to interactive edutainment 
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This VR production presents an accurate reconstruction of a populated and active 
workshop, with interactive and educational value. The “learning by doing” concept 
worked well and increased the visitors’ interest and active participation in the VR 
show. The use of the CAVE-like environment helps support the large scale and pro-
portions of the workshop and the statue of Zeus. The positive feedback we got from 
the incorporation of characters, led us to the conclusion that the public was especially 
interested in the way of life and working habits of people in ancient Greece. The use 
of animated representation of characters helped the audience understand, participate 
and immerse themselves into the experience, giving them a reference point of 
interest.  

2.3   A Walk-Through Ancient Olympia 

In our most recent VR production “A Walk through Ancient Olympia”, the user visit-
ing the virtual historical site, learns about the ancient games themselves by interacting 
with athletes in the ancient game of pentathlon (Fig. 3). 

We are at the end of the 2nd century BC. The day breaks and in front of us appears 
the majestic sanctuary of Zeus in ancient Olympia. In antiquity the Olympic Games 
took place here, while today it hosts the lighting of the Olympic flame. The visitors 
can wonder around and visit the buildings and learn their history and their function.  

In addition, the public can interact virtually with 3D digital representations of 
Olympian athletes in the ancient pentathlon, including the 200-meter sprint, the discus 
throwing, the long jump, the javelin throwing and wrestling. Instead of just observing 
the games the visitors take part in them. They pick up the discus or the javelin and 
they try their abilities in throwing them towards the far end of the stadium. A role-
playing model of interaction with alternating roles was tried here with pretty good 
success as the visitors truly immersed in the environment wish they could participate 
in more games. 

Finally, decorated with red ribbons in his hands and legs, the glorious winner 
makes the tour of triumph holding a palm leaf in his hand while the spectators give 
him a standing ovation. The Games come to an end.  

3   Production Technology 

From a technical point of view, the productions of FHW are presented on two VR 
systems, both using projective viewing technology [8]. The larger system is a CAVE- 
like ReaCTor  immersive display [5], consisting of four 3m × 3m projection screens. 
An 8-processor SGI® Onyx2  drives the four projectors through four InfiniteReal-
ity2  graphics subsystems, in active stereo. A maximum number of 10 visitors and a 
museum educator enter the immersive cube, all wearing stereo shutter glasses and the 
show is controlled by the guide via a six degrees-of-freedom tracked joystick. The 
museum educator also wares a hat with an attached six degrees-of-freedom sensor for 
the head position and orientation tracking, which affects the perspective projection on 
each wall.  
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The smaller VR system consists of an ImmersaDesk  R2 rear projection tilted 
screen driven in active stereo by an SGI® Octane2 . Six degrees-of-freedom head 
and hand tracking are provided via a head-mounted tracker and a tracked joystick. 
This system, having a lesser immersive effect and also a much slower computing sys-
tem, is used mostly for lightweight applications. The large interactive VR shows are 
run in the surround-screen projection environment.  

In terms of software technology, we have built our own game engine, Enhanced 
Visualization System (EVS) [11], [12], [8], using C++, based on OpenGL Per-
former  [15] and OpenGL® for the graphics, on the CAVElib and VRPN [16] librar-
ies for transparent access to the virtual reality hardware and stereoscopic rendering 
and a customary developed sound library for playing audio. 

The system is divided into two major components: the scripting language, which 
describes the scene as a collection of nodes and their connection via events and mes-
sages and the low level core C++ classes that implement the features and interpret the 
scripting language commands. Thus the authors have to mostly create scene files (as-
cii text), where a description of the world using the scripting language is stored. The 
framework includes many of the features common to virtual environments and allows 
engineers to reuse tools and code between various applications and at the same time 
incorporate new features. Artists can participate more actively or even develop entire 
applications on their own, adjusting the final virtual environment to their needs. The 
framework allows for multithreaded execution, which is essential for interaction in a 

 

Fig. 3. Screenshots and live capture from the production “A Walk through Ancient Olympia”  
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multiprocessor system such as the ones used normally in VR where each projection 
surface has its own Graphics/Raster engine.  

For navigation and interaction a wide range of devices are supported. The VRPN 
[16] integration into EVS enables the usage of low-cost devices such as mice and joy-
sticks and the usage of high-end tracker solutions such as the Intersence IS-900 using 
a common interface.  

As natural interaction requires the presence of familiar and realistic representations 
not just of visual aspects of the virtual world, but also of actions and procedures, im-
portant techniques and features such as character animation and dynamics have been 
incorporated into the VR engine and are discussed below.  

3.1   Character Animation 

Real-time character animation in simulated virtual environments has progressed rap-
idly over the last years. This development has also been reflected by the changes of 
the visual style in virtual environment applications. When the experience is to be en-
riched with interaction in active environments where people should explore and par-
ticipate in close interaction with virtual people, the use of 3D animated characters, 
with recognizable and natural features, gestures and fluid motion, is essential.  

The animation technique, which has established itself as the defacto way in bring-
ing articulated models to life in real-time 3D environments, is skeletal animation 
combined with soft skinning.  

Skeletal animation uses an endoskeleton, a hierarchic structure of joints and bones, 
which drives a skin, a vertex mesh representing the outer shell of the object (Fig. 4). 
All the bones of the articulated object form together the skeleton. Only the skeleton is 
explicitly animated, which in turn implicitly animates the skin and its vertices. Using 
soft skinning, each vertex of the mesh can be influenced by more than one bones [18], 
effectively mimicking the way a bone in a real body would affect the skin of a living 
being. Memory usage for skeletal animation is small and requires a significantly 
lower amount of information to be stored when compared to other techniques. Anima-

 

Fig. 4. Character animation using bones and soft skinning 
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tion data can also be generated on the fly using techniques like inverse kinematics 
[17], and applied to the model in real-time. 

For our recent VR production “A Walk through Ancient Olympia” the skeletal 
animation technique was implemented for animating the various characters and ath-
letes (Fig. 4). Using the Cal3D animation framework library [1], specialized EVS 
rendering and simulation nodes were created which allowed us to incorporate skeletal 
animations from commercial modeling and animation software into our framework. 
Besides the playback of animations, the ability to blend and mix multiple animations 
was implemented for advanced animation control, generating smooth transitions be-
tween the animations and dispensing with extra transition animation cues. 

Due to the fact that models also have to interact with the environment by picking 
and dropping other objects, a mechanism for attachment and detachment of other 
scene objects on the characters was implemented.  

3.2   Newtonian Dynamics 

One of the challenges in the “Walk through Ancient Olympia” was to be able to ac-
tively participate in at least one of the games (Fig. 3). Considering the difficulty to 
move in a CAVE when surrounded by spectators, we decided to implement such in-
teraction for the discus and javelin throwing games, which are relatively static. Both 
games required that the user take hold of an object and send it flying through the 
scene under the influence of forces in a controllable manner. The object would col-
lide, bounce off and exchange energy with other geometry. For this purpose we used 
Newtonian dynamics, a well-known and extensively studied motion model for rigid 
bodies and their response to collisions [3], [6].  

3.3   Occlusion Culling for Open Environments 

As graphics cards have a limit to the fill rate and triangle count the application can 
pump into them, culling – or non-visible geometry elimination - is used extensively in 
large 3D worlds in order to minimize the geometry sent for rendering in the graphics 
card. In occlusion culling [2], geometry that is hidden behind objects closer to the 
camera point, is discarded before being subject to depth sorting algorithms. Shadow 
culling [10], uses predefined occlusion proxies (occluders), which consist of simpli-
fied (and usually convex) polygonal versions of actual rendered geometry, such as 
rectangular barriers, in order to efficiently block geometry hidden behind them. 
Shadow culling is best suited for our outdoor sparse environments as compared to 
other techniques, most of which are targeted for dense or indoor scenes. 

In each frame, a semi-infinite convex frustum is created for each (convex) occluder 
polygon, the cap of the semi-infinite frustum being the occluder polygon itself and the 
sides connecting the each edge with the viewpoint (Fig. 5). The bounding boxes of the 
geometry to be rendered are compared for containment with these frusta. If a bound-
ing box resides completely within all frusta, then the object it contains is hidden. This 
process is performed in a hierarchical manner, discarding whole sub-trees of a 3D 
scene graph prior to forwarding the geometry to the rendering engine. Careful con-
struction and placement of the occluders [7], results in high hidden geometry elimina-
tion and a considerable speedup.  
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3.3.1   Solid Occluders 
In the case of outdoor scenes, like Olympia, where the static geometry is often blocky 
(buildings) but scattered and sparse, simple occlusion culling is not very effective due 
to the partial occlusion phenomenon (Fig. 5): Two or more adjoining planar occluders 
may partially hide a distant object but the combined occlusion area of them may hide 
it completely. This object cannot be eliminated if the frustum for each occluder is 
created separately, and the joining of frusta is an expensive operation.  

To overcome this taxing limitation, we decided to use convex solid occluders [7], 
such as boxes and cylinders as proxies for large isolated structures (Fig. 5). A convex 
solid when projected on a plane is guaranteed to produce a convex polygon. The con-
vex frustum of the projected polygon is the union of the frusta that would be gener-
ated from the individual planes of the solid occluder, thus bypassing the need to 
merge frusta in order to avoid partial occlusion.  

For each frame, the solid occluder frustum is generated as follows. The view de-
pendent silhouette of the solid occluder is extracted by connecting the edges belong-
ing to adjacent polygons, which are not both visible or hidden simultaneously:  

0 0
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( ) ( ) 0

i j

i i j j

edge tr tr Silhouette

N P C N P C

∈ ⇔

⋅ − ⋅ ⋅ − ≤
r r  (1) 

where kN
r

is the normal vector of triangle ktr , 0kP  the triangle’s first point and C  the 

viewpoint. 
The Silhouette edges do not lie on the same plane in general. Therefore, we must 

select a cap (near plane) for the semi-infinite frustum, based on the relative position of 
the viewer and the silhouette points. We chose to fix the near plane of the frustum to 
the furthest point of the silhouette from the viewer in order to avoid false positive 

 

Fig. 5. Comparison between polygonal and solid occluders in shadow culling 
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culling results. This clipping plane’s normal vector is the average directional vector 
between the viewpoint and the silhouette points iS :  

( ) ( )
1 1

0 0

K K

near i i
i i

N S C S C
− −

= =

= − −
r

 (2) 

 
3.3.2   Occluder Selection 
As Hudson et al. [10] suggest, a scene may contain too many occluders for the engine 
to be able to test each object against each one of them. In our case, Olympia contains 
more than 200 occluder planes and solids. Therefore, an optimal set of occluders has 
to be selected for each frame at run-time in order to keep the number of “active” oc-
cluder primitives to a minimum. For this task, a “score” or optimization function 

planarf  has to be devised that takes into account the solid angle of the frustum. Hudson 

et al. use the area-angle approximation presented by Coorg and Teller [4]:  

2planar
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where A is the area of a planar occluder, N
r

 is its normal vector and V
r

 is the vector 
from the viewpoint to the centre of the occluder. We use the criterion in eq. (3) for 
planar occluders. For solid occluders we use an approximation formula that depends 
on the projection of the viewplane of the solid occluder’s volume Vol and the squared 
distance of the occluder from the viewpoint:  
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Keep in mind that the optimisation function for the solid occluders does not depend 
on angular attributes as the near plane of the constructed frustum always faces the 
centre of projection (eq. (2)). planarf  and solidf  are balanced and do not need further 

biasing to become compatible.  
The effectiveness of the solid occluders becomes apparent when moving among 

the buildings, especially at ground level and at inspection distance (near). Planar oc-
cluders would mostly produce partial occlusion when not facing the main sides of the 
buildings straight on. Most of the time we view the blocky buildings from odd angles 
and that is where the solid occluders provide a unified contiguous frustum to take into 
account all sides at once.  

3.4   Skylight Illumination Model 

Most realistic rendering in VR has dealt with indoor scenes or has focused on objects 
and buildings. However, outdoor scenes differ from indoor ones in two important 
aspects, other than geometry: most of their illumination comes directly from the sun 
and sky; and the distances involved make the effects of air "aerial perspective" visi-
ble. A Skylight Illumination Model, once incorporated into the framework, captures 
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and simulates the visual aspects and results of these phenomena. It changes sunlight 
position and colour from the pale red of dawn to the bright yellow of midday and 
back again. It determines the colour and brightness of the sky throughout the day and 
it cues us to the distance of objects by shifting their colours. All these effects vary not 
only based on time of day, but also depending on weather, pollution and other factors. 

Traditionally, outdoor VR applications would model these phenomena using Sky-
domes or Skyboxes, texture-mapped with static high-resolution sky and cloud render-
ings. In our latest outdoor simulation of ancient Olympia, a sky simulation from sun-
rise to sunset and nightfall was needed. Therefore, the implementation of a Skylight 
model was necessary. 

The analytic model of Preetham et al [14] was implemented with some modifica-
tions regarding the color conversion algorithm to produce more dramatic sun-
sets/sunrises and the incorporation of a nightfall simulation with rendering of stars 
and moon (Fig. 3). 

An EVS node was created which constructs the dome geometry takes as input the 
sun position and weather conditions and finally, draws the dome, computing the col-
ours for every vertex with analytic formulas. The colour and intensity of the sun is 
also computed and all underlying geometry is lit by its computed light attributes. Indi-
rect skylight illumination, caused by the atmospheric scattering of light, is simulated 
by additional light sources placed in the perimeter of the scene. These light sources 
are linked to the simulation and their intensity and color is controlled to match their 
respective position in the skylight simulation.  

The initial implementation proposed in [14] only computed values during the day. 
To overcome this limitation, at nightfall, the sky and sunlight colours get interpolated 
to a standard night bluish colour. During the night, stars and the moon are faded in, 
implementing a fast and easy night sky model.  

All the weather parameters and the position of the sun can be animated to produce 
smooth animations of sunset or sunrise along with changes in weather conditions.  

4   Conclusions 

As the curtain of the ATHENS 2004 Olympic Games came down, the odyssey of cre-
ating this series came to an end, confirming and outlining once again the importance 
of combining interactivity, storyboard with culture, advanced graphics and social in-
terest points. All these key factors lead to the success and embracement of this series 
of applications from the public. Encouraged from the visitor numbers (approx. 7500) 
during the summer of the Olympiad and their positive feedback, we feel convinced 
that we succeeded in the challenge of bringing Ancient Olympia to the public and 
comfortable in undertaking and pushing future projects into new directions.  
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Abstract. Nowadays, every country faces the necessity of the demon-
stration of its cultural heritage over the WWW due to its increasing
role in national economy through tourism. This paper studies ways of
achieving this goal through electronic auctions over the WWW. More
specifically, we present an electronic auction system along with several
brokerage scenarios depending on different customer needs for the medi-
ation of transactions and product searching.
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1 Introduction

Motivation. The great value of cultural heritage is by now well recognized
as it relates directly the past with important markets of current life, mainly
Education, Tourism, Entertainment and Commerce. These markets are essential
for any national economy. A way to enhance the benefits of the exploitation
of cultural heritage is the adaptation of new technologies like WWW for the
demonstration of cultural products, along with successful economic strategies
like electronic commerce.

Cultural products are those that directly express attitudes, opinions, ideas,
values, and artistic creativity; provide entertainment; or offer information and
analysis concerning the past and present. Included in this definition are popular,
mass-produced, products as well as cultural products that normally have a more
limited audience, such as poetry books, antiquities, literary magazines, classical
records or paintings.

WWW (World-Wide Web) is an application of a vast, rapidly growing in-
ternetwork of computers known collectively as the Internet. It is fitting for new
consumers of computer communications technology to focus on the Web, for
in many respects it stands alone as the Internet’s commercial domain. Elec-
tronic commerce is probably the hottest Web development in the everyday life
of consumers and businesses [4]. A key challenge in this scientific field is the de-
velopment of novel services and their standardization. Appreciating the benefits
of e-commerce has not been a straightforward issue [1] but it now seems that
its momentum has been able to generate wealth (and havoc) at a significantly
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larger rate than traditional technologies. Still, certain types of businesses are
more irresistibly drawn by the Web’s promise than others. Art galleries, for in-
stance, have been among the first segments of the business community to stake
out the Web as a potentially lucrative supplemental venue for sales.

Auctions have been an important type of business to sell merchandize based
upon effective pricing methods [10]. Conventionally, auctions are commonly ap-
plied to sell unique and unusual items including celebrities’ personal property
and art. An auction is a special type of a commercial transaction. The basic
difference between an auction and a classical transaction is that in the latter
the customer offers a price for a product, which is accepted or rejected or “bar-
gained” by the seller until both agree or until the deal is broken. In an auction
a product becomes an object of competition among many customers.

Participating in an auction of cultural products the gain is two-fold. The user
not only tries to buy a product, but he/she is also informed about the historic
background of the product. For the seller’s side, which can be a memory insti-
tution (museum), auctioning can be an alternative and complementary financial
source to its insufficient budgets. Also, auctioning is essential for the so called
private sector of culture (galleries) which plays the role of sponsor for artists and
modern art.

In this work, we consider the impact on the design of an electronic auction
system of cultural products if the system have to meet different customer needs
for the mediation of transactions and product searching. This work is based on
a pioneering prototype [5] that has been developed in a research laboratory and
that is still at the frontier of innovative concepts that seem to have created a
huge marketplace of ideas, systems, services and technologies.

Network bandwidth (or the lack of it) has always been a limiting factor in
the deployment of applications over the WWW. However, as the information
society increasingly depends on the ability of its citizens to communicate effi-
ciently on-line, the pace of development of products and services is not likely
to settle. But then, the WWW is bound to be flooded with e-shops. Today a
traditional shopper will rely on word-of-mouth, hearsay or specialized market
research services to access alternative options as a consumer (or, simply, will
not bother and just be loyal to a store). In a world of inexpensive bandwidth,
where all shops are on-line, a shopper may much easier decide to shop around.
Here, the limiting factor is time. To relieve shoppers from intensive monitoring
and timely decision making, one must use software agents. A software agent is
a software entity that functions continuously and autonomously in a particular
environment [15]. Agents, that assume responsibilities for the users who have
issued them, are slated to be the next development wave as they address exactly
the above problem: act effectively with minimum supervision [19]. This work
contributes to that direction.

Contribution. We use here as development platform the Voyager technol-
ogy [18] which unifies distributed programming with agent technology. In this
framework, we obtain the following results:
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– We design an electronic auction system of cultural products. Our system
implements the basic entities in an auction system (Buyers, Sellers, Auction
Houses) providing a communication and interaction protocol among them.
It supports a security mechanism based on user authentication in order to
assure reliability. It provides a product searching mechanism that enhances
the user’s ability for autonomous bidding. User interface is based on the use
of suitable Java applets.

– We propose novel brokerage concepts for the mediation of transactions and
product searching. After specifying searching criteria, we present a number
of searching strategies depending on the autonomous degree of the agents
and the distributed nature of the searching algorithm.

Related Work. Art Online. Artists themselves have long embraced the com-
puter as a medium of expression [14] and the Internet for creative networking [9].
Recent emphasis on technological media for digital reproduction and widespread
distribution of traditional art, however, has museum and gallery administrators
embrace new technology as a viable means to explore new contexts and expand
their audiences. Several major museums and collections have already established
Web sites dedicated to showcasing particular features and exhibits as the Na-
tional Museum of Contemporary Art [13] and the Technical Museum of Thes-
saloniki [17]. Such institutions are virtual neighbors to private “commercial”
galleries devoted to the sale of works rather than pure exhibition such as The
Electronic Museum of Modern Art [8].
Online Auction Systems. There are several online auction systems which auc-
tion products including cultural ones. A widely known online auction system
is eBay [7]. A lot of galleries and many auction houses like Sotheby’s cooper-
ate with eBay in order to sell their products in better prices through electronic
auctioning. Especially, they take advantage of eBay’s feature to conduct “live”
auctions in order to combine auction house floor and online bidding maximiz-
ing consequently their profit. Yahoo [21] is a popular search engine that, also,
offers auction services. A typical auction lasts several days. During this period,
a bidder is informed whether some other Yahoo user has outbid him. All these
auction systems require a buyer to first locate the exact product he/she is seek-
ing and then enter a committed bidding relationship with the seller. So while the
systems offers little assistance in locating a desired product, it also discourages
the buyer from bidding on more than one item at a time.
Bidding Agents. The use of software agents technology in auction systems come
to address the necessity for fast transactions and efficient bandwidth exploita-
tion. Although ethical issues regarding information brokerage are not fully sorted
out [11] and despite the fact that on-line transactions are not cheaper by defini-
tion [12], current research is so focused on agents and mediation systems that it
is bound to produce a technological critical mass [6,16,20]. However, the design
of smart bidding agents research is currently in its infancy [2,3].

Road Map. The rest of this paper is organized as follows. Section 2 presents
a brief system overview. Section 3 deals with various scenarios for autonomous
searching of cultural products auctions. Section 4 presents system design at the
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conceptual and logical level. We conclude, in Section 5, with a discussion of our
results and some open problems.

2 Brief System Overview

System Architecture. The general architecture/workflow diagram for the pro-
posed auction system is presented in Figure 1. This diagram is divided into four
modules which represent the key entities of the integrated information system
and, at the same time, the main research areas involved. Each module has its own
technological parameters and requirement for its design and implementation.

Fig. 1. System architecture

The auction system key entities are: Buyers, Sellers, Auction Houses and
Auction Broker(s). A seller informs an auction house via an auction broker about
products to be sold and the auction house forwards this information to a group
of buyers inviting them to bid. Buyers can make bids manually or via the auction
broker. Besides the implementation of auctions (mediated or not), the system
affords: (i) a communication and interaction protocol between the basic system
entities, (ii) a security mechanism, and (iii) a product searching feature in the
Auction Broker.

Development Platform. The system was developed using Voyager technol-
ogy [18]. Voyager is a dynamic object request broker that follows the object-
oriented model of Java [20]. With Voyager a programmer can create remote
objects (agents) easily, send them messages and move them between programs,
which are located in different computers. Also, an auction house can manage
system overload by transferring an auction to another computer, transparently.

Scenario of Usage. From the user point of view, an electronic auction system
should support several operations, like registration, product declaration, auction
participation and auction observation. These operations are implemented in our
system as follows:
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– A simple registration form containing only a log-in and a password field is
used. Buyers and sellers are registered separately. Auction houses are ac-
cessed directly or via an auction broker.

– Registered sellers submit products for sale specifying the expected (mini-
mum) price, a product description and an auction deadline date. Auction
houses may turn down product offers.

– A buyer participates in an auction by accessing the WWW site of the auction
house and being granted an authentication clearing by a login/password
mechanism. Two types of bids are possible.
• Manual bid: The user bids and, during the auction, he receives informa-

tion about the number of users who participate in the auction and the
current value of the product on sale.

• Autonomous bid: In autonomous bidding, the user submits to an auction
broker a product description and his authorization. Then, the auction
broker takes on the responsibility to find the auction houses that auction
such products and sends an agent to each of these auctions. These agents
communicate with each other to achieve the best bargain.

– Any user may observe the carrying out of an auction even without registering.
The marketing message will be better received when the potential user is
assured of the smooth and reliable system operation. Potential sellers may
also be interested in observing the carrying out of an auction.

3 Product Searching Scenarios

An important feature of our system is user ability for autonomous bidding among
auctions that take place in different auction houses. For autonomous bidding, a
product search algorithm runs at the auction broker and searches all the auction
houses that cooperate with the broker for the desired product. The algorithm
terminates successfully when a product that satisfies customer requirements is
bought within the time constraints specified by the customer.

Searching Criteria. The basic criteria used to determine the purchase are: (i)
the current product price, (ii) the price increment/decrement rate, and (iii) the
time range of the bid (and the auction).

Search Policies. Search policies depend on two key factors: (i) the degree to
which the agents are autonomous and, (ii) the degree to which the search algo-
rithm is distributed.
Non-Risk policies. Such policies treat agents as dumb mobile objects, which have
to be instructed for any bid. The auction broker sends an agent to each auction.
Any information concerning the auction that reaches the agent is sent back to the
broker. The broker, based on this information, decides about the best auction
and it sends messages to the agents informing them about which one should
make a bid. The information, which is received by an agent, is about the current
product price, the number of users, and the initial price. Non-Risk policies do
not allow the autonomy of agents and the broker operates as a central authority.
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Risk policies. Such policies allow agents to move autonomously, running the
risk of bidding for the same item at various sites simultaneously. Because the
customer should not pay for more than one product, the auction broker pays the
additional cost. This introduces an additional cost to the broker.

In a Non-Risk policy, the communication time between the broker and the
agents is assumed small. But, if this time is significant, then the time the broker
needs to find the best purchase and the corresponding agent to make the bid is
significant. This delay introduces a problem: until the broker decides on the best
purchase, the current product prices may be modified. The “waiting to bid” agent
will then have received an acknowledgement that is no longer valid. If delays are
substantial, agents may spend their time simply requesting permissions to bid.

On the other hand, a Risk policy allows agents to bid without an acknowl-
edgement, after they have asked for one and waited some time without response.
Moreover, a Risk policy distributes some decision workload to the agents. This
may mean that agents can spot a good bargain and conclude it without having
to wait for a central authorization. Obviously, such an agent does inform other
agents as soon as possible, however, it can not eliminate duplicate bids (which
may be both successful). The cost of duplicate bids is born by the broker, but
such a broker can justifiably claim that it offers a better service to its clients;
this in turn can be translated into premium subscription costs. A fitting example
would be the request to obtain a good price at a last-minute ticket of a music
performance. Users of such a service would probably be prepared to pay extra
subscription fees, if they could count on their broker obtaining non-trivial deals
for them, consistently.
Centralized policy. In such a search policy the auction broker manages the dis-
tribution of all messages between agents (Figure 2). The main disadvantage of a
centralized policy is neither the heavy communication time nor the big message
overhead, but the unrealistic role of the broker and the not-intuitive role of an
agent. However, in special cases, a centralized policy may be acceptable (when
computing power at the broker and bandwidth suffice to serve all auctions).
Distributed policy. In such a policy the role of the auction broker is limited to the
creation of agents and the transmission of agents to various auctions (Figure 3).

Fig. 2. Centralized policy
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The auction broker creates the agents and sends one to each auction of the
desired product. After that, it sends to each agent information relative to the
product, which must be bought, and the addresses of the rest of the agents of the
group. The agents send messages to each other about the current price of each
product as well as some other information relative to the criteria, which identify
the best purchase. If the purchase is completed, the winning agent informs the
broker. In a distributed environment, the acknowledgement arriving at an agent
about whether to bid or not has originated from another agent. It is whether
the arrival of acknowledgements is essential for the bidding that differentiates
the policy between Risk and Non-Risk.

Fig. 3. Distributed policy

Additional system services. The proposed product searching scenarios hold
when the world consists of any number of auction houses and the auction houses
permit the cooperation with each other. In such an environment, a number of
additional services are offered to users:

– A user can specify his/her requirements for a product (product description)
and the auction broker takes on the responsibility to locate the appropriate
auction houses. Then, agents are sent to each relative auction where they
bid on behalf of the user.

– A seller can achieve less charging from an auction house for auctioning
his/her product, as he/she could select among a variety of auction houses.

– Auction houses reap benefits from such a co-operation. A larger audience
(of potential users) is addressed. This happens because a user of an auction
house could be automatically a user of another auction house, too.

– An auction house can delegate some of its functionality to the auction broker.

4 System Design

Conceptual design. The basic objects of the system and their relations are
detailed in Figure 4 in OMT notation. The system objects are: the Auction
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User 

ID card 
Password

Profile 
e-mail 
add() 

modify()
erase() 

Seller

Bank account 

InfoSellingPrice () 
InfoAccept () 

Buyer 

Credit card 

InfoPrice ()
InfoProduct () 

Product 

Description 
Type 

announce() 
purchase() 

Auction House

Name 
IP address 

StartAuction () 
EndAuction () 
SellerInform ()

Auction Broker

Name 
IP address 

Auction Houses 

InsertHouse() 
DeleteHouse()
AutoBidding() 

Auction 

Product description
Hit number

Current price 
Startup price 

bid() 

Startup price
Deadline

Bid 
Time

Price
Time 

Startup price 
Deadline 

Fig. 4. Conceptual design

Broker, the Auction House, the User (Buyer or Seller), the Product and the
Auction. The Auction Broker and the Auction House are the most important
objects. All the other objects hook on them at some point in their lifetime. The
Auction House object initializes or terminates an auction and informs a seller
about the acceptance of a product. The Auction Broker object is responsible for
the connection establishment with an auction house and the realization of an
autonomous bidding process. The relation among the Auction House, the Seller
and the Product objects describes the startup price and the deadline date till
which the product must have been auctioned. The relation among the Buyer,
the Auction and the Auction House objects logs the bids.

Logical Design. The implemented system uses Java applets to interact with the
customers or the administrator. Applets implement all functions, including user
interface ones, for the sake of fast prototyping. This has had an effect on system
speed, but the proof of the concept has been established. The main applets of
our system include:

– AuctionApplet. A user can participate in an auction, by invoking this applet.
He can choose an auction, see some information relative to this auction (a
description of the auctioned product) and submit a bid.

– AutoBuyApplet. This applet provides autonomous bidding. A user fills a
form with information corresponding to the product he wants to buy and
the system takes on the responsibility of searching and bidding.

– ObserveApplet. A user can observe an auction, by invoking this applet with-
out having registered before.
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– TransactionApplet. By invoking this applet, a registered user can participate
in an auction or declare a product. After authorization, the user is connected
to available auction houses to find out where he has been registered. Then,
these auction houses are stored and sent to the auction broker for future use.

– DeclarationApplet. By invoking this applet a user can declare the product
that he wants to submit for an auction giving its description, the desired
price and a deadline till which the product must be auctioned.

– SellerRegistrationApplet/BuyerRegistrationApplet. These applets allow reg-
istration to the auction houses that cooperate with the auction broker. If a
user wants to declare a product or participate in auctions that take place in
various auction houses, he/she should firstly be registered in the correspond-
ing auction houses as a seller or buyer giving his/her login and password.
These will be checked and if they are valid, the user can declare a product
or participate in an auction.

– Administrator. This applet allows the system administrator to operate re-
motely. He can manage the registry file, remove users, observe the auctioned
products, the successful bidders and associated history files. He may also
manipulate the status of auctions.

The implemented product search algorithm is based on a Non-Risk Dis-
tributed policy. The algorithm starts when the auction broker is informed by the
AutoBuyApplet for a new autonomous bidding connection. Besides the product
details given by the user, the AutoBuyApplet sends to the AuctionBroker the
auction houses’ addresses where the user has been registered. The initial actions
of the AuctionBroker are described below:

1. The AuctionBroker sends a message to each auction house where the user
is registered and asks for the auction schedule. Also, it informs each auction
house for the product kind, so that if a new product of the same kind is
declared, the auction broker is informed.

2. Each auction house sends its auction schedule to the AuctionBroker.
3. The AuctionBroker checks the auctioned products at all auctions. For each

such product, it creates an agent (AgentBuyer) and sends it to the specific
auction. After that, it sends to each agent the addresses of the rest of the
agents.

Each agent with its arrival at the auction where it has been sent, acts as
follows:

1. It informs the AuctionHouse, where it has arrived at, about its presence.
2. It is connected with its auction and notifies itself.
3. The Auction sends to the AgentBuyer information about the auctioned prod-

uct and the auction itself. An agent is only interested in the current product
price.

4. The agent sends to the other agents the current product price and receives
the product prices of the other agents.
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At this point each agent knows the current price of the other agents’ target
products. Consequently, all the agents know the agent with the smallest current
price. This is selected as a leader to make a bid to its auction. This bid is bigger
than the current product price by 5% (arbitrarily set). If the auction is finished,
and the leader is the winner, it informs the other agents and the AuctionBroker
that it won and it terminates its operation. Each of the other agents informs
the AuctionBroker about its failure and terminates its operation. If the leader is
not the winner, all the other agents attempt to elect a new leader. If the auction
is not finished with the leader bid, it means that another bid has occurred. In
this case, the leader is informed and sends the new price to the other agents
for the election of a new leader. Each of the other agents that receives the new
product price, knows that the leader election process has started. Thus, it sends
the current price of its product to all the other agents including the leader. The
leader election process is the same as previously with the difference that the
leader initiates it.

If a new product is declared in an auction house, which belongs to the same
category with the desired product, then the auction house informs the auction
broker and it creates a new agent and sends it to the auction, which is created
for the new product. This agent should try to get into the group of the agents
that already try to buy the product for the user. For this reason, the agent
sends a message to each of the group’s agents. Only, the leader can answer to
this message. When the leader receives this message and decides that the new
agent can be a member of the group, it announces the agent to the other agents
and informs the specific agent that it was accepted. If the leader decides that
the agent cannot be a member of the group, it sends a message to the agent
to retry. The reason an agent cannot be a member of the group of the already
auctioning agents is that this particular moment may not be appropriate. This
happens for example when the initial price of the new declared product is too
high compared to the current price of the leader’s auction.

5 Future Work

The proposed system has been developed to the level of a research prototype
and it has been extensively tested in a laboratory situation, where besides a
rather slow start, the registration, product declaration and bidding stages have
been developed to be efficient. Among our research and development priorities
are the maturing of the existent functionality and the extension of the system
in order to support and other kinds of market deals beyond auctions. The full
appreciation of the bandwidth limitations under real-life situations is a criterion
for further system improvement. Significant progress has been achieved in this
domain moving a big portion of the work load for the autonomous bidding to
the auction houses from the auction broker and using client programming. It is
our belief that the current system provides a suitable and indispensable infras-
tructure for developing solutions to electronic commerce problems of cultural
products.
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Abstract. The study of cultural content promotion methods, through an inter-
disciplinary approach, suggests new ways of information management, as well 
as new representation practices, which constitute the basis of new negotiation 
methodologies. Cultural Information Systems through a variety of possible in-
terfaces, formed according to each given promotion strategy, suggest the study, 
within a broader research field, of new ways of information structure manage-
ment, introducing new kinds of knowledge formation and consequently new in-
terpretation tools of awareness. As a result of the interdisciplinary approach re-
garding cultural heritage management and subsequently of the possibility of 
parameterization regarding the forms of scientific fields and the practices of the 
specialities involved, a new design field is defined, the Cultural Information In-
teraction Design field. Under the framework of Cultural Information Interaction 
Design, this paper presents a case study of a multimedia exhibition implement-
ing a method for interactive exhibit design based on Customizable User Inter-
faces, depended on given design problems and focused on parameterized senso-
rial approaches and presentation techniques. The exhibition design strategy was 
focused on the design of interactive exhibits with a sensorial emphasis on tan-
gibility, proposing in that way novel forms of cultural representation practices.  

1   Introduction 

During their production processes, Cultural Information Systems hold, individually as 
well as in combination, typical features of every field involved, due to the incorpora-
tion of theoretic models and practices of various knowledge fields from a broad spec-
trum of sciences. This interdisciplinary aspect extends the ways of information nego-
tiation, providing in this way, the basis of new content management and representa-
tion methodologies.  

2   A Theoretic Organisation Model of the Production Processes of 
     a Cultural Information System 

In an attempt to define the knowledge fields covering the production of a Cultural 
Information System we could imagine a formation of levels like the one that appears 
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in figure 1. In this schematic representation, three levels (a,b,c) are presented in strati-
fied layers, which represent each category of the knowledge fields involved. In more 
detail, starting from below we can distinguish: level (a), consisting of theoretic mod-
els, scientific methods and practices analysing and organising1 cultural data, level (b), 
consisting of theoretic models, scientific methods and practices structuring and apply-
ing2 the knowledge that level (a) produced to management systems, and finally level 
(c), consisting of theoretic models, scientific methods and practices expressing3 (ren-
dering) the subject of negotiation based on representation models. 
 

 
 

Fig. 1. Schematic representation of the knowledge fields involved, during the process of a 
Cultural Information System production. Starting from below, at level (a) specialities which 
analyse and organise the negotiated subject are found, at level (b) specialities which deal with 
structure and management techniques of the produced information are found, and finally, at 
level (c) specialities which render the given subject of negotiation based on representation 
models are found. At the top, level (d), consisting of the cooperative relations of the specialities, 
comprises all possible forms of user interfaces. 

 
Figure 2 presents an indicative sample4 of specialities which can cover the three 

above-mentioned levels (a,b,c), attempting to classify “in stratified layers” the various 
scientific fields dealing (or potentially dealing) with cultural content. Various coop-
erative relations can be presented in each case of group cooperation, either individu-
ally within each level (a), (b), (c), as for example: (a1 + a2 + a7) for level (a), (b1 + b5 
+ b6) for level (b), (c7 + c2 + c3) for level (c), or in stratified layers, that is, in a combi-
native  multilevel form, as  for  example:   [(a) + (b)],   [(a) + (c)]  or  [(a) + (b) + (c)],  

                                                           
1 e.g. through museology practices.  
2 e.g. through applied informatics practices. 
3 e.g. through graphic information design practices. 
4 Representative examples of specialities dealing with issues of Cultural Heritage could be the 

interdisciplinary staff of institutions dealing with management, design and promotion of cul-
tural content. For example, in Greece the specialities represented at the Department of Cul-
tural Technology and Communication of the University of the Aegean in the year 2005 in-
clude social anthropologists, archaeologists, environmental scientists, art historians, museolo-
gists, theatrologists, filmmakers, graphic designers, 3-D graphic designers, interaction design-
ers, programmers of multimedia applications, mechanical engineers, as well as scientists from 
wider knowledge fields of information technology, communication and human sciences. 
Source: http://www.aegean.gr/culturaltec/people_gr.htm, Date of visit: 18/11/2004. 
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Fig. 2. Indicative sample of scientific specialities classified in groups according to the knowl-
edge field 

which, based on the previous cases, could be further analysed within each level, as for 
example: [(a6 + a2) + (b1 + b2)], [(a3 + a1) + (c3 + c4 )] or [(a1 + a5) + (b1 + b5 + b6) + 
(c1 + c2 + cv)], etc. 

In an attempt of a better schematic presentation of the possible cases of coopera-
tive relations of specialities from levels (a), (b) and (c), we could imagine the produc-
tion process of a Cultural Information System as it is presented in figure 3.  As it is 
shown in figure 3, a Cultural Information System can be formed either individually5 
based on each level, or in combination based on multilevel formations.  

As a result of each cooperative relation, level (d) is formed on the top containing 
every possible form of User Interfaces6 that could be shaped by the specialities from 
the fields involved. According to parameters, concerning the amplitude of the knowl-
edge fields as well as the numerous specialities, every cooperative relation can pro-
vide a broad spectrum of forms of user interfaces which therefore obtain characteristic 
 

                                                           
5 We could assume that a Cultural Information System could be formed even in an individual 

single-level basis, “borrowing” (to a certain extent) practices and theoretic models from the 
other levels. Although single-level data negotiation would form some kind of information 
systems, it is obvious that multilevel approach is more complex due to specialisation and 
therefore more appropriate. 

6 Although today the term User Interface is used for interaction environments between people 
and computer systems, in a broader sense, this meaning can identify “user interface” forma-
tions in every communication activity. In this regard, user interfaces are found over time and 
are directly related to socio-cultural criteria. As a result, in the user interfaces used every time, 
typical features of the implemented relative social institutions, cultural aspects and techno-
logical backgrounds are distinguished. These are parameters appeared in every formation in 
respect both of representation practices and interpretative approaches. So in a broader mean-
ing of the term, User Interface could be defined as the negotiation boundary / reference area 
that functional units - systems in a mutual relation delimit among themselves. In this “com-
munal” space, common typical characteristics are met, which contribute to the jointly adap-
tive approach to attributes, set of codes and interpretations. 
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Fig. 3. Studying the production process of a Cultural Information System, cases of cooperative 
relations can be presented either within an individual level as for example only at level (a), or 
in a multilevel form such as in cases (a) + (b), (a) + (c), (b) + (c), (a) + (b) + (c). At level (d), 
according to each case, the respective user interfaces are presented (rendered). 

attributes and interpretative practices that could be found in physical, virtual or com-
bined environments. 

3   Defining Cultural Information Interaction Design 

In 1999, Shedroff, in his article Information Interaction Design: A Unified Field The-
ory of Design expressed a theory on Information Interaction Design, dealing with the 
ways of organizing and presenting data and information. According to Shedroff, In-
formation Interaction Design is the intersection of three design fields: Information 
Design, Interaction Design, and Sensorial Design. Through changing design criteria, 
depending on the given design problem, Information Interaction Design can provide 
design solutions emphasizing either to Information Design practices, to Interaction 
Design practices or to Sensorial Design practices. Regardless of the design strategy 
and the selection of the main application field (depending on each case) the intersec-
tion of practices by the three above-mentioned fields, can combinatively develop 
content representation methods as well as content interaction modes in all communi-
cational means, in physical or digital form or even as compound ones [1].  

If we apply the above theory of Information Interaction Design in the case of cul-
tural content negotiation, the interdisciplinary field based on which Cultural Informa-
tion Systems are developed and due to its attribute of holding individual and com-
bined typical features of each field involved, provides, according to each cooperative 
formation, relative representation methods, as well as interaction modes. Based on the 
fact that each knowledge field involved treats content according to its proper informa 
 

 

-
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tion, interaction and sensorial design practices, Cultural Information Interaction De-
sign, in an interdisciplinary framework, could be defined as the interpretative tool 
with which each group of specialities elaborates the information to be negotiated and 
presents it through different forms of user interfaces.  

The representation practices of a Cultural Information System - which for the pur-
poses of this paper will be called Cultural Representation Practices (CUREP prac-
tices) - are established according to technical material and theoretic infrastructure, 
based on which these practices are designed. These infrastructures - which for the 
purposes of this paper will be called Interaction Platforms - are found in every case of 
design of communication practices and hold the typical features of the selected com-
munication media and channels, regarding both structure techniques and presentation 
practices. Consequently, in each Cultural Representation Practice, the formed user 
interfaces hold typical characteristics of each Interaction Platform used for their  
presentation.  

Under this prism, User Interfaces provided by different Interaction Platforms but 
constituting a unified Cultural Representation Practice, hold, individually and in com-
bination, the typical features of all the selected communication media. Cultural In-
formation Interaction Design based on theoretic approaches and practices of all the 
knowledge fields involved, which form each Cultural Information System, can pre-
sent a broad spectrum of User Interfaces, due to the parameterizability, which would 
be then characterized by multiformity.   

The reason of multiformity is that, depending on each cooperative relation, each 
user interface formed “renders” the negotiation content using the respective represen-
tation models, means of expression and interaction modes provided in each case by 
the knowledge fields involved. Under this interdisciplinary aspect, the major typical 
characteristic of Cultural Information Interaction Design is therefore parameterizabil-
ity, that is, interchanging design criteria regarding the methods of representation, as 
well as interaction design, and the information intake process design with the use of 
scenarios of multimodal sensorial approaches.  

Returning to the phenomenon of multiformity concerning the rendering of user in-
terface, due to the parameterised factors in each content representation, the subjects at 
issue are represented in different way and medium and in different place and time. 
Within this framework, potential forms of user interfaces can be found in all commu-
nication media and consequently create interaction areas in physical, virtual or mixed 
environments, providing in that way multimodal interpretative approaches.  

Combining different user interface formations by different media and environ-
ments, a unified content negotiation border is composed and formed, which for the 
purposes of this paper will be called Interconnection Border, containing all possible 
formations of user interfaces. The Interconnection Border, holding individually and in 
combination, the typical characteristics of each formed user interface, simulates at 
great extent, the original target idea to be negotiated. From this regard, the best appli-
cation example of Cultural Information Interaction Design is found within the frame-
work of representation practices based on contemporary Exhibition Design [2], where 
various representation methods are gathered together constituting a uniform cultural 
meta-environment. 
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Fig. 4. Studying the production processes of Cultural Information Systems (CIS) from the 
producers’ aspect, during each interdisciplinary cooperation of levels (a), (b) and (c), respective 
representation practices (CUREP Practices) are formed. According to each Interaction Platform 
used by each representation practice, many and different forms of user interfaces (UI’s) are 
created. As a result, multimodal interpretation approaches are presented, from the interpreters’ 
part, based on parameters concerning sensorial approaches, where: (1), (2), (3), (4), and (5) is 
vision, hearing, touch, scent and taste, respectively. The Interconnection Border created by 
these processes, due to its attribute to consist of a set of user interfaces of each representation 
practice, ideally simulates at a great extent the original target / idea. 
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4   Exploring Cultural Information Interaction Design: A Case  
     Study of a Multimedia Exhibition Based on Customizable User 
     Interfaces 

An example of Cultural Information Interaction Design with representation practices 
based on Exhibition Design in combination with the use of Customizable User 
Interfaces7, is the multimedia exhibition under the title: «Ermou: Symbolic, Histori-
cal, Economical and Social Centre of Mytilini»8. The exhibition concerned issues of 
the social history and material culture of Ermou Street, focusing on the following 
thematic fields: I) The architectural identity of Ermou street and the pertinent social 
web, combined with the changes in social life during the 20th century, II) The experi-
ential experience of the inhabitants regarding economical and social life in the past, as 
well as in the modern reality, III) Biographical narratives of practitioners representing 
key points in the historical development of the local market, IV) The contemporary 
sound environment (soundscape) formed by everyday activities and V) A twenty-
four-hour visual representation of the urban setting. For the presentation of the above-
mentioned thematic fields, the design strategy of specially arranged interaction “ar-
eas” was implemented, through which the visitor could have access to different ap-
proaches of the content. In figure 5, the topographic diagram of the exhibition is pre-
sented with alphabetical definition (from A to G) of the content interaction areas. At 
the main exhibition area, the exhibition design strategy was focused on the design of 
interactive exhibits with a sensorial emphasis on tangibility [11], proposing in that 

                                                           
7 For the purposes of this paper Customizable User Interfaces are defined as the forms of User 

Interfaces that provide physical ways of interaction with multimedia content, with the use of 
everyday-life objects / practices. Based on parameterization concerning sensorial approaches 
and presentation techniques, the forms of Customizable User Interfaces have the ability to be 
altered according to each given design problem / strategy. Customizable User Interfaces cover 
the need of producers designing the diverse representation practices of Cultural Information 
Systems to apply solutions according to the design problem or strategy, using various com-
munication media and promotion tools, given the different forms of cultural content. For the 
interconnection of physical and virtual environments, innovative platforms, interaction design 
tools and relative hardware have been and constantly are elaborated suggesting alternative 
paths of content negotiation. Indicative examples can be found in [3, 4, 5, 6, 7, 8, 9, 10]. 

8 The exhibition was presented in the city of Mytilini, Lesvos, for two years and it was the result of 
academic and research procedures of the department of Cultural Technology and Communication, 
of the University of the Aegean. The data collection and organisation, the exhibition design and 
the implementation of the presentation multimedia applications were effected by the students of 
the department of Cultural Technology and Communication, of the study division “Cultural Rep-
resentation and New Technologies” during the academic years 2002-2003 and 2003-2004, in co-
operation with the teaching staff, Papageorgiou Dimitris, Assistant Professor (General supervi-
sion, compilation and organisation of information material), Pehlivanides George, Adjunct 
Teacher (Cultural information interaction design), Boubaris Nikos, Lecturer (Soundscape supervi-
sion), Mavrofides Thomas, Adjunct Teacher (Application programming). The representation 
models of this cultural presentation were the result of interdisciplinary cooperation from the fields 
of social sciences, applied information technology and interaction design constituting in that way 
an interdisciplinary content negotiation framework. 
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way novel forms of cultural representation practices. The combination of the use of 
“traditional” and contemporary representation techniques created a dynamic mixed 
environment, providing in this way a multisensorial content negotiation possibility 
and consequently, multimodal interpretative approaches. The architectural arrange-
ment of space itself where the exhibition took place, in combination with each repre-
sentation model, transformed the area to a unified User Interface that contained sepa-
rate interaction areas in key points. Having as main feature the multiformity concern-
ing the content presentation, due to the use of different media and ways of presenta-
tion, each area provided a different interaction experience [12]. The interchange of 
content negotiation method depending on the area, created in total a unified interac-
tion meta-environment, composed by various representation models. 
 

 
  

Fig. 5. Topographical diagram of the exhibition with the alphabetically defined (from A to G, 
starting from A) areas of content interaction: ( 1, 2), Main theatre area: Introductory presenta-
tion of the subject through a series of lectures by invited lecturers and simultaneous projection 
of documents. Exhibition area: ( 1, 2, 3, 4). Key points with information material presenta-
tion in poster form. Area (C): Interactive exhibit presenting information about the architectural 
identity of Ermou street, as well as the neighbouring sites. Area (D): Interactive exhibit present-
ing the socioeconomic framework of Ermou street through a series of inhabitants’ and practi-
tioners’ narratives. Area (E): Interactive exhibit presenting biographical narratives of practitio-
ners of Ermou street, concerning obsolete, surviving or evolving professions of today. Area (F): 
Information presentation in video form / Simultaneous video projection of the activities taking 
place in the morning (video 1) and at night (video 2) in Ermou street. Areas (G1, G2): Interac-
tive exhibits presenting the soundscape of Ermou street during four time periods (morning, 
afternoon, evening and night). 
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4.1   Description of the Diverse Interaction Areas  

Starting from the main theatre area (area , consisting of key points 1 and 2), visi-
tors of the exhibition, treated as audience, were originally introduced to the social 
economical and cultural framework of Ermou street, through a series of lectures by 
invited lecturers (see fig. 6.1), with simultaneous projection of documents. Proceeding 
to the specially arranged exhibition area, the visitors had access to historical photo-
graphic documents as well as contemporary photographic material (see fig. 6.2) in 
poster form (area , consisting of key points 1, 2, 3, 4), negotiating through time 
issues of the architectural identity and socio-historical evolution of Ermou street. In 
this interaction area the large scale projected photographic material presented the 
negotiated issues in a predefined order. Visitors could be navigated in a natural way 
(by walking) to the presented information material and discuss with each other or with 
the representatives of the exhibition organisers issues of the presented approaches. 
 

 
 

Fig. 6. Photographic material from the exhibition 

In the centre of the exhibition area, the public had access to an interactive exhibit 
(area C), which presented information material in photograph and text form. Visitors 
interacted with the exhibit with the use of a specially arranged user interface, which 
focused on Tangible User Interface techniques [13] [14]. Visitors, placing a compass 
to certain points of a table map (see fig. 6.3) activated the projection of visual infor-
mation (image and text) corresponding to the respective street points. In the next 
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interactive exhibit (area D), which was also based on Tangible User Interface tech-
niques, visitors interacted with the information material moving, like in the previous 
case, a symbolic object on a table map (see fig. 6.4), activating points corresponding 
to inhabitants’ and trader’s narratives about economical and social life of the past as 
well as of the contemporary reality. In this exhibit the relative information were con-
veyed at the same time in oral speech and written text. Following, visitors had access 
to an interactive exhibit (area ), where they could be navigated to key points of the 
historical evolution of Ermou street (see fig. 6.5) where three biographical narratives 
were presented regarding obsolete (blacksmith), surviving (tailor) or evolving today 
(bookseller) professions, by activating a moving cursor. The relative information was 
conveyed audibly (oral narrative) and visually (portrait of the practitioner in his work-
ing place and photographs of the tools and equipment of his work). In the next area 
(area F), visitors could watch two parallel video projections presenting Ermou street 
in a twenty-four-hour basis (see fig. 6.6)  from selected fixed points-of-view and the 
activities taking place in the morning (video 1) and at night (video 2) in this street.  

Finally (areas G1, G2), visitors were acquainted with contemporary sound envi-
ronment (soundscape) of everyday activities in Ermou Street. Two identical interac-
tive exhibits were installed in specially arranged rooms, where visitors, listened typi-
cal symbolic sounds from modern social life of Ermou street, by tuning the receiver of 
a radio of ‘50s on certain spots - “radio stations” (see fig. 6.7). In each radio tuning by 
the visitor, the movement of the radio “needle” was simulated by a multimedia appli-
cation, which projected relative photographs of the selected street point in combina-
tion with the respective sound extracts (see fig. 6.8). 

5   Conclusion 

Connecting physical and virtual environments with the use of various practices and 
possibilities provided by digital technologies in combination with the use of every-
day-life objects, the presentation of multimedia content through the common practice 
of keyboard - mouse - screen [15] was avoided and design strategies for mixed inter-
active environments were applied according to each given design problem. The rea-
son of using a complex approach of "user interfaces" was mainly the diversity that 
characterises the different user profiles met in exhibition / museum [16] environ-
ments. In these environments, the context in which information is transformed to 
representation models usually constitutes narration and information intake methods, 
similar to methods used in everyday relations, in other words methods of a more ex-
periential approach. Aiming at approaching target groups not familiar with the use of 
computer systems, during the stage of design, the customizability regarding the use of 
digital and analogue media as well as the ability of providing multimodal sensorial 
approaches was considered necessary. For this purpose, a methodology of user inter-
face and interaction platform design was developed, so that the implementation of 
various forms of interactive applications could be easily and directly presented, as 
well as the ability of fast scenario interchange could be provided. For the interconnec-
tion of the interaction areas between physical and virtual environments, special en-
coders were used which translated in alphanumerical symbol forms, the visitors’ posi-
tions and actions, activating the relative information which was stored in the computer 
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systems. The information material was presented according to stimulus in image, text, 
sound, and digital video form, or it activated, in its turn, other external stimuli. 

The representation techniques formed by these design criteria promoted novel 
ways of interaction with the content, providing ways of information access addressing 
to groups of the public regardless of age and knowledge background. The Cultural 
Information Interaction Design presented within the framework of the exhibition 
about Ermou Street, was a combination of practices from different design fields as 
well as methodologies of various specialised knowledge fields dealing with cultural 
content. These combinative uses suggested new ways of interpretative approaches, 
introducing new horizons for the promotion and presentation of Cultural Heritage. 
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Abstract. This paper addresses the design and evaluation of a Personal Digital 
Assistants' (PDAs) application to enhance the visit experience at the Mu-
seum/Library Stratis Eleftheriadis Teriade in Lesvos, Greece. The paper reviews 
the use of new technologies to enhance Museum visit experiences, and focuses 
on the use of PDAs for providing information and interpretation, keeping visi-
tors interest and attention, as well as promoting various museum facilities. The 
paper describes the design process of the "Fables" application with the use of 
NaviPocket v. 2.4 by ORPHYS SYSTEMES (an authoring tool for PDA appli-
cations), includes an evaluation of the application and the authoring tool's effec-
tiveness, and concludes with directions to further work on this area of research. 

1   Introduction 

There has been a considerable amount of research on the use of multimedia technolo-
gies to the museum environment to enhance the museum visit experience and provide 
information and interpretations for the museum collections [11], [18], [22], [15], [23]. 
This paper presents a study that focuses on understanding the visitors and museum 
requirements to develop a Personal Digital Assistants' (PDAs) application that aids 
the museum visit. To meet the study requirements a “real world” application is exam-
ined at the Museum/Library Stratis Eletheriadis Teriade (which will be referred to as 
“Teriade Museum” in this paper) in Lesvos, Greece. The museum presents a vast 
collection of books of special editions that have been illustrated by great painters of 
the 20th century. 

Section 2 analyses the Museum requirements for finding ways of attracting visi-
tors’ attention, and for information provision and interpretation of collections. It re-
views the ways new technologies tried to address these requirements and aid the mu-
seum visit. It also reviews the way the PDAs technology has been used to serve the 
museums for this reason. Section 3 presents the Teriade Museum requirements that 
call for the application of new technologies, which connect the exhibited collections 
to information (general and interpretational). Section 4 analyses design considerations 
related to the development of PDA applications in general and section 5 focuses spe-
cifically on issues related the development of PDA applications for museums. Section 
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6 presents the development process of a prototype PDA application for the Teriade 
Museum, which focuses on a series of illustrations by Jean de La Fontaine for the 
book of “Fables”. Section 7 discusses the evaluation of the prototype that revealed 
that the use of PDA many of the visitors requirements can be served. 

2   Museum Needs and New Technologies 

Museums are organizations rich in content and their mission is to bring people 
closer to artefacts and the meanings they convey, which is manifested by the mu-
seum definition of United Kingdom Museums Association [20]. The collections of 
artefacts are at the core of the museums. However, the visitors must be provided 
with information in order to be able to assign meaning and interpretations related to 
the artefacts. Interpretation is the way people understand certain things [12], [13]. 
This is one of the roles undertaken by the museums to tell stories through their 
exhibitions and connect artefacts with information in order to provide meaning [3]. 
To do this museums tend to use mainly static ways of presenting information (like 
labels, photographs, catalogues etc.). However, such static ways of presenting in-
formation is not enough to fulfill their requirements. New technologies and new 
media should be utilized for this reason. 

Multimedia and new technologies provide unique opportunities to museums as 
they bring new ways of communication and interpretation. Technological solutions 
known by now, like projection systems and info-kiosks, successfully connect arte-
facts to information. However, these solutions are limited to the museum physical 
space. Audio-guides are successful examples of connecting artefacts to information 
in a portable way, which is not limited by the physical environment, but to the use 
of audio. 

PDAs technology allows the dynamic presentation of information, without being 
limited by, or being encroached by the aesthetics of the galleries. The introduction of 
handheld computers in museums for enhancing visitor experience was inspired by 
Zaurus, Psion, and Newton [1], that provided the museum visitor the opportunity to 
access multimedia, text and audio while walking through the exhibitions. Moreover, 
in contrast to audio-guides, users could now follow a non linear path of exploring the 
information provided. The “pocket curator” in 1995, was a system that made person-
alised experience possible by providing interactive audio and text about biographical 
information and interpretive annotations for 15 works of art (Fernando Quintero). In 
1997 the Smithsonian Institute launched a traveling exhibition named “America's 
Smithsonian,” which used handheld computers iGo to lead an interactive tour, which 
provided information on 90 objects of the exhibition using narration, and text graph-
ics. While in 1999 the Smithsonian Institute included the handheld computer Rocket 
e-Book at the “On Time” exhibition which supported hypertext files, sound, and black 
and white graphics. Museum futurists showed great interest in wireless networks and 
location aware technologies. The project Hyper Interaction with Physical Space 
(HIPS), sponsored by the European Commission, was one of the first projects that 
experimented with mobile computing and location awareness in museums [11]. Also 
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the MIT lab is known for its interest in wearable computing through the work of 
Sparacino in interactive exhibit design [19]. Tate Gallery gives emphasis on museum 
interpretation. Tate Modern Gallery launched two pilot multimedia tours whose mis-
sion was to “to test both applications of wireless technology in the gallery, and to 
access a wide range of approaches to content design” [18]. 

Although the audience’s feedback was positive towards the use of PDA’s in exhi-
bitions, the museums did not incorporate them because of practical concerns. Issues 
included: the fragility of the devices; the frequent need to recharge batteries; the cur-
rent high cost of the devices. Cultural organizations around Greece apart from Ar-
cheoguide [21], a system based on advanced IT that provides new approaches for 
accessing information at cultural heritage sites, there have not been many examples of 
using PDAs. However, the interest for enhancing the museum experience by provid-
ing information and interpretation, as well as promoting various museum facilities 
with the use of handheld technologies has expanded and lately and there has been a 
considerable amount of research activity on this subject. 

The following section states the aim of this research and focuses on the Teriade 
Museum to examine the possible use of PDAs to enhance museum visit experience. 

3   The Museum/Library Stratis Eleftheriadis Teriade 

The aim of this research is to study issues related to the design and the development 
of PDA applications for cultural organisations. In particular, it aims to study the real 
requirements for the development of museum multimedia applications for PDAs that 
enhance visitor’s experience and provide information and interpretations about the 
museum collection. In order to determine the requirements for the use of PDAs to 
enhance the museum visit experience, it is of paramount importance to study a ‘real 
world’ situation, as only in such a situation do seemingly trivial problems arise that in 
reality may determine the success or failure of a system. Gunton [14], characteristi-
cally said “if they do not like the technology they will simply not use it” (meaning the 
users). The choice of a good application ensures that the end users will be motivated 
to use it and helps in obtaining ‘real’ users for evaluation. To achieve the develop-
ment of a multimedia application for a PDA that aids the interpretation of the collec-
tion of “Fables” by Jean de La Fontaine, which have been illustrated by Marc Chagall 
and are exhibited in part of the Teriade Museum is suggested. The Fables were in-
spired by the tales of Greek, Hindu, Persian, Arabic and Chinese writers. 

The Teriade Museum opened its door to the public in 1979 and exhibits the edito-
rial work of Stratis Eleutheriadis Teriade, which includes copies of the “Grands 
Livres”  and “Verve” that have been illustrated by some of the greatest artists of the 
20th century like Chagall, Matisse, Picasso, Braque and others, as well as copies of 
medieval manuscripts. The role of the Museum is of major importance to the local 
community of Lesvos, as it is a focal attraction for tourists and plays an important 
educational role for the local schools. 

The collection of Fables is of great interpretational and educational interest to 
Greek and European audience. The Teriade Museum pays great attention to the de-
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velopment of educational programs. Thus, it is believed that the development of the 
proposed application is an important contribution to the museum visitors and it will 
aid the publicity of the museum. 

In its galleries Teriade Museum exhibits the only illustrations of the “Grant 
Livres”, the “Verve” and medieval manuscripts (see Fig.1(b)). Thus, the illustrations 
are disconnected from the story they supplement (see Fig.1(a)), which makes it diffi-
cult for the visitor to understand their meaning and appreciate their importance. The 
way a collection is exhibited is a decision taken by the museum curator. One of the 
politics of the Teriade Museum management is to preserve the way Teriade decided to 
present his collection, without including interpretative information. This practically 
means that there are no labels, photographs, catalogues etc., but very few panels with 
a reference to the book a particular section of exhibited illustrations originated from 
and the artist who created them. Then again the Teriade Museum appreciates the 
visitors’ requirements of being provided with more information about the collection, 
and connecting the illustrations to the stories, however, this should not superimpose 
the physical site. 

   
 
     (a) (b) 

Fig. 1. (a) A snapshot of two pages of the “Fables” by Jean de La Fontaine that contains the 
story and the illustration by Marc Chagall. (b) One of the walls where the collection of “Fables” 
illustrations are exhibited at the Teriade Museum exactly the way that Teriade set it up. The 
stories are disconnected from their illustrations and no interpretational information about the 
collection is presented. 

The use of PDAs technology suits adequately to the Teriade Museum require-
ments, as it offers a very rich way of connecting the stories to the illustrations, and 
providing general and interpretational information for its collections (as it incorpo-
rates visual and audio information) in an interactive, user friendly and portable way, 
without encroaching on the aesthetics of the gallery space. 

The following sections analyse issues to be considered when developing PDA ap-
plications for museums and describes the development of the “Fables” prototype. 
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4   Issues Related to the Design of PDA Applications 

According to Dunlop and Brewster [8] the design of successful PDA applications 
various factors should be considered which are mainly related to: 

− the technical characteristics of the devices 
− the use of the application 

These factors charge the PDA application designers with new challenges, such as: 
− design for mobility 
− design for a wide audience 
− design for limited input/output facilities 
− design for providing information based on the user location 
− design for user multitasking at levels unfamiliar to most desktop users 

Many times the users interact with portable appliances whilst performing many 
other actions (like walking etc.), therefore they cannot dedicate all their attention to 
the PDA monitor. Thus, the interface design should not interfere to the users’ main 
activities [4]. To address this concern we propose the use of audio to improve usabil-
ity issues. Many handheld devices use audio feedback during the typing of certain 
keys or in order to confirm various actions. Audio can be used to improvement the 
user interaction with the appliance and accordingly with the information that this 
contains. 

5   Issues Related to the Design of PDA Applications for Museums 

The design of PDA applications for museums should address the museum require-
ments and provide the visitors a pleasant museum experience [7]. Woodruff and his 
colleagues [23] studied the visitor behaviour using PDAs in museums and concluded 
that the visitors try to find a dynamic balance between the museum environment, the 
PDA device and the group the visit with. For the visitors to achieve a pleasant and 
improved museum experience there should be balance between the amount of infor-
mation they get, the type of information made available based on various sources and 
the way that the information is presented. The study revealed certain issues related to 
the user interaction with the PDA application: 

− that the visitors should be provided with visual feedback for their selection 
− the information presented should be short and the system should support audio 

presentation of the information 
− the audio information should not interfere with the interaction between visitors in 

the museum 

In terms of the interface design, the PDA applications should pursue criteria simi-
lar to web sites development [7]. In addition, the Canadian Heritage Information 
Network adds some practical guidelines [5] for the graphic design of the interface: 

− each screen node of the PDA application should fit the size of the PDA screen 
− the navigation should be structured hierarchically 
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− the design of the PDA application should mach the design of the brand image of 
the company (museum) the application is designed for 

− backtrack and easy access to the home page should be supported 

The design of an aesthetically pleasing interface is important, however, the success 
of the system is based on accessing information in an intuitive and easy way [17]. 

Below the design process of the “Fables” prototype is described. User and applica-
tion requirements are analysed and design solutions based on them are suggested.  

6   The “Fables” Prototype 

The “Fables” prototype aims to enhance the visiting experience at Teriade Museum: 

− by connecting the stories to the illustrations 
− by providing general and interpretative information about the Fables’ illustrations 

that allows the visitor to understand the collection 
− by helping visitors to focus their attention on specific items of the collection 
− at the same time allowing the visitors to create their own personal opinion about 

the collection without imposing any interpretative information 

In addition, the system allows the visitors to select content (text and images) that 
meets their personal interest and take it with them after their visit at the museum in 
print (a kind of a souvenir). 

6.1   The Content 

In order to achieve the above stated aims thorough study was required on the content 
to be included in the application. This was achieved by identifying the application 
stakeholders and their requirements. This stakeholder method of working evolved out 
of the Soft Systems approach [6]. The set of stakeholders consisted of the Teriade 
Museum curators and management, art historians who might provide various interpre-
tations for the collection and visitors. Careful study of the above stakeholders’ re-
quirements led to the inclusion of the following content to the application: 

− what are the “Fables” by Jean de La Fontaine 
− what the Fables’ illustrations portray, something which is not intuitive as the way  

the illustrations are exhibited in the museum gallery are disconnected to the text 
they illustrate 

− why Vollard (who initially edited the Fables) chose Marc Chagall to illustrate the 
Fables 

− what techniques Marc Chagall used to create the illustrations 
− Marc Chagall’s life, which helps the visitor understand the environment and the 

influences of the painter, also it has been stated that visitors show particular inter-
est to finding information about people’s lives [9] 

− Marc Chagall as a painter 
− Marc Chagall as an illustrator, which explains how Marc Chagall was involved 

into graphic arts 
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− how the Fables ended up at the Teriade Museum 
− general information about the Teriade Museum 
− general information about Stratis Eleutheriadis Teriade 

To identify the stakeholders’ needs common used techniques in requirements gath-
ering have been used, such as interviews, focus groups and questionnaires. 

Content is presented with videos made of narration and animated pictures. Text 
was not used as visitors cannot deal with text while moving in the gallery [22]. In 
addition, PDA devices are too small to provide long descriptions, therefore audio is 
preferred to text [18]. The videos do no exceed 1 minute duration, as long audio de-
scriptions are tiring for the visitor [18], [23].  

6.2   The Navigation System and the Prototype GUI 

The user can navigate through the content by choosing the sections of their interest, or 
they can be automatically guided in the gallery as the system supports technology for 
the localisation of visitors’ position in the gallery (this is based on the use of infrared 
technology). The user can choose to switch between manual and audio guidance at 
any time while using the system. 

 

           

Fig. 2. The layout of the “Fables” prototype application 

For the design of the application graphical user interface (GUI) and navigation sys-
tem various issues of usability have been taken into consideration [16], [17]. The 
application interface consists of five areas as it appears in (see Fig.2): 

− part 1 remains static in all pages and includes two buttons, the left one leads to the 
home page, and the right provides information for the Teriade Museum 

− part 2 states the current section and returns to the previous page 
− part 3 includes either navigation buttons that lead to the various sections and sub-

sections of the application, or a video related to the subsections selected 
− part 4 includes buttons that allow switching between auto or manual guide 
− part 5 includes control buttons for the video and audio   

part 2 

part 3 

part 4 

part 1 

part 5 
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6.3   The Prototype Implementation 

One hundred illustrations of the Fables were digitised and edited for the creation of 
the videos. For this prototype only 5 videos have been created. For the narration a 
male and a female voice have been used, in order not to tire the visitor. Appropriate 
background sound has been incorporated to the videos. 

The videos have been created with the use of Flash MX 2004 (by Macromedia) and 
then imported as MPEG in NaviPocket v. 2.4 by ORPHYS SYSTEMS, which was 
used for the implementation of the application. Navipocket, is an authoring tool which 
allows the creation of multimedia applications on electronic message minders of PDA 
type. Navipocket is a software unit intended for all the portable systems supporting an 
embarked OS (Version 1 functions under Microsoft Windows EC 2.xx and Pock-
etPC). The product is a complete set of an “Editor”, a “Simulator” and a “Run-time”. 
Envisaged for a use in situation, the software privileges the speed of execution, the 
economy of the resources, and the facility of use without stylus. 

7   The Prototype Evaluation Process and Results 

The scope of the evaluation is to assess the application effectiveness, in terms of 
achieving its initial goal and meeting the user and application requirements, and also 
to assess Navipocket as an authoring tool. 

For the evaluation 30 University students were used. The students went through the 
gallery without the use of the PDA application first and then they were interviewed to 
access their understanding of the collection. Then the users went through the gallery 
with the use of the PDA application, and they were allocated with a list of tasks (e.g. 
to find information about Marc Chagall – why he was involved into graphic arts, to 
find more about the Teriade Museum etc.) in order to be encouraged to explore the 
application to extract information. During their visit they were observed by the re-
searchers, in order to identify problems with the use of the application and help them 
in case assistance was required. At the end of their visit the users discussed their ex-
perience with the researchers. The duration of a whole session was approximately 45 
minutes. The following section states the evaluation outcome. 

7.1   The Application Effectiveness 

One of the main objectives of the application was to connect the illustrations to the 
stories they portrayed. When the users visited the gallery without using the PDA ap-
plication, they did not realise which story each illustration portrayed, although they 
knew some of them very well (as they are very popular, for example Aesop’s fables). 
In addition, most of the users did not know much about Marc Chagall, but they would 
like to get more information about him and his work. When they were asked what 
they thought that the illustrations portrayed, they were incapable of providing an ade-
quate answer. This changed when the users went through the gallery with the use of 
the PDA application. The evaluation showed that the use of video, narration and mu-
sic provides a very pleasant way for the visitor to get information. The users spent 
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time trying to complete the tasks they have been allocated and they were able to an-
swer most of the questions they were asked. The use of the PDA helped focussing the 
visitors’ attention to particular areas of the gallery and the amount of time they spent 
at the gallery was prolonged. In the after session discussion the visitors stated that the 
use of the application helped them understand the meaning of the gallery and they 
expressed great enthusiasm using the application. 

7.2   The System Usability 

The scope of this part of the evaluation was to assess the effectiveness of the system 
in terms of usability (if they could easily find the information they required). To 
achieve this, the users where allocated a particular task (e.g. to locate the illustration 
of a particular story, to find the title of the story of a particular illustration, to find 
why Vollard choose Marc Chagall to illustrate the Fables, to find what technique 
Marc Chagall used to create the illustrations, to find particular information about the 
Teriade Museum). The aim was to encourage the users to navigate through various 
levels of the application and identify particular problems with the GUI. This is a typi-
cal method used for requirements gathering and/or for system evaluation.  

The evaluation revealed that the use of the application was easy and all the users 
that took part in the study agreed that they were able to find the information required 
quickly (all the users accomplished the task that they have been allocated to find in-
formation about Chagall and how he got involved into graphic arts). The problems 
that have been identified were trivial and related to the wording of some titles and the 
icon for finding information for the Teriade Museum, which were easily updated. One 
of the most serious problems was the allocation of a particular illustration in the gal-
lery. Sixty percent of the participants managed to allocate the illustration they were 
looking for on the wall, 20% found it after lots of difficulties and 20% did not find it 
at all. This task was much easier when the auto guidance was used. The users also 
stated some issues related to the video controls, like being able to rewind the videos 
forwards and backwards, to have random access of the video and provide information 
related to the duration of each video. 

8   Conclusions 

The paper presented a study for the design and the development of PDA applications 
to create an enhanced museum experience by providing information and interpreta-
tions about the museum collection. To address the research requirements the Teriade 
Museum was used as a case study. The research focused on developing a prototype 
application that provides interpretative information about the illustrations of the “Fa-
bles” by Jean de La Fontaine exhibited in part of a gallery of the Teriade Museum. 
For the development of the application a stakeholders requirements gathering ap-
proach was followed, which identified the content to be included and the way the 
information should be presented. The prototype evaluation revealed various issues 
regarding information comprehension, interpretation and usability and showed that in 
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general the use of PDA can improve the museum experience and serve the user re-
quirements effectively and efficiently. 

Future work should focus on issues related to interpretation and the way visitors in-
teract with museum collections with the scope to extract more information about the 
use of PDAs technology to better serve museum and visitors’ requirements. This type 
of research would be particularly interesting for Greek heritage, where there is a 
plethora of small museums with extremely valuable collections, very often being 
neglected by the visitors due to ignorance or lack of information. Technological solu-
tions like the one presented in this paper could reveal the Greek cultural heritage 
treasures and attract new groups of visitors. 
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Abstract. Exhibition shows are essentially information exchange hubs. Their 
success relies on the quantity and quality of interaction of the involved parties: 
exhibitors, visitors, and organizers. The introduction of advanced wireless ap-
plications in the exhibition industry is a major opportunity for improving inter-
action and communications, thus leveraging the value proposition of exhibition 
services. This paper discusses the development and commercial trial of a Wire-
less Exhibition Guide that employs mobile terminals, wireless networks, and 
indoor location positioning technologies integrated through a set of software 
components, to introduce sophisticated information, communication, and navi-
gation services for exhibition environments. Results indicate acceptance of the 
Wireless Exhibition Guide amongst the stakeholders of the exhibition industry, 
organizers, exhibitors, and visitors alike, and provide guidance towards the fu-
ture of portable personalized location-sensitive information systems in informa-
tion-rich environments, such as museums, conference centers, and art shows.  

1   Introduction 

Despite the emergence of various electronic business communication and promotion 
methods over the past years, exhibition fairs continue to rank as the most dynamic and 
effective sales and marketing tools in existence [1]. In the context of the modern 
economy, fairs continue to bring together market participants providing a unique  
opportunity for personal contact and information exchange. Moreover, fairs and exhi-
bitions are “shop windows” offering insights into the latest industrial products and 
services to business and individual visitors. 

As exhibition organizers compete to generate value for their shows, their attention 
and promotional activities have been concentrating more and more on visitors rather 
than on exhibitors [2]. Visitor satisfaction has become of strategic importance and has 
led trade fair organizers into pursuing a new strategy described by the term ‘visitor 
orientation’. Towards implementing this strategic goal, one of the things exhibitors 
bear in mind, while designing and setting up their show, is the need to accomplish the 
‘extended-stay visit’ [3]. Exhibitors are naturally interested in making visitors stay at 
their corporate booths as long as possible. To this end, traffic flow engineering is 
typically employed. Self-guided tours based on various technological means (ranging 
from CD-ROMs to portable computing devices) are used to direct visitors at a desired 
pace throughout the show. In addition, firms try to notify visitors about presentations 
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taking place at different times of the day, so as to extend their stay in the exhibition 
place. At the same time, exhibitors must provide something to be remembered; this 
trend is referred to as ‘experiential exhibiting’ [4]. Technology can assist in making a 
sophisticated and impressive presentation of the exhibition products’ unique selling 
points. 

2   The Wireless Exhibition Guide  

Drawing on the experience of previous research and commercial efforts on providing 
wireless services in exhibition [5, 6], museum [7] and conference settings [8], and 
having identified a set of technological solutions allowing for efficient peer-to-peer 
wireless communication and positioning of increased accuracy, a European-wide de-
velopment and research team, with the participation of a number of ICT providers (In-
tracom Hellenic Telecommunications and Electronics Industry S, L.M. Ericsson A/S, 
Elisa Communications Corporation, Pouliadis Associates Corporation, Space Systems 
Finland Ltd.), research institutes (Research Center of Athens University of Economics 
and Business, Helsinki University of Technology) and exhibition venue owners (The 
Finnish Fair Corporation, ROTA Ltd.), initiated a research project, partially funded by 
the European Commission, to design and develop a Wireless Exhibition Guide 
(WEG). The WEG aimed to exploit the technological opportunities arising from evo-
lution in the areas of wireless networks and indoor positioning technologies [9] to 
provide value-added services supporting the professionals and customers in the exhi-
bition industry in a context-aware manner [10].  

The following sections discuss in brief several aspects of the Wireless Exhibition 
Guide development, such as the technology applied (sub-systems and infrastructure), 
a usage scenario indicative of the services provided for the three stakeholders of the 
exhibition sector (exhibition organizers, exhibitors, and visitors), and the results from 
the system’s testing and user evaluation in a real exhibition event.  

2.1   A WEG Use Scenario 

The scenario involves Philip, a visitor in the “Mobile Expo” organized by Finnish 
Fair Corporation (FFC) in Finland, who uses a set of value-added services provided 
by the WEG application.   

Philip enters the exhibition center and passes through the reception. The registra-
tion staff of FFC asks for his invitation and the visitor informs them about his online 
pre-registration. The secretariat asks the visitor if he wishes to use the WEG. After 
getting all the required information, Philip agrees to download the WEG software to 
his device under the guidance of the FFC technical staff. While he is about to enter 
the exhibition hall, he meets a colleague, Charles, who is about to register onsite. 
Philip, who is a leader and moderator of a group comprising of the company’s em-
ployees, is inviting Charles to become member of the group. After that, Charles gets 
his device as well, and they go on their different ways. Before splitting, they both ask 
to view on their devices a personalized and location-aware navigation plan.  

Since Philip wishes to locate specific products, he uses his device to locate stands 
with the specific products on the map. After locating those stands on the navigation 
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plan, he takes the routing advice of his device to get there. As he approaches the stand 
of interest, he receives alerts for offerings based on his profile as well as targeted 
promotional spots of certain exhibits from the exhibitors. While wandering through 
the stands, Philip gets recommendations for specific events as well as common an-
nouncements (e.g. the exhibition is about to close). He is visiting 3 or 4 other stands 
that are in his list, and he follows the exact same procedure with the previous ones.  

After being in the exhibition for 3 hours, Philip decides to take a break for a snack 
or coffee so he moves towards the closest restaurant or rest area by using his naviga-
tion plan and routing advice on his device. On his way to the restaurant, he decides to 
meet with Charles, so he uses the system to track him since they both belong to the 
same user group. When he manages to position Charles, he sends a real-time message 
asking him to meet in five minutes in the restaurant area. Before sitting in the restau-
rant, they connect to the nearest kiosk to get information on their visit trail and 
movements up to this moment. Before leaving the exhibition center, Philip asks to get 
information on nearby means of transportation. 

While being at home or in the office, Philip gets connected to the Internet, gets ac-
cess to the WEG software, and downloads the material that he requested through 
bookmarks, as well as additional promotion material sent either by organizers or ex-
hibitors. Furthermore, replying to the organizers’ request, he uses the system to send 
feedback by giving his response to an online questionnaire. 

2.2   The Technology Solution 

The Wireless Exhibition Guide technology solution is implemented through a set of 
software and hardware components. The way in which these are integrated is more 
thoroughly discussed in prior research works [10, 11]. This section briefly discusses 
the WEG technology solution in terms of system architecture (Fig. 1).  

The core component of the Wireless Exhibition Guide system is the application 
server, which is responsible for handling user requests and realizing the relevant  
application logic (e.g. navigation assistance, personalized recommendations, “book-
marking” capability, business cards exchange, monitoring of mobile terminal loca-
tions, content management). The application server receives user requests via either 
the Internet or the wireless network installations of the exhibition center. Two wire-
less networking technologies (802.11b WLAN and Bluetooth) are employed and 
tested to provide wireless access to visitors, exhibitors, and exhibitor organizers 
within the exhibition boundaries.  

The delivery of location-based services and information (i.e. targeted messages   
[12], bookmarking, virtual trail) is enabled via two indoor positioning technologies; 
WLAN-based Positioning System and Indoor GPS System. WLAN-based Positioning 
is based on the WLAN infrastructure, which is also used for transferring data to and 
from the users. Indoor GPS constitutes a rather innovative positioning solution devel-
oped by Space Systems Finland Ltd. The indoor GPS system includes: a) a number of 
ground transmitters, pseudolites (pseudo-satellites) that emulate the signal of GPS 
satellites and replace GPS in the exhibition environment, b) a set of reference receiv-
ers that are used for signal integrity provision and synchronization of the pseudolites 
signals, and c) the Master Control Station (MCS) running the control software for 
providing monitoring, configuration, and control of the whole system.  
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The wireless devices that enable access to the application server and delivery of 
the WEG navigation, communication and information services include Personal Digi-
tal Assistants (PDAs) and laptops. Visitors use PDAs to make bookmark requests, re-
ceive exhibition content, and routing information. During the trial operation of the 
system, a specific PDA (iPAQ 3870) was selected to test visitors’ services. Neverthe-
less, other models of PDA devices can as well be used provided that they are WLAN-
enabled and have a free PCMCIA socket for a GPS receiver. Visitors can also use  
laptops for preparing their visit before the exhibition and review their visit after it. 
Exhibitors and exhibition organizers can use wireless connected laptops to receive 
statistics, get real-time notifications, and submit exhibition content. 

 

  

AApppplliiccaattiioonn
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Fig. 1. Technical Architecture of the Wireless Exhibition Guide 

3   Trial Design  

The trial operation of the WEG prototype took place in the FFC Exhibition Center, 
Helsinki, Finland on 18–19 March 2004 during the ViiniExpo (The Wine Exhibition). 
The trial consisted of two stages. Stage I included testing of the primary technologies 
applied first in isolation and then in integration, while Stage II concerned the evalua-
tion of the system’s services from the end-user perspective. The whole paper is pri-
marily focused on Stage II (user evaluation), the methodology employed and results. 
Regarding Stage I, due to space restrictions, we considered it important to include in-
formation on only the positioning accuracy achieved by the two principal wireless 
technologies (WLAN-based and Indoor GPS).  
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3.1   End-User Evaluation Methodology 

The principal objectives set for the evaluation of the WEG included: 

a) Collecting data on users’ attitude towards the future use of the system, 
b) Assessing overall experience and satisfaction with the WEG services.  

A total of 17 persons were involved in the evaluation process of the WEG proto-
type: 12 visitors, 3 exhibitors, and 2 organizers. They were all interviewed and then 
given an evaluation form to fill in. 

The trial, which lasted two days, gave emphasis on visitors’ experience of the  
system with the use of PDAs. In addition, the trial focused on testing the delivery of 
position services, which had been considered as the most important feature of the 
Wireless Exhibition Guide during the user requirements phase. Table 1 indicates 
which validation methods applied in each user group.  

Table 1. Evaluation Methods applied per test-group 

Evaluation  
Methods 
 

Test Group 

 
Visitors 

 

 
Exhibitors  

 
Organizers 

− Test Tasks X X  

− Interview X X X 

− Observation X   

− Evaluation 
Form 

X X X 

− Demonstration   X 

 

In practice, visitors performed a set of test tasks, while being under observation. 
The evaluation expert went through all tests with users playing the role of moderator.  
Visitors were asked to perform 8 tasks in total. They were also asked to think aloud 
while interacting with the system. When all test tasks were completed, the moderator 
asked visitors some general questions and then left them some free time to fill in an 
evaluation form. Exhibitors performed about 10 test tasks in total. Before any task, 
they were shortly introduced to the WEG system from the visitor's side in order to be 
able to imagine how their customers interact with the system. Also exhibitors were 
told to think aloud and fill in an evaluation form being tailored to their interaction 
with the system. For organizers, there were no test tasks available. Instead, the whole 
functionality of the WEG system was demonstrated to them, so that they evaluate it 
from the viewpoint of the candidate buyer of the software. In practice, organizers 
were asked to evaluate the system from all the three user groups' side. 

3.2   Evaluation Tool 

Following, we present the main sections, which correspond to the primary evaluation 
criteria, of the delivered evaluation forms.  
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 User Interface & Performance. Users are asked whether the User Interface 
(fonts, color, position, menus, forms) is aesthetically pleasant and exciting, as 
well as whether the systems is easy to learn, is easy to operate and has satisfac-
tory performance speed.   

 Value of Services. For each essential and innovative service, its perceived value 
is measured. The formal definition of usefulness is “the degree to which a person 
believes that using a particular system would enhance his or her job perform-
ance” [13]. In the exhibition context, the system should enhance the visiting and 
communication experience of visitors, the communication and promotion per-
formance of exhibitors and the management and monitoring ability of organizers 
in a manner complementary to curren practices.  

 General Attitude Towards the System. Issues like trust and willingness to use 
are faced in this part. Users are asked to declare their willingness to use the sys-
tem in the future. However, the Perceived Ease of Use and Perceived Usefulness 
are considered by the TAM construct as the key factors influencing the users’ be-
havioral intention and actual use of the system [14]. Users are also asked to state 
their intention to pay for getting the systems’ services as well as the price level 
they can afford for getting the system’s services.  

 Overall mobile experience and satisfaction from the system. Questions in this 
part examine the overall experience from using mobile devices and mobile tech-
nologies along with the overall satisfaction of using a new system to support vis-
iting experience [15]. Users are asked to compare their experience to the one 
gained during exhibition visits in the “traditional” way. 

4   Trial Results and Business Implications 

Due to the restricted size of the test sample, the data collected from the three user 
groups via observation, interview and evaluation forms could not be analyzed with 
quantitative statistical methods. Instead, qualitative methods are employed to stress 
the main strengths and weaknesses of the system, as they were verbally expressed but 
also coded in the delivered questionnaires.   

4.1   End-User Evaluation Results 

Test users who played the role of visitors were very keen about the features of the 
WEG. Some of them rated the system very high, despite the usability problems and 
the relative instability of the system during the trial. Others were not so happy with 
their visiting experience. This was naturally reflected in their comments (interviews 
and forms) and can be explained by their high expectations from the system. Con-
versely, for those whose expectations were not so high, technical problems that were 
presented were not insurmountable. Regarding the positioning services that were  
provided, these were seen as key drivers for the use of the software. In addition to po-
sitioning features, communication features were also found interesting and useful. Es-
pecially the message service was considered to be an advantageous feature. However, 
users were not happy with the way in which these services were delivered, since 
communication features suffered from usability problems. Some key statements/ sug-
gestions of visitors are presented in Table 2. 
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Table 2. Visitors’ Suggestions for Improvement 

 “The real added value concretizes in bigger exhibitions (CEBIT, 
COMDEX, etc.)” 

 “There should also be some features that show users’ location and their 
direction when they move” 

 “If users can choose the most interesting stands before, those stands 
should be seen in different color on map when entering to exhibition 
hall” 

 “As, in the next two or three years, almost everyone will have a smart 
phone (or a similar mobile device), it would be useful to be able to use 
the Wireless Exhibition Guide through smart phones as well”. 

 
Visitors were keen to use position based services in future, and they were also 

"happy to see the glimpse of WLAN in action" for the very first time. The positive at-
titude towards the system can be analyzed in the user needs context as they were set at 
the first place. In the case of visitors, it can be said that apart from some existing 
needs raised from the exhibition visiting experience, there were also needs which 
emerged only during the WEG use experience. General requirements like to know 
where you are, to locate companies and stands as easily as possible and to share your 
experiences with others can be considered "universal needs". The WEG satisfied this 
kind of needs in a satisfactory level, and this is why the majority of visitors involved 
to test appreciated these features. On the contrary, needs like "to avoid the informa-
tion overload" and "to get just the information user wants at particular time/place" 
were clearly born by the usage of the WEG system. Namely, the system’s ability to 
offer limited or regulated information based on user's location to avoid unnecessary 
actions (like scrolling long lists of exhibitors), were features which visitors found sur-
prisingly useful. This is the result of the technology’s ability to create new needs, not 
just satisfy the existing ones. 

Test users in the role of exhibitors were first introduced to the features visitors used 
through a PDA. After this short demonstration, exhibitors were asked to conduct ten 
test tasks designed only for them. The expectations of exhibitors were quite neutral. 
Maybe this was one reason why they were considerably happy with the elements of 
the WEG. They identified a number of very useful and value-added tools provided by 
the system. Their specific comments are quoted in Table 3. 

Overall, exhibitors were also quite satisfied with the elements and features of the 
WEG. In more specific terms, the ability to use tools for analyzing and reporting visi-
tors was found as a new useful and quite valuable service. The identified usability 
shortcomings somehow affected the overall experience, but still exhibitors saw the 
whole service as a good tool that could generate added value in their exhibition ex-
perience. 

There were two exhibition industry organizations involved in the trial, Finnexpo 
and ROTA. Representatives of those companies were first shown the visitor’s part of 
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Table 3. Exhibitors’ Suggestions for Improvement 

 The Analyzing and Reporting Tool was found “Useful tool to know what kind 
of individuals or groups of individuals have been visiting the exhibition or 
stands” and “Very valuable tool for after-sales service”. 

 The Virtual Business Cards facility was considered a value-added service 
because “It can consist of more important information of a company and its 
products than traditional business cards or brochures”. 

 The Communication tool was characterized as “a very handy tool for send-
ing messages to certain individuals characterized by some attributes vital to 
exhibitor's own interests”. 

 
the system (with PDA in the exhibition hall). After this short demonstration, they 
were asked to use the system via PC at the same place where exhibitors did their 
tasks (the office set-up). Some of the WEG services, such as the online exhibitor 
catalogue and the pre-registration facility, were already offered by the exhibition 
organizers though one or more web-based information systems. However, the very 
added value of the WEG was the fact that organizers did not have just one system in 
use that would incorporate all valuable features. Thus, the system could even, in 
principle, somehow replace or supplement their current business practices and sys-
tems. This was the main reason why organizers also liked the WEG. But at the same 
time, they were skeptical about the ability of the system to integrate with their leg-
acy systems. Despite this skepticism, several very useful and precious features were 
found. Especially tools for creating and viewing questionnaires, as well as extract-
ing statistical reports, were seen very handy in order to replace their existing prac-
tice of getting feedback from visitors. However, “if the system could generate real-
time information, such as how many visitors are on-line at a particular time, which 
stands are the most popular ones, then it would offer even more positive feedback to 
organizers”. 

Organizers were the most significant test group. Their high requirements and ex-
pectations from the use of the WEG system were due to having already part of the 
WEG services in place through their legacy systems. However, organizers lacked an 
integrated system with all essential features incorporated. This was considered as the 
core value that the WEG system generated for exhibition organizers. Moreover, navi-
gation and positioning services were also seen as critical source of value, since the or-
ganizers do not currently offer such services in their exhibition events. 

4.2   Positioning Accuracy  

The achieved positioning accuracy of the visitors is described as a part of the evalua-
tion results, since it affects the user experience significantly and is referred frequently 
in the evaluation results by the test users. There were two separate positioning subsys-
tems in operation, but it was transparent to the main server which (either one or both) 
of them was in use at a time. 
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4.2.1   iGPS Positioning Subsystem 
The pseudolite system trials were conducted in a different hall of the Finnish Fair 
Expo Center. Although the actual usability tests were conducted in Hall 4, where the 
actual Wine exhibition was taking place, the pseudolite tests were performed in an-
other exhibition hall (Hall 2) (Fig. 2). This was due to the lack of small and unnotice-
able end-user receivers that could be used in a transparent way in the exhibition place.  

The test results showed that the pseudolite system is capable of providing very 
good positioning accuracies in an indoor environment. In the beginning of the project, 
it was estimated that an accuracy of 1 meter would serve the needs of an exhibition 
application. During the tests, we showed that sub-meter, and even sub-decimetre, ac-
curacies can be acquired using the pseudolites. Specifically, the achieved positioning 
DRMS (distance root mean square) for 2-dimensional positioning (x, y) was 0.06m 
and 0.24m for 3-dimensional positioning (x, y, z). Although the current system is not 
feasible for real exhibitions due to the inconvenient size of the end-user receiver, dis-
cussions with receiver manufacturers revealed that small and efficient receivers 
should be available by early 2005. 

 

 

Fig. 2. The pseudolite antenna attached to the ceiling of the Exhibition Hall 2 

4.2.2   Wireless LAN Positioning Subsystem 
The wireless LAN access network covered the whole FFC Exhibition Centre, and thus 
the WLAN positioning system was available in both halls, the mock-up site in Hall 2 
as well as the actual exhibition site in Hall 4. The positioning system only needed the 
installation of the positioning client software at the client device side. Due to this 
practical reason, the user tests of the final trial evaluation were performed only by us-
ing the WLAN positioning system and standard Compaq iPAQ’s with WLAN acces-
sibility in Exhibition Hall 4. 

The achieved accuracy in the un-optimized network of the FFC Exhibition hall 
(Fig. 3) was fair: 4.2 meters in average. This was achieved with just a basic WLAN 
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access network, consisting of only 2 access points per hall and without any optimiza-
tion to the access point settings. The average accuracy is fairly good, but occasional 
errors of more than 10 meters appeared every now and then. 

 

 
 

Fig. 3. Test User Walking Paths - Normal WLAN with high transmit power and low number of 
access points (FFC Exhibition Center) 

5   Conclusions and Further Research  

The evaluation trials have indicated that the WEG has achieved a high degree of 
overall acceptance. Despite some minor technical problems, mainly regarding the sta-
bility of the system in the case of multiple PDA users interacting with it in parallel 
sessions, all user groups were satisfied with the overall experience of having a per-
sonal exhibition guide, which provided them with navigation services and location-
based information. User feedback has been recorded in detail in order to feed future 
re-design and re-development efforts on the WEG technology and service solution. 

One of the primary innovative features of the WEG is the use of an indoor GPS 
system able to locate users with a quite great accuracy, compared to the positioning 
abilities of WLANs. The described indoor GPS solution has been implemented with 
the integration of a rather large module into the PDA device. Adding the GPS module 
has rendered the PDA device unacceptably large and has also significantly decreased 
its battery life. Future versions of the WEG should handle this problem by using  
either chipless GPS technology, which several device manufacturers are currently in-
vestigating, or a single chip that will handle all GPS functions [16]. Both GPS tech-
nology solutions will greatly contribute to minimizing both the power assumption and 
the size of the device to be used for accessing the WEG services.  
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Towards the purpose of convergence of voice and data services, the implementa-
tion of the same technology solution based on interconnection of wireless and mobile 
networks is proposed. The challenge concerns the provision of roaming services from 
mobile to wireless network and vice versa. To cover future inter-network roaming for 
users of wireless location-based services, an integrated location management architec-
ture, much like the one proposed by Varshney [17], should be developed. Such archi-
tecture supports location tracking in other wireless networks (WLANs, PANs) as well 
as in cellular networks (GSM, GPRS) and satellites. The proposed solution would al-
low the WEG users to access multiple networks while being in the exhibition show, 
thus increasing the value of the WEG solution.  

The current analysis of WEG business solution has triggered interest in analyzing 
the successful conditions, under which commercialization of WEG could be achieved. 
Based on alternative patterns of alliance formation, with the purpose of the WEG 
commercialization, among actors of the mobile and exhibition industry, a wide range 
of alternative business models can be identified and designed [18]. In practice, we ex-
pect that more than one business model for the exploitation of the WEG can apply 
given differences in the organizational and market conditions. We contend that the fi-
nal selection/decision on the business model to be applied in a given situation will be 
based on a number of factors regarding both the internal and external environment of 
the candidate service providers, such as size, competitive position and corporate strat-
egy (internal factors), but also competition degree, technology uncertainty, and mar-
ket maturity (external factors). 
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Abstract. The dual problem of searching resources in the network and that of 
disseminating with reliability resources selectively in an infrastructureless wire-
less network is yet unexplored. This paper proposes an approach based on the 
advantages of epidemic selective dissemination through mobile Infostations. 
The proposed scheme combines the strengths of both proactive multicast group 
establishment (flexible Geocasting) and hybrid Infostation concept and attempts 
to fill the gap between mobility and reliable file sharing for mobile peer to peer 
users. This method faces the flooding problem and enables end to end reliability 
by forwarding requested packets to epidemically ‘selected’ mobile users in the 
network. Examination through simulation is performed for the response and re-
liability offered by epidemic collaborative Geocast method showing a signifi-
cant robustness in reliable file sharing among mobile peers. 

1   Introduction 

While MP2P objects1 sharing is user driven as happens to the internet, a crucial issue 
is which dissemination strategy will be used. MANets due to the frequent and unex-
pected changes in topology and short lived devices characteristics are not robust to 
host with reliability resource/file sharing among mobile peers. Thus by applying epi-
demiological models to information diffusion allows the evaluation of such strategies 
depending on the MANET characteristics, e.g. the node density. In order to choose 
appropriate strategies at run time, the model should be easily evaluated. Reliability in 
highly changing topology networks is a major issue since their moving characteristics 
trade off the end user’s QoS. Thus optimally designed systems have to offer end user 
reliability and integrity by enabling reliable sharing of information.  

Unlike cellular systems where users enjoy a constant connectivity, MP2P systems 
are “short-lived”. Connections between peers on the network are prone to failures. 
MP2P devices have many negative characteristics like short connections times, un-
predictable disconnections (range and battery failure), small network formation factor, 
and file’s unavailability. In this paper a reliable file sharing scheme for MP2P devices 
is proposed taking the advantages of epidemic file dissemination through mobile users 

                                                           
1 The term “objects” refer to a general term pointing to files or memory addresses(file refer-

ences, memory references). 
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and mobile Infostations [1, 9, 10]. Through geographical landscapes where Infosta-
tions are set and initialized, the modified epidemic protocol creates a replicated object 
in order to enable MP2P reliable file sharing. This scheme proved its scalability in 
node’s density since it does not require the knowledge of network at any single host. 
Additionally it does not require spatial distributions to efficiently spread information 
while enables reliability in supported mobility.  

The organization of the paper is as follows: Section 2 discusses the related work 
that has been done for MP2P reliable information sharing, featuring out the basic 
principles and the conducted solutions by different schemes. Section 3 then introduces 
the proposed reliable file sharing scheme for MP2P users, followed by section 4 
which provides the evaluation and simulation results of the proposed scheme in con-
trast to the Geocast characteristics and reliability factors for file sharing in MP2P 
environment. Finally, Section 5 concludes with a summary of our contribution and 
further research. 

2   Related Work 

MP2P environment represent a new class of computing with large numbers of re-
source-constrained computing nodes, cooperating on a single or group of applications. 
MP2P devices must often operate for extended periods of time unattended, where 
evolving analysis and environments can change application requirements, creating the 
need to alter the network's behavior. Totally different from the traditional method of 
programming a node over a dedicated link, the embedded nature of these systems 
requires a mechanism to propagate new code over the network. 

In general, the information sharing process should require a minimal amount of 
time. This not only reduces any service interruptions to a deployed application, but is 
also reduces information sharing reliability. Recent researches in reliable information 
sharing require dense networks in order to bind network partitioning. However, in 
dense networks, the contention and collisions caused by the random interactions of 
neighboring nodes harms the performance since file sharing techniques rely on over-
hearing. In turn overhearing drives the network to generate a huge overhead in order 
to “hear” the peers. This issue can be disastrous for sensitive information since capac-
ity limitations can take place in each node due to overhearing, and information will be 
lost2.  

For data dissemination in wireless networks, naive retransmission of broadcasts 
can lead to the broadcast storm problem [2], where redundancy, contention, and colli-
sions impair performance and reliability. The authors in [2] discuss the need to have a 
controlled retransmission scheme and propose several schemes, such as probabilistic 
and location based methods. The experiments were conducted by Ganesan et al. In [3] 
authors identify several interesting effects at the link-layer, notably the highly irregu-
lar packet reception contours, the likeliness of asymmetric links, and the complex 
propagation dynamics of simple protocols. In [4] an epidemic algorithm is proposed 
based on strictly local interactions for managing replicated databases in a robust way 
for unpredictable communication failures. The epidemic property is important since 

                                                           
2 The same time security issues arise. 



 Epidemic Collaborative Geocast for Reliable Segmented File Sharing 213 

MP2P devices experience high loss rates due to their unpredictable movements, their 
asymmetric connectivity, and to node failures in the “repopulation” process [5]. When 
a mobile node makes an explicit request for a resource, the whole network is flooded 
with a query, like mobile ad-hoc route discovery algorithms [6]. In [7] data replication 
schemes are proposed for ad hoc networks which are based on the improvement of 
data accessibility. However, this approach may not be valid when the link failure 
probability is taken into consideration. Another drawback is that it only considers the 
accessibility, without considering the query delay. Significant improvements of the 
basic flooding approaches using advertisements and geographic information have also 
been recently studied [8]. This work proposes a reliable autonomous file sharing 
scheme with use of the new concept of mobile Infostations where is a variant of fixed 
Infostation proposed in [1, 11, 13]. In this work the file sharing mechanism is essen-
tially stateless, where neither routing information is required nor global information 
like knowledge of the destination nodes is required. The basic advantage, while ena-
bling high reliability and ensuring that file sharing will complete successfully, is that 
this scheme does not flood the whole network. By adopting the idea of geographical 
landscapes where initialized Infostations are set in, the modified epidemic protocol 
creates a replicated object to mobile Infostations in order to enable P2P reliable file 
sharing in an “any cast” form. 

3   Epidemic Collaborative Replication for Maintaining File 
Sharing Reliability in Mobile Peer-to-Peer Devices  

This section describes the reliable autonomous file sharing scheme with use of the 
mobile Infostations, which bounds the dissemination of requested files in geographi-
cal landscapes in an epidemic way. 

3.1   Cooperative Mobile Infostations in Organized Landscapes  

Recently, new ideas are emerging contrasting the concept of "run anywhere, anytime" 
pervasive systems, such as Infostations and ad hoc networks. Such systems are based 
on the waterfilling concept, where the transmission occurs only when source and 
destination are close together to ensure reliability. Results obtained for these issues [1, 
9, 11] have provided good estimates that permit such systems to become the basis for 
low cost, wireless data transmission. 

The idea of MANETs is also contrasting the ubiquitous coverage paradigm of the 
cellular systems. But taking into account that the capacity of MANETs is constrained 
by the mutual interference of concurrent transmissions between nodes, security and 
reliability issues arise on a mobility based scenario. Some research results presented 
in [10], introduce mobility into a fixed network model, which show that the average 
throughput per source-destination pair can be kept constant even if the number of 
nodes per unit area increases. This improvement is obtained through the exploitation 
of the time-variation of the user's channel due to mobility. The new concept in [10] is 
to split the packets of each source node to as many nodes as possible. Therefore, 
strategies of this type incur additional delay, because packets have to be buffered until  
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Fig. 1. Geographical landscape with the hybrid Infostation model 

the channel becomes sufficiently strong for transmission(s). Taking into account all 
the above reasons, this paper adopts the idea of Infostation into geographical land-
scapes. Figure 1 shows the basic Infostation model applied in a geographical land-
scape. 

Infostations consist of high bit rate connectivity which can be seen as independent 
access ports to the Internet, or (clustered) organized into groups having a common 
server (Cluster Infostation Controller-CIC). Different locations and characteristics of 
user mobility patterns for different scenarios are depicted in [11, 12]. In such scenar-
ios3 the controllers are connected to the internet through a backbone network. Com-
bining the pure Infostation system with a mobility based framework we introduce the 
Hybrid Mobile Infostation System (HyMIS) where the primary Infostation is not 
static (PI) but can move with lower velocity4 than other selected Infostations. Secon-
dary mobile Infostations could move across an area forming a cluster with other peers 
and exchanging information with PI of each landscape. PI is selected only if it is set in 
the centre of the landscape/geographic area. A mobile user becomes a PI if is centrally 
located in each landscape. Additionally PI covers only a specified circle of radius R. 
 

Landscape

PI

MIi MIj MIk
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Fig. 2. The hybrid peer-to-peer Infostation based architecture (HyMIS)  

                                                           
3 The drive through, the walk-through, and sit-through scenario(stationary users). 
4 That might be research criterion for selecting a device to be PI. 
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The R radius coefficient depends (as in all mobile hosts) to signal power. HyMIS 
architecture resolves the disadvantages of the pure MP2P architecture in terms of 
inefficient routing, network partitioning and lack of security. 

This hybrid Infostation system adopts the basic concept of pure Infostation system 
in terms of capacity node but without flooding the network with unnecessary flow of 
information. This capacity node plays a role of control storage node [13]. On the 
contrary to [13] this work proposes a hybrid peer-to-peer architecture shown figure 2. 
PI is selected5 and located in the center of every landscape covering a certain prede-
termined area. A mobile peer is chosen to be PI only if it has high residual energy and 
capacity and moves with low velocity (or stall). This means that for a certain time 
distance T (until it remains as the PI of the landscape) will be near or located at the 
centre of the landscape6. Additionally Mobile Infostations (MIs) are set dynamically, 
based essentially on the residual spare capacity as is explained in the following sec-
tion. These MIs are users that are in the landscape creating a tree of MIs users and PI 

users. This principle is shown in figure 2. As depicted in figure 2, 1
,, kjiU  is 

downloading simultaneously from iMI , jMI , kMI or vice versa. The coexistence of 

PIs (that do not change landscape every while) and MIs, simultaneously recovers 
from the split of the peer-to-peer network, and improves the network topology con-
nectivity. In order to improve the inefficiency of the pure peer-to-peer flooding tactic 
an epidemic object replication scheme is chosen for reliable file sharing. This scheme 
is described in the following section.  

3.2   Epidemic Object Replication Scheme for Reliable File Sharing 

Distributing information within networks can be very complicated particularly if hosts 
do not have wider knowledge of the properties of the network. As a result many prob-
lems occur when it is highly important that a certain information or group of informa-
tion (file(s)) have to reach one particular host or all hosts within the entire network. 
Epidemic algorithms follow a nature paradigm by applying simple rules to efficiently 
spread information by just having a local view of the environment. According to this 
fact, epidemic algorithms are easy to implement and guarantee message propagation 
in heterogeneous environments.  

To achieve reliability in MP2P environments a dynamic gossiping scheme must be 
used. Secure file sharing can be determined by relying on epidemic algorithms, a 
breed of distributed algorithms that find inspiration in the theory of epidemics. Epi-
demic (or gossip) algorithms constitute a scalable, lightweight, and robust way of 
reliably disseminating information to a recipient or group of recipients, by providing 
guarantees in probabilistic terms. Based on certain characteristics, epidemic algo-
rithms are amenable to the highly dynamic scenarios. In this work a promiscuous 
caching is used which means that data can be cached “anywhere, anytime”. However 
this enables trade offs in consistency for availability which is faced with cooperative 
MI used in landscapes described earlier.  

                                                           
5 Selection is based on the low velocity criterion and trajectory of each device. 
6 We assume that each node is informed about reaching each Lanscape’s centre and also if is candi-

date to become a PI. 
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In a MP2P system each user might desire to share or download a file or files with 
other users (peers). Many conditions must be satisfied for reliable communication be-
tween mobile peers. On one hand users due to their mobility might draw away from the 
user (peer) that a file sharing communication takes place. On the other hand a sudden 
network partitioning or network split could occur because of network’s dynamic topol-
ogy which is continuously changing. Thus a proactive dissemination scheme must be 
determined in order to prevent the cutoff in file sharing communication. This work 
assumes an isolated system comprising of a fixed number of mobile nodes confined in a 
predefined geographic region. These nodes are mobile, and communicate with each 
other in a wireless (radio) ad-hoc manner. As studied in [8, 10, 12] there is a trade off 
between reliable coverage and data rate. The limited connectivity coverage that MP2P 
systems offer, results in significant delay in downloading a message or file (group of 
packets). In the proposed scenario each node carries some unique data items. During the 
period for which the system is studied, no new node is inserted in the network. 

Each mobile host km has a predetermined capacity M. At any time in the network 

each km  has a state. There are three states that km  can be characterized: the suscep-

tible state S(t) represents the number of hosts in the system which are “susceptible,” 
infected state I(t) represents the number of “infected” hosts, and R(t) represents the 
“recovered” hosts. A host is in susceptible state S(t) if the device does not share any 
information with any other host. In turn A host is in infected state I(t) if a file(s) share 
occurs. Finally a host is in “recovered” state R(t) if any shared file(s) are no longer 
pending. A Markov chain model of an infectious disease with susceptible, infected, 
and recovered states is used shown in figure 3. Markov chain model was chosen to 
evaluate this extra storage requirement, for modeling of infectious diseases to deter-
mine the file sharing termination criteria. 

S I R

 IS ⋅⋅β  I⋅= γδ

 

Fig. 3. Markov chain model of an infectious disease with susceptible, infected, and recovered 
states 

The modelling of diseases in fixed networks have been studied in the past [14], and 
this model is used in a similar manner in this scenario. Adopting the framework from 
an infectious disease model [15], a host is set as “infected” if a file sharing (or a group 
of data packets) are pending. Suppose there are k hosts in the system, then a host is 
sharing a resource with (k−1) other hosts per unit time. S (k−1) do not have yet the 
disease. Therefore, the transition rate from state S to state I becomes 

)__()_()inf_( shareNOTnuRatedldectednugFilesharin ⋅⋅=           (1.1) 
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where β  is the contact rate for k hosts.  

Then the downloaded (no longer pending) rate is: 
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I⋅= γδ                                                        (2) 

where γ  is the download rate and I is the number of infected devices. 

The IS ⋅⋅β  is called π  coefficient which indicates the enforcement degree of the 

diffusion process. π  has the dimension of 
Time

1 . Previous examinations of the be-

haviour of small scale systems [15] showed that relatively small populations could be 
faced wit a stochastic model. Thus taking into account that π  depends on the number 
of S(t) and I(t) and the probability of transmitting the information, we can derive S(t) 
as follows: 

( ) 2INIIINIS
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By solving the first order differential equation the outcome is: 
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According to the definition of spreading ratio equation (3.2) becomes: 
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Equation 3.3 is referred as the cumulative distribution function.  
An issue is when the locations will be updated. This issue can be measured as  

follows: 

dStLtL t ⋅+−= )1()(                                               (4) 

Where L(t) is the new location L(t-1) the previous location at step time (t-1), tS  is the 

speed of each device and d  is the directed unit vector [13]. Additionally the distance 
from a node to the closest PI can be measured as [(Node’s position - center of PI’s 
communication area) - (radius of area)].  

Two different user-based cases exist where the communication might be disturbed: 
(i) when source user’s communication fails and (ii) user’s destination communication 
fails. In case (i) the source users might move to a point that no communication cover-
age exists and as a result connection failure will occur and the prospective resource 
for download will be lost. 

Taking cases (i) and (ii) as a paradigm this paper proposes a solution in order to 
enable reliability in resource sharing between mobile peers. Considering a file7 
download from a node A to a node B it is helpful to evaluate both cases. In (i) the 

                                                           
7 Stream(s) of packets. 
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user’s device (mobile node) chooses in epidemic form (infection) which of user’s 
device neighbouring nodes, will be MI. This classification is based on candidate’s 
node residual energy, capacity and signal transmission power [19]. PI only communi-
cates with MI and not with pure users. Node “A” then copies packets to the chosen 
“infected” MI for time t. MI in turn copies these packets to PI of the landscape to 
which is the only user which communicates directly. This file lies in PI buffer for 
time t and then is deleted. This mechanism occurs recursively for the forthcoming 
chosen MIs, in the case where MI’s communication fails. Finally when downloading 
is completed, file is being removed from PI and “infected” MI even if time t has not 
yet ended. Additionally every infected node then recovers.  

In case (ii) where the destination node “B” is to be moved influencing the commu-
nication between A and B, a similar mechanism is activated in the following way: if 
the signal transmission power is reduced which means communication between A-B 
is prone to failure(s), “B” sends messages to “A’s” neighbours to search for MIs in an 
epidemic way-as explained earlier. In turn MIs copy packets to PI of the landscape 
and then PI to MI-cluster controllers to which an examination takes place to examine 
whether destination node “B” changed landscape. If “B” changed landscape then MI-
cluster controllers copy file packets to PI of the nearby landscape otherwise the epi-
demic algorithm of case (i) takes place.  

The above method spreads data load evenly in an epidemic way. Assuming that the 
mobility of hosts is a hybridized version of city walk and random walk [16] the epi-
demic selective method is applied only when any file transfer is disturbed. Each host 
chooses an anchor randomly as its next target destination, and moves toward the an-
chor at a variable speed parameterized by average speed. Epidemic packet diffusion 
enables reliability as shown in the results in the following section. 

4   Simulation Experiments and Discussion 

To demonstrate the methodology discussed in this paper, we performed exhaustive 
discrete time simulations of the proposed scenario under several different conditions. 
We assume a system consisting of several mobile nodes, e.g., mobile users equipped 
with notebooks or PDAs and wireless network interfaces. All mobile nodes collabo-
rate via a shared application that uses a distributed lookup service. Radio coverage is 
small compared to the area covered by all nodes, so that most nodes cannot contact 
each other directly. Additionally, we assume IEEE 802.11x as the underlying radio 
technology. However, it is necessary to point out that communication and epidemic-
like dissemination could be employed on any radio technology that enables broadcast 
transmissions inside a node’s radio coverage. 

4.1   Simulation and Performance Evaluation of the Proposed Scenario 

To emulate the scenario described earlier, the need of a possible realistic environment 
must be achieved. In this section, we present some experimental and simulation re-
sults for performance evaluation and reliability in resource sharing offered by our 
scheme.  
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Two sets of experiments were performed. One set deals with the epidemic selective 
caching concept and the grade of contribution in enabling reliability in file sharing, 
and the second deals with the performance of epidemic Geocast under significant 
traffic, network partition limitations and the latency issues that arise.  

An issue that has to be taken into account is whether the cached information des-
tined for a proper node could be stored in a node with higher residual energy. As 
shown in simulation process if nodes with higher level of residual energy are chosen 
in the path then the network partitioning probability is further reduced [19]. For this 
reason cached information size and file size are chosen randomly in our scenario and 
files are searched for, upon queries on a recursive basis.  

In simulation was used a two-dimensional network, 4 landscapes each one consist-
ing of 25 nodes with each link (frequency channel) having max speed reaching 2Mb 
per sec. The propagation path loss is the two-ray model without fading. The network 
traffic is modeled by generating constant bit rate (CBR) flows. Each source node 
transmits one 512-bytes (~4Kbits-light traffic) packet. Packets generated at every time 
step by following Pareto distribution as depicted in [17, 18], destined for a random 
destination uniformly selected. 

Additionally we have modeled in each node an agent which evaluates the informa-
tion destined for a proper destination. In this way we have at any time measures of the 
information destined for each node (for a given time interval) by any node. In real 
time networks this agent could be client-based. Network structure has been imple-
mented as a [N-1] row, [N-1] column for each node being a possible destination as 
developed in [19]. 
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Figure 5 shows the successful packet delivery ratio. It is clearly shown that 
throughout simulation time the SDR drops slightly using the epidemic selection. After 
consecutive simulations the extracted values did not dropped below 96.5% for suc-
cessful delivery of packet. Of course under self similar traffic (web traffic [18]) it is 
obvious that a trade off of 2,5% is expected for SDR. Future research will examine 
such scenario. 

Figure 6 illustrates the mean number of infected users, infected by epidemic algo-
rithm used and by randomly chosen selection, in the landscape. As seen the mean 
number of infected users for which epidemic algorithm is used is significantly small 
compared with the number of randomly chosen. This proves the robust characteristics 
in node selection for packet’s caching in order to enable reliability. 

In figure 7 the average packet delay with the number of injected packets in the 
network is illustrated. As the number of packets increases the average packet delay 
increases slightly. After consecutive simulations for this metric it has been shown that 
when the number of injected packets reaches 550-600, the average packet delay in-
creases dramatically for 64KB and 128MB capacities in each peer. This occurs due to 
capacity limitation that binds each node. As shown for different capacity limitations 
the average delay remain almost the same for 128KB, 512KB, 2 MB and 10 MB. 

Figure 8 shows the percentage of successfully transmitted packets using epidemic 
selective caching versus the mean number of disturbed files. It is remarkable to point 
out that for large number of file distributions the percentage of successfully transmit-
ted packets using epidemic selective caching does not drops below 76.8%. This 
means that for large distributions in any landscape the packets can be successfully 
transmitted in high percentage compared with other schemes [1, 5, 11].  
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Fig. 9. Land/Geocast response during simu-
lation 

Fig. 10. PI coverage of circle with radius R (in 
meters) and max coverage radius of 100m, vs 
the number of successfully transmitted using 
epidemic placement 

One difficult part is to ensure persistence of the data file within the geographic re-
gion after reaching the region, since the carrier nodes are free to move in and out of 
the region. On the other hand, as a best effort solution to the problem, the data file 
migrates from the current host that is moving away from the target zone to new nodes 
which move towards the target zone. The geographically constrained broadcast could 
be the paradigm for extracting useful information about the response of the algorithm 
in such areas. Figure 9 shows the response of epidemic file sharing in a single land-
scape. Precision is determined by the percentage of the reached mobile nodes that are 
actually interested for a certain file. Thus precision is essentially the reverse of the 
degree of spam caused, due to the dissemination mechanism. Precision drops if nodes 
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are moving to another landscape for which the epidemic reliability mechanism takes 
place as explained earlier. However, since the nodes are assumed to be continuously 
moving it is difficult to achieve completeness because the membership of the target 
population itself keeps varying over time. 

Figure 10 presents the PI’s coverage with radius R and maximum coverage radius 
of 100m, versus the number of successfully transmitted packets using epidemic place-
ment. After consecutive simulation runs the reliability is shown to colligate with the 
increase in radius. Network structure has been implemented as in [19], and in such 
scenario, as figure 11 depicts the highest number of successfully transmitted using 
epidemic placement is accomplished at radius of >1m.  

5   Conclusions and Further Research 

In this paper a reliable file sharing scheme for MP2P devices is presented merging the 
advantages of epidemic file dissemination through mobile users and mobile Infosta-
tions. The proposed recursive epidemic placement scheme creates a replicated object 
in order to enable P2P reliable file sharing proving its scalability in nodes’ density 
since it does not require spatial distributions to efficiently spread information while 
enables reliability in supported mobility. 

Next steps in our research are focused in MP2P network’s connection with internet 
via modified Infostations. Hybrid wireless networks (Ad-hoc, MP2P-WLANs) are 
also in our research ongoing progress work. The main focus is on for web information 
retrieval by mobile users intending to access the web.  
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Abstract. Distributed systems and network applications play an impor-
tant role in computer science nowadays. The most common consideration
is performance, because these systems have to provide cost-effective and
high availability services in the long term, thus they have to be scaled to
meet the expected load. The performance of a web application is affected
by several factors. The goal of our work is to analyze how some of them
affect the response time. The paper presents the result of performance
measurements of an ASP.NET web application. We measured the average
response time of a test web application while changing the parameters of
the application server. The results are analyzed using statistical methods:
(i) independence tests to investigate which factors influence principally
the performance, (ii) in addition certain plots and hypothesis tests to
determine the distribution of the response time.

1 Introduction

Software developers faced a new challenge in the middle of the past decade, as
the World Wide Web became more and more popular. New, easy-to-use and user
friendly network applications had to be developed to fulfill the diversified needs
of the enormous and growing user community. On the other hand, the web and
its services became an important sector in business world as well, because of the
large number of potential customers.

Static contents, based on simple HTML pages were not sufficient any more.
New frameworks and programming environments were released to aid the deve-
lopment of complex web applications and to support building services offering
dynamic content. These new languages, programming models and techniques
are in widespread use nowadays, thus developing such applications is not the
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only issue anymore: operating, maintenance and performance questions became
of key importance. One of the most important factors is performance, because
network systems have to face a large number of users, but they have to pro-
vide high availability services with low response times, in a cost-effective way.
Thus performance measurements, bottleneck analysis, scalable design etc. are
key concepts in the field of networking.

One of the most prominent technologies of distributed systems and network
applications today is Microsoft .NET [1]. Our primary goal was to investigate
factors influencing the response time, because it is the only performance metric
to which the users are directly exposed. We tested a portal with concurrent user
sessions, focusing on the effect of different thread pool attributes on performance.
The measurement results are analyzed using statistical methods.

2 Backgrounds and Measurement Process

We have implemented a test web application, which is a real-world ASP.NET
web site [2]. We have slightly modified it to suit the needs of the measurement
process. The application server and the database server run on the same PC.
A test environment was designed to use the most up-to-date hardware and to
modify the database accesses. The effect of database was minimized to avoid the
database to be the bottleneck of the system. Thus we were able to measure the
performance of the web application only. This can be achieved if the threads are
sent to sleep instead of some accesses to the database.

The web server is Internet Information Services (IIS) 6.0 [3] with ASP.NET
1.1 runtime environment [4], one of the most frequent technologies among com-
mercial platforms. The database management system is SQL Server 2000 with
Service Pack 3. The server runs on a 2.8GHz Intel Pentium 4 processor with
Hyper-Threading technology enabled. It has 1GB of system memory; the ope-
rating system is Windows Server 2003.

The emulation of the browsing clients and the measuring of the response
time is performed by Application Center Test (ACT), a load generator running
on another PC on a Windows XP Professional computer with Service Pack 2
installed. It runs on a 3 GHz Intel Pentium 4 processor with Hyper-Threading
technology enabled, and it also has 1GB system memory. The connection among
the computers is provided by a 100Mb/s network.

ACT [5] is a well usable stress testing tool included in Visual Studio .NET
Enterprise and Architect Editions. The test script can be recorded or manually
created. Each test run takes 5 minutes and 1 minute warm-up time for the load
to reach a steady-state. At the same time 50 simultaneous browser connections
(virtual users) send a list of HTTP requests to the web server concurrently. In
the user scenario sleep times are included to simulate the realistic usage of the
application.

During the measurements the CPU utilization and available memory are
monitored with the help of the integrated counters. As a best practice the CPU
utilization should be limited to an average of 75 percent for each processor,
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because high CPU utilization can lead to high context switching rate which
causes undesirable overhead. During our measurement process the average CPU
utilization was 75.84% and the average available memory was 498.31MB on the
server.

An application server has several settings which can affect the performance
[6]. As one can see in Fig. 1, the request of the client goes through several subsys-
tems before it is served. During our measurements the maximum and minimum
numbers of certain threads in the thread pool are changed (Fig. 2).

Fig. 1. Architecture of ASP.NET and its relationships to the investigated configuration
elements located in the machine.config file

Fig. 2. Thread pool configuration options for ASP.NET

Table 1 summarizes the investigated parameters and their default and re-
commended values.

The maxWorkerThreads attribute means the maximum number of worker
threads, the maxIOThreads parameter is the maximum number of I/O threads
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Table 1. Default and recommended values for the investigated parameters. The first
two are automatically multiplied by the number of available CPUs, the latter ones have
to multiplied manually.

Name of parameter Default value Recommended value

maxWorkerThreads 20 100

maxIOThreads 20 100

minFreeThreads 8 88 * #CPU

minLocalRequestFreeThreads 4 76 * #CPU

maxconnection 2 12 * #CPU

in the .NET thread pool (automatically multiplied by the number of available
CPUs).

The minFreeThreads attribute limits the number of concurrent requests be-
cause all incoming requests will be queued if the number of available threads
in the thread pool falls below the value for this setting. The minLocalRequest-
FreeThreads parameter is similar to minFreeThreads, but it is related to requests
from localhost (for example a local web service call). These two attributes can
be used to prevent deadlocks by ensuring that a thread is available to handle
callbacks from pending asynchronous requests.

The maxconnection attribute defines the maximum number of the outgoing
HTTP connections that can be initiated from the ASP.NET as a client (for
example to a remote web service). The maxconnection parameter is constant
during our measurements because the test web application does not call any re-
mote web services. The investigation of this possible performance factor (through
modification of the test web site) is a subject of future work.

These parameters can be configured in the machine.config configuration file
in XML (eXtensible Markup Language) format. The connections among these
parameters are shown in Fig. 3. There are some obvious physical restrictions:

minLocalRequestF reeThreads <= minF reeThreads , (1)

minF reeThreads < maxIOThreads , (2)

minF reeThreads < maxWorkerThreads . (3)

According to the connections and limitations the settings of our measure-
ments are demonstrated in more detail in Table 2. Hyper-Threading technology
is enabled on the processor of the server. Thus it seems to have two processors,
although physically there is only one processor. Therefore the recommended va-
lues which are automatically multiplied by the number of processors are divided
by two.
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Fig. 3. Partitioning the threads in the .NET Thread Pool in accordance with the
reviewed attributes

Table 2. One line means one set of measurements. In each set, one of the parameters
is changed in the noted interval, the others are held on a default (d) or recommended
(r) value.

maxWorkerThreads maxIOThreads minFreeThreads minLocalRequestFreeThreads

5-104 20 (d) 8 (d) 4 (d)

20 (d) 5-104 8 (d) 4 (d)

50 (r) 50 (r) 4-92 4 (d)

50 (r) 50 (r) 88 (r) 2-88

3 Contributions

Thereinafter the results of measurement process are analyzed using statistical
methods [7], [8], [9], [10] with the help of MATLAB [11], and optimums are
calculated for the given application and environment. Our MATLAB scripts can
be downloaded from [12].

3.1 Searching Factors Influencing the Performance

First of all chi square test of independence must be carried out to investigate
whether each input and output is independent (whereas in case of other inputs
the default or recommended values are kept).

The inputs (individual values) are classified into categories according to the
increasing order with the same number of values. Since the output is a continuous
distribution, it is discretized. Practically intervals of equal lengths and intervals
with integer endpoints are used. The length of intervals is enlarged, until each
observed (joint) frequency has been different from null. In addition the length
of intervals is increased further, we would like to see as many values as possible
being more than 5-6, according to the recommendations.
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The null hypothesis (H0) is: There is no relationship between each input
and output (variables are independent). Alternate hypothesis (H1) is: There is
a relationship between them (variables are dependent).

The observed and expected frequencies are shown in Table 3. The first row
in each cell is the observed frequency (O), the second row in each cell is the
expected frequency under the assumption (E), where

E =
ki. ∗ k.j

N
. (4)

The chi square statistic is

χ2 =
∑ (O − E)2

E
. (5)

Table 3. Contingency table in case the input is maxWorkerThreads

Response time ∑
170-179 179-188 188-197 197-206

(ki.)

m
a
x
W

o
r
k
e
r
T
h
r
e
a
d
s

1 9 9 1
5-24

2.6 6.8 7.8 2.8
20

8 7 4 1
25-44

2.6 6.8 7.8 2.8
20

2 9 8 1
45-64

2.6 6.8 7.8 2.8
20

1 4 12 3
65-84

2.6 6.8 7.8 2.8
20

1 5 6 8
85-104

2.6 6.8 7.8 2.8
20

∑
100

(k.j)
13 34 39 14

(N)

The detailed results are depicted in Table 4. In case of the maxWorkerThreads
parameter the null hypothesis is rejected at every acceptable level of significance,
because the chi square statistic is larger than the critical values belonged to each
acceptable level of significance. In case of the minLocalRequestFreeThreads the
null hypothesis is rejected at 0.01 level of significance. This means that in 1 %
or 1/100 cases we will reject the null hypothesis when in fact it is true. In case
of maxIOThreads and minFreeThreads the null hypothesis is rejected at 0.05
level of significance. In other words, in 5% or 1/20 cases we will reject the null
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Table 4. The detailed results of the executed chi square statistics

Input Number of Chi square Degrees of Alpha Critical H0intervals statistic freedom value

Worker 4 35.2273 12 0.0005 34.8213 False

0.05 21.0261 False
I/O 4 22.9695 12

0.025 23.3367 True

0.05 16.919 False
Free 4 17.9158 9

0.025 19.0228 True

0.01 21.666 False
Local Free 4 22.7033 9

0.005 23.5894 True

hypothesis when it should be accepted. Therefore, these can be enough evidence
to reject the H0 hypothesis in case of every parameter.

To summarize, four influencing parameters of the performance are found,
which is proven by a statistical method, namely, the chi square test of indepen-
dence.

Remark 1. In IIS 5.0 [13] ASP.NET makes use of the I/O threads first, and then
it jumps over to the working threads and starts to use the working threads. In
IIS 6.0 worker threads have taken the role of I/O threads, and I/O threads are
only related to I/O calls. Thus the response time depends on the number of I/O
threads ‘less’ than worker threads.

3.2 Determining Optimums for a Given Application and
Environment

The sizes of the thread pool are dependent upon the application and the environ-
ment, thus for determining the optimal thread pool sizes of a given application
the measurements have to be performed in the real environment. The applica-
tion was measured on up-to-date hardware as a test environment. On similar
grade of hardware expectedly similar results are yielded. In other words, only
a method is provided, but with general scope, whereas the actual measures are
environment-dependent.

The best response times are summarized in Table 5. As it can be seen from
the table, when the settings cause the best response times, the number of worker
threads is the principally influencing factor (mostly different from the default
value). The best response time is observed when the number of worker threads
is set to the recommended value approximately, and other parameters are set to
the default values.
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Table 5. Measurement settings of the best response times

I/O Worker Free Local Response CPU utilization Available
Free time (ms) (%) memory (MB)

1. 20 55 8 4 170.09 74.47 512.79

2. 20 23 8 4 171.16 73.96 506.07

3. 20 84 8 4 171.5 76.47 544.28

4. 50 50 88 48 171.54 72.04 477.7

5. 50 50 21 4 171.8 74.97 460.76

6. 20 26 8 4 171.82 74.94 518.24

7. 50 50 39 4 172.05 72.45 524.45

8. 50 50 88 68 172.19 74.03 495.62

9. 50 50 88 76 173.46 80.37 517.8

10. 50 50 10 4 174.14 71.82 517.21

3.3 Determining the Distribution of the Response Time

Then we would like to have determined the (multivariate) distribution of the res-
ponse time, but for multivariate normality test wide-spread, well-tried methods
have not been formulated yet. Only univariate normality can be tested (when
other inputs are held on the default or recommended value).

The simplest way of the determination is to plot a histogram of the observed
response times (Fig. 4). But there is a key problem with histograms: depending
upon the used bin size it is possible to draw very different conclusions.

A better technique is to plot the observed quantiles versus the theoretical
quantiles in a quantile-quantile plot. The applied theoretical distribution is nor-
mal distribution according to the conjecture from histograms. If the distribution
of observed response times is normal, the plot is close to linear. The result plot
can be seen in Fig. 4. Based on the data, the response times do appear to be
normally distributed.

The test of normality can be executed graphically using the normal proba-
bility plot. If the data samples are taken from a normal distribution, the plot
will appear linear (other probability density functions will introduce curvature
in the plot). The normal probability plot of the response times is shown in Fig. 4.
The data follows a straight line but departs from it at ends. This means that
the data has longer tails than the normal distribution.

The test of normality can be performed numerically with the help of cer-
tain hypothesis tests. The Bera-Jarque test statistic is based on estimates of the
sample skewness and kurtosis. The test evaluates the hypothesis whether the
response time is normal with unspecified mean and variance, against the alter-
native that response time is not normally distributed. The detailed results are
represented in Table 6.
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Fig. 4. Histogram (uses 20 bins), quantile-quantile plot and normal probability plot in
case the input is maxWorkerThreads

Table 6. The detailed results of the performed Bera-Jarque tests

Parameter Test statistic Alphas Critical value H0

Worker 1.0069 0.1 4.6052 True

I/O 1.4451 0.1 4.6052 True

0.025 7.3778 True
Free 7.1708

0.05 5.9915 False

Local Free 1.4786 0.1 4.6052 True

In most cases the null hypothesis is true at every acceptable level of signi-
ficance (in case of minFreeThreads the null hypothesis is rejected only at 0.01
level of significance). This would mean that the response time has a normal dis-
tribution. But this test is an asymptotic test, thus care should be taken with
small sample sizes.

The hypothesises of the Lilliefors test are the same. The test compares the
empirical cumulative distribution function of the response time (S(x)) to a nor-
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Table 7. The detailed outcomes of the executed Lilliefors tests

Parameter Test statistic Alphas Critical value H0

Worker 0.143 0.1 0.184 True

I/O 0.1507 0.1 0.201 True

Free 0.1554 0.1 0.184 True

Local Free 0.1644 0.1 0.184 True

Table 8. The maximum likelihood estimation of the parameters

Mean Variance

μ̂ = 1
n

∑
Xi

1
n

∑
(Xi − μ̂)2 1

n−1

∑
(Xi − μ̂)2

(sample mean) (sample variance) (bias-corrected sample variance)

Worker 0.0561 0.0014 0.0014

I/O 0.0667 0.0014 0.0016

Free 0.0556 0.0017 0.0018

Local Free 0.0556 0.0011 0.0012

mal cumulative distribution function having the same mean and variance as
response time (CDF ). The test statistic is

T = max |S(x)− CDF | . (6)

The detailed outcomes are described in Table 7. The null hypothesis is true
at every acceptable level of significance. This test is not asymptotic, thus the
response time is unambiguously normal in case of all four parameters.

3.4 Determining the Parameters of the Distribution

Finally, the parameters of normal response time were determined by maximum
likelihood estimation with successive approximation (Table 8). The estimates
are strongly consistent since the strong law of large numbers. The sample mean
is unbiased estimation, but the sample variance is only asymptotically unbiased,
thus it have to be corrected.

4 Conclusion and Future Work

The results of the independence tests have proven that the maxWorkerThreads,
maxIOThreads, minFreeThreads, minLocalRequestFreeThreads parameters have
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a considerable effect on the performance, in other words they are performance
factors. Based on these measurements we have determined the optimal settings
for the given application and environment.

The investigation of the interaction among the parameters is the subject of
future work. Its method is similar to the executed two-dimensional test, but
handling the multidimensional contingency table is a little bit more complex
and more measurements are required.

We have determined (in absence of multivariate normality test) the univari-
ate distribution of the response time. The normality has been intuitively founded
by graphically methods, and has been proven with hypothesis tests. The norma-
lity of the response time facilitates to construct models later on. We evaluated
the parameters of the distribution by maximum likelihood estimation with suc-
cessive approximation. Stemming from the property of the maximum likelihood
estimation method, after the correction the calculated estimates are unbiased
and strongly consistent.
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Abstract. Structured peer-to-peer overlay networks or Distributed
Hash Tables (DHTs) are distributed systems optimized for storage and
retrieval of read-only data. In this paper we elaborate on a method that
allows them to manage mutable data. We argue that by altering the
retrieval algorithm of DHTs, we can enable them to cope with data up-
dates, without sacrificing their fundamental properties of scalability and
fault-tolerance. We describe in detail and analyze an implementation of
a Kademlia network capable of handling mutable data. Nevertheless, the
corresponding protocol additions can easily be applied to any DHT de-
sign. Experimental results show that although the process of managing
and propagating data updates throughout the network adds up to the
total cost of the lookup operation, the extra network utilization can be
exploited in favor of overlay resilience to random node joins and failures.

1 Introduction

Structured peer-to-peer overlay networks represent a large class of distributed
systems that focus on providing scalable and fault-tolerant key-value pair storage
in a continuously changing pool of unreliable and unrelated networked comput-
ers. These systems, which are most commonly referred to as Distributed Hash
Tables (DHTs), store read-only copies of key-value pairs at various nodes of the
network in a way that enables them to implement an optimized ”lookup” func-
tion: Given a specific key, they will return the corresponding value in a very
small number of steps - usually proportional to the logarithm of the number of
total participants in the network.

In fact, all DHTs use a common methodology to solve the problem of dis-
tributing the network workload and data to participating nodes: Assuming a
large virtual identifier space of a predefined structure, both nodes and data are
given unique IDs that correspond to specific locations within. The algorithm
producing the IDs must guarantee that nodes and data will be uniformly dis-
tributed in the identifier space. Then, each node takes on the responsibility of
storing values and managing lookup queries that refer to data with IDs ”close”
to its own. The notion of closeness depends on the details of each specific DHT
implementation, as does the arrangement of the identifier space. For example,
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Kademlia [1] uses an XOR metric to measure distances between the leaves of
a binary tree, while Chord [2] places all IDs around a clockwise circle. A brief
description of the structures and algorithms used by various structured peer-to-
peer systems is provided by Balakrishnan et. al [3].

Fig. 1. Looking up a key in a Kademlia overlay

DHTs were designed from ground up to be read-only distributed key-value
list storage systems. Nevertheless, in this paper we explore an algorithm based
on versioning that enables the use of Kademlia as a mutable data storage and
retrieval facility. In the following section we analyze the changes made to the
Kademlia protocol and discuss on the differences between our system and analo-
gous designs that have been proposed by the research community. Experimental
results from an early implementation suggest that our protocol additions enable
data to be inherently changed in the DHT with very few implications on the per-
formance and scalability properties of the overlay. Before concluding, we present
thoughts on applications and future extensions of our design.

2 Design

A solution to the problem of storing mutable data in a DHT is presented by
the designers of Ivy [4]. Ivy is a distributed file system, that uses the read-only
key-value pair storage infrastructure of the peer-to-peer network to create an
archive of linked change records. Each value contains actual data, in the form of
changes done to the file system, and the identifier of the next read-only tuple in
the linked list (previous set of changes). By knowing the key of the latest list item
put in the network, an external system can walk the list (called “log”) from the
most recent to the oldest change. An analogous design is followed by OceanStore
[5], which implements a file management layer on top of an underlying Tapestry
[6] network. In such systems, there may be a need to go through hundreds of
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key-value lookups in the DHT in order to find the latest aggregate value, which
would incur an intolerable cost in terms of network messages. Even more, log
records never get deleted as they are needed for recovery in case of network
failures and there is no straight-forward way to identify which key-value pairs
are no longer needed in the list. Using the model of Ivy or Oceanstore, one
can store mutable data in a DHT, assuming there is another distributed system
coordinating the updates of the latest keys inserted in the peer-to-peer overlay.

In the contrary, we would like to enable inherent mutable data storage at the
level of each individual key-value pair stored in the system. Related work in the
field has investigated the applicability of distributed mutual exclusion protocols
[7] in DHTs. In order to update a key-value pair, a node must acquire the per-
mission to do so, by requesting the lock from all servers holding replicated in-
stances of the tuple. If the majority replies, the lock is granted and the new value
can be propagated to the corresponding servers. Nevertheless, distributed mutex
algorithms in general, require that there is a well defined algorithm for identify-
ing which nodes hold replicated values. In DHTs, key-value pairs are replicated
to nodes that are close to the ID of the key and cached around the network. It
is extremely difficult to trace which nodes hold a particular tuple and provide
guarantees that lock violations and deadlocks will not occur in an environment
of continuously changing node behavior (which may in turn alter the placement
of replicated data tuples). Moreover, if such an algorithm existed, there would be
an easy way to compromise the peer-to-peer network’s security properties [8].

Instead, we propose a method of handling mutable data in DHTs with a
relaxed consistency between replicated instances of key-value pairs. Our design
leaves the DHTs store operation unchanged, but alters the way the system han-
dles lookups. Updates are routed to the overlay by storing the new value to
the closest nodes of the tuple. The algorithm uses a version identifier along ev-
ery data item and tries to “inform” at least the nodes returned by subsequent
lookup operations of the change. In DHT semantics, a participating node receiv-
ing a store command for a key-value pair already present at its local repository,
should check if the version of the given data item suggests a new, updated value
or not. Latest versions of key-value tuples should always replace local pairs with
the same ID. By utilizing versions, values can eventually be updated (or even
deleted) without the need to employ new control commands at the peer level.

Nevertheless, the closest nodes to a key-value pair may change over time in
an unpredictable manner. The storage procedure by itself does not guarantee
that the whole network will be aware of the value change. As we have updated
the replicas stored at the nodes returned by the corresponding lookup procedure,
there is a very high probability that upon subsequent queries for the same key,
at least one of the updated peers will be contacted. Thus, data changes can be
propagated to nodes when key-value pairs are looked up. This requires that the
algorithm for locating data items will not stop when the first value is returned,
but will continue until all available versions of the pair are present at the initiator.
The querying node will then decide which version to keep and send corresponding
store messages back to the peers that seem to hold previous or invalid values.
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2.1 Implementation

With the above design in mind, we have tweaked the Kademlia protocol to
support mutable data storage. While these changes could have been applied to
any DHT (like Chord or others), we picked Kademlia as it has a simpler routing
table structure and uses a consistent algorithm throughout the lookup procedure.
Kademlia nodes also support issuing multiple concurrent requests in each query
step (up to α), which reduces the total time needed for queries to complete and
helps in identifying and bypassing faulty peers that could stall the process. Also
κ, a system-wide parameter, specifies the number of replicas maintained for each
data item and controls the size of routing tables.

According to the Kademlia protocol, three RPCs take place in any data
storage or retrieval operation: FIND NODE, FIND VALUE and STORE. To store a
key-value pair, a node will first need to find the closest nodes to the key. Start-
ing with a list of closest nodes from its own routing table, it will send parallel
asynchronous FIND NODE commands to the top α nodes of the list. Nodes receiv-
ing a FIND NODE RPC should reply with a list of at most κ closest peers to the
given ID. The requesting node will collect the results, merge them in the list, sort
by distance from the key, and repeat the process of querying other nodes in the
list, until all κ closest nodes have replied. Actually, the initiator does not wait
for all α concurrent requests to complete before continuing. A new command can
be generated every time one of the α inflight RPCs returns new closest nodes
candidates. When the list is finalized, the key-value pair is sent for replication to
the corresponding peers via STORE RPCs. Kademlia instructs that all key-value
pairs are republished in this way every hour, and expire in 24 hours from their
initial publication.

To retrieve a value from the system, a node will initiate a similar query
loop, using FIND VALUERPCs instead of FIND NODEs. FIND VALUE requests return
either a value from the remote node’s local repository, or - if no such value
is present - a list of at most κ nodes close to the key. In the later case, this
information helps the querying node dig deeper into the network, progressing
closer towards a node responsible for storing the value at the next step. The
procedure stops immediately when a value is returned, or when the κ closest
peers have replied and no value is found. On a successful hit, the querying node
will also cache the data item to the closest peer in the lookup list that did
not return the value, with a STORE RPC. Moreover, whenever a node receives
a command from another network participant, it will check its local key-value
pairs and propagate to the remote peer the ones that are closer to its ID. This
guarantees that values are replicated to all of their closest nodes and helps peers
receive their corresponding data items when they join the network.

Our modified lookup algorithm works similar to the FIND NODE loop, origi-
nally used for storing values in the network. We first find all closest nodes to
the requested key-value pair, through FIND NODE RPCs, and then send them
FIND VALUE messages. The querying node will check all values returned, find the
most recent (all key-value pairs have associated timestamp metadata) and notify
the nodes having stale copies of the change. Of course, if a peer replies to the
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FIND VALUE RPC with a list of nodes it is marked as not up to date. When the
top κ nodes have returned a result (either a value or a list of nodes), we send
the appropriate STORE RPCs. Nodes receiving a STORE command should replace
their local copy of the key-value pair with its updated version. Storing a new key
in the system is done exactly in the same way, with the only difference that the
latest version of the data item is provided by the user, so there is no need to send
FIND VALUE RPCs to the closest nodes of a key (version checking is done by the
remote peers). Moreover, deleting a value equals to updating it to zero length.
Deleted data will eventually be removed from the system when it expires.

2.2 Discussion

In the original Kademlia protocol, a lookup operation will normally require at
most log(N) hops through a network of N peers. The process of searching for
the key’s closest nodes is complementary to the quest for its value. If an “early”
FIND VALUE RPC returns a result, there is no need to continue with the indirect
FIND NODE loop. On the other hand, the changes we propose merge the lookup
and store operations into a common two-step procedure: Find the closest nodes
of the given key and propagate the updated value. Cached items are ignored and
lookups will continue until finding all nodes responsible for the storage of the re-
quested data item. The disadvantage here is that it is always necessary to follow
at least log(N) hops through the overlay to discover an identifier’s closest peers.

Thus, getting data is not faster - it costs exactly the same as when storing it.
There certainly can not be a way to support such a major change in the peer-
to-peer system without paying some cost, either in terms of bytes exchanged or
in terms of increased latency required for a result (two benchmarking metrics
proposed as a common denominator in evaluating peer-to-peer systems [9]). Nev-
ertheless, the penalty in messages needed by our system to to support mutable
data does not come without a gain: In every such operation the latest version of
a key-value pair will actually be republished on the network. There is no longer
a need to explicitly redistribute data items every hour. Values are automatically
republished on every usage, but also explicitly reseeded to the network when an
hour passes since they were last part of a store or lookup operation. Also, by
using more messages for retrieving data items, routing tables are updated more
frequently and the network becomes even more resilient to failures.

We believe that the changes we propose for Kademlia can easily be adopted
by other DHTs as well. There is a small number of changes required and most
(if not all of them) should happen in the storage and retrieval functions of the
protocol. There was no need to change the way Kademlia handles the node join
procedure or routing table refreshes. Of course, every structured peer-to-peer
overlay willing to use mutable data should find a new way to correlate keys and
values for data items. Most networks up to date use a simple approach where keys
are generated from the SHA1 hash of their value. With SHA1 hashes, if the value
is to change, so will the key. Keys in networks supporting the update command
should have a deterministic meaning of their own - much like the one filenames
have for file systems - and not be dependent of their corresponding values. Also,
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there is still a requirement that key-value pairs expire 24 hours after their last
modification timestamp. Among other advantages refreshing provides, it is the
only way of completely clearing up the ID space of deleted values.

3 Evaluation

In order to study the behavior of the proposed system, we implemented the full
Kademlia protocol plus our additions in a very lightweight C program. In the
core of the implementation lies a custom, asynchronous message handler that
forwards incoming UDP packets to a state machine, while outgoing messages
are sent directly to the network. Except from the connectionless stream socket,
used for communicating with other peers, the message handler also manages
local TCP connections that are used by client programs. The program runs as
a standard UNIX-like daemon. Client applications willing to retrieve data from
the network or store key-value pairs in the overlay, first connect to the daemon
through a TCP socket and then issue the appropriate get or set operations. All
items are stored in the local file system and the total requirements on memory
and processing capacity are minimal.

For our tests we used a cluster of eight SMP nodes, each running multiple
peer instances. Another application would generate insert, update and select
commands and propagate them to nodes in the peer-to-peer network.

3.1 Performance in a Static Network

To get some insight on the scalability properties of the underlying DHT, we
first measured the mean time needed for the system to complete each type of
operation for different amounts of key-value pairs and DHT peers. Kademlia’s
parameters were set to α=3 and κ=4, as the network size was limited to a few
hundred nodes.

Figures 2(a), 2(b) and 2(c) show that the prototype needs less than 2 mil-
liseconds to complete a select operation and an average of 2.5 milliseconds to
complete an insert operation in a network of 512 nodes with up to 8K key-value
pairs stored in the system. The overall system seems to remain scalable, although
there is an evident problem with disk latency if a specific node stores more than
8K key-value pairs as individual files in the file system. This is the reason be-
hind the performance degradation of the four node scenario as the amount of
mappings increases. As κ has been set to 4, all data items are present at all
4 nodes. When the network has 8K key-value pairs, each node has a copy of
all 8K mappings. In future versions of the implementation, we intend on evalu-
ating embedded, lightweight database engines like SQLite for the local storage
requirements of each node.

Nevertheless, systems larger than 4 nodes behave very well, since the mean
time to complete queries does not experience large deviations as the number
data items doubles in size. Also, the graphs representing inserts and updates are
almost identical. The reason is that both operations are handled in the same
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Fig. 2. Mean time to complete operations in a static network

way by the protocol. The only functional difference is that inserts are done in an
empty overlay, while updates are done after the inserts, so the version checking
code has data to evaluate.

3.2 Performance in a Dynamic Network

Our second goal was to measure the performance of the overlay under high levels
of churn (random participant joins and failures), even in a scaled-down scenario.
Using the implementation prototype, we constructed a network of 256 peers,
storing a total of 2048 key-value pairs, for each of the following experiments.
Node and data identifiers were 32 bits long and Kademlia’s concurrency and
replication parameters were set to α=3 and κ=4 respectively. A small value of
κ assures that whatever the distribution of node identifiers, routing tables will
always hold a subset of the total population of nodes. Also it guarantees that
values will not be over-replicated in this relatively small network.

Each experiment involved node arrivals and departures, as long as item
lookups and updates, during a one hour timeframe. Corresponding startup, shut-
down, get and set commands were generated randomly according to a Poisson
distribution, and then issued in parallel to the nodes. We started by setting the
item update and lookup rates to 1024 operations

hour , while doubling the node arrival
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Fig. 3. Time to complete queries while increasing node arrival and departure rates

and departure rates. Initially 64 new nodes were generated per hour and 64 nodes
hour

failed. The arrival and departure rates were kept equal so that the network would
neither grow nor shrink. Figure 3 shows the average query completion time dur-
ing a one minute rolling timeframe for four different node join and fail rates.
In the simulation environment there is practically no communication latency
between peers. Nevertheless, timeouts were set to 4 seconds.

Handling Timeouts. As expected, increasing the number of node failures,
caused the total time needed for the completion of each query to scale up. High
levels of churn, result in stale routing table entries, so nodes send messages to
nonexistent peers and are forced to wait for timeouts before they can continue.
Kademlia nodes try to circumvent stale peers in get operations, as they take α
parallel paths to reach the key in question. It is most likely that at least one of
these paths will reach a cached pair, while other paths may be blocked, waiting
for replies to timeout. Our protocol additions require that caching is disabled,
especially for networks where key-value pairs are frequently updated.

Instead, we try to lower query completion times by making nodes dynamically
adapt their query paths as other peers reply. In the first phase of the get oper-
ation, where FIND NODE requests are issued, nodes are instructed to constantly
wait for a maximum of α peers to reply from the closest κ. If a reply changes
the κ closest node candidates, the requesting node may in turn send more than
one commands, thus having more than α requests inflight, in contrast to α in
total as proposed by Kademlia. This optimization yields slightly better results
in total query completion times, in expense to a small increase in the number
of messages. Figure 4 shows a comparison of the two algorithms in a network
handling 256 node arrivals and departures per hour.

Handling Lookup Failures. High levels of churn also lead to increasing lookup
failures. Experiment results shown in Table 1 suggest that as the rate of node
arrivals and departures doubles, the lookup failure rate grows almost exponen-
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Fig. 4. Dynamically adapting α to changes in the lookup list

tially. In order to prove that the extra messaging cost by our protocol additions
can be exploited in favor of overall network fault-tolerance, we reran the worst
case scenario (512 node joins and 512 node failures per hour) several times, while
doubling the lookup rate from 1024 up to 16384 operations

hour . It is evident from the
results presented in Table 2, that even in a network with very unreliable peers, a
high lookup rate can cause the corresponding failure rate to drop to values less
than 1%. This owes to the fact that lookup operations are responsible for prop-
agating key-value pairs to a continuously changing set of closest nodes, while
helping peers find and remove stale entries from their routing tables.

Table 1. Increasing node node arrival and departure rates

nodes
hour

64 128 256 512

Failures 0 2 32 154

Rate 0.00% 0.19% 3.12% 15.03%

The initial high failure rate is also dependent on the way Kademlia manages
routing tables. When a node learns of a new peer, it may send corresponding
values for storage, but it is not necessary that it will update its routing table.
For small values of κ and networks of this size, routing tables may already be
full of other active nodes. As a result, lookups may fail to find the new closest
peers to a key. A dominant percentage of lookup failures in our experiments were
caused by nodes not being able to identify the latest closest peers of a value.
Also, Kademlia’s routing tables are designed to favor nodes that stay longer in
the network, but the random departure scheme currently used by our simulation
environment does not exploit this feature.
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Table 2. Increasing the lookup rate

operations
hour

1024 2048 4096 8192 16384

Failures 162 106 172 126 84

131 91 137 80 58

163 63 145 116 106

143 61 130 120 87

Rate 15.82% 5.17% 4.19% 1.53% 0.51%

12.79% 4.44% 3.34% 0.97% 0.35%

15.91% 3.07% 3.54% 1.41% 0.64%

13.96% 2.97% 3.17% 1.46% 0.53%

4 Future Work

A DHT capable of handling mutable data can provide the basis of large-scale
distributed mass storage and retrieval systems. Key-value pairs can either hold
data or pointers to data. For example, peer-to-peer file sharing systems over
mutable DHTs can follow a layered approach, deploying a distributed transfer
protocol (like the one used by BitTorrent [10]) over an overlay storing a list of
pointers to servers holding the actual files. BitTorrent requires that a central-
ized server (called “tracker”) for each file is responsible for holding the list of
peers that have started or completed downloading it. This list can be stored as
a value in our peer-to-peer system. Dynamic changes in the list may produce
inconsistencies, but the upper layer protocol will automatically bypass faulty
entries - what really matters is that the list should contain at least one pointer
to a valid server holding the file. Other similar applications could as well benefit
from this approach. For example, the Grid Replica Location Service, manages a
distributed catalog of filename to replica location mappings [11] without impos-
ing any consistency requirements on the update mechanism of the catalog. The
Replica Location Service may return a collection of replica locations to applica-
tions containing a number of false positive entries. The only requirement is that
at least one entry should be correct. We plan on making our implementation
work as a core component in this class of programs.

5 Conclusion

A thorough transformation of the default DHT lookup operation, has allowed
us to implement and evaluate a structured peer-to-peer overlay network capable
of handling mutable data. The new lookup procedure is coupled with a sim-
ple version management algorithm that handles the reseeding of the latest data
updates to the network. Experimental results on a Kademlia-based implemen-
tation, support the effectiveness of the protocol changes and additions required,
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even in networks with a very high rate of changes in node membership status.
Moreover, the cost of administering data updates is kept to a minimum, while
allowing the overlay network to maintain its inherent characteristics and ad-
vantages. Scalability is preserved, as the propagation of data updates happens
in a decentralized fashion and the extra messages needed for the maintaining
data changes are used by peers to refresh their routing tables and preserve the
system’s overall tolerance to failures. We believe that a DHT allowing data up-
dates, could be employed by many current and future large-scale distributed
applications.
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Abstract. This paper presents the basic parallel implementation and a
variation for matrix - vector multiplication. We evaluated and compared
the performance of the two implementations on a cluster of worksta-
tions using Message Passing Interface (MPI) library. The experimental
results demonstrate that the basic implementation achieves lower perfor-
mance than the other variation. Further, we analyzed the several classes
of overheads contribute to lowered performance of the basic implementa-
tion. These analyses have identified cost of reading of data from disk and
communication cost as the primary factors affecting performance of the
basic parallel matrix - vector implementation. Finally, we present a per-
formance model for estimating the performance of two proposed matrix
- vector implementations on a cluster of heterogeneous workstations.

1 Introduction

The matrix - vector multiplication is one of the most fundamental and important
problems in science and engineering. Versions for serial computers have long been
based on optimized primitives embodied in the kernels of standard software
packages, such as LINPACK [4]. A stable and fairly uniform set of appropriate
kernels well suited to most serial machines makes these implementations hard to
beat. This is not yet the case for parallel computers, where the set of primitives
can so readily change from one machine to another, but the block algorithms of
LAPACK [1] and ScaLAPACK [3] are one step in this direction.

Some studies of distributed matrix - vector multiplication have been made
on parallel machines or homogeneous networks of workstations or PCs [5,7,15].
Recently, several parallel matrix - vector or matrix multiplication algorithms
have been proposed and implemented on cluster of heterogeneous workstations
[2,12,8,6]. They use different distribution schemes for several parallel matrix mul-
tiplication algorithms on heterogeneous clusters. Further, we have been proposed
four variations for matrix - vector multiplication on a cluster of heterogeneous
workstations [13]. These variations are based on row block decomposition scheme
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using dynamic master - worker paradigm. Furthermore, we have been proposed
a performance prediction model of four parallel implementations in paper [13].

In this paper, we propose the basic implementation for matrix - vector multi-
plication and a variation on a cluster of workstations. These parallel implemen-
tations are based on block checkerboard decomposition using dynamic master -
worker programming model. Further, these implementations were executed using
the Message Passing Interface (MPI) [9,11] library on a cluster of heterogeneous
workstations. Moreover, we analyze the overheads for the performance degrada-
tion of basic parallel implementation on a cluster of workstations. Finally, we are
developing a simple heterogeneous performance model for two implementations
that is general enough to cover performance evaluation of both homogeneous
and heterogeneous computations in a dedicated cluster of workstations.

The rest of this paper is organized as follows: Section 2 briefly presents het-
erogeneous computing model and the metrics. Section 3 presents a performance
analysis for estimating the performance of the basic parallel implementation
and the variation for matrix - vector multiplication on a cluster of workstations.
Section 4 discusses the experimental and theoretical results of parallel imple-
mentations. Finally, Section 5 contains our conclusions.

2 Heterogeneous Computing Model

A heterogeneous network (HN) can be abstracted as a connected graph
HN(M,C), where

– M={M1, M2,...,Mp} is set of heterogeneous workstations (p is the number of
workstations). The computation capacity of each workstation is determined
by the power of its CPU, I/O and memory access speed.

– C is standard interconnection network for workstations, such as Fast Ether-
net or an ATM network, where the communication links between any pair
of the workstations have the same bandwidth.

Based on the above definition, if a cluster consists of a set of identical worksta-
tions, the cluster is homogeneous.

2.1 Metrics

Metrics help to compare and characterize parallel computer systems. Metrics
cited in this section are defined and published in previous paper [14]. They can
be roughly divided into characterization metrics and performance metrics.

2.2 Characterization Metrics

To compute the power weight among workstations an intuitive metric is defined
as follows:

Wi(A) =
minp

j=1{T (A,Mj)}
T (A,Mi)

(1)
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where A is an application and T(A,Mi) is the execution time for computing A
on workstation Mi. Formula 1 indicates that the power weight of a workstation
refers to its computing speed relative to the fastest workstation in the network.
The value of the power weight is less than or equal to 1. However, if the cluster
of workstations is homogeneous then the values of the power weights are equal
to 1.

To calculate the execution time of a computational segment, the speed, de-
noted by Sf of the fastest workstation executing basic operations of an applica-
tion is measured by the following equation:

Sf =
Θ(c)
tc

(2)

where c is a computational segment, Θ(c) is a complexity function which gives the
number of basic operations in a computational segment and tc is the execution
time of c on the fastest workstation in the network.

Using the speed of the fastest workstation, Sf , we can calculate the speeds
of the other workstations in the system, denoted by Si (i = 1, ..., p), using the
computing power weight as follows:

Si = Sf ∗Wi, i = 1, ..., p, and i �= f (3)

where Wi is the computing power weight of Mi. So, by equation 3, the exe-
cution time of a segment c across the heterogeneous network HN, denoted by
Tcpu(c,HN), can be represented as

Tcpu(c,HN) =
Θ(c)∑p
i=1 Si

(4)

where
∑p

i=1 Si is the computational capacity used which is obtained by summing
the individual speeds of the workstations. Here, Tcpu is considered the required
CPU time for the segment. Furthermore, substituting Si = 1 in above equa-
tion for dedicated cluster of homogeneous workstations, the execution time of a
segment c returns to the conventional form:

Tcpu(c,HN) =
Θ(c)

p
(5)

2.3 Performance Metrics

Speedup is used to quantify the performance gain from a parallel computation
of an application A over its computation on a single machine on a heterogeneous
network system. The speedup of a heterogeneous computation is given by:

SP (A) =
minp

j=1{T (A,Mj)}
T (A,HN)

(6)

where T(A,HN) is the total parallel execution time for application A on HN,
and T(A,Mj) is the execution time for A on workstation Mj , j=1,...,p.
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Efficiency or utilization is a measure of the time percentage for which a
machine is usefully employed in parallel computing. Therefore, the utilization
of parallel computing of application A on a dedicated heterogeneous network is
defined as follows:

E =
SP (A)∑p

j=1 Wj
(7)

The previous formula indicates that if the speedup is larger than
∑p

j=1 Wj , the
system computing power, the computation presents a superlinear speedup in a
dedicated heterogeneous network. Further, substituting Wj = 1 in above equa-
tion for dedicated cluster of homogeneous workstations, the utilization returns
to the traditional form:

E =
SP (A)

p
(8)

3 Performance Analysis of the Matrix-Vector
Implementations

In this section, we describe basic parallel matrix - vector multiplication imple-
mentation. First of all, we consider the matrix - vector multiplication y = Ax
where A is an n × n matrix and x and y are vectors of size n. The number of
workstations in the cluster is denoted by p and we assume that p is power of 2.

3.1 Basic Parallel Implementation

For the analysis, we assume that the entire matrix A stored in the local disk of
the master workstation. The basic idea of this implementation is as follows: The
master workstation partitions the vector x into blocks of size b elements and
each block is broadcasted to all workers. Further, master partitions the matrix
A into blocks of size b × b and each block is distributed to a worker. Thus,
blocks of the matrix A are distributed in a cyclic fashion along vertically. Each
worker must receive (horizontally) a row of n

b blocks of matrix A so that each
worker to compute the block of size b rows of the resulting vector y. Finally,
each worker sends back a block of size b rows of the vector y. We must note
that this implementation there is not overlapping between communication and
computation phases. The execution time of this parallel implementation that is
called MV1, can be broken up into six terms:

– Ta: It is the total I/O time to read the entire matrix A and the vector x
from the local disk of the master workstation. The size of the matrix is n2

elements and the size of the vector is n elements. Therefore, the master reads
(n2 + n) ∗ sizeof(int) bytes totally. Then, the time Ta is given by:

Ta =
(n2 + n) ∗ sizeof(int)

(SI/O)master
(9)

where (SI/O)master is the I/O capacity of the master workstation.
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– Tb: It includes the startup time for partitioning of the matrix A and vector
x into blocks. The time Tb is given by:

Tb =
(n2 + n) ∗ sizeof(int)

(Spart)master
(10)

where (Spart)master is the partition capacity of the master workstation.
– Tc: It includes the communication time for broadcasting the blocks of the

vector x to all workers involved in processing of the matrix vector multipli-
cation. The number of blocks that allocated to all workers is n

b and the size
of each block is b ∗ sizeof(int) bytes. Therefore, the master will broadcast
n ∗ sizeof(int) bytes totally. Then, the time Tc is given by:

Tc =
n ∗ sizeof(int)

Scomm
(11)

where Scomm is the communication speed.
– Td: It is the total communication time to send all blocks of the matrix A to

workers. The number of blocks that allocated to workers is (n
b )2 and the size

of each block is b2 ∗ sizeof(int) bytes. So, the master sends n2 ∗ sizeof(int)
bytes totally. Then, the time Td is given by:

Td =
n2 ∗ sizeof(int)

Scomm
(12)

where Scomm is the communication speed.
– Te: It is the average computation time across the cluster. Each worker per-

forms a matrix vector multiplication between the block of vector and the
block of matrix with size b2 ∗sizeof(int) bytes. Further, the cluster will per-
form (n

b )2 matrix - vector multiplications totally. Then, the time Te is given
by:

Te =
n2 ∗ sizeof(int)
Σp

j=1(Scomp)j
(13)

where Σp
j=1(Scomp)j is the computation capacity of the cluster (homogeneous

or heterogeneous) when p workstations are used.
– Tf : It includes the communication time to receive p results from all workers.

Each worker sends back a block of vector y of size b ∗ sizeof(int) bytes.
Therefore, the time Tf is given by:

Tf = p ∗ b ∗ sizeof(int)
Scomm

(14)

where Scomm is the communication speed.

Finally, the total execution time of the above parallel implementation, Tp, using
p workstations, is given by:

Tp = Ta + Tb + Tc + Td + Te + Tf (15)
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3.2 Variation of the Basic Implementation

For the analysis, we assume that the entire matrix A stored in the local disk of
the master workstation. The basic idea of this implementation is similar to the
above implementation. However, we assume that the blocks of the matrix and the
vector are stored in the local memory of worker workstations instead of allocation
of the blocks to workers. The execution time of this parallel implementation that
is called MV2, can be broken up into four terms:

– Ta: It is the total I/O time to read the entire matrix and the vector from
the local disk of the master workstation. The amount of this time is similar
to the Ta of the previous parallel implementation.

– Tb: It includes the startup time for partitioning of the vector and matrix into
blocks. The amount of this time is similar to the Tb of the previous parallel
implementation.

– Te: It includes the average computation time across the cluster. The amount
of this time is similar to the Te of the above implementation.

– Tf : It includes the communication time to receive results from all workers.
The amount of this time is similar to the Tf of the above implementation.

Finally, the total execution time of the above parallel implementation, Tp, using
p workstations, is given by:

Tp = Ta + Tb + Te + Tf (16)

4 Experimental and Theoretical Results

In this section, we discuss the experimental and theoretical results of two parallel
algorithms. These algorithms are implemented on a cluster of heterogeneous
workstations using the MPI library [9,11].

4.1 Experimental Results

The target platform for our experimental study is a cluster of heterogeneous
workstations connected with 100 Mb/s Fast Ethernet network. More specifically,
the cluster consists of 25 Pentium II 266 MHz with 64 MB RAM and 7 Pentium
166 MHz with 32 MB RAM. The middleware of the cluster is ROCKS of NPACI
[10] with RedHat 7.1. The MPI implementation used on the network is MPICH
version 1.2. During all experiments, the cluster was dedicated. Finally, to get
reliable performance results 5 - 10 executions occurred for each experiment and
the reported values are the average ones.

Figures 1 and 2 present for some values n, b and p the speedup curves for
the MV1 and MV2 implementations, respectively.

As can be seen from Figures that as the number of workstations increases, the
speedups of the MV1 and MV2 implementations appear to deviate from the ideal
ones. From the experimental results we observe that the speedup curves improve
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Fig. 1. The experimental speedup as a function of the number of workstations for the
MV1 implementation for matrix size of 256 (left) and for matrix size of 4096 (right)

as the block size is increased. It is easy to notice that the increase in efficiency
will become saturated when the number of workstations involved reaches some
point. From the graph of Figure 1 for matrix size of 4096, we can observe that
this saturation point seems to depend on the block size. For block size of 2, the
graph of the speedup seem to flattened when the number of workstations reaches
10. For block size of 8, 16 and 32, the speedup begins to fall when the number of
workstations reaches 7-10. This saturation point is due to communication and
other steps which are not involved in the serial matrix - vector multiplication.
Therefore, we conclude that the block size is an important parameter which
can affect the overall performance. More specifically, this parameter is directly
related to the I/O and communication factors. So, the low communication and
I/O cost is obtained for large values of block size. However, from the graph of
Figure 2 for matrix size of 4096 there is worst performance for very large values
of block size because produce a poorly balanced load.

Another parameter which can affect the performance of two implementations
is the matrix size. From Figures, we can see that the speedup curves of two
implementations increase slightly as the matrix size is increased. Finally, we
observe from the experimental results that the MV1 parallel implementation
occur low speedups whereas the MV2 implementation improves the speedup
results of the MV1 implementation slightly.

In order to better understand the reasons for the performance degradation
of the MV1 implementation, a more detailed analysis the percentage of time for
each phase of implementation was performed. The results are shown in Figure 3.
It is interesting to note in this Figure that the high communication cost between
master and workers is the primary factor affecting performance of the basic
implementation and it achieves nearly 56,84%. In this communication cost is
dominated by the communication time Tf rather than the time Td. Another
reason for the performance degradation is due to the high cost of reading of
data from the local disk of the master workstation for small values of block size.
We must note that the percentage of time for the phases Ta and Tb are decreased
as the block size is increased. This occurs because when the matrix is read and
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Fig. 2. The experimental speedup as a function of the number of workstations for the
MV2 implementation for matrix size of 256 (left) and for matrix size of 4096 (right)
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Fig. 3. Contribution factors of the MV1 implementation for matrix size of 256 with
block size of 2 using 2 workstations (left) and for matrix size of 4096 with block size
of 8 using 4 workstations (right)

partition in chunks of large size improves the locality. Finally, we observe that
the total volume of communication (i.e. Td + Tf) is constant as the matrix size
and number of workstations are increased.



Performance Analysis Overheads for Matrix - Vector Multiplication 253

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0.45

 0.5

 0.55

 0.6

 0  5  10  15  20  25  30  35

S
p
e
e
d
u
p

Processors

block 2
block 8

block 16
block 32

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0.45

 0.5

 0.55

 0.6

 0  5  10  15  20  25  30  35

S
p
e
e
d
u
p

Processors

block 2
block 8

block 16
block 32

Fig. 4. The theoretical speedup as a function of the number of workstations for the
MV1 implementation for matrix size of 256 (left) and for matrix size of 512 (right)
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Fig. 5. The theoretical speedup as a function of the number of workstations for the
MV2 implementation for matrix size of 256 (left) and for matrix size of 4096 (right)

4.2 Theoretical Results

In this subsection, we validate our proposed performance model presented in
the previous section with results obtained by experiments. The performance
estimated results for two implementations were obtained by the equations 15
and 16. In order to get these estimated results, we must to determine the values
of the speeds SI/O, Scomp, Spart and Scomm of the fastest workstation. The av-
erage speeds SI/O, Scomp and Spart of the fastest workstation for all block sizes
(b =2, 8, 16 and 32), executing the matrix - vector multiplication are critical
parameters for predicting the CPU demand times of computational segments
on other workstations. The speeds were measured for different matrix sizes and
averaged by formula 2 as follows, SI/O = 4758500 ints/sec, Scomp = 5510072
ints/sec and Spart = 190040 ints/sec for five implementations. Finally, the com-
munication speed was measured for different matrix sizes and block sizes as
follows, Scomm = 41214492 ints/sec.
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Figure 4 presents for some values n, b and p the speedups obtained by the
equation 15 for the MV1 implementation on a cluster of heterogeneous worksta-
tions. Similarly, Figure 5 demonstrates the speedups obtained by the equation 16
for the MV2 implementation.

We can see that the estimated results for two implementations confirm well
the computational behaviour of the experimental results. The slight difference
between the two is due to the fact that our performance model did not take into
account all factors affecting the performance of implementations such as network
protocol characteristics and communication load. These effects will be captured
in our future work in this direction.

5 Conclusions

The basic parallel matrix - vector multiplication implementation and a variation
are presented and implemented on a cluster platform. These implementations
are based on block checkerboard decomposition scheme and the cluster platform
considered in this paper employ a master-worker model. Further, we presented
the experimental results of the proposed implementations in the form of per-
formance graphs. We observed from the results that there is the performance
degradation of the basic implementation. Moreover, from the experimental anal-
ysis we identified the communication cost and the cost of reading of data from
disk as the primary factors affecting performance of the basic parallel matrix
- vector implementation. Finally, we have introduced a performance model to
analyze the performance of the proposed implementations on a cluster of het-
erogeneous workstations.
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Abstract. Ubiquitous systems are characterized by multi-fold complexity, 
stemming mainly from the vast number of possible interactions between many 
heterogeneous objects and services. Devices ranging from simple everyday ob-
jects populated with sensing, actuating and communication capabilities to com-
plex computer systems, mobile or not, are treated as reusable “components” of 
a dynamically changing physical/digital environment. As even an individual ob-
ject with limited functionality, may present advanced behavior when grouped 
with others, our aim is to look at how collections of such distributed objects can 
collaborate and provide functionality that exceeds the sum of their parts. This 
paper presents GAS-OS, a middleware that supports building, configuring and 
reconfiguring ubiquitous computing applications using distributed objects. 

1   Introduction 

The vision of Ambient Intelligence (AmI) implies a seamless environment of comput-
ing, advanced networking technology and specific interfaces [5]. In one of its possible 
implementations, technology becomes embedded in everyday objects such as furni-
ture, clothes, vehicles, roads and smart materials, and people are provided with the 
tools and the processes that are necessary in order to achieve relaxing interactions 
with this environment. The AmI environment can be considered to host several Ubiq-
uitous Computing (UbiComp) applications, which make use of the infrastructure pro-
vided by the environment and the services provided by the AmI objects therein. The 
target of this paper is to present the GAS-OS, a middleware that we developed and 
supports the composition of UbiComp applications from AmI objects. GAS-OS runs 
on every AmI object and collectively serves as a distributed component framework. 
Moreover, it provides developers of UbiComp applications with a uniform program-
ming model that hides the heterogeneity of the underlying networks, hardware, oper-
ating systems and programming languages. 

The structure of the paper is as follows. Section 2 outlines the design challenges of 
UbiComp applications and the requirements for a middleware that supports such ap-
plications.  Section 3 describes the architecture of the GAS-OS, followed by a real life 
application example in section 4. Section 5 presents related approaches and section 6 
lessons learned from this work. Finally we conclude in section 7. 
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2   Design Goals 

The design goals of a middleware that supports the composition of UbiComp applica-
tions are tightly interrelated to the challenges arising from the deployment of such 
applications and also emerge from the requirements of generic middleware systems. 

According to the AmI vision people will build “ecologies” (UbiComp applications) 
by configuring and using AmI objects; everyday objects augmented with Information 
and Communication Technology (ICT) components. AmI artefacts can be seen as 
distributed objects since data, behavior and services encapsulated must be accessed 
remotely and transparently to the overall application. An important aspect though is 
that these augmented objects still maintain their primary role and autonomous nature. 
Furthermore, in order to compose UbiComp applications using artefacts, they must 
provide the means to be easily used as building blocks of large and complex systems. 

In addition, because of the heterogeneity of these objects, a key challenge that 
arises is the feasibility of semantic interoperability among them. As AmI artefacts are 
resource constraint devices, grouping them together could emerge more advanced 
behaviors. Thus their composeability is a challenge that can give rise to new collec-
tive functionalities. As artefacts in UbiComp applications may offer various services, 
the challenge of a semantic representation of services and a semantic service discov-
ery mechanism is evident. UbiComp applications also need to be adaptive to changes, 
robust and fault-tolerant as they are usually created in an ad-hoc manner, and AmI 
objects are liable to failures. They must also be context-aware to understand the envi-
ronment and adapt their behavior to different situations. Scalability is also very im-
portant since UbiComp applications are usually composed by a large number of  
objects. 

Considering the users’ perspective, a key challenge is the ease of use, development 
and deployment. The combination of objects needs to be based on a user-oriented and 
user-friendly model. This implies that objects’ capabilities must be “advertised” to 
users through a comprehensible “vocabulary”. 

Considering the system’s perspective, the heterogeneity of artefacts implies mid-
dleware systems on top of which applications can function transparently based on the 
infrastructure. To preserve the autonomy of artefacts and to cater for the dynamic 
nature of such applications ad-hoc networking has to be supported. The underlying 
physical networks used are heterogeneous ranging from infrared communication over 
radio links to wired connections. Since every node serves both as client and server 
(devices provide/ request services), the required communication can be seen as p2p.  

Due to the dynamicity of UbiComp applications and the mobility of artefacts, the 
middleware has to consider services and capabilities of changing availability. Even a 
service that is both functional and reachable can become unavailable (volatility prob-
lem). Furthermore, as any object can become an artefact, regardless of its physical 
(e.g. power) or computational properties (e.g. memory), the core functionality should 
be small enough to be executed on resource constrained devices, but extensible to use 
the capabilities of more powerful devices as well. Therefore, we should not pose se-
vere restrictions, like the assumption of a specific platform (platform independence). 
Various manufacturers should be able to implement their consumer solutions on a 
variety of platforms, not predefined in advance. At the same time, the middleware has 
to cope with the unavoidable heterogeneity in service definition and deployment. 
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Since UbiComp applications can be synthesized by end-users, the middleware has 
to support a user-oriented conceptual model. Additionally interacting with the system 
has to be done in real time since services must be available to users at each particular 
moment. Finally, middleware systems aiming at a broad range of applications, should 
remain open, capable of collaborating with established technological solutions and 
standards for communication, interoperability etc. 

3   Designing the Middleware to Support UbiComp Applications 

Before we describe the architecture and implementation of GAS-OS, the proposed 
middleware for building UbiComp applications, we first want to motivate our design 
rationale with respect to the challenges and requirements stated above. 

GAS-OS implements the concepts encapsulated in GAS [6], a generic architectural 
style, which can be used to describe everyday environments populated with computa-
tional objects. The key idea behind GAS-OS is the uniform abstraction of AmI object 
services and capabilities via the plug/synapse high-level programming model that 
abstracts the underlying data communications and access components of each part of 
a distributed system. The basic idea is that users connect at a logical level a service or 
content provider and a client, and thus compose applications in an ad-hoc, dynamic 
way. Simply by creating associations between distributed objects, people cause the 
emergence of new applications, which can enhance activities of work, re-creation or 
self-expression, rendering their involvement in a natural and abstract way. Further-
more the plug/synapse model serves as a common interfacing mechanism among AmI 
objects providing the means to create large scale systems based on simple building 
blocks. Plugs are software classes that make visible the object’s properties, capabili-
ties and services to people and to other objects, while synapses are associations be-
tween two compatible plugs, which make use of value mappings and are implemented 
using a message-oriented set of protocols. 

Typical middleware platforms address the problem of communication using the 
Remote Procedure Call (RPC) model. This is not applicable in our case, because each 
object is autonomous, having no dependencies from fixed centralized nodes. Inspired 
by Message-Oriented Middleware (MOM) design a fundamental characteristic of 
GAS-OS is to enable non-blocking message passing. Messaging and queuing allow 
nodes to communicate across a network without being linked by a private, dedicated, 
and logical connection. Every node communicates by putting messages on queues and 
by taking messages from queues. To cope with the requirement to adapt to a broad 
range of devices even the more resource constraint ones, ideas from micro-kernel 
design were taken under consideration, where only minimal functionality is located in 
the kernel, while extra services can be added as plug-ins.  

Furthermore, we decided to adopt Java using a JVM layer to assume the responsi-
bility of decoupling GAS-OS from typical local operations like memory management, 
communication, etc, also providing the requested platform independence. The JVM 
layer allows the deployment on a wide range of devices from mobile phones and 
PDAs to specialized Java processors. The proliferation of Java-enabled end-systems 
makes Java a suitable underlying layer providing a uniform abstraction for the mid-
dleware masking the heterogeneity of the underlying AmI objects, networks etc. 
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Using p2p communication also provides the requested support for dynamic appli-
cations over ad-hoc networks. A p2p communication module inside GAS-OS trans-
lates the high-level requests/replies into messages and by using low-level p2p net-
working protocols dispatches them to the corresponding remote service or device 
capability.  

In order to support the definition and realization of collective functionality as well 
as to ensure the interoperability among the objects, all AmI objects should use a 
commonly understood language and vocabulary of services and capabilities, in order 
to mask heterogeneity in context understanding and real-world models. This is tackled 
by using the GAS Ontology [2] that describes the semantics of the basic terms of our 
model for UbiComp applications and their interrelations. The term “service” is a fun-
damental one in this ontology, which contains a service classification, since the AmI 
objects offer various services and the demand for a semantic service discovery 
mechanism is evident. Due to facts that artefacts acquire different knowledge and may 
have limited capabilities, we decided to divide the GAS Ontology into two layers: the 
GAS Core Ontology (GAS-CO) that represents the necessary common language and 
the GAS Higher Ontology (GAS-HO) that describes an artefact’s acquired knowl-
edge. 

3.1   GAS-OS Architecture 

The outline of the GAS-OS architecture is shown in Fig.1. Synapses are established at 
the application layer of the GAS-OS architecture (Fig. 1) using APIs and protocols 
provided by GAS-OS kernel. The GAS-OS kernel implements the plug/synapse 
model manifesting the services and capabilities of AmI objects through plugs, while 
providing the mechanisms (API and protocols) to perform synapses with other AmI 
objects via the application layer. Synapses can be considered as virtual communica-
tion channels that feed the lower communication levels with high-level data. Interfac-
ing with networking mechanisms (transport layer) is done via the Java platform. Data 
are transmitted through the physical layer to the other end of the synapse where the 
reverse transformation process is followed. Data departing from a plug are the result 
of internal processing of an AmI object usually involving sensor data. Data arriving to 
plugs are usually translated to AmI object behavior (e.g. activate a specific actuator in 
order to achieve a goal). Using ontologies and the ontology manager plug-in (pre-
sented in section 3.2), this translation is done based on the commonly accepted terms 
of GAS, as encoded in GAS-CO. The resource manager plug-in on the other hand 
keeps track of available local resources and arbitrates among conflicting requests for 
those resources. Resources include OS-level resources (memory, CPU, power, etc) as 
well as high-level resources (sound, light, etc). Through the well-defined interfaces of 
the plug-in manager, other plug-ins (e.g. security), not currently supported, can be 
attached to the GAS-OS architecture. 

The GAS-OS kernel is the minimum set of modules and functionalities every dis-
tributed object must have in order to participate in ubiquitous applications. The GAS-
OS Kernel encompasses a Communication Module, a Process Manager, a State Vari-
able Manager, and a Memory Manager as shown in Fig. 1. 
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Fig. 1. Left: GAS-OS layered architecture diagram. Right: The GAS Ontology manager 

The Communication Module is responsible for communication between GAS-OS 
nodes. P2P communication is implemented adopting the basic principles and defini-
tions of the JXTA project. Peers, pipes and endpoints are combined into a layered 
architecture that provides different levels of abstraction throughout the communica-
tion process. Peers implement protocols for resource and service discovery, adver-
tisement, routing as well as the queuing mechanisms to support asynchronous mes-
sage exchange. In order to avoid large messages and as a consequence traffic conges-
tion in the network, XML-based messages are used to wrap the information required 
for each protocol. Pipes correspond to the session and presentation layers of the ISO-
OSI reference model, implementing protocols for connection establishment between 
two peers, supporting multicast communication for service and resource discovery, 
while at the same time guaranteeing for reliable delivery of messages. In cases where 
reliable network protocols are used in the transport layer (e.g. TCP/IP), pipes are 
reduced to acknowledging for application-level resource availability. Endpoints are 
associated to specific network resources (e.g. a TCP port). According to the transport 
layer chosen we can have many different endpoints (e.g. IP-based, Bluetooth, IrDA, 
etc.), which can also serve as a bridge for different networks. Finally, in order to dis-
cover and use services and resources beyond the reachability of wireless protocols 
(e.g. RF), we have adopted the Zone Routing (ZRP) hybrid routing protocol. 

The Process Manager is the coordinator module of GAS-OS. Its most important tasks 
are to manage the processing policies of GAS-OS, to accept and serve various tasks set 
by the other modules of the kernel and to implement the Plug/Synapse model. Plugs 
wrap the information required to describe a service. If the ontology manager plug-in is 
used a higher-level / contextual description of the service may also be available. Syn-
apses are software entities attached to plugs, wrapping the required information for the 
remote plug; also having properties that define the interaction patterns (e.g. interaction 
rules). The process manager implements the protocols required supporting creating, 
destroying and altering synapses and as a consequence configuring and reconfiguring a 
UbiComp application consisted of several AmI objects. 

 

GAS-OS kernel

GAS Ontology manager

GAS Core
Ontology

GAS Higher
Ontology

Service Request Plug Offering Service

GAS Ontology
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The State Variable Manager is a repository of the object’s capabilities (e.g. sen-
sors/actuators) inside GAS-OS reflecting at each moment the state of the hardware. 
An event-based mechanism is used to facilitate communication between the state 
variable manager and the process manager in order to set up a real time reactive 
system.  

Finally, the Memory Manager enhances the memory management performed by 
the JVM towards the specific needs of GAS-OS by queuing tasks and messages, buff-
ering sensor and actuator data, storing the state of the AmI object and caching infor-
mation of other AmI objects to improve communication performance. 

3.2   GAS Ontology Manager 

The GAS Ontology Manager is the module that manages the GAS Ontology stored at 
each artefact and implements the interaction of an artefact with its stored ontology. 
Furthermore, it is responsible to provide to the other modules of GAS-OS any knowl-
edge needed from the ontology. The right part of Fig. 1 demonstrates the interaction 
among the ontology manager and the GAS-OS kernel. An important feature of the 
ontology manager is that it adds a level of abstraction between GAS-OS and the GAS 
ontology, meaning that only the ontology manager can understand and manipulate the 
ontology; the GAS-OS can simply query this module for information stored into the 
ontology without having any knowledge about the ontology language or its structure.  

Since GAS-CO must be common for all artefacts and cannot be changed during the 
use of UbiComp applications, this module provides only methods for acquisition of 
knowledge, such as the definitions of basic concepts and the service classification. 
Likewise it can only query the GAS-HO-static of an artifact. On the other hand, as it 
is responsible for keeping up to date an artefact’s GAS-HO-volatile, it can both read 
and write it. As the GAS-HO contains only instances of the concepts defined in the 
GAS-CO, the basic methods of the ontology manager relevant to the GAS-HO can 
query for an instance and add new ones based on the concepts defined in the GAS-
CO. Thus an important feature of the GAS Ontology manager is that it enforces the 
integrity of the instances stored in the GAS-HO with respect to the concepts described 
in GAS-CO. 

The interoperability among AmI objects is initially established using the objects’ 
GAS-HO; if their differences lead to infeasible interoperability, each local GAS On-
tology manager is responsible for the interpretation of different GAS-HOs based on 
the common GAS-CO. Thus the semantic interoperability among AmI objects is 
greatly improved.  The GAS Ontology manager also enables knowledge exchange 
among AmI objects by sending parts of an object’s GAS-HO to another object. 

One of the ontology’s goals is to describe the services that artefacts provide so 
that to support a service discovery mechanism. Thus the ontology manager provides 
methods that query the ontology for the services that an artefact offers as well as for 
artefacts that provide specific services. The GAS-OS get from the ontology man-
ager the necessary knowledge stored in an AmI object’s ontology relevant to its 
services, in order to implement a service discovery mechanism. Finally the GAS 
Ontology manager using this mechanism and the service classification can identify 
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AmI objects that offer similar semantically services and propose objects that can 
replace damaged ones. So it supports the deployment of adaptive and fault-tolerant 
UbiComp applications. 

4   Building a Real Life Home Application 

This section demonstrates the development of a real life application starting from a 
high level description of the target scenario to its implementation based on the ser-
vices offered by the GAS-OS middleware.  

Let’s take a look at the life of Patricia, a 27-year old woman, who lives in a small 
apartment near the city centre and studies Spanish literature. A few days ago she 
heard about these new AmI objects and decided to give herself a very unusual pre-
sent: a few furniture pieces and other devices that would turn her apartment into a 
smart one! On the next day, she was waiting for the delivery of an eDesk (sensing 
light intensity, temperature, weight on it, proximity of a chair), an eChair (could tell 
whether someone was sitting on it), a couple of eLamps (could be remotely turned on 
and off), and some eBook tags (could be attached to a book, telling whether it is open 
or closed and determine the amount of light that falls on it). Pat had asked the store 
employee to pre-configure some of the artifacts, so that she could create a smart 
studying corner in her living room. Her idea was simple: when she sat on the chair 
and she would draw it near the desk and then open a book on it, then the study lamp 
would be switched on automatically. If she would close the book or stand up, then the 
light would go off. 

The behavior requested by Pat requires the combined operation of the following set 
of AmI objects using their plugs: eDesk (Reading, Proximity), eChair (Occupancy), 
eLamp (Light_Switch) and eBook (Open/Close). Then a set of synapses has to be 
formed, for example, associating the Occupancy plug of the eChair and the 
Open/Close plug of the eBook to the Proximity plug of the eDesk, the Reading plug 
of the eDesk to the Light_Switch plug of the e-Lamp, etc.  

The capability of making synapses is a service offered by GAS-OS and is imple-
mented in simple steps as described below. Consider the synapsing process among the 
Reading plug of the eDesk and the Light_Switch plug of the eLamp. 

Initially, the eDesk sends a Synapse Request message to the eLamp containing in-
formation about the eDesk and its Reading plug as well as the id of the Light_Switch 
plug. Then the eLamp activates the Synapse Response process by first checking the 
plug compatibility of the Reading and Light_Switch plugs, to confirm that they are 
not both service providers only (output plugs) or both service receptors only (input 
plugs). If the compatibility test is passed, an instance of the Reading plug is created in 
the eLamp (as a local reference) and a positive response is sent back to the eDesk. 
The instance of the Reading plug is notified for changes by its remote counterpart 
plug and this interaction serves as an intermediary communication channel. In case of 
a negative plug compatibility test, a negative response message is sent to the eDesk. 
Upon a positive response, the eDesk also creates an instance of the Light_Switch 
plug, and the connection is established (Fig. 2-left). After connection’s establishment, 
the two plugs are able of exchanging data, using the Synapse Activation mechanism. 
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Fig. 2. Synapsing process between Reading and Light_Switch plugs 

Output plugs (Reading) use shared objects (SO) to encapsulate the plug data to send, 
while input plugs (Light_Switch) use event-based mechanisms, called shared object 
listeners (SOL), to become aware of incoming plug data. When the value of the 
shared object of the Reading plug changes the instance of the Light_Switch plug in 
the eDesk is notified and a synapse activation message is sent to the eLamp. The 
eLamp receives the message and changes the shared object of its Reading plug in-
stance. This, in turn, notifies the target Light_Switch plug, which reacts as specified 
(Fig. 2-right). Finally, if one of the two connected plugs breaks the synapse, a Syn-
apse Disconnection message is sent to the remote plug in order to also terminate the 
other end of the synapse. 

But how are the above messages actually exchanged between AmI objects? In the 
example, both the eDesk and the eLamp own a communication module with an IP-
based (dynamically determined) Endpoint. Plug/Synapse interactions (e.g. synapse 
establishment) are translated to XML messages by the communication module and 
delivered to the remote peer at the specified IP address (Fig. 3). 
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Having described the ways interaction among objects is implemented using GAS-
OS, what is missing to close the loop is interaction with the end-users of the Ubi-
Comp application. This interaction is done via the sensors and actuators each artefact 
has, but the way the sensing and actuating data are manipulated by each object is also 
facilitated by GAS-OS and specifically through its State Variable Manager. In Fig. 4, 
the eChair has two pressures sensors (back, seat) to sense that someone is sitting on it, 
and the eLamp has one bulb actuator, both reflected inside GAS-OS as state variables 
in the SVM. Through communication with the eChair hardware management software 
the eChair’s SVM retrieves all the sensor information of the eChair and registers itself 
as a listener for changes of the environment. It also communicates with the Process 
Manager to promote the eChair-eLamp communication as it feeds the Weight plug 
with new data coming from the hardware that results in the Weight-Light synapse. 
The reverse process is followed on the other end of the synapse. The matching of the 
“Occupied” / ”Not Occupied” values of the Occupancy plug with the “On” / ”Off” 
states of the Light_Switch plug, is done by configuring the properties of the synapse. 
So by mapping the “Occupied” state of the eChair to the “On” state of the eLamp and 
the “Not_occupied” to “Off” we have the following (desired) behavior: “sitting on the 
chair switches the lamp on while leaving the chair switches the lamp off”. 

5   System Evaluation 

The primary goal for GAS-OS was to serve as a proof of concept that users could be 
enabled to configure UbiComp applications by using everyday objects as components. 
Following we discuss if GAS-OS meets the demands of UbiComp applications. 

GAS-OS proved capable of running on different devices, satisfying our require-
ment for supporting resource constrained devices. Devices were developed ranging 
from handheld computers running Win CE and Java PE, to COTS java-based boards 
like the EJC [10]. GAS-OS was also tested on devices using Microsoft UPNP proto-
col to communicate with their hardware, running on the SNAP embedded J2ME con-
troller [12], by interfacing UPNP with GAS-OS. The overall integration process 
proved easy enough, providing strong indications concerning the independence of 
GAS-OS from communication protocols and its interfacing ability with standards. 

 

Fig. 5. L.: Max synapses when constraining memory vs # plugs that can participate. R.: # ob-
jects that can be discovered in a certain period of time vs # of plugs. 
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Measuring the process of discovering artefacts provided feedback on the efficiency 
of GAS-OS to discover a certain number of objects within a time frame and conse-
quently an estimation of how long will the user have to wait in order to discover his 
ubiquitous environment. (Fig.5-right) shows the number of objects that can be discov-
ered in successive time intervals, versus the number of plugs. To reach maximum 
performance overhead, we have to get to a large number of plugs per object. 

As plugs and synapses are the main factors that increase memory requirements dur-
ing the execution of an application, we studied the relation between the number of 
plugs and synapses that participate for constraint amounts of memory. Maximum 
memory allocation is achieved when each plug participates in only one synapse 
(Fig.5-left). The more plugs participating in a synapse, the more the allocated memory 
until we reach the memory constraint. From this point and on more synapses can only 
be achieved if distributed to fewer plugs. 

Using code instrumentation, we measured the average synapsing and communica-
tion time in an application where 5 objects are inter-connected with 6 synapses. After 
creating the 1st synapse only a few milliseconds are required to create the rest, while 
the average time of approximately 1 sec for all 6 synapses is acceptable. For commu-
nication among 2 objects having a synapse, the average time is only a few millisec-
onds, which is acceptable for real time applications. These measurements include the 
overhead of the 802.11b protocol, while messages exchanged vary from a few bytes 
to 1 KB. What is important though is that after synapses’ establishment communica-
tion between objects is fast, satisfying our requirement for real time response. 

The use of ontologies in order to deal with heterogeneity in service definition im-
proved interoperability of objects. Specifically the service discovery mechanism en-
abled the identification of semantically similar services and GAS-OS, exploiting this, 
could replace a failed or moved AmI object with a similar one in satisfactory time.  

Finally, GAS-OS, the end-user programming tools (GAS Editor) that use it and the 
applications built with it, were evaluated in user and expert trials [7]. During the de-
velopment and deployment of UbiComp applications from both novice and experi-
enced users, we got fairly encouraging results regarding usability, as using GAS Edi-
tor it was proven easy to create, configure and reconfigure UbiComp applications. 

6   Related Work 

Several research efforts are attempting to design ubiquitous computing architectures. 
In “Smart-Its” [4] the aim is to develop small devices, which, when attached to ob-
jects, enable their association based on the concept of “context proximity”. The col-
lective functionality of such system is composed of the computational abilities of the 
Smart-Its, without taking into account the “nature” of the participating objects. A 
more generic approach is the one of “Oxygen” [11], which enables human-centered 
computing by providing special computational devices, handheld devices, dynamic 
networks, etc. The “Accord” [9] focuses on developing a Tangible Toolbox (based on 
the idea of tangible puzzle) that enables people to easily embed functionality into 
existing artefacts around home and permit artefacts to be integrated with each other.  

The GAIA system [8] provides an infrastructure to spontaneously connect devices 
offering or using registered services. GAIA-OS requires a specific system software 
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infrastructure using CORBA objects, while mobile devices cannot operate autono-
mously without this infrastructure. In GAIA is used an ontology server that maintains 
various ontologies, addressing issues like service discovery and context-awareness; a 
fairly different approach from ours. The BASE [1] is a component-oriented micro-
kernel based middleware, which, although provides support for heterogeneity and a 
uniform abstraction of services, the application programming interface requires spe-
cific programming capabilities by users. Finally TinyOS [3] is an event driven operat-
ing system designed to provide support for deeply embedded systems, which requires 
concurrency intensive operations while constrained by minimal hardware resources. 

7   Conclusions 

In this paper we presented GAS-OS, a middleware for building UbiComp applications 
from individual artifacts using the plug/synapse abstraction layer. GAS-OS, being a 
component framework, determines the component interfaces and the rules governing 
their composition, and provides a clear separation between computational and compo-
sitional aspects of such applications, leaving the latter to ordinary people, while the 
former can be undertaken by designers or engineers. End-users only have to compose 
their applications as instances of the system. As a component-based application can be 
reconfigured to meet new requirements at a low cost, composition achieves adaptabil-
ity and evolution. The possibility to reuse objects for purposes not accounted for dur-
ing the design opens roads for emergent uses of artefacts that result from actual use. 

References 

1. Becker C. et al., “BASE - A Micro-broker-based Middleware For Pervasive Computing”, 
in Proceedings of the 1st IEEE International Conference on Pervasive Computing and 
Com-munication (PerCom03), Fort Worth, USA, 2003. 

2. Christopoulou E., Kameas A., “GAS Ontology: an ontology for collaboration among ubiq-
uitous computing devices”, International Journal of Human – Computer Studies, Vol. 62, 
issue 5, Protégé: Community is Everything (2005), pp 664-685, Elsevier Ltd. 

3. Hill J. et al., “System architecture directions for networked sensors”, In Architectural Sup-
port for Programming Languages and Operating Systems. (2000) 93-104 

4. Holmquist L.E. et al., “Smart-Its Friends: A Technique for Users to Easily Establish Con-
nections between Smart Artifacts”, in Proc. of UbiComp 2001, Atlanta, USA, Sept. 2001. 

5. IST Advisory Group, “Scenarios for Ambient Intelligence in 2010-full”, February 2001. 
6. Kameas A. et al., “An Architecture that Treats Everyday Objects as Communicating Tan-

gible Components”, in Proc. of the 1st IEEE PerCom, Fort Worth, USA, 2003. 
7. Markopoulos P., Mavrommati I., Kameas A., “End-User Configuration of Ambient Intel-

ligence Environments: Feasibility from a User Perspective”, In the proc. of the 2nd Euro-
pean Symposium on Ambient Intelligence, LNCS 3295, pp. 243-254, November 2004. 

8. Román M., Campbell R.H., “GAIA: Enabling Active Spaces”, Proceedings of the 9th 
ACM SIGOPS European Workshop, pp. 229-234, Kolding, Denmark, September 2000 

9. Accord project website: http://www.sics.se/accord/home.html 
10. EJC website: http://www.embedded-web.com/ 
11. Oxygen project website: http://oxygen.lcs.mit.edu/ 
12. Simple Network Application Platform (SNAP) website: http://snap.imsys.se/ 



A Suffix Tree Based Prediction Scheme

for Pervasive Computing Environments

Dimitrios Katsaros1 and Yannis Manolopoulos2

1 Department of Informatics, Aristotle University, Thessaloniki, 54124, Hellas
dimitris@skyblue.csd.auth.gr

http://skyblue.csd.auth.gr/~dimitris/
2 Department of Informatics, Aristotle University, Thessaloniki, 54124, Hellas

manolopo@skyblue.csd.auth.gr
http://skyblue.csd.auth.gr/~manolopo/yannis.html

Abstract. Discrete sequence modeling and prediction is a fundamental
goal and a challenge for location-aware computing. Mobile client’s data
request forecasting and location tracking in wireless cellular networks
are characteristic application areas of sequence prediction in pervasive
computing, where learning of sequential data could boost the underly-
ing network’s performance. Approaches inspired from information theory
comprise ideal solutions to the above problems, because several overheads
in the mobile computing paradigm can be attributed to the randomness
or uncertainty in a mobile client’s movement or data access. This arti-
cle presents a new information-theoretic technique for discrete sequence
prediction. It surveys the state-of-the-art solutions and provides a quali-
tative description of their strengths and weaknesses. Based on this anal-
ysis it proposes a new method, for which the preliminary experimental
results exhibit its efficiency and robustness.

1 Introduction

The new class of computing, termed location-aware computing, which emerged
due to the evolution of location sensing, wireless networking, and mobile com-
puting presents unique challenges and requires high performance solutions to
overcome the limitations of current wireless networks stemming from the scarcity
of wireless resources. A location-aware computing system must be cognizant of
its user’s state, and must modify its behavior according to this information. A
user’s state usually consists of its physical location and information needs. If a
human were given such context, s/he would make decisions in a proactive fash-
ion, anticipating mobile client’s user needs. In making these proactive decisions,
the system must be able, among other things, to deduce future data requests
and also to record and predict the positions of roaming clients.

The issues of data request prediction and location tracking/prediction, al-
though diverse in nature, are simply different facets of the same coin; they can
both be described in terms of a discrete sequence prediction problem formula-
tion. From a qualitative point of view, this problem can be described as follows:
given a history of events, forecast the next one to come.

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 267–277, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



268 D. Katsaros and Y. Manolopoulos

Drastic solutions to the aforementioned problems have direct impact on the
underlying wireless network performance. Accurate data request prediction re-
sults in effective data prefetching [18], which, combined with a caching mech-
anism [13], can reduce user-perceived latencies as well as server and network
loads. Also, effective solutions to the mobility tracking problem can reduce the
update and paging costs, freeing the network from excessive signaling traffic [4].

1.1 Motivation and Paper Contributions

The problem of discrete sequence prediction has received a lot of attention
in various fields of computer science; prediction techniques have been devel-
oped in the context of Web/database prefetching [5,7,9,15,19], computational
biology [1,3], mobile location tracking [4,8,17,21], machine learning [16,20]. All
these techniques are related to some lossless compression scheme, due to the
classical result about the duality between the lossless compression and the pre-
diction of discrete sequences [11]. These algorithms can be classified in four
families: a) the LZ78 family (acronym for Lempel-Ziv-78) comprised by the
works [4,7,8,15,17,21], b) the PPM family (Prediction by Partial Match) com-
prised by the works [5,7,9,19], c) the PST family (acronym for Probabilistic Suf-
fix Tree) comprised by the works [1,3,16,20], and d) the CTW family (acronym
for Context Tree Weighting) comprised by the works [24,23,22].

Each of these works has been developed in the context of a specific application
field (computational biology, Web, etc) and reflects the characteristic of this
field. The pervasive computing environment requires for the prediction method
to posses some very specific features. The prediction method

➣ should be online and need not rely on time-consuming preprocessing of the
available historical data in order to build a prediction model,

➣ should present low storage overhead,
➣ refrain from using administratively tunable or statistically estimated (from

historical data) parameters, because they are not reliable and/or they are
frequently changing.

The aforementioned prediction models do not posses all the above charac-
teristics, as it will become evident from the discussion on the relevant research
work (see Section 2). Table 1 summarizes the weaknesses of the relevant models
with respect to the requirements described earlier.

Therefore our motivation stems from seeking for an online, self-tuning and
with low storage requirements prediction model. Evidently, such a model should
be supported by an appropriate data structure.

The present paper’s purpose is to introduce the ideas of a novel prediction
scheme and not to perform an exhaustive performance evaluation. In this con-
text, it makes the following contributions. Firstly, it presents a classification
of the state-of-the-art prediction methods into families and gives a qualitative
comparison of their characteristics. It describes a new method for discrete se-
quence prediction, which meets the requirements set by the pervasive computing
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Table 1. A qualitative comparison of discrete sequence prediction models

Prediction Overheads
Family Model Training Parameterization Storage

LZ78
[7] on-line moderate moderate
[4] on-line moderate moderate
[21] on-line moderate moderate

PPM

[5] off-line heavy large
[7] on-line moderate large
[9] off-line heavy large
[19] off-line moderate large

PST

[1] off-line heavy low
[3] off-line heavy low
[16] off-line heavy low
[20] off-line heavy low

CTW
[24,23] on-line moderate large
[22] on-line moderate large

environement. This method is based on the ideas described in [10]. Finally, it
presents a preliminary performance evaluation of the proposed method to prove
its effectiveness and robustness without delving into an exhaustive comparison
with all the competing techniques.

2 Relevant Work on Discrete Sequence Prediction

All the predictors, we present in the sequel, are based on the assumption that the
next event to come depends on a number of previous (seen in the past) events.
The “size” of the past (i.e., number of preceding events) defines the “order” of
the context or the order of the predictor. Ideally, we would like to have predictors
that do not impose any constraint on the order, but such a constraint helps the
current predictors to reduce the storage requirements of the underlying data
structure, which supports their operation. Suppose that the following sequence
has been seen abcdefgabcdklmabcdexabcd; we will show the prediction models
constructed by each predictor.

2.1 The PPM Predictor

The most famous predictor is based on the PPM compression algorithm [6]. The
algorithm requires an upper bound on the number of consecutive events it will
model. Suppose that this bound is 3, then the maximum context that PPM can
model consists of 3 events/symbols. The predictor is supported by a trie and its
content is illustrated in Figure 1 for our sample sequence. The trie is constructed
by sliding (symbol by symbol) a window of size equal to the maximum context
upon the sequence, and recording the substring inside this window in the trie.

Apparently, the need of a predetermined maximum context size is a drawback
and if the sequence of events contains dependencies of larger size, then they
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cannot be modeled. The numbers beside each symbol record its frequency of
occurrence with respect to its context. Apart from this basic PPM scheme
several variants of it have appeared in the literature. The work in [9] presented
some selective PPM models that prune some states of the predictor in case they
do not appear very frequently. Similar in spirit is the work of [5]. For instance,
a frequency-pruned PPM model [9] with frequency threshold equal to 1

10 is
illustrated in Figure 2.
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Fig. 1. The PPM predictor for the sequence abcdefgabcdklmabcdexabcd
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Fig. 2. The frequency-pruned PPM predictor with frequency threshold equal to 1
10

for the sequence abcdefgabcdklmabcdexabcd

2.2 The LZ78 Predictor

Another popular predictor is the LZ78 predictor [7], which parses the input se-
quence into distinct substrings, such that, for all substrings, the prefix of each
substring (i.e., all characters but the last one) is equal to some substring al-
ready encounter and stored into the trie that supports the LZ78 predictor.
Therefore the sample sequence will be parsed into the following substrings:
a, b, c, d, e, f, g, ab, cd, k, l, m, abc, de,x, abcd. The contents of the corresponding
trie are illustrated in Figure 3.
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Fig. 3. The LZ78 predictor for the sequence abcdefgabcdklmabcdexabcd

The drawback of this predictor is that the “decorrelation” process it uses
constructs patterns only if it see them at least twice. For instance, only after
seeing three times the ab pattern it is able to predict that with high probability
it will be followed by a c character. This has a direct impact on the confidence it
pays to some patterns. For instance, the confidence of the pattern de is only 1

4 ,
instead of the value of 2

4 assigned by PPM . Although, for very large training se-
quences this problem will not affect the prediction quality significantly, for short
training sequences the LZ78 will yield sparse and noisy statistics [2]. Compared
with the original PPM predictor, the branches of the LZ78 predictor are not of
the same length, which in general is a desirable characteristic of the predictor,
and also it does not use any predetermined parameters for the maximum length
of the context it models.

An enhancement to the original LZ78 method is proposed in [4,8,21], where
the trie is augmented with every prefix of every suffix of a newly recorded pat-
tern, but this enhancement is still not enough to compensate for the drawbacks
mentioned above.

2.3 The PST Predictor

The PST predictor is very similar to PPM but it attempts to construct the
best possible prediction model given a specific maximum context length. For
this purpose it maintain in total five user defined parameters (including the con-
text length), whose tuning is quite difficult and application-specific. Specifically,
it maintains a) the threshold Pmin, which defines the minimum occurence proba-
bility of a subsequence in order to be included into the PST tree, i.e., no symbol
occurring with probability less than Pmin can be encoded into the PST , b) r,
which is a simple measure of the difference between the prediction of the candi-
date (to be included into the PST tree) and its direct father node, c) γmin the
smoothing factor, d) a, a parameter that together with the smooting probability
defines the significance threshold for a conditional appearance of a symbol.
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The PST for our sample sequence, assuming that the maximum represented
sequence length is L = 3, Pmin = 1

12 , r = 1, γmin = 0.0001, a = 0, is shown in
Figure 4. This value for the threshold Pmin means that only substrings consisting
of symbols appearing at least twice in the original sequence will be encoded into
the PST tree. Note that we do not draw the probability vector corresponding
to each node.

R/24

a b c

bc

abc

d

cd

bcd

e

ed

Fig. 4. The PST predictor for the sequence abcdefgabcdklmabcdexabcd

It should be noted that PST differ from the classical suffix tree [12], which
contains all the suffixes of a given string. The two data structures have the
following relation: the skeleton (nodes, edges and labels) of a PST for a given
input string is simply a subtree of the suffix tree associated with the reverse of
that string.

2.4 The CTW Predictor

This prediction technique was initially introduced for binary alphabets [24,23]
and thus is not very popular in the applications’s domain. Some efforts to extend
it for multi-symbol alphabets [22] suffer from exponentially-growing computa-
tional cost and, in addition (as reported in chap. 4 of [22]), they perform poorly.
Thus, we do not examine it further here.

3 The STP Prediction Method

Before proceeding to describe the proposed prediction algorithm, we provide a
formal definition of the discrete sequence prediction problem.

Definition 1 (Discrete Sequence Prediction problem). Let us assume
that a sequence sn

1 = s1, s2, . . . , sn of events is given. Each symbol of sn
1 be-

longs to a finite alphabet. Given this sequence, the goal is to predict the next
event to come, i.e., the ŝn+1.

The algorithm works as follows: a) It finds the largest suffix of sn
1 , call it

ssn
i , whose copy appears somewhere inside sn

1 . Then, it takes a suffix of ssn
i (the

length of this suffix is a parameter of the algorithm) and locates its appearances
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Table 2. The STP algorithm

Algorithm STP
// Current sequence is sn

1 = s1, s2, . . . , sn.
// Predict the symbol after sn.
begin
STEP 1.

Find the largest suffix of sn
1 , whose copy appears somewhere inside sn

1 .

Let this suffix be named ssl
1. Its length is l and starts at

the position i in sn
1 , i.e.,

ssl
1 = (sn−l+1, sn−l+2, . . . , sn) = (sn−i−l+1, sn−i−l+2, . . . , sn−i).

STEP 2.
Take a suffix of ssl

1 of length k with k = 	α ∗ l
, where α is a parameter.

Let this suffix be named sssk
1 , where sssk

1 = (sn−k+1, sn−k+2, . . . , sn).

Suppose that ssl
1 appears m times inside sn

1 .
Each such occurence defines a marker and the m positions after

each market are called marked positions.
STEP 3.

The predicted symbol is the symbol that appears
the most times in the marked positions.
(In case of ties, the prediction consists of multiple symbols.)

end

To explain how STP algorithm works, we present a simple example in the
sequel.

Example 1. Suppose that the sequence of symbols seen so far is the following:
s24
1 = abcdefgabcdklmabcdexabcd. The largest suffix of s24

1 which appears some-
where in s24

1 is the ss4
1 = abcd. Let α = 0.5. Then sss12 = cd. The appearances

of cd inside s24
1 are located at the positions 3, 10, 17, 23. Therefore, the marked

positions are the 5, 12, 19, 25. Obviously the last one is not null, since it “con-
tains” the symbol we want to predict. In the general case, all marked positions
will contain some valid symbol. Thus, the sequence of candidate predicted sym-
bols is e, k, e. Since the symbol that appears most of the times in this sequence is
the e, the output of the STP algorithm, i.e., the predicted symbol at this stage,
is e.

Theorem 1. The PST algorithm is generalization of both PPM and LZ78 with
respect to the patterns it can discover.

Proof. For a proof see [14].

Implementation Details. The implementation of the algorithm requires an ap-
propriate data structure to support its basic operations, which are the following:

inside sn
1 . The symbols that appear after the appearances of it are the candidate

predictions of the algorithm. The final outcome of the prediction algorithms is
the symbol which appears most times. In pseudocode language, this is expressed
as follows:
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a) determination of the maximal suffix (at step 1) and, b) substring matching
(at steps 1 and 2). These two operations can be “optimally” supported by a
suffix tree [12]. The suffix tree of a string x1,x2, . . . ,xn is a trie built from all
suffixes of x1,x2, . . . ,xn$, where mathdollar is a special symbol not belonging
to the alphabet. External nodes of a suffix tree contain information about the
suffix positions in the original string and the substring itself that leads to that
node (or a pair of indexes to the original string, in order to keep the storage
requirement linear in the string length). It is a well known result that the suffix
tree can be built in linear (optimal) time (in the string length), and can support
substring finding in this string also in linear (optimal) time (in the length of the
substring). Therefore, the substring searching operation of our algorithm can be
optimally be implemented. As for the maximal suffix determination operation,
if we keep pointers to those external nodes that contain suffixes ending with the
$ symbol (since on of them will be the longest suffix we are looking for), then
we can very efficiently support this operation, as well.

From the above discussion, we conclude the following: a) the STP algorithm
is online; it needs no training or preprocessing of the historical data, b) the stor-
age overhead of the algorithm is low, since it is implemented upon the suffix
tree and finally, c) it has only one tunable parameter, α, which fine-tunes the
algorithm’s accuracy. Therefore, it meets all the requirements we set in Subsec-
tion 1.1 for the features of a good predictor for pervasive environments.

4 Performance Evaluation of STP

We conducted some preliminary performance evaluation tests in order to ex-
amine the prediction capabilities of the STP method. At this stage we are not
interested in its comparison with other competing algorithms. We simply aimed
at examining its prediction accuracy and the impact of the α parameter on its
performance. We are currently implementing all the competing approaches to
perform an exhaustive comparison. At this paragraph we will present only one
experiment with real data as proof of concept of the algorithm and its ability to
carry out prediction.

We examined the prediction performance of the algorithm using a real web
server trace, namely the ClarkNet, available from the site http://ita.ee.lbl.gov/h-
tml/traces.html. We used both weeks of requests and we cleansed the log (e.g.,
by removing CGI scripts, staled requests, etc). The user session time was set to 6
hours. As performance measures we used the prediction precision and overhead,
which are defined as follows:

Definition 2. The ratio of symbols returned by the predictor that indeed match
with the next event/symbol in the sequence, divided by the total number of symbols
return by the predictor defines the prediction precision.

Definition 3. The total number of symbols return by the predictor divided by the
total number of events/symbols of the sequence defines the prediction overhead.
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Fig. 5. Performance of the STP method. Prediction precision.
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Fig. 6. Performance of the STP method. Prediction overhead.

The results are illustrated in Figures 5 and 6. Apparently, larger values for α
increase the precision of the algorithm, since the predictor makes use of longer,
and thus of more selective, context.

5 Future Work

This paper presents only the basic idea of the STP algorithm. Currently, we
elaborate on it by developing some truncated versions of it, in order to reduce
its size and to exploit any changing patterns in the client’s behavior. For instance,
by expelling some suffixes (e.g., the longer ones) from the suffix tree we can take
advantage of a user whose data interests or habits (trajectories) evolve over time.
Additionally, we are implementing all the state-of-the-art prediction algorithms
in order to perform an exhaustive performance comparison to draw important
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conclusions under what cases each algorithm performs the best and also to verify
in practice the validity of Theorem 1.

6 Concluding Remarks

Discrete sequence prediction is an effective means to reduce access latencies
and location uncertainty in wireless networking applications. Due to the unique
features of the corresponding mobile applications, the employed prediction
scheme should be online, lightweight and accurate; though the existing pre-
diction schemes do not satisfy all these requirements. To address all of them,
we presented a new prediction scheme, named STP . This new scheme is based
on the suffix tree data structure, which guarantees low storage overhead, fast
and online construction. We showed the viability of the method through some
preliminary experimental results.
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Abstract. Mobile advertising takes the case of one-to-one marketing one step 
further, since it allows companies to send personalized offers regardless of time 
and space boundaries. By employing all the characteristics of one-to-one mar-
keting and augmenting them with features such as location awareness, ubiqui-
tous customer reach, direct response and time independence, mobile advertising 
is emerging as a promising advertising channel. However, little is known re-
garding the factors that may influence the effectiveness of a mobile advertising 
campaign. In this paper we attempt to identify such factors in the field of SMS 
advertising through an empirical survey of advertisers. Factor analysis is em-
ployed for model generation and the outcome provides four main categories that 
may impact the effectiveness of the SMS advertising communication: campaign 
strategy, targeting, creative development, and source. 

Keywords: Mobile applications, SMS advertising, factor analysis. 

1   Introduction 

Technological advancements enhance brands’ capabilities to communicate and under-
stand customer wants. Interactivity has allowed the increase of the company’s knowl-
edge, not only regarding customer data, such as demographics, but also dynamic in-
formation, such as purchasing and consumption patterns. In one-to-one marketing, 
companies identify potential customers, differentiate and customize their offerings 
according to each customer’s preferences, needs, and wants. Simply stated, compa-
nies segment the market to the size of one.  

Mobile advertising takes the case of one-to-one marketing one step further. 
Through the mobile channel companies can make on the fly personalized offers in-
dependent of time and space boundaries. By employing all the characteristics of 
one-to-one marketing and augmenting them with features such as location aware-
ness, ubiquitous customer reach, direct response and time independence, mobile ad-
vertising could benefit the advertiser as well as the customer through offerings that 
better relate to customer-specific criteria and the time and place where the adver-
tisement is delivered. 

According to the Interactive Mobile Advertising Platform [1] mobile advertising is 
defined as “the business of encouraging people to buy products and services using the 
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wireless channel as medium to deliver the advertisement message”. Advertising has 
changed radically over the years due to the introduction of new techniques and tech-
nologies [2]. To this end, advertising researchers are in a perennial effort to examine 
factors of successful advertising campaigns through the bundle of advertising media [3, 
4, 5-6]. In this study we attempt to conceptualize factors that influence the effects of a 
mobile messaging advertising campaign, referring especially to push advertising via 
Short Messaging Service (SMS). Factors have been hypothesized through literature re-
view and were then evaluated by advertising experts through an empirical survey that 
took place in October 2004. In the next section, factors from traditional and contempo-
rary channels are discussed and adjusted to the principles of mobile advertising. Follow-
ing, an exploratory factor analysis provides a classification model of the corresponding 
factors before concluding by illustrating how further research can be employed to em-
pirically validate the theoretical propositions put forward in this paper.  

2   Factors That Influence SMS Advertising Effectiveness  

In traditional marketing settings, the role of advertising and its mechanisms have been 
studied extensively. The history of TV, radio, and print advertising is long enough for 
advertisers to be familiar with the technicalities of these media and have an intuitive 
perception of what correlates are needed to implement a successful advertising cam-
paign. Specific attributes of source, message, channel, and audience characteristics 
have been recorded and evaluated in several studies, a review of which can be traced 
in Percy [7]. Such variables and outcomes from several researches for mobile adver-
tising have been the subject of our literature review and are integrated in this study.  

Numerous factors may play a critical role as determinants of the effectiveness of an 
advertising campaign. The advertising procedure involves, essentially, four core seg-
ments: the brand’s overall marketing strategy, the advertisement itself, the medium 
through which the stimuli are delivered, and the prospect (i.e. prospective customer) 
who receives the communication message [8]. A plethora of variables from these 
segments may impact the effectiveness of mobile communication to varying degrees. 
Characteristics of the source (for example, the advertiser’s reputation), the advertiser-
agency relationship, message formulation, channel and audience characteristics, all 
have power over the strength of communication effectiveness [3, 5, 9]. Although there 
is near-consensus for a few basic factors, for example the impact of the advertise-
ment’s size and colour on readership [10], there is generally no conformity on an 
overall set of factors that define advertising effectiveness.  

As SMS advertising is just another form of communication, like TV advertising or 
radio advertising, it could be implicitly acknowledged that characteristics of the 
source, advertiser-agency relationship, message formulation, channel, audience char-
acteristics and the like, all have power over the strength of communication effective-
ness, as in the case of traditional or Internet advertising [4, 5, 11-12]. Giving rise to 
this implicit inheritance, several studies in the field of mobile and wireless advertising 
have recorded a comprehensive list of such factors. In the following table a list of 
such factors is depicted. 



280 D. Drossos and G.M. Giaglis 

3   Empirical Results 

Of the factors documented in the previous section, only a small proportion has been 
subjected to empirical testing (see for example, [6]). To address the current gap in 
validated knowledge regarding the effectiveness of mobile messaging advertising, we 
have conducted exploratory research to delve into the perceptions of advertising ex-
perts on SMS advertising. Two semi-structured interviews were carried out with the 
marketing executives of two established mobile marketing companies in Greece. The 
interviews were recorded and were followed by content analysis of the transcriptions.  

This process yielded variables that, according to the interviewees, can affect the ef-
fectiveness of a mobile messaging advertising campaign. These variables were then 
cross-examined against the literature review findings (Table 1) to provide input for 
the development of a structured questionnaire, which was used in a subsequent survey 
 

Table 1. Hypothesized factors of SMS advertising effectiveness 

Representative 
Studies  

Indicative Factors 

[13] 
Social norms, User motives, Mode, Advertisement (Ad) delivery time, 
Place of Ad delivery, Personal characteristics 

[14] Ad delivery time, Place of Ad delivery, Retail pricing, Ad relevance 

[15] 
 

Ad delivery time, Place of Ad delivery, Personal characteristics, Context 
disturbance/acceptance, Ad content, Brand commitment, Product cate-
gory, Relevance  

[16] 
 

Ad delivery time, Place of Ad delivery, Product category, Message 
source, Fee 

[17] 
 

Ad delivery time, Place of Ad delivery, Brand commitment, Product 
category, Relevance  

[18] 
 

Ad delivery time, Place of Ad delivery, Ad content, Relevance, Mobile 
network technology, Personalization, Regulation, Incentive, Devices’ 
technical characteristics, Campaign management, Carrier cooperation, 
Call to action  

[19] Ad delivery time, Place of Ad delivery, Customization 
[20] Context, Targeting, Consumer response, Opt-out  
[21] Ad delivery time, Product category 

[22] 
Ad delivery time, Place of Ad delivery, Personal characteristics, Manage-
rial time 

[23] Place of Ad delivery, User profiling, Device profile, Advertiser profiling 

[24] 
Place of Ad delivery, Personal characteristics, Relevance, Permission 
Marketing, Targeting, Purchasing habits 

[25] Place of Ad delivery, Personal characteristics, Personalization 
[26] User profiling, Place of Ad delivery  

[27] 
Ad content, Message format, Product category, Incentive, Clutter, Con-
sumer response, Message frequency, Message structure  

[28] Opt-in, Sales Message Control, Incentive, Customization 

[29] 
Creativity, Market interpretation, Relevance, Opt-in, Campaign man-
agement 

[6] Source, Irritation, Ad content   
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asking experts to rate (on a seven-point Likert scale) the significance of each recorded 
variable on the effectiveness of an SMS campaign. 

Judgement snowball sampling [30] was employed as the survey’s sampling 
method, since it is a sampling technique appropriate for special populations. We iden-
tified advertising experts through an industry group of 190 members specializing in 
electronic advertising (Internet and mobile alike). These individuals served as infor-
mants to identify others with the desired characteristics for our study. A total of 113 
responses were collected, out of which 90 met the criteria for exploratory factor 
analysis. 

Using Principal Components and the Varimax method, a group of four factors were 
obtained with KMO=0,753 indicating the appropriateness of the sample. The corre-
sponding variables and the grouping factors are depicted in the following table. 

Table 2. Factor analysis results 

       
Factors   
Variables 

Campaign 
Strategy 

Targeting Creative 
Development 

Source 

Product Superiority , 766    
Message Persuasion , 697    
Incentive (i.e. coupon)  , 663    
Message Appeal , 615    
Message Creativity , 588    
Adequate market research re-
sources 

, 574    

Continuous Feedback from 
consumers responses 

, 562    

Message’s Strategy (quiz, polls 
etc.)  

, 500    

Agency’s knowledge of cus-
tomers’ wants 

 , 715   

Place of Ad delivery  , 709   
Time of Ad delivery  , 689   
Agency’s knowledge of cus-
tomers’ previous purchases 

 , 523  
 
 

Message Language   , 754  
Message Length   , 655  
SMS responses’ costs   , 653  
Message Frequency   , 519  
Depiction of source’s brand 
name before opening the SMS 

   , 804 

Depiction of source’s brand 
name into  the SMS 

   , 768 

Source’s reputation    , 535 
Ad clutter    , 527 

KMO (,753) 
Total Variance Explained (54%) 
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The basic motivation of conducting exploratory factor analysis was to reveal the 
respondents’ perspective for the issue in question. Thus, advertising experts see mo-
bile advertising as a four-stage process. First, they need to decide on the campaign’s 
strategy: they think about the advertised product in comparison to other products and 
decide on how to develop a communication message that reflects the product’s supe-
riority and the campaign’s objectives. Given that mobile advertising is a form of per-
mission based marketing, a determinant for the success of the campaign is adequate 
market research resources. As consumers gain more control of the flow of informa-
tion, the advertiser must anticipate the information the consumer needs and deliver a 
consistent message for an identified consumer. Moreover, it is crucial to select an ap-
propriate type of campaign (for example, one-off push vs. continued dialogs) and de-
sign appropriate service modules (“text-to-wins”, polls, alerts, quizzes, coupons, loy-
alty point systems, and so on). Secondly, advertisers examine the features of their opt-
in database so as to effectively target consumers. The growth of interactive advertis-
ing highlights the role of the consumer in the determining the effects of advertising, 
making traditional assumptions about how advertising works challengeable. In view 
of the fact that the mobile phone has the higher level of uniqueness, owners have the 
phone on them most of their waking hours [22], and it is the only device from which 
agencies can retrieve the consumers’ location, targeting capabilities could augment 
mobile advertising in the centre of one-to-one marketing. Thirdly, respondents evalu-
ate the dynamics of different message formats and structures. SMS has a significant 
social and cultural impact: new language forms have emerged, especially when teen-
agers are communicating with each other. When addressing young people, messages 
should be entertaining and show familiarity with the abbreviations typical of SMS 
messaging. Finally, the advertised brand is a decisive variable for the effectiveness of 
the campaign, since a well known brand will probably initiate more responses and 
overcome possible competitive SMS messages. 

4   Future Research Steps  

We have developed a model identifying the factors influencing the effectiveness of a 
mobile messaging advertising campaign. We have found four main factors (Campaign 
Strategy, Source, Targeting, and Creative Development), each consisting of a number 
of constituent variables that collectively provide a holistic view of the determinants of 
successful mobile messaging push advertising. Our contribution lies in the develop-
ment of an empirically validated model, which is clearly lacking in the majority of  
existing propositions regarding the potential and critical success factors of mobile  
advertising. 

The validity and generalizability of our results are of course limited by a number of 
factors. We have chosen to base our study on the views of industry experts (i.e. adver-
tisers). Although this seems like a logical step, given the relative inexperience of the 
user population with mobile messaging advertising, our findings would benefit by 
cross-examination with mobile messaging advertisement recipients. Such research 
could be based on an explanatory (confirmatory) survey that is based on the model 
proposed in this paper or, especially in the case of inexperienced users, on focus 
groups and/or field experiments. 
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The sampling method followed in this paper may be another potential limiting fac-
tor. The representativeness of the sample is difficult to ascertain because the data col-
lection instrument was web-based and some respondents were identified through a 
judgement snowball technique. While expertise with advertising was ensured through 
the respondent’s company profile and occupation, self-selection bias problems may 
have found their way into the sample. However, the sample size (N=90) is large 
enough to alleviate most of these concerns. 

However, the results of this exploratory research are far from being conclusive. 
Further research is required to complement our findings and associate the impact of 
each factor identified with overall mobile advertising effectiveness. Such evaluation 
can be conducted through a variety of methods, which can be classified into two ma-
jor research streams: the laboratory experiment and the field study approach.  

Since mobile advertising depends heavily on situational factors, the laboratory ap-
proach, despite being able to validly assess causality through the proper control of ex-
ternal factors, seems inappropriate for studying the collective impact of SMS advertis-
ing factors in the context of their real-life environmental influences. Conversely, in 
the field study approach researchers use field data as inputs to models that conclude to 
one dependent (outcome) measure. Although multicollinearity and reverse causality 
decrease internal validity, field studies can record the value of each relationship, 
evaluate the robustness of the aforementioned advertising model and predict the value 
of the effectiveness variable in real life settings.  

     

Fig. 1. Proposed research strategy 

Thus, a sample survey can be initially used to identify which are the clusters of 
consumers that are more positively positioned towards SMS advertisements and de-
velop a corresponding portrayal of users for more effective targeting. To shed light 
into which message elements elicit higher response rates, an applicable field study 
technique could be content analysis. Content analysis may be defined as the system-
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atic, objective, quantitative analysis of message [10]. Content analysis is based on 
classifying mainly text in specific variables. An SMS Coding Book, with form and 
content variables, could be developed so as to record the list of variables to be re-
searched and provide a consistent framework for conducting the research. Inter-coder 
classification will permit a quantitative assessment of achieved reliability (inter-
judgement reliability is usually represented by Cohen’s Kappa static formulae). 
Moreover, these message characteristics, like the number of words and size of the ad 
copy, could be correlated with one outcome measure, the actual customers’ SMS re-
plies to SMS advertisements. Through regression analysis, a correlation between the 
outcome measure and the factors will be built up resulting to statistical significant fac-
tors that impact the customers’ psychological set and prompt them to respond.   
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Abstract. Input to small device is become an increasingly crucial factor in de-
velopment for the ever-more powerful wearable computers. In this paper, we 
propose glove-based human-computer interaction method and information input 
device for wearable computers. We suggest an easy and effective alphanumeric 
input algorithm using gloves and conduct efficiency test. The key factor for the 
proposed algorithm and device is the use of unique operator-to-key mapping 
method, key-to-symbol mapping method. The strong points of the proposed al-
gorithm and device is using simple and easy algorithm. As a result, users can 
easily learn how to use. We list and discuss traditional algorithm and method 
using a glove, then describe an improved newly proposed algorithm using 
gloves. We conducted efficiency test with 20 subjects and compared the results 
with 12 similar systems. We set 11 key factors as performance evaluation pa-
rameters, and then compared performance of each system using these 11 key 
factors.  

1   Introduction 

In this paper, a new gloves-based text input device and improved algorithm are 
introduced to provide HCI method for a wearable computer. Wearable computers 
are the next generation of portable machine. Worn by people, they provide constant 
access to various computing and communication resources. Wearable computers are 
generally composed of small sized PC, display mounted on head, wireless commu-
nication hardware and input device. Thus, input to small sized devices is becoming 
an increasingly crucial factor in development for the ever-more powerful embedded 
market [1]. 

The purpose of this paper is to introduce the HCI method for the wearable com-
puters using gloves and an improved algorithm, and assess its performance. Because 
of its device independent characteristic, proposed device could be applied to all kinds 
of electronic applications. It could be applied to all kinds of wearable computers as 
well as desktop computers.  

Our paper is organized as follows. In section 2, several devices for the wearable 
computers using gloves are introduced. In section 3, we suggest a novel HCI method 
and its improved algorithm for wearable computer. In section 4 we analyze proposed 
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device and method using 11 key factors of the HCI devices. And conclusions are 
given in section 5.  

2   Traditional Glove Based HCI Method and Device 

The following subsections explain the main characteristics of traditional glove based 
alphanumeric input devices. In these sections, we shortly describe the features of each 
method, and compare between methods. 

2.1   Chording Gloves 

The chording glove is a chord keyboard where the buttons have been mounted di-
rectly on the fingers themselves. The 31 character limit of a chord keyboard is sur-
passed by using three sticky shifts, mounted on the side of the index finger, in order to 
be pressed by the thumb. Function keys are provided to enable quick use of rarely 
used utilities. The Chording Glove employs pressure sensors for each finger of the 
right hand in a glove to implement chording input device. There is one key for each 
finger. Multiple keys are pressed simultaneously in various combinations to enter 
characters. A chord can be made by pressing the fingers against any surface. Almost 
all possible finger combinations are mapped to symbols, making it potentially hard to 
type them. Additional buttons, located along the index finger, are used to produce 
more than the 25 distinct characters [2]. 

Fig 1 shows the chords for the letter Y, M and U using Chording Glove. 

Fig. 1. Chords for the letters Y, M and U using Chording Glove 

Table 1 shows the key map of the Chording Glove for the English language. As 
shown in Table 1, a weak point of this method is difficult to use. It needs more than 
80 minutes to learn the entire chord set. After 11 hours of training, word input speed 
reached approximately 18 words per minute (wpm) whereas the character error rate 
amounted to 17%. 
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Table 1. Key map of the Chording Glove for the English Language 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.2   Finger-Joint Gesture Wearable Keypad 

The Finger-Joint Gesture Wearable Keypad suggests viewing the phalanges of the 
fingers (besides the thumb) of one hand as the keys on phone keypad. Fig 2 shows the 
Finger-Joint Gesture (FJG) Keypad glove and Fig 3 shows the keypad and the various 
function keys on mobile phone [3] . 

By holding the inside of the hand in front of you, and bending the fingers toward 
you and aligning the fingertips of the four fingers, a 4X3 matrix is similar in shape to 
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the traditional telephone keypad. And FJG keypad employs the same layout as that 
encountered on any traditional mobile telephone. Nothing else has to be learned. The 
FJG concept is a generic way of combining the 12 keys of the keypad with 4+1 dif-
ferent functions. It can be used in a variety of different interfaces.  

 

Fig. 2. The Finger-Joint Gesture (FJG) Key-
pad Glove 

Fig. 3. The keypad and the various function 
keys on mobile phone 

A weak point of this method is the limited number of alphabets can be aligned on 
the phalanges. To overcome this weak point, if the multiple numbers of alphabets are 
mapped on the same phalanges (one-to-many characters mapping) in the same mode 
(EX: ABC, DEF…), the user has to use multiple successive keystrokes on the same 
phalanx of the fingers. As shown in Fig 2, if you want to generate the alphabet L, then 
you have to depress the medial phalanx of the middle finger three times consecutively 
using the thumb.  

2.3   Thumbcode 

“Thumbcode” method defines the touch of the thumb onto the fingers’ phalanges of 
the same hand as key strokes. Character is signed or thumbed by pressing the tip of 
the thumb against one of the phalanges. This defines the twelve thumb states of 
Thumbcode. In combination with the twelve thumb states this gives a total of 96 basic 
Thumbcode. Fig 4 shows external appearance of the Thumbcode and Fig 5 shows the 
Thumbcode assignments. Each of the eight 3X4 arrays in Fig 5 should be visualized 
as being superimposed on the fingers of the right hand. In Fig 5, the 4 vertical bars 
mean 4 fingers of right-hand. Narrow space means that the adjacent fingers are 
closed. And regular space means that the adjacent fingers are opened. The four fingers 
can touch each other in eight different ways, each basically representing a mode, or 
modifier key that affects the mapping for the thumb touch [4].  

A weak point of this method also can be described as complexity of combining fin-
gers. User has to combine their fingers to generate Thumbcode in complex ways. As a 
result of this complexity, this method also needs training time to use fluently.  
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Fig. 4. External appearance of Thumbcode Fig. 5. Thumbcode assignments view of right-
hand palm 

3   An Improved HCI Method and Device  

Key-to-symbol mapping methods can be divided into two classes. Exactly one key to 
one symbol (character) mapping (1 degree of freedom, DOF) method and one-to-
many characters mapping (1.5 degree of freedom, DOF) method are typical key-to-
symbol mapping methods.  

In a one-to-many characters mapping method, user has to use multiple successive 
keystrokes to produce some character. In this paper, we propose an improved one-to-
many characters mapping method.  

We can produce any character using a keystroke. If the user wants to produce a 
character “C” in a traditional one-to-many characters mapping method, the user has to 

 

Fig. 6. Key-to-Symbol mapping and the operators 
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use multiple successive keystrokes on the medial phalanx of the index finger. But, in 
the proposed method, the user can produce a character “C” using a keystroke on the 
medial phalanx of the index finger with a specific operator (third operator).  

First of all, we could decide the number of discrete operators and the layout of the 
key-to-symbol mapping according to the use of applications. In the proposed text 
input device, maximum number of the symbols can be mapped on a key depends on 
the number of using operators (the maximum number of used operators not exceeds 
5). If we use 3 operators, we can map 3 characters on a key. Thus, the maximum 
number of characters can be mapped on the phalanges of the 4 fingers is 36. We can 
produce 36 different characters using a keystroke with a specific operator. This proc-
ess could be finished using the control unit in Fig 6.  

If the user depresses the tip phalanx of the middle finger with a first operator, then 
the character “M” will be produced. And, if the user depresses the tip phalanx of the 
middle finger with a second operator, then the character “N” will be produced. And, if 
the user depress the tip phalanx of the middle finger, then character “O” will be pro-
duced, and so on. Key-to-symbol mapping method is very easy and simple. Thus, 
nothing else has to be learned. 

4   Efficiency Test and Results 

To verify its efficiency, the proposed glove based text input device was built and 
assessed. The experiment that we conducted was designed to evaluate the input speed  
 

 

Fig. 7. Sample text for used testing and keyboard input display 
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and error rate of the proposed device. 20 subjects were selected from among the re-
spondents to advertisements placed around the university campus. There were 12 
males and 8 females, and all were right handed and aged between 24 and 32 years. 
The subjects are seated on the chair during the session. The initial session consisted of 
a tutorial which lasted less than a minute, and whose purpose was to teach the sub-
jects the key-map and how to operate the device. Once this session was completed, a 
sample text was provided to the subjects. Fig 7 shows provided sample text.  

Table 2. Efficiency test for of HCI methods using 11 key factors 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The complete text to be entered by the subject appeared in the top window of the 

computer display, while their keyboard input was displayed in the bottom window. 
We compared the proposed device and its method of utilization with other devices 
which use other methods, from several points of view, namely the input speed, error 
rate and the time required to learn the entire key-map.  

After 1 hour of training, the average input speed for the proposed device was 27.4 
words per minute. For comparison, the input speed on a QWERTY keyboard for a 
previously untrained user after 12 hours of training is 20 words per minute [5], and 
the input speed for a previously untrained user using a glove after an 80 minutes tuto-
rial is 16.8 words per minute [2]. Therefore, this result means that the proposed device 
offers a fast and convenient method of inputting text. The error rate was calculated as 
the ratio of input errors to the total number of characters and was found to be 7.8% 
after training. Compared with the error rate on a QWERTY keyboard (12.7%) and the 
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traditional method of using a glove (17.4%), the proposed method constitutes an accu-
rate text input method [2 and 6]. Furthermore, the number of keystrokes and the time 
required to enter the complete sample text were the same as those obtained using a 
QWERTY keyboard, and were much less than the corresponding values in the case of 
a traditional glove. 

To verify the performance for user interface, we examined each of the methods and 
devices for a number of characteristics which we consider relevant to a user interface. 
Table 2 shows results of the efficiency test with proposed HCI method and device. 
We compared our newly suggested simple HCI method and device with other devices 
and methods for wearable computers. As shown in Table 2, the suggested method and 
device are superior to others in a large part. 

The definitions of the taxonomy used in table 2 are as follows [7]. 

Method or device: This factor distinguishes between mere suggestions of character-
producing methods without implementations and actual operating devices.  

Number of discrete keys: This factor means that how many keys does the method 
and/or device have? This is important if other or expanded alphabets like Chinese are 
to accommodated.  

Number of discrete operators: This factor means that are all ten fingers used to 
operate the keys of the proposed keyboard or is it only the index finger, thumb etc. 
that can press a key?  

Key-to-symbol mapping DOF: This factor means that does each key correspond to 
exactly one symbol/character (1 degree of freedom, DOF), or is it a one-to-many 
characters mapping (1.5 DOF, see section 4.2), disambiguated by either temporal 
methods (multiple successive keystrokes), by statistical prediction or by chording 
methods (multiple keys pressed simultaneously produce one character). 

Operator-to-key mapping: A one-to one mapping means there are as many keys as 
operators, and each operator works with the one key only. A one-to-many mapping is 
exemplified by how most people touch-type on a keyboard: One finger is responsible 
for a set of keys, and the key set for a finger does not intersect with any other finger’s 
set, i.e. one key is always pressed by the same finger. Finally, a many-to-many 
mapping allows any operator to press any key.  

Operator-key switch time: This factor is related to the number of discrete operators 
that can be employed with the proposed keyboards, but it is an independent quantity. 
It gives an idea about the human factors aspect of the time between pressing two 
different keys.  

Familiarity: This factor is related to the appearance of the key mappings. Does the 
proposed keyboards have an entirely new method to input text, does it have a remote 
relation to conventional keyboards (same layout but does not support all its 
affordances), or is it very much in the style of a physical keyboard? This will have a 
big impact on how easily users can transition to this kind of virtual keyboard, and in 
our opinion also on the broad acceptance of the keyboards.  
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Temporal significance interval for key press: For the device to register a key press, 
how long does the key have to be pressed? On a physical keyboard, a key does not 
have to be depressed for a noticeable amount of time, but this might be different for 
virtual keyboards. Obviously, this has an immediate impact on the potential typing 
speed with the proposed keyboards. 

Estimated bandwidth: This can of course be only a rough guideline to how many 
characters a human will likely be able to input per time when using this kind of device 
or method.  

Invisibility: This factor defines that how apparent is the device and its use to other 
people? Can the proposed keyboard be used in “stealth” mode, without disturbing 
others or even without being noticed?  

Visual incarnation of a keyboard: This factor defines that whether the proposed 
keyboard can display its key mappings using several mechanism available or not? 
Visualization of the “keys” is an important consideration for novice users. 

After finishing the efficiency test in standstill state, we also conducted efficiency 
test in mobile condition. Fig 8 shows the configuration of conducted experiments in 
mobile condition. 

 

Fig. 8. Configuration of conducted experiments in mobile condition 

Performance under the mobile condition is very important to the HCI method for 
the wearable computers. For this reason, we conducted the performance evaluation in 
mobile condition. The subjects wearing proposed HCI device walk around laptop 
computer. The provided texts are inputted under the mobile condition. 

But, in this case, performance of the proposed device falls severely. To achieve us-
able and useful results using the proposed device as a HCI method, further work and 
improvements are needed.  
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5   Conclusions 

Nowadays, many systems adapt multi-modal human computer interfaces. The reason 
for using multi-modal HCI system is to create a more natural experience for the user 
by allowing him/her to use other methods of communication than just speech or just 
mouse, and aid the computer in understanding what the user wants by providing mul-
tiple modality streams that can disambiguate each other.  

In this paper, we proposed an improved HCI method using gloves. Although there 
are several benefits of using one-handed text input devices, but there are clear-cut 
lines of input speed and error rate. To overstep these limits, we proposed the method 
and the device using two hands. The proposed method and experiment gave us possi-
bility of using gloves as a text input device. For the purpose of achieving popular use 
of the glove as a text input device, more convenient and swift method should be pro-
posed.  
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Abstract. Modelling a three-dimensional (3D) point cloud with smooth 
mathematical surfaces or high-quality triangle meshes is an essential component 
of many applications in Computer Graphics, Visualization and Computer-Aided 
Design/Engineering. A vital prerequisite for that is the construction of a param-
eterization for a given 3D point-set; this problem is the focus of the present pa-
per. The proposed method employs ideas and tools from “point-based geometric 
modelling” in order to construct a set of continuous surfaces locally-fitted to a 
point set. Then parameterization is achieved by orthogonally projecting the 
point set onto these surfaces.  

1   Introduction 

A large variety of standard applications in Computer Graphics (CG), Visualization 
and Computer-Aided Design and Engineering rely on processing three-dimensional 
(3D) point-clouds for modelling free-form objects. Furthermore, many researchers 
and commercial systems are currently proposing new geometric-models based solely 
on points. A vital prerequisite for all these methods and techniques is availability of 
an adequate parameterization of the given point-set. Indeed, high-quality meshing, 
texture mapping and morphing algorithms, as well as object creation/manipulation 
methods rely almost exclusively on good parameterizations of the sampled geometry. 

Given a cloud of unorganised points ( ){ }, , 0, , 1x y z Nμ μ μ μ μ= = = −C p K  this pa-

per addresses the problem of assigning adequate parameter values 

( ) [ ] [ ] 2, 0,1 0,1u vμ μ ∈ × ⊂ ℜ , 0, , 1Nμ = −K  that best represent the points’ position 

within the rectangular domain in the plane. 
Significant research has been devoted to the aforementioned parameterization 

problem employing an underlying 3D triangulation. Generally, through iterative steps 
a topologically identical two-dimensional (2D) triangulation is obtained, which de-
fines the parameter values of the vertices in the domain plane. These methods differ 
from each other in how the transformation is performed from 3D to 2D. Indicative 
examples include Harmonic parameterizations [7], Floater’s barycentric mappings [8] 
and the Most Isometric Parameterization [11]. 
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Other approaches incorporate different (and usually non-linear) energy functions to 
minimize the metric distortion during the flattening process of the 3D mesh [3, 5, 15, 
17, 18]. Several of these techniques provide “minimal distortion” solutions to the 
general texture mapping problem and, therefore, are tailored to that CG application [6, 
14, 21]. However, all the aforementioned methods assume that the points are either 
structured in some kind of mesh and they seem to be slow if the number of data points 
is large. They are also limited if there are concave parts and hole loops within the 
point-cloud.  

Ma and Kruth [16] use interactively defined section curves together with four 
boundary curves to obtain a base surface, which roughly approximates the shape of 
the point-cloud. Parameter values are then computed by projecting data points onto 
the base surface. A generalization of the method presented in [8] is proposed by 
Floater and Reimers [9] for parameterizing unorganized points by solving a global 
linear system. Hoppe at al. [10] introduce a method for producing “simplicial” sur-
faces approximating an unorganized set of points which is derived with an homoge-
neous sampling ratio. Pottman et al. [19] propose a scheme where a so called “active” 
curve or surface approximates a model shape through an iterative procedure where the 
quasi-Newton optimization procedure is employed to minimize, in each iteration, a 
quadratic objective function.  

When the object surface is closed, i.e., it is represented by a 3D mesh without 
boundaries, “spherical mapping or embedding” is usually employed for the parame-
terization purposes. Several methods for direct parameterization on the sphere have 
been developed, i.e., [1, 13, 20, 22]. 

The parameterization method proposed in this paper is able to process arbitrary 
point-clouds or subparts of them, which are “enclosed” within a given set of boundary 
curves that resemble the topology of disk. The proposed method doesn’t make any 
strict assumptions regarding the sampling density of the point-cloud nor demands the 
cloud points to be structured in a 3D mesh. 

2   The “Dynamic Base Surface” Parametrization-Methodology 

Dynamic Base Surfaces (DBS) are developed in [2] in order to solve the parameteri-
zation problem for unstructured clouds of points. The resulting parameterization is 
then utilised in [2] for high-accuracy surface fitting. According to the original DBS 
methodology (see also Fig.2(a)) an initial DBS is constructed interpolating a given 
closed boundary topologically equivalent to a rectangle with a bi-cubic Coons sur-
face. A grid of points is derived along the two parametric directions of the DBS and 
then it is projected onto the cloud surface by minimizing a set of distance metrics. The 
projection direction of each grid point is set equal to the corresponding DBS normal 
direction. The resulting projected grid is relaxed, by resampling the corresponding 
parametric curves, producing a final grid of almost equally spaced points along its 
two parametric directions. Then, a new DBS is fitted to the relaxed projected-grid. 
The overall evolution procedure is repeated by calculating more parametric curves 
onto the new DBS, and, thus, increasing the grid size, until the termination criterion is 
satisfied. Finally, the required parameterization is achieved by orthogonally projecting 
the point-cloud onto the resulted DBS.  



298 P. Azariadis and N. Sapidis 

The preliminary DBS method algorithm in [2] fits a single spline-surface to the 
point-cloud. This algorithm is not efficient since it cannot guarantee an acceptable 
surface fit along the entire point-cloud, which is confirmed by our systematic numeri-
cal tests. 

3   Projection of a Grid of Points onto a Point Cloud 

As indicated in Section 2 (see also Fig. 2), an important component (subproblem) of 
the DBS parameterization-methodology is the projection of a point grid onto the 
given point cloud. Here, an efficient new “grid-onto-cloud” projection method is 
developed that enhances significantly the original DBS methodology. 

3.1   The Directed Projection Problem 

A vital component of “grid projection” is “directed projection of a point onto a cloud” 

reviewed here: Let ( ), ,x y z=p  be an arbitrary 3D point, with ( ), ,x y zn n n=n  an 

associated projection vector. The pair ,  p n  is denoted by ˆ ,=p p n . Then, the di-

rected projection *p  of p̂  onto the point-cloud C  is defined as follows: each μ ∈p C  

is associated to a positive weight aμ ; these are defined below. Then, *p  is the solu-

tion of the problem (see extensive analysis in [2] & [4]):  

Find *p  minimizing ( )
1 2* *

0

N

E aμ μ
μ

−

=

= −p p p  (1) 

We describe ( )* * * *, ,x y z=p  as 

* * ( )t t= = +p p p n , t ∈ℜ . (2) 

Then, the solution of problem (1) corresponds to [4] 
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The works [2] and [4] have established that appropriate values for the weights 

{ }aμ  are given by1: 

( )
[ ]22

1
,  0,1

1
a aμ μ

μ μ

= ∈
+ − − ×p p p p n

 (4) 

                                                           
1 The Euclidean norm of a vector v is denoted by v . 
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3.2   Grid Definition and Projection 

Given a parametric surface ( ),u v=S S , , [0,1]u v ∈ , and the point cloud C : 

(3.2.a) A set of points is selected along the two parametric directions of S , 

which constitutes the so called grid of points denoted by ( ), ,i j i ju v=p S , 

0, , 1i m= −K , 0, , 1j n= −K . Each grid point is coupled with a projection direction, 

which is the actual surface normal direction at the given point. Thus, the grid ,i jp  is 

associated to a grid of normal vectors ,i jn , where 
( ) ( )
( ) ( ),

, ,

, ,

i j i j

i j

i j i j

u v u v

u v u v

×
=

×
u v

u v

S S
n

S S
. 

(3.2.b) Every grid point is projected onto the point cloud along the associated di-
rection. This projection is performed “row-” or “column-” wise, i.e., an entire row 
(resp. column) of grid points is simultaneously projected onto the point-cloud. Under 
this way one is able to control the smoothness of a projected grid section (i.e., a grid 
row or column) by minimizing its chord length.  

The grid-projection procedure terminates when all grid sections are projected onto 
the point cloud.  

3.3   An Algorithm for Smooth Grid-Projection 

A new method for projecting the grid of points ,i jp  along the associated direction 

vectors ,i jn  onto the point cloud is proposed in this section. With respect to the previ-

ous approach, the proposed method projects the grid onto the point cloud section-by-
section. In fact, in order to simplify the notation a set of row or column grid points 
paired with their corresponding direction vectors is considered here, i.e., 

, 0 , 0 , 0ˆ ,i j i j i j=p p n , 0, , 1i m= −K , 0 0j n≤ < , which is regarded as a polygonal 

curve. The basic steps of the new projection algorithm are outlined in the following: 
(3.3.a) A discretization of the polygonal curve , 0

ˆ
i jp  is performed deriving a set 

{ }ˆˆ , 0, , 1k k kp k K= = = −p p n K  of K  distinct nodes kp . This discretization con-

stitutes a relatively dense sampling of the initial polygonal curve , 0i jp . 

(3.3.b) The node-set p̂  is projected onto the point cloud by minimizing an en-

ergy function (see details below) which is a convex combination of a distance metric, 
a first- and a second-order smoothing functional. During the projection process the 
first and last nodes, 0p̂  and 1

ˆ
K −p , are fixed, since they lie onto the point cloud.  

(3.3.c) The projected node-set (which is also considered as a polygonal curve 
lying onto the point cloud) is sampled deriving m new grid points *

, 0i jp  on the point 

cloud. 

The smooth projection of p̂  onto C  is a polygonal curve { }* *
kq = p  which mini-

mizes the energy function: 

( ) ( ) [ ]1 ,  0,1E D L Cγ γ γ= − + + ∈  (5) 
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The distance between the polygonal curve and the point cloud is expressed through  

( )
1

*

1

K

k
k

D E
−

=

= p  (6) 

While the length of the projected polygonal curve is measured through 

2 2* *
1

0

K

k k
k

L
−

+
=

= −p p  (7) 

and the functional 

3 2* * *
1 2

0

2
K

k k k
k

C
−

+ +
=

= − +p p p  (8) 

resembles the second-order derivative of the polygonal curve *q . The weight factor 

γ  is used to fine tune the projection process. E.g., one would like to increase γ  in 

point clouds with high-curvature regions and vice versa. 
Each *

kp  is defined by *
kp  = kp + kt kn  (compare with (2)), thus, the whole po-

lygonal curve *q  is defined by the vector ( )kt=t  ( 1, , 2k K= −K ) (we set 

0 1 0Kt t −= =  since the first and last nodes are fixed). Equation (5) is quadratic with 

respect to functionals (6), (7) and (8), and, thus, its minimization is achieved by solv-
ing a system of linear equations.  

 

Fig. 1. The discrete-curvature plots of a grid section computed with three different approaches 

Systematic numerical tests establish that the above projection method gives very 
satisfactory results: e.g., in Fig.1, discrete-curvature plots are presented for a grid-
section projected with three different methods. “Section A” shows the discrete curva-
ture of the resulted polygonal curve projected with 0γ = . “Section B” is the result of 
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the straightforward method of Section 3.2, with 0.5γ = . Finally, “Section C” is the 

result of the new method after incorporating the new smoothing functional (Eq.(8)) 
with 0.5γ = . Clearly, the new method results in a projected grid-section with a much 

smoother discrete-curvature. 

4   Recursive DBS and Point-Cloud Subdivision 

A complete DBS algorithm is proposed in this section which remedies the major disad-
vantage of the preliminary DBS algorithm in [2]: inability to closely approximate all 
parts of the given cloud. The proposed remedy is based on a “divide and conquer” strat-
egy: when an excessive approximation error is identified, the current “surface-modelling 
problem” is subdivided into four such problems, which are treated independently. 

Figure 2(b) outlines the new DBS algorithm: Let DBS-A and C be the DBS and 
the corresponding point cloud, respectively, at the point (2) of the algorithm in Fig. 
2(a). First, an accuracy criterion is applied: each point in C is projected onto DBS-A, 
so that the orthogonal distance of the point to DBS-A is calculated. If the average 
distance for all points in C is smaller than a predefined tolerance, then the algorithm 
terminates. Otherwise, the algorithm examines the current grid size (which depicts the 
number of grid rows and columns). If this is still smaller than the maximum grid size, 
the algorithm continues with a new iteration by increasing the grid size. In the oppo-
site case, both the current DBS and the point cloud are subdivided in four parts as 
described below and the same algorithm is invoked with each one of the new parts. 

Fit DBS

Terminate?

Validation

Parameterize  by 
projecting it onto 

the DBS

Increase 
Grid Density

NO

 YES

Initial DBS

Compute Grid 
and Projection 

Directions

Projection onto the 
point-cloud

Grid Relaxation

Point-Cloud 

Curves Boundary

2
1

A

A

END

 

(a) 
 

(b) 

Fig. 2. (a) The basic flow chart of the preliminary DBS method. (b) The new DBS algorithm 

4.1   DBS Subdivision 

When subdivision is required, the given DBS-A (which is not approximating the cur-
rent point cloud accurately enough) is replaced by four new surfaces DBS- iA  
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( 1, 4i = K ) defined as follows: the two parametric curves corresponding to 0.5u =  
and 0.5v =  of DBS-A are calculated and projected onto the cloud using the grid-
section projection method described in Section 3.3. These projections and the bounda-
ries of DBS-A produce four four-sided closed boundaries. Using the existing DBS-A 
and the new boundaries, four grids are constructed which are used to define the four 
new surfaces DBS- iA , 1, 4i = K . 

4.2   Point-Cloud Subdivision 

In order to replace the current cloud-approximation problem by an equivalent set of 
four approximation-problems, the present point cloud must be partitioned into four 
subclouds. For this purpose, the following procedure is employed to identify the sub-
cloud iC  corresponding to the DBS- iA : 

(4.2.a) For each point in the current cloud C: Project it orthogonally onto 
DBS- iA . The outcome is: (4.2.a.1) a point within the boundaries of DBS- iA , or 

(4.2.a.2) a point outside the boundaries of DBS- iA , or (4.2.a.3) no point at all. 

(4.2.b) For each cloud point in C corresponding to cases (4.2.a.2) or (4.2.a.3): a 
new projection point is calculated by projecting the cloud point onto the nearest DBS 
boundary. 

(4.2.c) For each cloud point in C, measure its distance to its projection onto 
DBS- iA . All cloud points with a distance sufficiently small (we use the heuristic 

limit-value = “25% of the diagonal dimension of the bounding box of DBS- iA ”) are 

included in the subcloud iC . 

4.3   Quadtree Structure 

By dividing the initial DBS-A and replacing it by four smaller parts DBS- iA  

( 1, 4i = K ) one actually defines a parent/child relation between DBS-A and DBS- iA  

( 1, 4i = K ). This relation is recorded and maintained so that conclusion of the DBS 
algorithm is followed by: (a) application of appropriate seaming operations to incor-
porate geometric continuity in the common boundaries, (b) appropriate point-
parameterization techniques. For the purposes of point-cloud parameterization we 
force the DBS patches to share the same boundary curves which correspond to the 
two parametric curves 0.5u =  and 0.5v =  of the parent DBS-A (thick curves shown 
in Fig.3(a)).  

The criteria to determine whether to stop or continue with the DBS subdivisions 
are as follows: (a) If accuracy criterion is satisfied then STOP, (b) If quadtree depth is 
maximum then STOP, (c) If grid size is maximum SUBDIVIDE. The accuracy crite-
rion determines the current approximation error. In the present method we also check 
the quadtree depth and we force the algorithm to terminate when this depth becomes 
quite large.  
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(a) 

 
(b) 

 
(c) 

Fig. 3. (a) A point cloud of a shoe last and the corresponding DBS. The result of triangulating 
the point cloud using: (b) the DBS parameterization, (c) a commercial RE software. 

5   Applications and Discussion 

The effectiveness of the proposed DBS parameterization-algorithm is demonstrated 
through the reconstruction of several parts of point clouds using a well known 2D 
Delaunay triangulation library [12]. The first example concerns the global parameteri-
zation of a point cloud derived through a touch-based probe digitizer for the needs of 
shoe manufacturing. Figure 3(a) shows the result of applying the proposed DBS 
method to that cloud. Three levels of subdivision sufficed to approximate faithfully 
the given geometry (mean error < 0.1 mm). The inner thick polygonal curves corre-
spond to the boundaries of the local DBSes, while thinner curves depict the corre-
sponding grids of points. The given point cloud is triangulated using the present DBS 

parameterization resulting to the 0C -continuous surface shown in Fig.3(b); this trian-
gulation is accurate and smooth. Figure 3(c) demonstrates the result of triangulating 
the same point cloud using a state-of-the-art Reverse Engineering software. Clearly 
this commercial software has produced a much inferior triangulation since it is sensi-
tive to noise; a very common side-effect of acquisition techniques based on mechani-
cal probes.  

Figure 4 depicts another example of a complicated point cloud parameterized 
through DBS. The resulting triangulation, shown in Fig.4(b), reproduces accurately 
most of the geometric details in the given data. 

Local parameterization is required when only a part of a point cloud needs to be 
parameterized. Such situations occur when one wishes to apply different texture to 
different surface parts, or when certain point-cloud parts should be treated separately 
from the others (ie., shoe or apparel industry), or when the original point cloud is too 
complicated in order to be parameterized globally. Three local parameterization ex-
amples are presented in Figs. 5(a)-(c). All examples illustrate the final DBS derived 
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after the execution of the proposed algorithm. The “Bunny” point-cloud has been 
locally parameterized using four levels of DBS subdivisions and with a maximum 
grid size equal to 10x10. The “Horse” point-cloud required three levels of subdivision 
of the DBS in order to approximate the local geometry with a mean error less that 0.1 
mm. While the “Human” point-cloud required also three levels of DBS subdivision in 
order to achieve a fit accuracy less than 0.1 mm.  

Table 1 lists the parameters affecting every presented example along with the cor-
responding performance indicators showing the achieved accuracy and the required 
computational time for a system with an 1.5 GHz Pentium 4, with 512 MB of memory 
and an OpenGL enabled video adapter with 64 MB of dedicated memory. The most 
time-sensitive parameter is the maximum allowed depth-value of the quadtree struc-
ture, as it is clearly shown in the “Bunny” example.  

All examples demonstrate: (a) The capacity of the proposed method to approxi-
mate point clouds of complex shape in various application areas, (b) the high quality 
of the derived parameterizations which is verified either from the resulted triangula-
tions and/or the high fit accuracy. The derived DBSes are sets of smooth surfaces 

stitched together with 0C  continuity. For the purposes of point-cloud parameteriza-
tion such a level of continuity is acceptable, as it is shown in the presented examples. 

 
(a) 

 
(b) 

Fig. 4. (a) The point cloud of a human face. (b) The result of triangulating the “face” point-
cloud using the DBS parameterization. 

6   Conclusions 

This paper introduced a new method for performing global and/or local parameteriza-
tion of a 3D point-cloud, a problem well known in the fields of Computer Graphics, 
Visualization, Computational Geometry, CAD/CAM and CAE. The new approach 
employs ideas and tools from the new and emerging modelling framework known as 
“point-based modelling”. The proposed DBS method succeeds to parameterize (lo-
cally and/or globally) a large variety of point clouds given an initial closed boundary 
topologically equivalent to disk. 
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(a) (b) 
 

             (c) 

Fig. 5. Example of a local parameterization of the (a) “bunny” point-cloud and (b) “horse” 
point-cloud, (c) “human” point-cloud 

Table 1. Summarizing the results discussed in Section 5 

Surface Bounding box (mm) 
dx-dy-dz 

Cloud 
size 

Max 
grid size  

Max 
Depth  

Mean error  
(mm) 

Time (sec) 

Shoe last 246x38x101 6K 14x14  3 0.1 24.10  
Face 174x183x241 10K 14x14 3 0.1 26.23  
Bunny 300x285x233 30K 10x10 4 0.1 117.19  
Horse 135x300x250 49K 12x12 3  0.1 31.83  
Human 300x50x117 124K 12x12 3 0.1 47.58  
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Abstract. Recent commercial virtual reality shows have become very demand-
ing in terms of interactive credibility and visual realism. In an effort to push fur-
ther the immersive quality and the sense of 'being there' in the most recent VR 
production of the Foundation of the Hellenic World “A Walk through Ancient 
Olympia”, the user, apart from virtually visiting the historical site, becomes an 
interacting part of the edutainment activity. Described in this paper is a new 
script-controlled generic dynamics system devised for heavy interactive VR  
applications and used in the above commercial production, which utilises the 
notion of force-fields and also simulates aerodynamic effects in a real-time, 
computationally efficient manner. The impact of the interactive dynamics sys-
tem on the usability and virtual presence is also discussed, in the context of a 
fully immersive stereoscopic surround-screen virtual reality environment and a 
role-playing interactive show. 

Keywords: virtual reality, visualisation, game engines, real-time simulation.  

1   Introduction 

Virtual reality is in essence the art of illusion of simulating a fake environment where 
the spectator is immersed and detached from reality as effectively as possible, no 
matter the technical means to achieve this. Two important factors that set virtual real-
ity apart from other content presentation methods is the ability to perceive the com-
puter-generated environment as being part of it and not as a remote spectator and its 
free-style interactive quality. To this end, real-time stereoscopic visualisation of life-
size proportions, smartly selected sound effects and sometimes, mechanical feedback 
project a convincing illusion to the spectator of the virtual reality show.  

The interaction mechanism is a more delicate issue, partly because a virtual set  
offers far more possibilities for experimentation, exploration and manipulation of 
three-dimensional objects than a simple computer game and partly due to the role of 
interactivity as a distraction from visual imperfections, owing to display hardware 
incapacity or real-time software limitations. It is true that hardware technology in 
spatial tracking, haptics, displays and graphics processing reaches new levels of per-
fection and speed every day, but at the same time, the demands of the spectators are 
increasing with equal or more rapid rates. Even nice computer graphics and stunning 
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effects can loose their glitter once the user becomes accustomed to the virtual envi-
ronment, so the virtual show has to be expertly directed to add more and more interac-
tive elements as the story evolves. The reader should keep in mind that virtual reality 
graphics are much more simplistic in appearance than the photorealistic, pre-rendered 
visuals often encountered in movie or IMAX theatres. An immersive VR application 
has the processing cost of a conventional 3D shoot-em-up real-time game with large 
polygonal environments, multiplied by the number of displays involved in a multi-
screen virtual environment, and all that doubled for stereoscopic vision. Therefore, 
interaction in a virtual reality system needs to be strengthened in every possible way 
to focus the interest of the user on what can be performed and experienced and not on 
what can be purely visibly perceived. 

 

 

Fig. 1. A typical scene-graph utilising dynamic simulation nodes in the EVS virtual reality 
engine. Dynamic objects are hooked on force fields and declared to local dynamic simulation 
nodes. Dynamic objects are controlled by the simulation nodes and the picking operations of 
the user simultaneously.  

 
A typical virtual world is structured as a tree (scene-graph), with the root being a 

group node representing the world coordinate system along with the complete repre-
sentation of geometry, effects and interaction mechanisms. This group, as every other 
intermediate tree level, is further analysed in geometry, transformation, trigger or 
event processing node. A large VR scene-graph may contain many thousands of 
nodes, each one performing its simulation and visualisation cycle at each frame dis-
played and communicating with other nodes via direct calls or a delayed message 
passing paradigm (Fig. 1). 

In this paper, an approximate rigid-body physical simulation system is presented, 
which is not very demanding in terms of computational cost, although it takes into 
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account effects such as aerodynamic behaviour of moving objects. This dynamics 
system is targeted for heavy, distributed three-dimensional environments, such as the 
one constructed for the “Walk through Ancient Olympia” virtual reality show of the 
Foundation of the Hellenic World [4]. The contribution of this work is in the fast 
approximation of aerodynamic behaviour and the scripted event-based architecture of 
the physics engine. 

The article is structured as follows: Section 2 gives an insight on the role and 
common computational models of physical simulation for moving objects and ex-
plains the notion of force-fields. Section 3 discusses the integration of a dynamics 
system in the script-based, event-driven virtual reality engine of the Foundation of the 
Hellenic World (FHW) - EVS (Enhanced Visualisation System) [4], [8], the interac-
tion mechanism and the implications of multiprocessor or cluster platforms in the 
process. Finally, section 4 presents the case study of the “Walk through Ancient 
Olympia” commercial production in the context of platform implementation, produc-
tion constraints and quality of immersive experience. 

2   Physical Simulation 

In game engines, a number of visual effects and simulation reactions such as explo-
sions or vehicle steering response, as well as interactive actions like picking, throw-
ing, or smashing props depends on an iterative computational approximation of the 
equation of motion for unconstrained or constrained objects. Objects would collide, 
drag, bounce off and exchange energy with other geometry. Even deformable or arti-
clulated objects are modelled as networks of interlocked rigid bodies, softly (spring 
systems) or hardly (hinges and ball-point joints) constrained. Part of the process is the 
determination of the contact points between the moving geometry at each frame (col-
lision detection) and the collision response as a reaction of the closed system (force 
generation and linear and rotation momentum modification) [3], [5]. Most physics 
engines (like HavocTM) rely on the Newtonian and Lagrangian models and respective 
motion equations. Newtonian dynamics are more suitable for the calculation of un-
constrained motion of bodies, whereas the Lagrangian dynamics cover the constrained 
motion more effectively. The interested reader may refer to the excellent textbook by 
Eberly on rigid body kinematics and physical simulation for game engines [3], as 
further elaboration on the essentials of physical simulation are beyond the scope of 
this paper. 

For the purposes of our virtual reality engine, we have opted not to rely on one of 
the commercially available physics engines for various reasons. First, a full-featured 
physics engine consumes a good part of the processor time for the motion estimation. 
Processor time in virtual reality system is a much more limited resource than in a 
conventional game engine due to the higher and constant refresh rate of the stereo-
scopic display system and the need to sort, cull and render the geometry on multiple 
video outputs simultaneously. Second, the virtual reality thematic shows the engine is 
intended for, require the fast simulation of aerodynamic control of motion (both linear 
and rotational) under the non-negligible presence of air resistance, a feature, which is 
uncommon in most implemented engines as a generic procedure. 
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2.1   Newtonian Dynamics 

The physics subsystem implemented in the EVS virtual reality engine uses dynamics 
based on Newton’s second law for unconstrained motion, an extensively studied mo-
tion model for rigid bodies and their response to collisions [4]. In brief, for a given 
time step dt, this model calculates the new position and rotation offsets of a rigid body 
based on the summation of the forces applied to its centre of mass and the position of 
the centre of mass in relation to the contact points – if any - of the object and the envi-
ronment: 

( ) ( )
( ), , ( ) ( )

tot

dv t d tdx
m F t v w t t
dt dt dt

R
Skew R  . (1) 

In the above equation, m is the mass of the moving object, v  its linear velocity and 
w  is its angular velocity. The mass of a triangulated mesh is calculated indirectly 
from the mesh volume integral [7]. The skew matrix has the property 

( )a b a bSkew  and is defined as: 

0

( ) 0

0

z y

z x

y x

a z

a a a

a a

Skew  . (2) 

The linear offset dx  and the differential rotation matrix dR are the unknowns ob-
tained at each frame by solving equation (1) by integrating the velocity over the time 

lapsed from the previous frame and by estimating the sum of forces 
tot
F  at the centre 

of mass and the angular velocity from the total torque applied to the object. In terms 
of three-dimensional transformations expressed as homogeneous matrices, a moving 
object V under the influence of a number of forces, which is initially located at a point 
p  in space, is transformed at each frame as: 

 

Fig. 2. Internal structure of the dynamics simulation and dynamics-enabled object scene-graph 
nodes and data flow between them 
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( ) ( )
( ) ( )

dyn x p dx p
V t dt t dt V d VM T R R T  . (3) 

The concatenated matrix in Eq. 3 can be very easily updated because the rotational 
and the translational parts are well separated as sub-matrices of M. A dynamics-enabled 
three-dimensional object is represented in the scene-graph as a fixed geometrical mesh 
under a geometric transformation group which implements M(t+dt) (Fig. 2). 

The above formation does not handle the effect of drift, both in the linear compo-
nent and rotational one, due to the resistance of air or other medium. The linear veloc-
ity can be simply dampened by a factor. The air resistance has a more complex effect 
on the rotation of an object, which is discussed in section 2.3.  

2.2   Force Fields 

In order for forces to be compatible with the scene-graph representation of the virtual 
world, in EVS they have been designed as ordinary leaf nodes of the scene hierarchy. 
This means that forces can be activated or deactivated, receive and post events, get 
scaled, rotated and moved like geometrical entities (Fig. 1). This last property is very 
useful when one needs to intuitively move a force in the virtual space or have a force 
field attached to an object (e.g. spherical force fields for collision avoidance). As will 
be discussed in the case study, a transformable force field representing a linear force 
has been used in conjunction with a linear gravitational field in order to define the 
movement of a projectile held by a moving hand (6-degrees-of-freedom tracked input 
device).  

The activation time of the force field defines the desired momentum and therefore 
the speed of the object. This way, throwing a projectile or pushing a box, becomes 
much more interactively involving than simply applying an impulse force for a prede-
termined time and allows for control of the dynamic response via the hand-help VR 
controller (analog joypad).  

2.3   Aerodynamics 

The rotational part of the aerodynamic correction slowly biases the object’s rotational 
matrix so that its primary axis becomes aligned with the current velocity vector at 
each point of the trajectory. This approximate solution is based on the observation 
that for flat or elongated objects of nearly homogeneous material, their aerodynamic 
shape is associated with their principal axes. Objects moving through resistive media 
 

 

Fig. 3. Computation of the corrective rotation matrix based on the deviation  of the primary 
geometry (mesh) axis from the velocity vector v  
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tend to minimise the area exposed to the current. In order to reduce this resistive flow, 
the primary axis of the object, which corresponds to the wider scattering of mass over 
the solid shape, needs to be aligned with the flow.   

In more detail, at initialisation time, the principal axes of an object are extracted 
from a random sampling of the object’s surface vertices and they correspond to the 
eigenvectors of the covariance matrix of the sample set (second order central  
moments) [6]. The largest (primary) axis is the eigenvector that corresponds to the 
largest eigenvalue (Fig. 3). At each frame, the differential rotation matrix of Eq. 3 is 
post-multiplied by the correction matrix BiasR  before being applied to the geometry. 

BiasR  is derived as follows: 

,
( ) ( )

Bias r
t tR R , 

12 normbias a v   

1 1
, 0

(1, 0, 0), 0

norm norma v a v
r . 

(4) 

where bias is the amount of aerodynamic influence, r  is the axis of rotation, 
1
a  is the 

transformed primary axis and normv  is the normalised velocity direction at time t. 

When objects travel a long way airborne, the above adjustment helps rectify the 
orientation of a lightweight object relative to its trajectory. 

3   Virtual Reality Engine Design 

The object-oriented design of the EVS virtual reality engine is based on the concept 
of the scene-graph and it utilises both a message-passing mechanism and direct con-
trol to communicate behaviours among the nodes and alter the state of the engine. 
From triggered events to static geometry and animations, all activity is handled via 
messages that are received and dispatched from identically structured and interfaced 
nodes, each one of course performing a different task (Fig. 4). Control of the engine is 
not centralised, but instead dispersed among the nodes. This is a very convenient 
 

 
Fig. 4. Processor time distribution for each node on single display, stereoscopic system. This 
segmentation reflects the separation of the entire application into overlapping Application, 
Culling and Drawing processes. For a multi-view system, the Culling and Drawing processes 
are multiplied by the number of displays. 
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design decision in terms of engine operation because it disassociates the simulation 
and visualisation processes and allows the engine to run on various platform configu-
rations, from a sequential, single-processor environment, to shared-memory or dis-
tributed platforms and clusters with replicated scene-graphs. In the later case, message 
communication between cluster nodes can be very limited due to the deterministic 
nature of the simulation and the need to pass only tracking and time-signature data to 
the various autonomous nodes. 

The frame-cycle of a node typically consists of two phases, the application and the 
display phase (Fig. 4). The application phase is further broken down to a message 
processing stage, a pure simulation and data modification stage and a period for dis-
patching outbound notifications. Some nodes, like the dynamic simulation and the 
collision detection, which are time-critical processes, can directly affect the data of 
other nodes by calling their methods without passing messages, which may have a 
delayed effect (a few ms). 

In the case of the interactive dynamics nodes, sharing the burden among the nodes 
has the welcome effect of easily splitting the dynamics into smaller, independent 
dynamics clusters of interacting objects as separate nodes. This does not only make 
the computations and object reference faster, but it also allows for the dynamic load-
ing and unloading of whole sub-trees of the scene-graph, without disturbing the indi-
vidual dynamic simulations. At world design time, it is inherently easier to isolate the 
interactive dynamics of a particular scene of the show and group it with the corre-
sponding geometrical and action information, in a separate scene file, which can be 
loaded on the fly and executed upon an event-driven request. 

The interactive dynamics subsystem is organised as a number of active, dynamic 
simulation nodes and a number of passive, dynamics objects (Fig. 1). A dynamics 
object consists internally of a transformation controlled by the dynamics simulation, a 
transformation directly associated with the input device when the object is grabbed 
and the geometry of the object itself. Each dynamics object maintains a list of force 
fields that it is currently attached to (Fig. 2). Hooking and unhooking a dynamics 
object from a forcefield is performed via appropriate messages.  

A dynamics simulation node keeps track of a number of dynamics object assigned 
by the scene description script to it. At each frame, it calculates the next position and 
orientation of the listed objects according to Eq. 3 and the force fields that the objects 
are hooked on and performs collision detection. If a collision is encountered between 
two objects, a collision event is generated and the trajectory collision response is 
calculated.  

In terms of software design, the dynamics simulation node is subclassed from a 
collision detection node, augmented by motion estimation and collision response 
features. Collision detection is based on the ColDet library [1], which uses object-
aligned bounding box hierarchies for accelerated performance. The initial implemen-
tation has been extended to perform an iterative time step subdivision scheme with 
backtracking to accurately pinpoint a contact point.  

Here is included a script example according to the syntax of EVS world description 
language, which demonstrates the use of the dynamics system, the node structure and 
the notification-based mechanism: 
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#EVS scene file description for kicking a ball. “Up” vector is +Z axis 
#An invisible leg controlled by the user (presumably the user’s leg), 
#kicks a ball, which is sent bouncing across a field. 
 
 
# Gravitational force, always enabled: 
forcelinear( name=”gravity”, direction = “0, 0, -1”, initstate=on) 
 
# Kick force, initially disabled and attached to a dummy object  
# that represents our leg. Node names are resolved after script parsing, 
# so declaration order is not critical. 
 
forcelinear( name=”kick”, direction = “0, 5, 0”, initstate=off, 
             duration = 0.5, #maximum force application time  
             attach = “dummy_leg”  
           ) 
# The invisible kicking foot, controlled by a tracker 
object( name=”dummy_leg”, file=crude_foot.obj, draw=false ) 
 
 
# Trigger at zero point and radius 100 to give control of leg to tracker 
usertrigger( sphere = ”0, 0, 0, 100”,  
             eventmessage=“enter, dummy_leg, attach all” 
           ) 
 
# The ball to kick. This is the only dynamics controllable object in 
this  
# simulation. The other objects are static and contribute only to 
# collision detection. Although the object is already hooked to gravity, 
# it does not move because of initial balance and friction. 
dynobject( name=”ball”, file=football.3ds, position = “10, 0, 0”,  
           density = 0.5, friction = 0.3, 
           hook=”kick”, hook=”gravity”  
         ) 
 
object( name=”playfield”, file=plane.3ds ) 
 
# The dynamic simulation node. It can take non-dynamic objects 
# as participating nodes as well, but cannot animate them 
dynamics( name=”sim_kick”,  
          collider=”dummy_leg”, collider=”playfield”, 
          collidee=”ball”, 
          eventmessage=”onimpact, kick, enable”, #apply external force    
          eventmessage=”onrelease, ball, unhook kick” 
        ) 

4   Implementation and Case Study 

The dynamics simulation system of EVS was designed with surround-screen projec-
tive viewing environments in mind. This is the reason why special care has been taken 
to conform the simulation and dynamic object node operation to the pipelined proc-
essing stages of a multi-display computing system. As mentioned above, a distinctive 
difference in the underlying software architecture between the EVS dynamics and the 
widely used physics engines is its decentralised nature and the local control of simula-
tion nodes, enabling an easy break-up of scene-graph hierarchies to smaller meaning-
ful declarations.  
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Not surprisingly, the interactive dynamics system described is mostly used in the 
CAVE-like ReaCTor  immersive environment of FHW. A CAVE [2] is an immer-
sive stereoscopic display configuration, consisting of up to 6 projection walls that 
form a cube and completely surround the user. In the four-wall FHW CAVE, a maxi-
mum number of 10 visitors and a museum educator enter the immersive cube, all 
wearing stereo shutter glasses and the show is controlled by the guide via a 6-degrees-
of-freedom tracked joystick (wand). The museum educator also wares a hat with an 
attached 6DOF sensor for the head position and orientation tracking. 

In the most recent VR production of FHW for the CAVE system, “A Walk through 
Ancient Olympia”, the user, apart from visiting the historical site, learns about the an-
cient games themselves by interacting with athletes in the ancient game of pentathlon, 
which then included a 200-meter sprint, discus and javelin throwing, long jump, wres-
tling. One of the challenges was to be able to actively participate in at least one of the 
games. Considering the difficulty to move in a CAVE when surrounded by spectators, 
the logical decision was to implement such interaction for the discus and javelin throw-
ing games, which are relatively static. Both games required that the user take hold of an 
object and send it flying through the scene, along the stadium, under the influence of 
forces in a controllable manner. The object would collide, bounce off and exchange 
energy with other geometry. Figure 5 shows the interactive javelin and discus throw 
games of the production, where the dynamics system was first introduced. 

The novel VR experience offered by the introduction of a completely physically in-
teractive and controllable part in the show has been more than welcome by the visi-
tors. Group after group of people of various ages that enter the CAVE since August 
2004, when this thematic show was launched, get excited about the interaction. Being 
able to actually handle and manoeuvre the life-sized projectiles and challenge the pre-
animated 3D characters in the games of discus and javelin throwing, has a great im-
pact on the immersive quality of the show. Of course, people ask when will they be 
able to interact with the wrestler one on one or run a race. Based on this practical 
experiment and the impressions the museum educators get from the visitors, a role-
playing model of interaction with alternating roles seems a definitely engrossing per-
spective in VR productions to come. 

 

Fig. 5. Application of the interactive dynamics in the discus and javelin throwing games of the 
ancient pentathlon, a part of FHW VR experience “A Walk through Ancient Olympia” 
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Abstract. This paper proposes an extension of the Pictorial Geographical Query 
Language GeoPQL, that allows the user to express queries pictorially. Topo-
logical and metrics operators are already presented in a previous work. This ex-
tension refers to queries in which the user uses concepts that the system implic-
itly interprets and transforms. In particular, the paper adds the oriented polyline 
to the classic three objects (point, polyline, and polygon) and defines a set of 
cardinal and positional operators. In order to maintain non-ambiguity in the 
query’s visual representation, GeoPQL uses three different working spaces, the 
first for topological and metrics operators, the second for cardinal operators, 
and the third for positional operators. 

1   Introduction 

Geographical databases received considerable attention during the past few years due 
to the emergence of novel applications. Part of research focused on human computer 
interaction problem and, then, on visual query representation for geographical data. In 
a previous paper [1] the authors proposed a pictorial query language (GeoPQL) for 
geographical data. The symbolic graphical objects (SGOs) which form its alphabet 
are the classic point, polyline and polygon. The motivations of this work refer to the 
extension of GeoPQL by the introduction of oriented polylines, with the consequent 
proposal of operators regarding the relationships between two SGOs from the cardinal 
and the positional point of view. Three different environments (topological, cardinal, 
and positional) were defined in the enlarged GeoPQL. This extension allows to ex-
press queries by drawing geometric SGOs, using three different work spaces corre-
sponding to the above mentioned environments. In particular, the paper proposes and 
discusses four cardinal operators, their combinations, their specializations, as well as 
eight positional operators. 

2   Related Works 

In order to satisfy the need of a friendly human-computer interaction, a new class of 
query languages was proposed, called visual query languages (VQLs). These VQLs 
are often based on the extensive use of iconic and/or graphical mechanisms [2], [3]. 
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They are devoted to the extraction of information from databases [4]. VQLs often use 
icons or drawings to formulate queries, specially in GIS area. They offer an intuitive 
and incremental view of spatial queries, but often have a little expressive power, fairly 
ineffective query execution and, may offer different interpretations of the same query. 
Ambiguity is one of the main problems in using VQLs [1]. For example, consider the 
following query: “Find all the regions which are north of a river and overlap a forest”. 
In it the user is not interested in the relationship between the river and the forest. The 
absence, in the user mental model, of explicit relationships between them should 
have, instead, produce the phrase “irrespective of the topological relationship between 
the river and forest” to complete the query.  Only some of the proposed VQLs con-
sider cardinal and positional operators. One of these is SVIQUEL [5], a VQL that 
considers 45 different types of primitives capable of representing both cardinal and 
topological relationships between two SGOs of type “polygon“. However SVIQUEL 
avoids multiple interpretations by limiting the number of objects involved (to just 
two) and providing a tool with a low expressive power for specifying the relative 
spatial positions. Other VQLs enlarge the user’s possibilities both by allowing more 
complex queries to be formulated and by giving a free interaction modality. Different 
important proposals [6], [7], [8], [9] use an approach based on blackboard metaphor, 
but also in them a query may have multiple interpretations. Formal approaches to 
cardinal directions can roughly be classified into two groups depending whether the 
spatial location of the located object is characterized by a point or a polygon. In [10] 
the author distinguishes cone-based and projection-based approaches to represent 
possible locations of a located object. In [9] the author uses the projection-based ap-
proach, partitioning space into nine regions (or zones) for an areal object (the eight 
cardinal zones plus the central, neutral zone). The cardinal direction from an object to 
a target direction is described by recording the partitions into which at least some 
parts of the target object fall. In this paper we consider a similar approach, based on 
four cardinal zones (North, South, East, and West) and subdivide the minumum 
bounding box in four parts by two diagonals. 

3   The Cardinal Operators 

In this section, for sake of brevity, we will formally define only the operator G-
North_of and the relative specializations (G-Partially_North_of and G-
Weekly_North_of) because the definition of the other operators (G-East_of, G-
West_of and G-South_of and their specializations) is similar. Their composition (G-
North_East_of, G-North_West_of, etc.) is obtained by the AND of couples of opera-
tors. In addition for all definitions herein, we will refer to two generic SGOs ψi, ψj, 
and to p and q as generic points respectively of ψi  and ψj. Before defining the above 
mentioned operators, we define the concepts of Bottom-point, Top-point, Left-point 
and Right-point of the minimum bounding box of an SGO (polygon or polyline). A 
generic point p of an SGO ψi is the Bottom-point  of this SGO (called it pb) if its y-
coordinate pb,y is less than or equal to the y-coordinate p’y of all the other points p’ ∈ 
ψi.  Can be defined, in a similar way, the Top-point, Left-point and Right-point of an 
SGO. The minimum bounding box of an SGO ψi  is the rectangle whose sides pass 
respectively for its Bottom-point, Top-point, Left-point and Right-point, and are paral-
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lel to the Cardinal axes. The minimum bounding box, also called neutral zone, is sub-
divided in other four sub-zones (triangles) by its diagonals. 

The Top-triangle Tt of the minimum bounding box of ψi is the triangle having all 
its points North_of both diagonals. Analogously, can be defined in a similar way 
Bottom-triangle, Left-triangle and Right-triangle of an SGO. In Fig. 1(a) the North 
and South areas, and in Fig. 1(b) the West and East areas, are shown. 

North

South

West East
Reference sgo

ψ
i

Neutral zoneMinimum bounding 
box containing the 
reference sgo           

North

South

West East
Reference sgo

ψ
i

 
        (a)                                                                   (b) 

Fig. 1. North, South,  West and East areas respect to the minimum bounding box 

Definition: Let ψi, ψj ∈ A be two sgo of any type. The G-North_of (N) an SGO ψi 

from the reference SGO ψj  produces the A element ψh=ψi , where all points of  ψ°i  

are in the north area of Top-point_of ψj.                                                                                       ❏ 
Analogously, all the other cardinal operators (G-West_of (Wst), G-East_of (Est), 

G-South_of (Sth))  can be defined. 

Definition: Let ψi, ψj ∈ A be two SGOs of any type. The G-Partially_North_of (pN) 

an SGO ψi from the reference SGO ψj  produces the A element ψh = ψI, where, it 

exists at least a point of ψ°i which is G-North_of Top-point of ψj and it exists at least 

a point of ψ°i which is G-South_of Top-point of ψj.                                                                            ❏ 

In Fig. 2(a) an example of SGO ψi G-North_of the reference SGO ψj is shown and 

in Fig. 2(b) examples of SGO ψi  G-partially_North_of  the reference SGO ψj is 
shown. When an SGO is totally within the minimum bounding box of the reference 
SGO, the cardinal relations are defined “G-Weekly_Card_of”, where with Card we 
intend whatever cardinal point. 

Definition: Let ψi, ψj ∈ A be two SGOs of any type. The G-Weakly_North_of (wN)  

an SGO ψi from the reference SGO ψj  produces the A element ψh = ψi , where it 

exists at least a point of ψ°i (internal point of ψi) which is internal to the Top-triangle 

of the minimum bounding box of ψi.                                                                                                                                                                                                                   ❏ 
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Fig. 2. Example of  G-North_of and G-partially_North_of 

In Fig. 3(a) an example of SGO ψi  G-Weekly_North_of  ψj is shown. In Fig. 3(b) 

an example of SGO ψi1 which is (G-partially_North_of Λ G-Weakly_North _of) ψj is 
shown. 
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Fig. 3. Example of  G- Weakly_North_of and G-partially_North_of Λ G-Weakly_North _of 

3.1   Case of the Meta-operator ANY  

Suppose that the query is “Find all the SGOs which are in the “North area” respect to 
the reference SGO ψι , that is, all the SGOs which are (G-North_of OR G-North-
West_of OR G-North-East_of) ψι  (Fig. 4(a)). In order to avoid to draw a molteplicity 
of SGOs, we inserted, similarly to the topological environment, the meta-operator 
ANY. 

Applying this operator between the target SGO and the reference SGO (Fig. 4(b)), 
the system interprets this drawing as the entire drawing of Fig. 4(a). 

Definition: Let {ψi}n, ψj ∈ A be a set of sgo of any type, where {ψi}n represents all 
the possible ways to draw sgo within the North area.  The G-Any_Card_of (AnyC) an 
sgo ψi from the reference sgo ψj  produces the A element ψh = ψI , where Card char-
acterizes any cardinal position (North, South, West, East) and its specialization, and C 
sintetizes the generic cardinal position (and its specialization). 
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Fig. 4.  Example of  G- Any_North_of  

We can compute the exact number of ANY relations, given n sgo represented in the 
pictorial query and k (always equal to 2) elements (sgo) involved in each relation. This 
number m is given by the following formla: m = [ N ! / (k ! ( n – k ) ! ) ] – h (where h is 
the number of relations wished and expressed by the user drawing, enclosed Alias). In 
the case of Fig. 5(a) we have: n = 5, h = 4 (three DSJ and one Alias), k = 2, so that we 
have:  m =[ 5 ! / (2 ! ( 5 – 2 ) ! ] – 4 = [ 120 / 2 X 6 ] – 4 = 10 – 4 = 6. 
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(a)                                                                      (b) 

Fig. 5. Example of  computation of ANY operators in a query (a) and an example of the ALIAS 
operator 

3.2   Case of the G-ALIAS Operator 

Consider the following query: “Find all the SGOs which are (G-Partially-North_of 
AND G-West_of the reference sgo ψj ) OR (G-Partially-North_of AND G-East_of the 
reference sgo ψj ) (Fig. 2(b)). In this case, similarly to the topological environment, it 
is necessary to use the G-ALIAS operator which is able to duplicate an sgo in order to 
can realize an expression with the OR operator (Fig. 5(b)). 
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Definition: Let ψi1 ∈ A be an sgo of any type.  The G-Alias (Als) ψi2 of an sgo ψi1  

produces the duplication of the element ψi1  that is, the element ψi2 ∈ A, whose cardi-
nal position, or its specialization, is different from the duplicated element and is that 
drawn by the user.     

The SQL-Like expression [1], in the case of Fig. 5(b), is: (ψi1 pN ψj AND ψi1 W 

ψj) OR (ψi2 pN ψj AND ψi2 E ψj ) . In this way it will be possible to obtain the OR 
operation, where the target of the query is common to both the parts which are in OR 
between them. 

3.3   Case of SGOs with Overlapping Between Them 

In this section we examine the case of SGOs which are in overlapping with the refer-
ence SGO. 

First case: an SGO is completely inside the reference SGO (for example, sgo 1 of 
Fig. 6(a)). In this case the query language produces the following Sql-Like expression 
(said ψi the sgo 1 and ψj the sgo of reference): ( ψi INC ψj ) ∧ ( ψi wN ψj ). 

Second case: an SGO is overlapped with the reference SGO, but completely inside its 
minimum bounding box (the SGO 2 of Fig. 6(a)). Then, the Sql-Like expression is: (ψi 

OVL ψj ) ∧ ( ψi wN ψj ). 

Third case: an SGO is overlapped to the reference SGO and Partially-North_of its 
minimum bounding box (the SGO 3 of Fig. 6(a)). Then, the Sql-Like expression pro-
duced is: (ψi OVL ψj) ∧ (ψi pN ψj). 

4   The Positional Operators 

The proposed positional operators are: G-Inside (Ins), G-Partially_Inside (pIn), G-
Left (Lft), G-Right_of (Rgt), G-Before (Bfr), G-After (Aft), G-Nearest (Nrt), and G-
Farthest (Frt). 

4.1   The G-Inside Operator 

The G-Inside operator represents the particular relationship between two SGOs (dis-
joint or in touch), where one SGO is enclosed in the "concavity" of another one. Be-
fore defining this operator, we have to introduce the concept of concavity. In [11] the 
authors considered geometric inside and topologic inside relationships. In this paper, 
we only consider the later one, because we believe the topologic inside refers to a 
specific case of inclusion relationship, where an object is enclosed in the hole of an-
other object. 

Definition: Let p1 , …, pn be a polyline (with n  3). Let px, py and pz three any con-
secutive points of the polyline. For any px, py and pz they do not lie on the same 
straight line. If n = 3, then <p1 p2 p3> is said a concavity. If n > 3, let pi and pj be two 
non-consecutive points of this polyline and let pi pj be the segment which joins the 
two points pi and pj, then <pi pk pj> (with i < k < j) is a concavity (in the following 

❏
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denoted by C < pi pk pj > ) if no cross exists between the segment <pi pj> and any 
other segment which is part of the polyline (Fig. 6(b)).                                                ❏ 

The polygon α, defined by the C concavity, and the polyline <pi, pj>, is called 
area of the concavity. 
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Fig. 6. Example of  SGOs partially overlapped (a) and an example of concavity        

Definition: Let ψj be an sgo of the alphabet A. Let C < pi,  pk,  pj > = ψi be a concavity in 
the vertex set {p1, pk, pn }, with 1 ≤ i < k < j  ≤ n. An sgo ψj  is  G-Inside C < pi , pk , pj > 
= ψi (and denoted by ψj Ins C = ψi), if ψj  is completely enclosed in the polygon delim-
ited by C < pi , pk , pj >  and the line joining pj to pi (Fig. 7(a)).                                                                                                                                            ❏ 

Definition:   Let ψi  be an sgo of the alphabet A . Let C < pi , pk , pj > = ψj  be a con-

cavity in the set verticies {p1, pk, pn }, with 1 ≤ I < k < j ≤ n. An sgo ψi is G-

Partially_Inside C < pi , pk , pj > (and denoted by ψi  pIn C) if it exists a set of points 

{pih} enclosed in the polygon delimited by C < pi , pk , pj > and the line joining pi to pj, 

and it exists a set of points {pik} not enclosed in the polygon delimited by C < pi , pk , 
pj > and the line joining pi to pj (Fig. 7(b)).                                                                   ❏ 
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Fig. 7. Example of  G-Inside (a) and an example of G-Partially_Inside 
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4.2   The G-Left and G-Right perators 

For the G-Left  and G-Right operators the reference SGO is always an oriented polyline. 
The definition of these operators are based on the identification of the polyline segment 
(reference SGO) which has the  the minimum distance from the other symbolic SGOs. 
The orientation of this segment defines the side to which the considered object belongs. 

Definition: Let ψi be an oriented polyline (the reference SGO), and let ψj be any other 

SGO of the alphabet A. Let pi be the point of ψi , which has the minimum distance 

from ψj and let pj be the point of ψj which has the minimum distance from ψi. The 

SGO ψj is G-Right ψi  (denoted by ψj  Rgt ψi ), if, translating the origin of the Y-axis 

onto the mentioned point pi such that both the Y-axis, and ψi  assume the same orien-

tation, the x-coordinate of the point pj ∈ ψj is positive (Fig. 8(a)).                                       ❏ 

Analogous definition (with the obvious changing) can be given for the G-Left (Lft) 
operator. 

4.3   The G-Before and G-After Operators 

Concerning G-Before and G-After operators, we only consider the case of two points 
which are onto an oriented polyline. 

Definition: Let ψi and ψj be two points of the alphabet A. Let ψk ∈ A  be an oriented 

polyline onto which both ψi and ψj are located. The sgo ψj is G-Before the sgo ψi 

(denoted by  ψj Bfr ψi ) if ψj is enclosed in the semi-oriented polyline defined by the 

two points <origin of ψk – ψi > (Fig. 8(b)).                                                                                                                                                    ❏ 
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Fig. 8. Example of  G-Right (a) and an example of G-Before        

With the obvious changings we can define the other operator After. 

4.4   The G-Nearest and G-Farthest Operators 

The G-Nearest and G-Farthest operators are specializations of the G-Distance opera-
tor [1]. In the case of G-Nearest operator, we have to measure the distance between 

O
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the reference SGO and all the other SGOs which are involved in the query, and to 
select the SGO which has the Min-G -Distance from the reference SGO. A similar 
reasoning is made for the G-Farthest operator, where we have to select the SGO 
which has the Max-G-Distance from the reference SGO. 

Definition: Let ψi , {ψh } (with 1 ≤ h ≤ n) be SGOs of the alphabet A. A sgo ψj ∈  

{ψh } is G-Nearest  to the reference SGO ψi (and we write ψj Nrs ψi ) if the Min-G-

Distance between ψi and ψj is the minimum value among all the Min-G-Distances 

between ψi and all the objects of {ψh }.                                                                                                                                                                                                                                         ❏ 
Analogously we can define the operator Farthest. 

5   Some Pictorial Query Example 

In this section we give some examples of pictorial queries. The main characteristic of 
this VQL is that the user has not to know the formal syntax of the language: he has 
only to draw points, polylines and polygons on the screen, to assign to each of them a 
semantic meaning, to select his target and to click on the button called execution. 

 

 

Fig. 9. The query of the example 1 

Example 1. Suppose to have the following “mental model” of a query: “Find all the 
Lakes whose points are North of a given region, which has its top point North of all 
the points of the lake”. The user will draw the drawing shown in Fig. 9. Translating 
this query in the internal language SQL-Like [1] of the system, we will find written in 
the relative window the following expression: “Lake wN region”. 

This representation (as those ones of the following examples) can be drawn (and 
seen) only if we select the suitable (cardinal) environment (characterized by the light 
blue color) clicking on the button C at the top of the screen. 
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Example 2. In this last example we suppose to have the following “mental model” of 
a query: “Find all the rivers which are left of a given city”. The user will draw the 
drawing shown in Fig. 10. 

 

 

Fig. 10. The query of the example 2 

Translating this query in the internal language SQL-Like of the system we will find 
written in the relative window the following expression: “City Lft River”. 

6   Conclusions 

The cardinal and positional operators discussed in this paper propose an enlargement 
and a refinement of other set of operators proposed in literature regarding visual query 
languages for geographical data. In this paper we explain in which way such operators 
are used, in a transparet way, by the user. The system interprets the drawing made by 
the user and transforms it in a set of internal language (SQL-Like) instructions, whose 
form is <SGO1 operator SGO2>. The form of the clauses is always the same: SELECT 
target FROM database WHERE topological/cardinal/positional relations WITH con-
straints over the attributes of the SGO. To implement this version of GeoPQL has 
been necessary to enlarge the set of possible SGOs with the oriented polyline, to in-
troduce the cardinal axes, and to create three different working spaces, each for every 
environment (topological, cardinal, positional). 

Also this version is a stand alone extension for the suite of ESRI ArcGis 9.x tools. 
The system has been implemented in accordance with the ESRI standard, from which 
it inherits the format of the data and many functionalities, and using the same tech-
nology used by the ESRI developers (ArcObjects). In this system all the base func-
tions which exist in ArcView  are present, as well as other functions, developed ad 
hoc, as a very power geoprocessing (which extends the already exinting one in  
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ArcView ), or an internal SQL-Like language which formally describes the pictorial 
query drawn by the user. 

References 

1. F.Ferri, M.Rafanelli. Resolution of ambiguities in query interpretation for geographical 
pictorial query languages. In Journal of Computing and Information Technologies – CIT 
Vol. 12, N. 2, pp.119-126, 2004 

2. E.Clementini, P.Di Felice. Spatial Operators, in ACM SIGMOD Record, Vol. 29, N. 3, 
Sept. 2000, pp. 31-38, 2000. 

3. L. Forlizzi, B. Kuijpers, E. Nardelli. Region-based query languages for spatial databases in 
the topological data model. SSTD 2003, LNCS n. 2750, Springer-Verlag Publ., pp. 344-
371, 2003 

4. T.Catarci, M.F.Costabile, S.Levialdi, C.Batini. Visual query sistems for databases: a 
survey. Journal of Visual Languages and Computing, Vol. 8, pp.. 215-260, 1997. 

5. S. Kaushik, E.A. Rundensteiner. "SVIQUEL: A Spatial Visual Query and Exploration 
Language" 9th Intern. Conf. on Database and Expert Systems Applications - DEXA'98, 
LNCS N. 1460, pp. 290-299, 1998. 

6. M. A. Aufaure-Portier, C. Bonhomme. A High Level Visual Language for Spatial Data 
Management. in Visual Information and Information Systems - Third Intern. Confer. Vis-
ual '99, Amsterdam, The Netherlands, June 1999, Lecture Notes in Computer Science, 
N.1614, Springer-Verlag, pp. 325-332, 1999. 

7. Y. C. Lee, F. L. Chin. An Iconic Query Language for Topological Relationship in GIS. 
IJGIS 9(1): 25-46, 1995. 

8. M. Mainguenaud, CIGALES: A Visual Query Language for Geographical Information 
System: The User Interface, International Journal of Visual Languages and Computing, 
Academic Press, 5, 113-126, 1994. 

9. M. J. Egenhofer. Query processing in Spatial-Query-by-Sketch. International Journal of Vis-
ual Languages and Computing, Vol. 8, N. 4, pp. 403-424, 1997. 

10. A.U. Frank. Qualitative spatial reasoning: Cardinal Directions as an example. International 
Journal of GIS, Vol. 10, N. 3, pp. 269-290, 1996 

11. Z. Cui, A.G. Cohn, D.A. Randell. Qualitative and Topological Relationships in Spatial 
Databases. Third International Symposium on Advances in Spatial Databases, SSD'93, 
Singapore, June 1993, LNCS, N. 692, Springer-Verlag, pp. 296-315, 1993.  



 

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 328 – 337, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Bagging Model Trees for Classification Problems 

S.B. Kotsiantis1, G.E. Tsekouras 2, and P.E. Pintelas1 

1 Educational Software Development Laboratory,  
Department of Mathematics, University of Patras, Greece 

{sotos, pintelas}@math.upatras.gr  
2 Department of Cultural Technology and Communication,  

University of the Aegean, Mytilene, Greece  
gtsek@ct.aegean.gr 

Abstract. Structurally, a model tree is a regression method that takes the form 
of a decision tree with linear regression functions instead of terminal class val-
ues at its leaves. In this study, model trees are coupled with bagging for solving 
classification problems. In order to apply this regression technique to classifica-
tion problems, we consider the conditional class probability function and seek a 
model-tree approximation to it. During classification, the class whose model 
tree generates the greatest approximated probability value is chosen as the pre-
dicted class. We performed a comparison with other well known ensembles of 
decision trees, on standard benchmark datasets and the performance of the pro-
posed technique was greater in most cases.  

1   Introduction 

The purpose of ensemble learning is to build a learning model which integrates a 
number of base learning models, so that the model gives better generalization per-
formance on application to a particular data-set than any of the individual base models 
[5]. Ensemble generation can be characterized as being homogeneous if each base 
learning model uses the same learning algorithm or heterogeneous if the base models 
can be built from a range of learning algorithms. 

A model tree is a regression method that takes the form of a decision tree with lin-
ear regression functions instead of terminal class values at its leaves [11]. During the 
construction of the model tree there are three main problems to be solved: Choosing 
the best partition of a region of the feature space, determining the leaves of the tree 
and choosing a model for each leaf. 

In this study, model trees are coupled with bagging for solving classification prob-
lems. In order to apply the continuous-prediction technique of model trees to discrete 
classification problems, we consider the conditional class probability function and 
seek a model-tree approximation to it. During classification, the class whose model 
tree generates the greatest approximated probability value is chosen as the predicted 
class. We performed a comparison with other well known ensembles of decision 
trees, on standard UCI benchmark datasets and the performance of the proposed 
method was greater in most cases. 

Current ensemble approaches of decision trees are described in section 2. In Sec-
tion 3 we describe the proposed method and investigate its advantages and limitations. 
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In Section 4, we evaluate the proposed method on several UCI datasets by comparing 
it with bagging, boosting and other ensembles of decision trees. Finally, section 5 
concludes the paper and suggests further directions in current research.   

2   Ensembles of Classifiers 

Empirical studies showed that ensembles are often much more accurate than the indi-
vidual base learner that make them up [5], and recently different theoretical explana-
tions have been proposed to justify the effectiveness of some commonly used ensem-
ble methods [8].  

Combining models is not a really new concept for the statistical pattern recogni-
tion, machine learning, or engineering communities, though in recent years there has 
been an explosion of research exploring creative new ways to combine models. Cur-
rently, there are two main approaches to model combination. The first is to create a 
set of learned models by applying an algorithm repeatedly to different training sample 
data; the second applies various learning algorithms to the same sample data. The 
predictions of the models are then combined according to a voting scheme. In this 
work we propose a combining method that uses one learning algorithm for building 
an ensemble of classifiers. For this reason this section presents the most well-known 
methods that generate sets of base learners using one base learning algorithm. 

Probably the most well-known sampling approach is that exemplified by bagging 
[3]. Given a training set, bagging generates multiple bootstrapped training sets and 
calls the base model learning algorithm with each of them to yield a set of base mod-
els. Given a training set of size t, bootstrapping generates a new training set by re-
peatedly (t times) selecting one of the t examples at random, where all of them have 
equal probability of being selected. Some training examples may not be selected at all 
and others may be selected multiple times. A bagged ensemble classifies a new ex-
ample by having each of its base models classify the example and returning the class 
that receives the maximum number of votes. The hope is that the base models gener-
ated from the different bootstrapped training sets disagree often enough that the en-
semble performs better than the base models. 

Breiman [3] made the important observation that instability (responsiveness to 
changes in the training data) is a prerequisite for bagging to be effective. A committee 
of classifiers that all agree in all circumstances will give identical performance to any 
of its members in isolation.  

If there is too little data, the gains achieved via a bagged ensemble cannot compen-
sate for the decrease in accuracy of individual models, each of which now sees an 
even smaller training set. On the other end, if the data set is extremely large and com-
putation time is not an issue, even a single flexible classifier can be quite adequate. 

Another method that uses different subsets of training data with a single learning 
method is the boosting approach [7]. It assigns weights to the training instances, and 
these weight values are changed depending upon how well the associated training 
instance is learned by the classifier; the weights for misclassified instances are in-
creased. Thus, re-sampling occurs based on how well the training samples are classi-
fied by the previous model. Since the training set for one model depends on the previ-
ous model, boosting requires sequential runs and thus is not readily adapted to a paral-
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lel environment. After several cycles, the prediction is performed by taking a 
weighted vote of the predictions of each classifier, with the weights being propor-
tional to each classifier’s accuracy on its training set.  

AdaBoost is a practical version of the boosting approach [7]. There are two ways 
that Adaboost can use these weights to construct a new training set to give to the base 
learning algorithm. In boosting by sampling, examples are drawn with replacement 
with probability proportional to their weights. The second method, boosting by 
weighting, can be used with base learning algorithms that can accept a weighted train-
ing set directly. With such algorithms, the entire training set (with associated weights) 
is given to the base-learning algorithm.  

Melville and Mooney [12] present a new meta-learner (DECORATE, Diverse En-
semble Creation by Oppositional Re-labeling of Artificial Training Examples) that 
uses an existing “strong” learner (one that provides high accuracy on the training 
data) to build a diverse committee. This is accomplished by adding different randomly 
constructed examples to the training set when building new committee members. 
These artificially constructed examples are given category labels that disagree with 
the current decision of the committee, thereby directly increasing diversity when a 
new classifier is trained on the augmented data and added to the committee. 

Random Forests [4] grows many classification trees. Each tree gives a classifica-
tion (vote). The forest chooses the class having the most votes (over all the trees in the 
forest). Each tree is grown as follows:  

• If the number of cases in the training set is N, sample N cases at random - but 
with replacement, from the original data. This sample will be the training set for 
growing the tree.  

• If there are M input variables, a number m<<M is specified such that at each 
node, m variables are selected at random out of the M and the best split on these 
m is used to split the node. The value of m is held constant during the forest 
growing.  

• Each tree is grown to the largest extent possible. There is no pruning. 

3   Proposed Algorithm 

Model trees are binary decision trees with linear regression functions at the leaf 
nodes: thus they can represent any piecewise linear approximation to an unknown 
function [17]. A model tree is generated in two stages. The first builds an ordinary 
decision tree, using as splitting criterion the maximization of the intra-subset variation 
of the target value. The second prunes this tree back by replacing subtrees with linear 
regression functions wherever this seems appropriate.  

The construction and use of model trees is clearly described in [16] account of the 
M5 scheme. An implementation called M5’ is described in [17] along with further 
implementation details. The learning procedure of M5’ model tree algorithm effec-
tively divides the instance space into regions using a decision tree, and strives to 
minimize the expected mean squared error between the model tree’s output and the 
target values. The training instances that lie in a particular region can be viewed as 
samples from an underlying probability distribution that assigns class values. It is 
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standard procedure in statistics to estimate a probability distribution by minimizing 
the mean square error of samples taken from it. 

After the tree has been grown, a linear multiple regression model is built for every 
inner node, using the data associated with that node and all the features that partici-
pate in tests in the subtree rooted at that node. Then the linear regression models are 
simplified by dropping features if this results in a lower expected error on future data 
(more specifically, if the decrease in the number of parameters outweighs the increase 
in the observed training error). After this has been done, every subtree is considered 
for pruning. Pruning occurs if the estimated error for the linear model at the root of a 
subtree is smaller or equal to the expected error for the subtree. After pruning has 
terminated, M5’ applies a ‘smoothing’ process that combines the model at a leaf with 
the models on the path to the root to form the final model that is placed at the leaf. 

We use M5’ for classification problems thus we convert the class nominal attribute 
with n attribute values into n − 1 binary attributes, and it generates one model tree for 
each class. During classification, the class whose model tree generates the greatest 
approximated probability value is chosen as the predicted class. Finally, the algorithm 
is briefly described in Fig. 1.  

 

MODEL GENERATION 
Let n be the number of instances in the training data. 
For each of t iterations: 

• Sample n instances with replacement from training data. 
• Converts the class attribute with m attribute values into m − 1 binary attributes 
• Built M5’ for each m − 1 problems 
• Store the resulting models. 

CLASSIFICATION 
For each of the t iterations: 

• The class that has the greatest approximated probability value from the m − 1 
models is chosen as the predicted class for this iteration  

Return class that has been predicted most often from the t iterations. 

Fig. 1. The proposed ensemble 

A number of recent studies have shown that the decomposition of a classifier’s er-
ror into bias and variance terms can provide considerable insight into the prediction 
performance of the classifier. Bias measures the contribution to error of the central 
tendency of the classifier when trained on different data. Variance is a measure of the 
contribution to error of deviations from the central tendency. Bias and variance are 
evaluated with respect to a distribution of training sets, such as a distribution contain-
ing all possible training sets of a specified size for a specified domain. Generally, 
bagging does tend to decrease variance without unduly affecting bias [1], [15]. M5’ is 
not a stable algorithm and for this reason it can be effectively combined with bagging.  

It must be also mentioned that the proposed ensemble can be easily parallelized. 
The computations required to obtain the classifiers in each bootstrap sample are inde-
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pendent of each other. Therefore we can assign tasks to each processor in a balanced 
manner. This parallel execution of the presented ensemble can achieve linear speedup. 

4   Experiments Results 

For the comparisons of our study, we used 26 well-known datasets mainly from many 
domains from the UCI repository [2]. These data sets were hand selected so as to 
come from real-world problems and to vary in characteristics. Thus, we have used 
data sets from the domains of: pattern recognition (iris), image recognition (sonar), 
medical diagnosis (breast-cancer, breast-w, colic, diabetes, heart-c, heart-h, heart-
statlog, hepatitis, lymphotherapy, primary-tumor) commodity trading (credit-a, credit-
g), computer games (kr-vs-kp, monk1, monk2, monk3), various control applications 
(balance) and prediction of student performance (student) [9]. Table 1 is a brief de-
scription of these data sets presenting the number of output classes, the type of the 
features and the number of examples. 

In order to calculate the classifiers accuracy for our experiments, the whole training 
set was divided into ten mutually exclusive and equal-sized subsets and for each sub-
set the model was trained on the union of all of the other subsets.  Then, cross valida-
tion was run 10 times for each algorithm and the average value of the 10-cross valida-
tions was calculated. It must be mentioned that we used the free available source code 
for most of the algorithms by [18] for our experiments. 

In Table 2, we represent as “v” that the specific algorithm performed statistically 
better than the proposed ensemble according to t-test with p<0.05. Throughout, we 
speak of two results for a dataset as being "significant different" if the difference is 
statistical significant at the 5% level according to the corrected  resampled t-test [13], 
with each pair of data points consisting of the estimates obtained in one of the 100 
folds for the two learning methods being compared. On the other hand, “*” indicates 
that proposed ensemble performed statistically better than the specific algorithm ac-
cording to t-test with p<0.05. In all the other cases, there is no significant statistical 
difference between the results (Draws). In the last row of the table one can also see 
the aggregated results in the form ( /b/c). In this notation “ ” means that the proposed 
ensemble is significantly less accurate than the compared algorithm in  out of 26 
datasets, “c” means that the proposed algorithm is significantly more accurate than the 
compared algorithm in c out of 26 datasets, while in the remaining cases (b), there is 
no significant statistical difference. 

It has been observed that for both bagging and AdaBoost, an increase in committee 
size (sub-classifiers) usually leads to a decrease in prediction error, but the relative 
impact of each successive addition to a committee is ever diminishing. Most of the 
effect of each technique is obtained by the first few committee members [1], [3], [7]. 
Quinlan (1996) used only 10 replicates, while Bauer & Kohavi [1] used 25 replicates, 
Breiman [3] used 50 and Freund and Schapire [7] used 100. For both Bagging and 
Boosting, much of the reduction in error appears to have occurred after ten to fifteen 
classifiers. But Adaboost continues to measurably improve their test set error until 
around 25 classifiers for decision trees [14]. The decision on limiting the number of 
sub-classifiers is important for practical applications. To be competitive, it is impor-
tant that the algorithms run in reasonable time. 
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Table 1. Datasets 

Datasets Instances Categ. features Numer. features Classes 
Balance 625 0 4 3 

breast-cancer 286 9 0 2 
breast-w 699 0 9 2 

Colic 368 15 7 2 
Credit-a 690 9 6 2 
credit-g 1000 13 7 2 
Diabetes 768 0 8 2 

glass 214 0 9 6 
haberman 306 0 3 2 

heart-c 303 7 6 5 
heart-h 294 7 6 5 

heart-statlog 270 0 13 2 
hepatitis 155 13 6 2 

iris 150 0 4 3 
kr-vs-kp 3196 35 0 2 

labor 57 8 8 2 
lymphotherapy 148 15 3 4 

monk1 124 6 0 2 
monk2 169 6 0 2 
monk3 122 6 0 2 

primary-tumor 339 17 0 21 
sonar 208 0 60 2 

soybean 683 35 0 19 
student 344 11 0 2 

vote 435 16 0 2 
wine 178 0 13 3 

 

In the first experiment, we compare the presented ensemble with bagging, boosting 
and Decorate ensembles of the most well known decision tree learner - C4.5 (using 10 
sub-classifiers) as well as with Random Forest ensemble using 10 random trees [4], 
too. We also compare the presented ensemble with simple M5’ algorithm in order to 
show the contribution of bagging in the performance improvement. In the last raw of 
the Table 2 one can see the concentrated results. 

The presented ensemble is significantly more accurate than both Bagging C4.5 and 
simple M5’ algorithm in 3 out of the 26 data sets, while it has not significantly higher 
error rates in any data set. The presented ensemble is significantly more accurate than 
boosting C4.5 in 4 out of the 26 data sets whilst it has significantly higher error rates 
in one data set. Furthermore, the proposed ensemble has significantly lower error 
rates in 2 out of the 26 data sets than Decorate C4.5, whereas it is not significantly 
less accurate in any data set. What is more, Random Forest is significantly more accu-
rate than the proposed ensembles in none out of the 26 data sets whilst it has signifi-
cantly higher error rates in 3 data sets. 
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Table 2. Comparing the proposed ensemble with other well known ensembles using 10 sub-
classifiers 

Datasets 
Bagging 

M5’ 
Bagging 

C4.5 
Adaboost 

C4.5 
Decorate 

C4.5 
Random 
Forest 

M5’ 

balance-
scale 

90.14 82.04 * 78.35 * 80.99 * 80.20 * 87.76* 

breast-
cancer 

70.57 72.71 66.75 71.54 69.50 70.40 

breast-w 96.24 96.07 96.08 96.44 95.78 95.85 
colic 84.80 85.34 81.63 84.44 84.78 83.23 

credit-a 86.41 85.71 84.01 85.49 85.07 85.39 
credit-g 76.36 73.91 * 70.91 * 73.01 * 73.65 74.99 
diabetes 76.85 75.64 71.81 * 75.35 74.44 76.56 

glass 73.31 73.50 75.15 71.94 76.11 71.30 
haberman 73.62 72.78 71.12 73.92 67.55 * 72.90 

heart-c 82.25 78.88 78.76 78.85 80.31 82.14 
heart-h 81.23 79.93 78.68 79.03 79.94 82.44 

heart-statlog 82.26 80.59 78.59 80.30 80.56 82.15 
hepatitis 83.36 80.73 82.38 82.57 83.06 82.38 

iris 94.93 94.67 94.33 94.80 94.20 94.93 
kr-vs-kp 99.34 99.42 99.59 99.21 98.90 99.21 

labor 90.13 82.60* 87.17 91.10 86.90 85.13* 
lymp/rapy 80.84 77.25 80.87 78.75 80.60 80.35 

monk1 85.40 82.10 94.10 v 88.22 84.19 87.80 
monk2 58.87 59.80 60.82 58.09 56.03 57.46 
Monk3 93.37 92.38 90.01 88.60 92.71 93.29 

primary-
tumor 

47.91 43.90 41.65 * 44.64 42.19 * 45.26 

sonar 81.02 78.51 79.22 80.76 80.97 78.37* 
soybean 93.38 92.78 92.83 93.78 91.86 92.90 
students 81.48 79.07 77.21 79.73 78.18 80.92 

vote 95.97 96.27 95.51 95.40 95.98 95.61 
wine 97.35 95.16 96.45 96.90 97.13 97.19 

W/D/L  0/23/3 1/21/4 0/24/2 0/23/3 0/23/3 
Average 
accuracy 

82.98 81.22 80.92 81.69 81.18 82.15 

 

To sum up, the performance of the presented ensemble is more accurate than the 
other well-known ensembles that use the well known decision tree algorithm - C4.5 -  
using 10 sub-classifiers. The proposed ensemble can achieve a reduction in error rate 
about 8% compared to the other ensemble models. 
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Table 3. Comparing the proposed ensemble with other well known ensembles using 25 sub-
classifiers 

Datasets 
Bagging 

M5’ 
Bagging 

C4.5 
Adaboost 

C4.5 
Decorate 

C4.5 
Random 
Forest 

M5’ 

balance-
scale 

90.38 81.99 * 76.91 * 81.48 * 80.30 * 87.76* 

breast-
cancer 

71.16 72.64 66.57 70.58 70.18 70.40 

breast-w 96.28 96.12 96.53 96.51 96.31 95.85 
colic 84.75 85.29 81.76 84.90 85.21 83.23 

credit-a 86.39 85.99 85.70 85.88 85.49 85.39 
credit-g 76.57 74.29 * 72.85 * 73.49 * 74.50 74.99 
diabetes 76.96 76.38 72.78 * 75.34 75.21 76.56 

glass 73.63 74.64 77.25 73.18 78.44 v 71.30 
haberman 73.49 72.62 71.12 73.12 66.88 * 72.90 

heart-c 82.42 79.47 79.57 79.02 81.23 82.14 
heart-h 81.44 80.11 78.18 79.64 80.22 82.44 
heart-
statlog 

82.67 81.19 80.19 80.78 81.37 82.15 

hepatitis 83.48 81.50 82.87 82.57 84.15 82.38 
iris 94.80 94.67 94.40 95.07 94.40 94.93 

kr-vs-kp 99.35 99.43 99.62 99.25 99.18 99.21 
labor 90.47 84.20* 89.10 93.30 86.50 85.13* 

lymp/rapy 81.12 78.75 83.09 79.02 83.48 80.35 
monk1 85.73 82.99 96.54 v 89.62 87.22 87.80 
monk2 60.25 60.33 61.86 58.03 55.10 57.46 
Monk3 93.45 92.13 90.35 90.98 92.95 93.29 

primary-
tumor 

48.32 45.16 41.65 * 44.99 43.18 * 45.26 

sonar 81.27 79.78 82.88 83.15 83.29 78.37* 
soybean 93.59 93.15 93.21 93.91 92.71 92.90 
students 81.31 79.61 76.84 * 80.35 79.41 80.92 

vote 96.02 96.50 95.28 95.51 96.28 95.61 
wine 97.24 95.34 96.73 97.57 97.57 97.19 

W/D/L  0/23/3 1/20/5 0/24/2 1/22/3 0/23/3 
Average 
accuracy 

83.17 81.70 81.69 82.20 81.95 82.15 

In the second experiment, we compare the presented ensemble with same ensem-
bles using 25 sub-classifiers at this time: bagging, boosting, DECORATE C4.5, as 
well as Random Forest ensemble using 25 random trees and simple M5’ algorithm, 
too. In the last raw of the Table 3 one can see the concentrated results. 
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The presented ensemble is significantly more accurate than both Bagging C4.5 and 
simple M5’ algorithm in 3 out of the 26 data sets, while it has not significantly higher 
error rates in any data set. The presented ensemble is significantly more accurate than 
boosting C4.5 in 5 out of the 26 data sets whilst it has significantly higher error rates 
in one data set. Furthermore, the proposed ensemble has significantly lower error 
rates in 2 out of the 26 data sets than Decorate C4.5, whereas it is not significantly 
less accurate in any data set. What is more, Random Forest is significantly more accu-
rate than the proposed ensembles in 1 out of the 26 data sets whilst it has significantly 
higher error rates in 3 data sets. 

To sum up, the performance of the presented ensemble is more accurate than the 
other well-known ensembles that use the C4.5 algorithm using 25 sub-classifiers. The 
proposed ensemble can achieve a reduction in error rate about 7% compared to the 
other ensemble models. 

Finally, it must be mentioned that for the proposed ensemble, much of the reduc-
tion in error appears to have occurred after ten sub-classifiers. It seems that the pro-
posed method continues to measurably improve test set error until around 25 sub-
classifiers. Nevertheless, the decision on limiting the number of sub-classifiers is 
important for practical applications. To be competitive, our decision is to use 10 sub-
classifiers. 

5   Conclusion 

This work has shown that when classification problems are transformed into problems 
of function approximation in a standard way, they can be successfully solved by con-
structing model trees to produce an approximation to the conditional class probability 
function of each individual class.  

Bagging model trees outperform state-of-the-art decision tree ensembles on prob-
lems with numeric and binary attributes, and, more often than not, on problems with 
multi-valued nominal attributes too.  

In a future work, we will combine model trees with a boosting process for solving 
classification problems. We will also examine the efficiency of bagging with logistic 
model trees [10] that use logistic regression at the leaves of the model trees, instead of 
linear regression. 
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Abstract. In this paper we argue that incrementally updating the fea-
tures that a text classification algorithm considers is very important for
real-world textual data streams, because in most applications the distri-
bution of data and the description of the classification concept changes
over time. We propose the coupling of an incremental feature ranking
method and an incremental learning algorithm that can consider differ-
ent subsets of the feature vector during prediction (what we call a feature
based classifier), in order to deal with the above problem. Experimental
results with a longitudinal database of real spam and legitimate emails
shows that our approach can adapt to the changing nature of streaming
data and works much better than classical incremental learning algo-
rithms.

1 Introduction

The World Wide Web is a dynamic environment that offers many sources of
continuous textual data, such as web pages, news-feeds, e-mails, chat rooms,
discussion forums, usenet groups, instant messages and blogs. There are many
interesting applications involving classification of such textual data streams. The
most prevalent one is spam filtering [1]. Other applications include filtering of
pornographic web pages for safer child surfing [2,3] and delivering personalized
news feeds [4]. Another recent application involves the filtering of web spam
[5], a name for web pages whose sole purpose is to mislead search engines into
including an irrelevant commercial web site in the results of a query.

The dynamic nature of the above data streams requires continuous or at
least periodic updates of the current knowledge in order to ensure that it always
includes the information content of the latest batch of data. This is important
in domains where the concept of each class and/or the data distribution changes
over time. For example in spam filtering, parts of the spam concept change over
time as different unsolicited commercials come into vogue [6]. Similarly, in a
personalized news feeder, the interests of a user are changing over time. This
phenomenon is also known as concept drift [7].

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 338–348, 2005.
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It is obvious that computationally efficient mining of data streams requires
incremental algorithms that can update the current knowledge without repro-
cessing past data, that are either unavailable or too costly to be retrieved. The
huge amount of data that is constantly arriving from a stream, does not allow
to permanently store all data, rather a small part of it (the latest batch) or a
summary of all the data that have been seen.

Textual data streams are also high-dimensional. Documents are usually rep-
resented as a bag-of-words and the feature vector for a collection of documents
in a typical application comprises several thousands of words. However, not all
features are necessary. Therefore, feature selection must be performed in order
to reduce the dimensionality of the problem and allow learning algorithms to
obtain higher quality of knowledge with less computational cost. For this rea-
son, a lot of studies on feature selection methods for text classification have been
performed in the past [8,9].

However, to the best of our knowledge, no work exists on the issue of in-
crementally/periodically updating the features that a text classification algo-
rithm considers. We argue that this is very important for real-world textual
data streams, because the predictive power of features changes over time: words
that in the past have been important, become redundant with the passing of
time and new high-predictive words arise that were not considered before.

In order to deal with this issue, this paper proposes an approach for classifica-
tion of textual data streams that is incremental both with respect of the examples
that arrive and with respect to the subset of features that it considers over time.
To the best of our knowledge, such an approach has not been considered before,
not only for textual data, but also for any other type of high-dimensional data.

Our approach requires two components: a) an incremental feature ranking
method, and b) an incremental learning algorithm that can consider a subset
of the features during prediction. To verify the utility of incremental feature
selection, we experimentally evaluate our approach on a chronologically ordered
version of a spam and legitimate email collection. The results showed that incre-
mental feature selection offers higher accuracy compared to classical incremental
learning.

The rest of this paper is organized as follows: Section 2, presents background
knowledge on text classification. In Section 3, we describe the proposed approach.
In Section 4 we give details about the experimental setup, including the pre-
processing of the data set and the specific algorithms that were used. In Section
5 we present and discuss the results and finally in Section 6 we conclude and
propose some future work on this topic.

2 Automated Text Classification

Automated text classification has gained scientific interest in the last 20 years.
Applications like document organization [10], text filtering [11] and author iden-
tification [12] are some representative examples of the research outcome in the
field of text classification. The impressive growth of the world wide web in the
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last decade resulted in many new interesting applications like web page classifica-
tion [13], e-mail organization [14] and spam filtering [1] and raised new research
issues [15].

An informal definition of text classification would be ”the categorization of
previously unseen documents into predefined classes”. In author identification
for example, the classes are the authors. In document organization, the classes
are a number of predefined topics and in spam identification there are only two
classes: a mail can be spam or legitimate. This is a binary classification problem
or else a text filtering problem.

The first problem we come across in any text learning task is that the data
cannot be immediately processed by a classifier. We have to first follow a proce-
dure to convert our text to a format that is acceptable by learning algorithms.
The most common approach is the vector space model, where every text docu-
ment is represented as a vector of feature weights −→dj =< w1j , . . . ,w|V |j >, where
V is the set of words that occur at least once in a document and consists our
problem’s vocabulary. This is the so-called bag-of-words approach. Another op-
tion is to use phrases as features, although research has shown that this approach
does not improve effectiveness [16]. The weight for each word of the vector is ei-
ther tf-idf [17] (the term frequency in the collection of documents divided by the
frequency in the current document), or more commonly a binary value denoting
the existence or absence of the word in the document.

For text classification and especially for spam filtering applications, a widely
used classifier, mainly for its simplicity and flexibility is the Naive Bayes Clas-
sifier [18] which showed decent performance in the identification of junk e-mails
[1].

Feature selection has been studied extensively in the context of text clas-
sification [8,9]. The reason is that text data are usually high-dimensional and
feature selection is essential for a) reducing the computational complexity of
machine learning algorithms, and b) improving the accuracy of classification.

Feature selection methods fall broadly into two categories: a) the filter ap-
proach, and b) the wrapper approach. In the wrapper approach feedback from
the use of the learning algorithm with the selected features is used to evaluate
these features. When the best set is found the algorithm is called to make new
classifications based on this set of features only. On the other hand, the filter
approach is totally independent of the classifier. Another useful categorization of
feature selection methods is based on whether they evaluate individual features,
or subsets of features.

Wrappers are usually more computationally intensive than filters due to ex-
tensive use of the learning algorithm. Methods that evaluate subsets of features
are also more computationally intensive due to the larger number of evaluations
that they have to consider. For this reason in text classification tasks, where the
dimensionality of the data is typically very large, filters that evaluate features
are usually considered. Features are ranked based on the result of the evaluation
and the top N features are selected for further classification use.
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3 Our Approach

Our approach uses two components in conjunction: a) an incremental feature
ranking method, and b) an incremental learning algorithm that can consider a
subset of the features during prediction.

In Section 2 we noted that feature selection methods that are commonly used
for text classification are filters that evaluate the predictive power of all features
and select the N best. Such methods evaluate each word based on cumulative
statistics concerning the number of times that it appears in each different class
of documents. This renders such methods inherently incremental: When a new
labelled document arrives, the statistics are updated and the evaluation can
be immediately calculated without the need of re-processing past data. These
methods can also handle new words by including them in the vocabulary and
initializing their statistics. Therefore the first component of our approach can
be instantiated using a variety of such methods, including information gain, the
χ2 statistic and mutual information [8,9].

The incremental re-evaluation and addition of words will inevitably result
into certain words being promoted to/demoted from the top N words. This
raises a problem that requires the second component of the proposed approach:
a learning algorithm that is able to classify a new instance taking into account
different features over time. This problem has not been considered before to the
best of our knowledge. We call learning algorithms that can deal with it feature
based, because learning is based on the new subset of features, in the same way
that in instance based algorithms, learning is based on the new instance.

Two inherently feature based algorithms are Naive Bayes (NB) and k Nearest
Neighbors (kNN). In both of these algorithms each feature makes an independent
contribution towards the prediction of a class. Therefore, these algorithms can be
easily expanded in order to instantiate the second component of our approach.
Specifically, when these algorithms are used for the classification of a new in-
stance, they should also be provided with an additional parameter denoting the
subset of the selected features. NB will only consider the calculated probabilities
of this subset, while kNN will measure the distance of the new instance with the
stored examples based only on this subset.

It is worth noticing that the proposed approach could work without an ini-
tial training set. This is useful in personalized web-content (e-mail, news, etc.)
filtering applications that we want to work based solely on our perception of the
target class. However, very often an initial collection of labelled documents is
available. Figure 1 presents algorithm InitialTraining for the initial training
of our approach, based on such a collection of Documents that belong to one of
several Classes.

The first step is to build the Vocabulary of distinct words that appear in all
documents of the collection using the BuildVocabulary function. We also ini-
tialize WordStats, which is a construct that will hold the number of appearances
of each Word in the Vocabulary for each different class of documents, for the
purpose of feature ranking. Next, for each Document in the collection of training
Documents we update the WordStats. Based on the calculated statistics, we sub-
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input : Documents, Classes
output: Classifier, Vocabulary, WordStats, FeatureList

begin
Vocabulary ← BuildVocabulary(Documents)
foreach Word ∈ Vocabulary do

foreach Class ∈ Classes do
WordStats [Word][1][Class] ← 0
WordStats [Word][0][Class] ← 0

foreach <Document, DocClass> ∈ Documents do
foreach Word ∈ Vocabulary do

if Word ∈ Document then
WordStats [Word][1][DocClass] ← WordStats [Word][1][DocClass] + 1

else
WordStats [Word][0][DocClass] ← WordStats [Word][0][DocClass] + 1

FeatureList ← ∅
foreach Word ∈ Vocabulary do

Evaluation ← EvaluateFeature(Word, WordStats)
InsertSort(<Word, Evaluation>, FeatureList)

Classifier ← BuildClassifier(Documents, Vocabulary)
end

Fig. 1. Algorithm InitialTraining

sequently evaluate each Word in the Vocabulary using the metric of preference
and insert the Word and its Evaluation in the list FeatureList, which is sorted
according to the evaluation metric. Finally we train a feature based classifier
using all Documents and the complete Vocabulary. Note that the training of the
Naive Bayes classifier does not demand any other statistics than those already
collected in WordStats.

Figure 2 presents algorithm Update for the incremental update of our ap-
proach. When a new Document arrives as an example of a DocumentClass, the
first thing to happen is to check if it contains any new words. If a new Word is
present then it is added to the vocabulary (AddWord) and the WordStats of
this Word are initialized to zero. Then for each Word in the Vocabulary we update
the counts based on the new document, re-calculate the evaluation metric and
sort the list according to the new evaluations, as before. Finally, the classifier
must also be vertically updated based on the new example and also take into
account any new words. Note that for the Naive Bayes classifier updating the
WordStats is enough for this purpose.

Finally, when a new unlabelled Document arrives for classification, the fea-
ture based classifier of our approach considers just the top NumToSelect ranked
words from the sorted FeatureList. This process is performed by algorithm Clas-
sifyDocument shown in Figure 3.
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input : Document, DocClass, Classes, Vocabulary
output: Classifier, Vocabulary, WordStats, FeatureList

begin
foreach Word ∈ Document do

if Word /∈ Vocabulary then
AddWord(Word, Vocabulary)
foreach Class ∈ Classes do

WordStats [Word][1][Class] ← 0
WordStats [Word][0][Class] ← 0

foreach Word ∈ Vocabulary do
if Word ∈ Document then

WordStats [Word][1][DocClass] ← WordStats [Word][1][DocClass] + 1
else

WordStats [Word][0][DocClass] ← WordStats [Word][0][DocClass] + 1

FeatureList ← ∅
foreach Word ∈ Vocabulary do

Evaluation ← EvaluateFeature(Word, WordStats)
InsertSort(<Word, Evaluation>, FeatureList)

Classifier ← UpdateClassifier(Document, DocClass)
end

Fig. 2. Algorithm Update

input : Classifier, Document, FeatureList, NumToSelect
output: Class

begin
FeatureSubset ← SelectFeatures(NumToSelect, FeatureList)
Class ← UseClassifier(Classifier, Document, FeatureSubset)

end

Fig. 3. Algorithm ClassifyDocument

4 Experimental Setup

In this section we present the data set, feature selection method and learning
algorithm that were used in the experiments.

4.1 Data Set

In order to evaluate the utility of the proposed approach for classification of
textual data streams, it is important to use real-world data. For the domain of
spam filtering this means that we need real-world spam and legitimate emails
chronologically ordered according to their date and time of arrival. In this way
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we can approximate the time-evolving nature of this problem and consequently
we can evaluate properly the different approaches.

There are various collections of spam messages available on the Web, in-
cluding the repository of SpamArchive1, the public corpus of the SpamAssasin
project2 and the Ling-Spam corpus3. Our choice was the public corpus of Spa-
mAssassin for two main reasons: a) Every mail of the collection is available with
the headers, so we are able to extract the exact date and time that the mail was
sent or received, and b) It contains both spam and ham messages with a decent
spam ratio (about 20 percent).

The Spam Assassin collection comes in four parts (folders): spam, spam2,
ham, and easy ham which is a collection of more easily recognized legitimate
messages. In order to convert this collection into a longitudinal data set we
extracted the date and time that the mail was sent. Then we converted the time
into GMT time. Date was also changed where needed. We stamped each mail
with its date and time by renaming it in the format yyyy MM dd hh mm ss
(yyyy: year, MM: month, dd:day, hh: hours, mm: minutes, ss: seconds). If a mail
was more than once in the corpus (sometimes a user may get the same mail
more than once) we kept all copies. All attachments were removed. The boolean
bag-of-words approach was used for representing the mails.

4.2 Feature Selection Method and Learning Algorithm

The feature ranking method that we selected for the experiments is the χ2

statistic, for its simplicity and effectiveness [8]. As we mentioned in the precious
section, there are many other similarly simple metrics that could be used for
instantiating our framework [8,9]. Here, we are not focusing on the effectiveness of
different feature selection methods, rather on whether the proposed incremental
feature selection approach is useful in textual data stream classification.

The algorithm that we selected is Naive Bayes. The k-NN algorithm is inef-
ficient for data-streams, because it needs to store all data. Naive Bayes on the
other hand store only the necessary statistics, and is therefore our choice for
incremental learning from textual data streams.

The Naive Bayes (NB) classifier is a simplistic but practical Bayesian learn-
ing algorithm that performs extremely well in many text classification tasks. The
decision of the algorithm is determined by the following equation:

cNB = argmaxP (cj)
∏

P (wi|cj) (1)

Where cj is the i − th class of our classification problem. In our case, we have
only two classes. A mail can belong to class cL (legitimate mail) or cS (spam
mail). wi is the i− th word of a vocabulary built from our corpus by collecting

1 http://www.spamarchive.org
2 http://spamassassin.apache.org/
3 http://www.iit.demokritos.gr/skel/i-config/downloads/
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all distinct words. P (cj) expresses the probability a random document to belong
in the j− th class. It can be approximated from the training set by dividing the
number of documents of class j with the total number of training documents
available.

P (cj) =
|docsj |

|Examples| (2)

The P (wi|cj) probability represents the possibility the word wi to be present
in a document of class cj . Hence, it expresses how possible it is for our unlabelled
document to belong in class cj if it contains the word wj . This possibility can
be typically approximated by:

P (wi|cj) =
NumberOfT imesWordwiOccursinallcjDocuments

TotalNumberofcjdocuments
(3)

The simplicity of the NB classifier is obvious from all the above equations. To
classify a new document we only need to have the knowledge of the above proba-
bilities. We have expanded the Naive Bayes implementation of the Weka library
of machine learning algorithms [19] in order to be able to perform classification
using a subset of all features that were used for training.

The χ2 statistic of a word w and a class c can be calculated by the following
equation.

χ2(w, c) =
N × (AD − CB)2

(A + C)× (B + D)× (A + B)× (C + D)
(4)

where A is the number of times w and c co-occur, B is the number of times w
occurs without c, C is the number of times c occurs without w, D is the number
of times neither c nor w occur, and N is the total number of documents.

We have also expanded the implementation of the χ2 feature ranking method
of Weka [19] in order to perform incremental updates.

5 Results and Discussion

In the experiments, we compare the predictive performance of our approach
(NB3) with a classical incremental Naive Bayes classifier (NB2) and a non-
incremental Naive Bayes classifier (NB1). NB1 is only trained once on a per-
centage of the data, and uses the features that are selected based on this initial
training set. NB2 also uses a static feature space, but apart from the initial
training, each time a new document arrives, it updates the probabilities for each
feature. Our approach (NB3) also updates the probabilities not only for the se-
lected features but for all of the features and in addition it recalculates the χ2

rank of these features based on the updated probabilities. It therefore uses a
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dynamic feature space, that may change over time. In addition our approach
can utilize new features that appear in new documents.

We varied the percentage of documents that were used for initial training
from 0.1 to 0.5 with a step of 0.1. Using a 0.1 percentage of initial training data
allows us to study the behavior of the filter for a longer time (0.9 of the whole
longitudinal data set), while an initial training of 0.5 simulates a short period of
online filtering. The number of features to select was set to 250 and 500.

 
(a) (b) 

 
 (c) (d) 

Fig. 4. (a) accuracy and (b) false positive rate when we select the top 250 features and
(c) accuracy and (d) false positive rate when we select the top 500 features

Figure 4 shows (a) the accuracy and (b) the false positive rate when we
select the top 250 features and (c) the accuracy and (d) the false positive rate
when we select the top 500 features. We first notice that the behavior of the three
approaches follows the same pattern independent of the number of features used.

The non-incremental Naive Bayes classifier (NB1) performs very badly when
run for a long time (0.1 to 0.4) and approximates the other two incremental
classifiers when half of the total data that it subsequently classifies are used for
training. This is something expected as incremental learning is important for
updating the current model with the latest data.
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The incremental Naive Bayes classifier (NB2) also has problems when run for
a long time (0.1 to 0.3) and approximates NB3 when 0.4 or more of the total data
is used for its training. This actually shows that vertically incremental learning
alone cannot catch up with the changing nature of real-world data streams.

The feature based incremental Naive Bayes classifier together with the incre-
mental χ2 feature ranking method (NB3) shows much better behavior than the
other two classifiers even when little data is used for initial training (i.e. even
when run for a long time). This verifies our initial argument that incremental
feature selection is very important for classification of textual data streams.

6 Conclusions and Future Work

This paper argued that incremental feature selection is very important for the
classification of textual data streams due to the changes in data distribution and
class concept that occur over time. We presented an approach that combines an
incremental feature selection methods with what we called a feature based learn-
ing algorithm in order to deal with the above problem. The experimental results
show that the proposed approach offers better predictive accuracy compared to
classical incremental learning, and are encouraging for further work.

In the future we intend to experiment with maintaining statistics for a
fixed number of features over time instead of the whole vocabulary. This would
increase the efficiency of the proposed approach, due to the reduced storage
and processing requirements. We would like to see whether this would also in-
crease the effectiveness of the proposed approach in dealing with fast changing
data/concepts, as it focuses more aggressively on the latest data.
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Abstract. It has been recently demonstrated that the classical EM
algorithm for learning Gaussian mixture models can be successfully
implemented in a decentralized manner by resorting to gossip-based ran-
domized distributed protocols. In this paper we describe a gossip-based
implementation of an alternative algorithm for learning Gaussian mix-
tures in which components are added to the mixture one after another.
Our new Greedy Gossip-based Gaussian mixture learning algorithm
uses gossip-based parallel search, starting from multiple initial guesses,
for finding good components to add to the mixture in each component
allocation step. It can be executed on massive networks of small
computing devices, converging to a solution exponentially faster than its
centralized version, while reaching the same quality of generated models.

Keywords: Data mining, Algorithms and Complexity, Computer and
Sensor Networks, Information Retrieval.

1 Introduction

Gaussian mixture models constitute a rich family of probability distributions,
with many applications in statistics, pattern recognition, machine learning, and
data mining [1]. Such models postulate that the observed data are generated by
a two-level process that first samples components, and then draws data from
the corresponding Gaussian distributions. Gaussian mixture models have been
used, e.g., for clustering large datasets [2], for dimension reduction [3], and for
classification [4].

Learning the parameters of a Gaussian mixture from a given dataset is often
carried out by maximum likelihood and the EM algorithm [5]. The EM algorithm
is an iterative optimization technique that starts with an initial estimate of the
mixture parameters, and in each step produces a new parameter estimate that
increases the likelihood function. However, EM is a local optimization algorithm
and therefore is likely to get trapped in a local maximum of the likelihood
function. Several initialization methods have been proposed for tackling this
problem [6].
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A way to resolve the sensitivity of EM to initialization and to improve its
convergence performance is to use a greedy learning approach [7,8,9]. In the
greedy approach, components are added to the mixture one after the other until
a desired number of components. The main idea is to replace the original k-
component mixture problem by a sequence of 2-component mixture problems
that are easier to solve. As it was shown in [8,9], the greedy approach can produce
much better results than the standard EM algorithm (with random restarts) with
little extra overhead. A similar approach has been proposed in [10] in which
components of the mixture are split and merge in order to avoid local maxima
of EM.

Recently, a decentralized implementation of the EM algorithm for Gaus-
sian mixture learning, called Newscast EM, was proposed for data that are dis-
tributed over a the nodes of a network [11]. This method relies on a gossip-based
randomized protocol that implements the M-step of the EM algorithm in a
parallel-distributed fashion: each node starts with a local estimate of the mix-
ture parameters, and then pairs of nodes repeatedly exchange their parameter
estimates and combine them by weighted averaging. In such a gossip-based M-
step, nodes learn the correct estimates exponentially fast, in a number of cycles
that is logarithmic in the network size.

In this paper we show how similar gossip-based protocols can be used for the
greedy learning of Gaussian mixture models. In particular, we derive a gossip-
based distributed implementation of the greedy learning algorithm of [9]. The
derived algorithm essentially resolves the sensitivity to initialization of the al-
gorithm of [11]. Preliminary results indicate that the proposed algorithm can
achieve comparable results to its centralized counterpart, but much faster.

2 Gaussian Mixtures and the EM Algorithm

For random vector x ∈ IRd, a k-component Gaussian mixture model is given by
the convex combination

p(x) =
k∑

s=1

πsp(x|s) (1)

of k Gaussian densities

p(x|s) =
(2π)−d/2

|Cs|1/2 exp
[− 1

2
(x−ms)�C−1

s (x −ms)
]
, (2)

parameterized by their means ms and covariance matrices Cs, while the mix-
ing weights πs satisfy

∑
s πs = 1, and define a ‘prior’ distribution over the

components. For a given dataset {x1, . . . ,xn} of independent and identically
distributed samples from p(x), the learning problem is to estimate the param-
eter vector θ = {πs, ms,Cs}k

s=1 of the k components that maximizes the log-
likelihood function (assuming that the latter is bounded from above)

L =
n∑

i=1

log p(xi) =
n∑

i=1

log
k∑

s=1

πsp(xi|s). (3)
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Maximization of the data log-likelihood L can be carried out by the EM al-
gorithm, which is an iterative optimization algorithm that maximizes in each
step a lower bound of L [5,12]. This bound F is a function of the current mix-
ture parameters θ and a set of n ‘responsibility’ distributions qi(s), one for each
point xi. This lower bound, analogous to the variational free energy in statistical
physics, equals

F =
n∑

i=1

k∑
s=1

qi(s)
[
log πs + log p(xi|s)− log qi(s)

]
. (4)

The standard EM algorithm starts with an initial estimate of the parameter vec-
tor θ (e.g., random or computed by a clustering method like k-means), and then
it alternates between two steps. In the E-step, the energy F is maximized over
the responsibilities qi giving qi(s) = p(s|xi), i.e., the Bayes posteriors given the
parameters found in the previous step. In the M-step, the energy F is maximized
over the parameters θ keeping the qi(s) fixed, giving the following equations:

πs =
1
n

n∑
i=1

qi(s), (5)

ms =
1

nπs

n∑
i=1

qi(s)xi, (6)

Cs =
1

nπs

n∑
i=1

qi(s)xix
�
i −msm

�
s . (7)

The E- and M-steps are repeated until L does not improve significantly between
two consecutive iterations.

3 Greedy Gaussian Mixture Learning

One the limitations of the standard EM algorithm is that it is very sensitive to the
initialization of the parameter vector θ. For various initialization choices EM can
easily get trapped in local maxima of the log-likelihood function. An alternative
approach which avoids the initialization of θ is to start with a single-component
mixture (which is trivial to find) and then keep on adding components to the
mixture one after the other [7,8,9]. In particular, each (k + 1)-component mix-
ture pk+1(x) is recursively defined as the convex combination of a k-component
mixture pk(x) and a new component f(x; θk+1), i.e.,

pk+1(x) = (1− ak+1)pk(x) + ak+1f(x; θk+1), (8)

with mixing weight ak+1 ∈ (0, 1). Assuming that pk(x) has already been learned,
learning the parameters θk+1 of the new component and the mixing weight ak+1
can be done by maximizing the log-likelihood of pk+1(x)

Lk+1 =
n∑

i=1

log[(1 − ak+1)pk(xi) + ak+1f(xi; θk+1)] (9)
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with pk(x) kept fixed. As shown in [7], if optimal parameters [a∗
k+1, θ

∗
k+1] =

argmax[ak+1,θk+1] Lk+1 are computed for every k, then the ‘greedy’ k-component
mixture pk(x) = (1 − a∗

k)pk−1(x) + a∗
kf(x; θ∗k), can be almost as good as the

maximum likelihood mixture p∗(x) in the following sense:

n∑
i=1

log pk(xi) ≥
n∑

i=1

log p∗(xi)− c

k
, (10)

where k is the number of components of pk(x), and c is a constant independent
of k.

Although the theoretical results of [7] justify the greedy approach for mixture
learning, in practice it is difficult to compute the optimal parameters [a∗

k+1, θ
∗
k+1]

that maximize Lk+1 in each component allocation step. Since Lk+1 cannot be
analytically maximized, an option is to perform a global search over the space of
[ak+1, θk+1] starting from some initial (random) estimates. This is the approach
taken in [9]: a number of candidate components are generated from each one of
the k components of pk(x) by randomization, and then a ‘partial’ EM algorithm
is executed that searches locally for a vector [ãk+1, θ̃k+1] with high Lk+1, and
which hopefully is not too far from [a∗

k+1, θ
∗
k+1]. In particular, assuming a fixed

k-component mixture pk(x), component allocation is done as follows:

1. Data are first assigned to their ‘nearest’ component according to posterior
probability. That is, each point xi is assigned to component argmaxs p(s|xi).

2. For each component s, let As be the set of points assigned to component s.
Repeat until m candidates (e.g., m = 10) are created from s:
(a) Select two points xs,x

′
s uniformly at random from As.

(b) Cluster all As points in two subsets, according to their nearest Euclidean
distance from xs and x′

s.
(c) Create a candidate component fs from each subset, having θk+1 =

[mk+1,Ck+1] the mean and the covariance of the points in the subset.
(d) Set ak+1 = 0.5 and update [ak+1, θk+1] with partial EM steps, as ex-

plained below.
3. Among all mk updated parameter vectors, select the vector [ãk+1, θ̃k+1] with

the highest Lk+1.

In the 2d step above, the parameters [ak+1, θk+1] are updated by an EM
algorithm that optimizes a lower bound of Lk+1. The idea is to treat pk+1(x) as
a two-component mixture, composed of the new component f(x; θk+1) and the
fixed mixture pk(x), and lower bound Lk+1 by setting to zero the responsibility
qi(fs) of candidate components fs for points not in As. This has the effect that
the partial EM steps can be carried out fast, with total cost O(mn). Maximizing
this bound over the responsibilities qi(fs) gives

qi(fs) =
ak+1f(xi; θk+1)

(1− ak+1)pk(xi) + ak+1f(xi; θk+1)
, (11)
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which is the Bayes posterior for the two-component mixture pk+1(x). Similarly,
maximizing the bound over the parameters ak+1 and θk+1 = [mk+1,Ck+1] gives:

ak+1 =
1
n

∑
i∈As

qi(fs), (12)

mk+1 =
1

nak+1

∑
i∈As

qi(fs)xi, (13)

Ck+1 =
1

nak+1

∑
i∈As

qi(fs)xix
�
i −mk+1m

�
k+1. (14)

When the best vector [ãk+1, θ̃k+1] has been found in step 3 above, the new
(k + 1)-component mixture is formed as

pk+1(x) = (1− ãk+1)pk(x) + ãk+1f(x; θ̃k+1), (15)

and is subsequently updated with standard EM (all its k + 1 components are
updated). Upon convergence of EM, a new component is added to the mixture,
and so on until some criterion on the number of components is satisfied, e.g.,
one based on MDL [7]. The above greedy algorithm is experimentally shown to
outperform the standard EM with random restarts [9].

4 Gossip-Based Gaussian Mixture Learning

A recent development in Gaussian mixture modeling is the use of gossip-based
protocols for distributed learning [13,14,11,15]. Such protocols apply in the case
where the data xi are not centrally available but are distributed over the nodes
of a network. The main idea is to decompose the M-step of the EM algorithm
into a number of cycles: each node maintains a local estimate of the model
parameters, and in every cycle it contacts some other node at random, and
the two nodes update their model estimates by weighted averaging. As shown
in [11], under such a protocol the local estimates of the individual nodes converge
exponentially fast to the correct solution in each M-step of the algorithm. In
some applications the gossip approach may be more advantageous then other
distributed implementations of EM that resort on global broadcasting [16] or
routing trees [17].

The above distributed EM implementation relies on a gossip-based protocol
that computes the average μ of a set of numbers v1, . . . , vn that are stored in
the nodes of a network (one value per node). Each node i initially sets μi = vi

as its local estimate of μ, and then it runs the following protocol for a number
of cycles:

1. Contact a node j that is chosen uniformly at random from 1, . . . , n.
2. Nodes i and j update their estimates by μ′

i = μ′
j = (μi + μj)/2.

It turns out that under this protocol each node learns the correct average
very fast, in a number of cycles that is logarithmic in the sample size:
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Theorem 1 (Kowalczyk and Vlassis, 2005). With probability at least 1− δ,
after �0.581(logn + 2 logσ + 2 log 1

ε + log 1
δ )� cycles holds maxi |μi − μ| ≤ ε, for

any ε > 0 and data variance σ2.

Using this gossip-based protocol, a distributed implementation of the stan-
dard EM algorithm is possible by noting that the M-step (5)–(7) involves the
computation of a number of averages. The idea is that each node i maintains
a local estimate θi = {πis, mis, C̃is} of the parameters of the mixture, where
Cis = C̃is − mism

�
is, and the following protocol is executed identically and in

parallel for each node i:

1. Initialization. Set qi(s) to some random number in (0, 1) and then normal-
ize all qi(s) to sum to 1 over all s.

2. M-step. Initialize i’s local estimates for each component s by πis = qi(s),
mis = xi, C̃is = xix

�
i . Then, for a fixed number of cycles, contact node j

and update both i and j local estimates for each component s by:

π′
is = π′

js =
πis + πjs

2
, (16)

m′
is = m′

js =
πismis + πjsmjs

πis + πjs
, (17)

C̃′
is = C̃′

js =
πisC̃is + πjsC̃js

πis + πjs
. (18)

3. E-step. Compute qi(s) = p(s|xi) for each s, using the M-step estimates πis,
mis, and Cis = C̃is −mism

�
is.

4. Loop. Go to 2, unless a stopping criterion is satisfied.

As reported in [11], the above gossip-based learning algorithm produces re-
sults that are essentially identical to those obtained by the standard EM algo-
rithm, but much faster. Resorting to Theorem 1, one can see that each node
can implement the M-step in O(log n) time, whereas if the data were to be
transferred to and processed by a central server, the runtime would have been
O(n). The communication complexity of each gossip M-step (total number of
messages sent over the network) is O(n log n) since each node contacts O(log n)
other nodes (one per gossip cycle).

5 Gossip-Based Greedy Gaussian Mixture Learning

A disadvantage of the gossip-based EM algorithm above is that the initializa-
tion (step 1) is random. In this section we derive a gossip-based greedy Gaussian
mixture learning algorithm in which components are added sequentially to the
mixture. This requires implementing a (randomized) function that computes
candidate components to add to a mixture. We first note that if this function
depends only on the parameters of the mixture, and since each node at the
end of each M-step has converged to the same mixture parameters, then clearly



Gossip-Based Greedy Gaussian Mixture Learning 355

each node can compute the same set of candidate components by using the
same random number generator and same seed. On the other hand, if this func-
tion depends also on the data as in [8,9], then it can also be implemented by
gossip-based protocols as we show below. The resulting algorithm will alternate
between full mixture updating using the gossip-based EM algorithm described in
the previous section, and component allocation using the gossip-based approach
described next.

We show here how each one of the component allocation steps 1–3 of Section 3
can be implemented in a gossip-based manner. We assume that a k-component
mixture has already been learned by the gossip-based EM algorithm above,
and therefore all nodes know the same set of parameters πs, ms, and Cs, for
s = 1, . . . , k, that fully characterize pk(x). Hence each node i can evaluate for
instance pk(xi) directly, but not pk(xj) for j �= i.

1. First all data points should be partitioned to sets As according to their
‘nearest’ component in terms of posterior. For each node i we can directly
evaluate argmaxs p(s|xi), so each i knows in which set As it belongs, but it
does not know the assignment of a node j �= i.

2. Each node i ∈ As creates a local cache which initially contains only i, and
which eventually will contain all nodes j ∈ As (a subnetwork). To achieve
this, each node i contacts random nodes from 1, . . . , n until it finds a node
j ∈ As (note that node j knows whether it is in As). The probability of
locating such a node j within ρ steps by sampling uniformly at random from
all n nodes is approximately 1 − (1 − πs)ρ, from which we can bound the
number of steps needed so that all nodes know with high probability at least
one more node in their partition sets. When all nodes have two entries in
their local caches, each node i runs a protocol in which it repeatedly (for a
fixed number of steps) contacts a node j uniformly at random from i’s local
cache and merges j’s local cache with its cache. The result is a local cache
for each node i ∈ As that contains (almost) all nodes j ∈ As.
(a) After a subnetwork has been formed for every component s, and each

node i ∈ As knows almost all other nodes j ∈ As, selecting two random
points xs,x

′
s from As corresponds to selecting two random nodes from

each subnetwork. For this, each node i ∈ As chooses two random num-
bers in (0, 1), and it repeatedly runs the following protocol (the number
of steps can be easily bounded):
– Select a node j from i’s cache.
– Both nodes i and j compute and maintain the max and the

min of their numbers, together with the corresponding maximiz-
ing/minimizing x-points (which are also propagated by the same
protocol).

At the end of this protocol (which has super-exponential convergence),
all nodes in As know the (same) two points xs ∈ As and x′

s ∈ As.
(b) Each node i ∈ As computes its Euclidean distance to both xs and x′

s,
so it knows in which corresponding subset it belongs, and it sets a bit
bi ∈ {0, 1} accordingly.
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(c) A candidate vector [af , θf ], with θf = [mf ,Cf ], is implicitly created by
setting qi(f) = bi (or qi(f) = b̄i for the other subset), for each node i in
the initialization of the partial EM (see next step).

(d) Compute a good [af , θf ] with gossip-based partial EM steps. Each node i
maintains a local estimate [aif , θif ] of [af , θf ] and executes the following
protocol:
i. Initialization. Set qi(f) = bi.
ii. M-step. Initialize i’s local estimates by aif = qi(f), mif = xi,

C̃if = xix
�
i . Then, for a fixed number of cycles, contact node j from

i’s cache, and update both i and j local estimates by:

a′
if = a′

jf =
aif + ajf

2
, (19)

m′
if = m′

jf =
aifmif + ajfmjf

aif + ajf
, (20)

C̃′
if = C̃′

jf =
aif C̃if + ajf C̃jf

aif + ajf
. (21)

iii. E-step. Using the M-step estimates aif , mif , and Cif = C̃if −
mifm�

if , compute the posterior

qi(s) =
aiff(xi; θif )

(1− aif )pk(xi) + aiff(xi; θif )
. (22)

Note that node i can compute the quantity pk(xi), as we explained
above.

iv. Loop. Go to step ii, unless a stopping criterion is satisfied.
3. Note that, contrary to the centralized greedy algorithm of Section 3, here all

mk candidate components can be updated in parallel. That is, steps (a)–(d)
above can be replicated m times using the same gossip-based protocols. After
steps 1 and 2 above, each node i ∈ As knows all m candidate candidates
that have been generated and EM-updated from points in As. The remaining
task is to have all nodes agree which candidate to add to pk(x). Evaluating
Lk+1 from (9) for all of them would be expensive, as it would require that all
nodes exchange all mk candidates. For practical purposes, one can consider
an approximation of Lk+1 =

∑n
i=1 log[(1− af )pk(xi)+ aff(xi; θf )] in which

the contribution of a new component fs to Lk+1 is zero for data points
outside As. This gives:

L̃k+1 =
∑
i∈As

log[(1− af )pk(xi) + aff(xi; θf )]

+
∑
i/∈As

log[(1 − af )pk(xi)]

= Lk + n log(1 − af) +
∑
i∈As

log
( aff(xi; θf)

(1− af )pk(xi)
+ 1
)
. (23)
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Note that the term Lk is independent of [af , θf ], while the third term is a
sum that involves only points from each local subset As. Hence the latter can
be efficiently computed with the gossip-based averaging protocol of Section 4
where each node i contacts only nodes j from its local cache. The quantity
L̃k+1 is evaluated by each node i ∈ As for all m candidates fs, and the
best candidate is kept. Then all nodes run the max-propagation protocol of
step 2(a) above, in order to compute the component with the highest L̃k+1
among all mk components. Note that the complexity of the above operations
is O(log n) as implied by Theorem 1, as compared to the O(n) complexity
of the centralized greedy EM of Section 3.

6 Results

In Fig. 1(left) we demonstrate the performance of the gossip-based averaging
protocol as described in [11], for typical averaging tasks involving zero-mean
unit-variance data. We plot the variance reduction rate (mean and one standard
deviation for 50 runs) as a function of the number of cycles, for n = 105.

We also ran a preliminary set of experiments comparing the performance
of the proposed greedy gossip-based mixture learning algorithm with the algo-
rithm of [9]. We used synthetic datasets consisting of 104 points drawn from
Gaussian mixtures in which we varied the number of components (5, 10), the
dimensionality (1, 2, 5), and the degree of separation c of the components
(from 1 to 8; separation c means that for each i and j holds ||mi − mj || ≥
c
√

max{trace(Ci), trace(Cj)} [18]). The results are summarized in Table 1 where
we see that the two methods are virtually identical in terms of log-likelihood of
a test set. The gossip-based algorithm however is much faster than the central-
ized one, as we explained above. A typical run for a mixture of 6 components in
shown in Fig. 1(right).
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Fig. 1. (Left) Variance reduction rate of gossip-based averaging for n = 105 data.
(Right) A typical run of the proposed greedy gossip-based algorithm for a 6-component
mixture with 104 points.
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Table 1. Proposed algorithm vs. centralized greedy mixture learning, for various mix-
ture configurations

Components Dimension Separation Proposed algorithm Greedy EM

5 1 3 -3.3280 -3.3280

5 1 8 -3.4294 -3.4294

10 1 3 -3.9905 -3.9905

10 1 8 -3.9374 -3.9374

5 2 1 -5.0590 -5.0494

5 2 4 -5.3331 -5.3322

10 2 1 -5.7179 -5.7132

10 2 4 -5.8104 -5.8080

5 5 1 -10.1581 -10.1367

5 5 4 -10.4246 -10.3940

10 5 1 -10.8107 -10.7939

10 5 4 -11.2110 -11.1913

7 Conclusions

We proposed a decentralized implementation of greedy Gaussian mixture learn-
ing using gossip-based protocols. The proposed algorithm applies in cases where
a (large) set of data are distributed over the nodes of a network, and where
point-to-point communication between two nodes is available. Compared to the
gossip-based EM algorithm of [11], the current algorithm does not require (ran-
dom) initialization of the mixture, but it grows the mixture sequentially by
adding components one after the other. Compared to the algorithm of [9] the
algorithm is exponentially faster for data that are already distributed over a
network, without compromising solution quality.
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ing. In: Proc. 41th IEEE Symp. on Foundations of Computer Science, Redondo
Beach, CA (2000)

14. Kempe, D., Dobra, A., Gehrke, J.: Gossip-based computation of aggregate informa-
tion. In: Proc. 44th IEEE Symp. on Foundations of Computer Science, Cambridge,
MA (2003)

15. Boyd, S., Ghosh, A., Prabhakar, B., Shah, D.: Gossip algorithms: Design, analysis
and applications. In: Proc. IEEE Infocom, Miami, FL (2005)

16. Forman, G., Zhang, B.: Distributed data clustering can be efficient and exact.
ACM SIGKDD Explorations 2(2) (2000) 34–38

17. Nowak, R.D.: Distributed EM algorithms for density estimation and clustering in
sensor networks. IEEE Trans. on Signal Processing 51(8) (2003) 2245–2253

18. Dasgupta, S.: Learning mixtures of Gaussians. In: Proc. IEEE Symp. on Founda-
tions of Computer Science, New York (1999)



P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 360 – 370, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

A Knowledge Management Architecture  
for 3D Shapes and Applications 

Marios Pitikakis1,2, Catherine Houstis1,2, George Vasilakis1,2, 
and Manolis Vavalis2 

1 University of Thessaly, Department of Computer and Communications Engineering, 
37 Glavani Str, 38221 Volos, Greece 

2 Center for Resaerch and Technology Hellas, Informatics and Telematics Institute, 
1st Km Thermi-Panorama Road, 57001 Thermi-Thessaloniki, Greece 

{pitikak, houstis, vasilak, mav}@iti.gr 

Abstract. In this paper, we present a knowledge-based approach to 3D shape 
management and service composition, exploiting and extending Web Services 
and Semantic Web technologies. Semantic Web technology fosters semantic in-
teroperability, while Web Services technology is utilized to construct loosely 
coupled components, which, combined with workflow technology enrich the 
processing capabilities needed for e-Science and e-Engineering. We propose an 
open system architecture for the formalization, processing and sharing of shape 
knowledge in order to efficiently support key activities: from shape creation, re-
trieval, post-processing and composition, to the categorization and transparent 
invocation of algorithms, to the automated construction and execution of com-
plex process flows, to capturing metadata for accurate searching of shape and 
algorithmic resources. Two representative scenarios have been chosen, 3D 
shape geometry processing and 3D product development, which will demon-
strate the potential of the platform in terms of establishing novel, knowledge-
based and semantically enriched solutions dealing with the automation of the 
knowledge lifecycle. 

1   Introduction 

Knowledge Management (KM) has been instrumental in shifting the focus of atten-
tion to the subtle nature and value of knowledge in collaborative business and work-
ing environments. The importance of Web Services has been recognized and widely 
accepted by industry and academic research. The Web is now evolving into a distrib-
uted device of computation from a collection of information and computational re-
sources. Furthermore, the need for composing existing Web Services into more com-
plex services is also increasing. The next generation of the Web promises to deliver 
semantically enriched Web Services by annotating them with large amounts of se-
mantic metadata glue, so that they can be utilized by software entities like application 
agents or other services with minimal or no human intervention at all. 

Current Web Service technologies do not deal with the definition of the meaning of 
services, since they provide only syntactic-level descriptions of their functionalities, 
making it difficult for requesters and providers to interpret or represent non-trivial 
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statements such as the meaning of inputs and outputs or applicable constraints. In 
many cases, Web services offer little more than a formally defined invocation inter-
face, with some human oriented metadata that describes what the service does, and 
which organization developed it. 

Several initiatives are taking place in industry and academia (e.g. SWWS [1], 
WSMF [2], WSMX [3], [4], the Integrated Project DIP [5] and SWSI [6]), which are 
investigating solutions for the main issues regarding the infrastructure for Semantic 
Web Services. Although there are various Semantic Web Services technologies pro-
posed, no widely accepted service representation and deployment standard exists. 
Furthermore, these approaches are mainly business-oriented, focusing on a set of e-
commerce requirements for Web Services including trust and security. 

Some choreography and orchestration languages have been proposed to workflow 
and service composition requirements, such as WSFL [7], XLANG [8] and 
BPEL4WS [9], which are currently being evaluated by various industry standardiza-
tion bodies. However, such initiatives generally focus on representing service compo-
sitions where the flow of the process and the bindings between the services are known 
a priori. The lack of machine readable semantics necessitates human intervention for 
automated service discovery and composition within open systems and pre-defined 
service sequencing and binding is not sufficient, thus obstructing their usage in com-
plex scientific computing contexts. 

Applications dealing with shapes and shape processing workflows usually involve 
very complicated steps, ranging from time consuming numerical computations to the 
gathering of the necessary resources and/or acquiring the knowledge to perform a 
specific step. Resources, either shape models or tools, may also come from different 
organizations and most probably with minimal documentation or described with dif-
ferent terminology. There is a number of issues that, if properly addressed, could 
significantly optimize such applications: (a) to have an up-to-date overview of the 
already existing resources, i.e. what has already been done in terms of models, tools, 
benchmarks, process knowledge, previous product development phases, etc.; (b) to be 
able to access and share in a simple way the available resources without the need of 
re-implementing code; (c) to be able to provide task oriented interfaces to users (de-
fining tasks to be performed instead of traditional querying for information) through 
reasoning on process knowledge; (d) to be able to annotate the available resources and 
to transfer all or a relevant subset of information throughout the process and the vari-
ous models it incorporates. 

The industry and academic worlds have both proposed solutions that progress 
along different dimensions regarding Semantic Web Services. Academic research has 
been mostly concerned with expressiveness of service descriptions, while industry has 
focused on modularization of service layers, mostly for usability in the short term [10] 

Our work intends to merge both streams of progress – expressiveness of service 
descriptions and modularization of service layers –, with the goal of fostering the next 
generation of semantically-enabled systems and services. Our aim is to define a meth-
odology for capturing invaluable expert knowledge, implicitly contained in scientific 
processes, that is mostly undocumented, and therefore hard to be reused or automated. 
e-Science activities involve constructing complex processing chains to realize series 
of computations by sharing and reusing distributed and geographically dispersed 
resources. Similarly, e-Engineering requires the (semi-) automatic construction of 
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processing pipelines to generate the different product model representations that in 
turn are used to implement downstream digital mock-ups. In the service oriented 
computing paradigm, this involves discovering relevant, compatible and available 
services and composing them into workflows. 

In this paper, a knowledge-based approach to service composition and management 
is proposed, based on the combination of Web Services and Semantic Web technologies 
for constructing semantically enriched, coarse-grained components that can be inte-
grated to form an e-Science and e-Engineering environment for collaborating services. 
This will provide the unifying infrastructure that is necessary for building, through 
workflows, more complex, yet more flexible, services, that are self describing, and can 
be used in diverse, potentially heterogeneous, application environments. 

The rest of the paper is structured as follows. In section 2 we start by giving an 
overview of our approach and a proposed system architecture. In section 3 and 4 we 
describe key aspects of the envisioned platform. Finally, in section 5 we present two 
representative scenarios and in section 6 we conclude by discussing the potential 
impact to the industry and research sectors. 

2   Semantically Enriched Web Services 

Current Web Service technologies provide a set of “industry-standards” (e.g. UDDI 
[11], WSDL [12] and SOAP [13]). None of these standards deals with the definition 
of the meaning of services, since they provide only syntactic-level descriptions of 
their functionalities (no formal definition of what the syntactic definitions might 
mean), making it difficult for requesters and providers to interpret or represent non-
trivial statements such as the meaning of inputs and outputs or applicable constraints. 
This limitation may be relaxed by providing a rich set of semantic annotations that 
augment the service description. In many cases, Web Services offer little more than a 
formally defined invocation interface, with some human oriented metadata that de-
scribe what the service does, and which organization developed it. Furthermore, these 
protocols do not address the need to coordinate the sequencing and execution of ser-
vices as part of some larger information processing tasks. 

We envisage to provide Web Services which support the user-centered processes of 
navigation, browsing and searching for shape processing resources. Our goal is to 
support e-Engineering and e-Science applications focused on the knowledge lifecycle 
of shapes, such as distributed scientific simulations, geometrical processing etc. The 
key features of the system are (a) formalization of domain knowledge through ontolo-
gies, starting from the basic building blocks (tools, applications, data sets), that will 
allow a shared understanding of the domain and will make explicit descriptions of 
generic functionalities; (b) grouping of basic functional elements in order to imple-
ment application-specific functionality, which is addressed by the development of 
workflow management mechanisms; (c) incorporation of semantics into service de-
scriptions and on-the-fly service composition through the use of loosely coupled, 
reusable software components; (d) knowledge discovery tools to help users assemble 
relevant knowledge for effective decision-making and semantically enriched utility 
services, to improve their capability to perceive and utilize system knowledge. Also, 
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Fig. 1. Semantically enriched Web Services as a collaborative e-Science and e-Engineering 
environment 

create new tools to help the users discover and assemble services into processes for 
easier and better quality of workflow executions given the increasing number and 
complexity of Web Services; (e) definition of Semantic Web Services through a 
higher-level service ontology. 

The knowledge management platform will constitute a common semantic-based 
information avenue where industry and academia meet to address their shape 
processing needs. The knowledge-based approach that we propose makes extensive 
use of domain knowledge and combines Web Services and Semantic Web technolo-
gies (see Fig. 1). 

Furthermore, it addresses two types of integration: vertical and horizontal integra-
tion. Vertical integration refers to the specification of the dynamic process of bringing 
together a set of functional elements, at runtime, in order to implement application-
specific functionality. The aim is to provide a well-known functionality as a turn-key 
solution, thus, focusing on tuning the various parts of the system in order to fulfill the 
needs of the application in the best possible way. 

On the other hand, horizontal integration is about classifying the passive function-
ality at a semantic level, at design-time, which could be useful for implementing a 
wide range of applications and/or intermediate system elements. In our case, the focus 
is on packaging this functionality in components that are well-documented and also 
easily accessible to third parties that may be interested in them. 

The vast majority of shape related applications or processes to date are largely ver-
tically integrated, and without any documentation about their “internal” structure. 
However, there is little or no horizontal integration. Most applications are built in a 
custom way, using specially built data processing and information integration ele-
ments, some times even special sensor and computational infrastructure. What is 
probably worse, custom stand-alone development is perpetuated since little or no 
effort goes into making the individual functional components universally accessible 
and reusable. 
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Admittedly, horizontal integration is a hard problem. It requires considerable ex-
perience to single out what is generally useful from a large collection of functional 
elements that may be available (or possible to implement). The context of design and 
engineering adds even more complexity to this category of integration because it 
faces the difficulties related to shape processing as well as processing the semantics 
attached to them. Having said that, this is no reason not to target better solutions, and 
aggressively focusing on the specific stages of the product development process is a 
first step to address this very high complexity. We believe that investing effort in 
achieving horizontal integration will yield substantial benefits. 

3   Proposed Architectural Design 

Our approach will be based on the semantic service descriptions, i.e. the conceptual 
links between services and their properties. For example, in the domain of Geometry 
Processing of 3D shapes, there are many different methods/algorithms and implemen-
tations, each of which is tailored to a specific type of problem. In such an algorithm, 
even a single method could have different configurations of control parameters that 
may produce very different results. In the area of design and engineering, geometry 
processing of 3D shapes is combined with complementary semantics attached to them 
(material, technological data, boundary conditions etc), which further increase the 
diversity of methods/algorithms and implementations used. Knowledge about the 
most appropriate method to choose in a particular situation as well as the best possible 
configuration parameters is an important feature that constitutes expert-knowledge 
and a vital ingredient of problem-solving success. Any system concerned with the 
appropriate selection of these methods, therefore, requires access to a detailed repre-
sentation of the knowledge contingencies relating to problem characteristics with the 
appropriate selection and configuration of available methods.  

Our knowledge-based system for service composition will have the advantage of 
providing specific advice at multiple levels of granularity during the service composi-
tion process. At the highest level, the system can help determine what kind of service 
is required that includes problem-solving goals and procedural knowledge. Once all 
the services that can fulfill the required function are discovered, the system can rec-
ommend an appropriate service, taking into account both problem characteristics and 
performance considerations. More specialized, in-depth advice can also be given, for 
example, on how to initialize and configure the control parameters of a service. Such 
knowledge is usually only available from experienced users or domain experts. 

The notion of a workflow, defined as a partially ordered sequence of tasks or ac-
tivities, will be used to describe the computational aspect of shape processing scenar-
ios. Taking into account current workflow technology, a framework for the execution 
of workflows within Semantic Web Services will be implemented. It will be com-
prised of a description language for the specification of the services, a mechanism to 
publish and discover the services, and a Web Service container to handle the execu-
tion of services and the interaction with the web server. The description language will 
be an extension to OWL-S [14], while the discovery and publication mechanism will 
utilize the ontology structure. 
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Intuitive user interfaces will be built for transparently accessing the information in 
the system and efficiently managing the available tools and services. They will form 
the top access layer of the system, providing a way to interact with the multi-faceted 
ontology structures and the associated metadata, amplifying the user’s perspective in 
the search for appropriate information, the refinement of search criteria, the composi-
tion of services and service workflows, etc. 

Our objective is to build an open system architecture for formalizing, processing 
and sharing knowledge about digital shapes and applications, supporting the concep-
tual search and retrieval of shape content, as well as the definition and execution of 
Semantic Web Services for 3D shape processing. The backbone of the platform is 
formed by the knowledge management system and the computational system. A pos-
sible architecture is shown in Fig. 2. 

 

Fig. 2. Overview of the proposed architecture 

4   Knowledge Management 

Ontologies will be used as a vehicle for representing knowledge and augmenting the 
various stages of shape processing scenarios with semantics, thus, facilitating knowl-
edge sharing and re-use. This will enable semantic searching for shape resources, as 
well as providing semantic interoperability between different shape programs and 
tools. Capturing the concepts involved in shape processing and formally representing 
them with ontologies will also allow for a coarse-grained specification of the compo-
nents and/or steps involved, thus making the infrastructure more manageable and 
more flexible. 

The OWL-S language, which has enough expressive power and is well established 
in the research community, will be used for the description of Semantic Web Ser-
vices. OWL-S provides an upper ontology for describing not only the input and out-
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put but also the properties and capabilities of Web Services. The main contribution of 
the OWL-S is its service ontology, which builds on the Semantic Web stack of stan-
dards. 

A service ontology will be designed that will utilize lower level knowledge cap-
tured in the application ontologies, and provide a higher level ontology and metadata 
framework for the composition of Semantic Web Services. The engineering of the 
service ontology will follow a combination of the OntoKnowledge [11] and Onto-
Clean [12] methodologies, and will form a semantic layer on top of the application 
layers defined in the scenarios. The OntoClean methodology is one of the most ad-
vanced methodologies in creating foundational and higher-level ontologies while 
OntoKnowledge is probably the most established general methodology for building 
ontologies. This will help in making the service ontology a reusable, fairly discipline-
independent resource. 

The service ontology will constitute the core semantic information that will be ex-
ploited in service composition and automated service discovery. Its size will therefore 
be kept relatively small in order to be as manageable and flexible as possible. 

Part of ontology evolution is ontology maintenance. When the size of the ontology 
is increasing, the task of storing, maintaining and re-organizing it to secure successful 
re-use is challenging. While an ontology evolves it will need restructuring, aligning 
and other maintenance tasks. Furthermore, the instances of an evolved ontology must 
be reorganized and transferred into a valid structure. For this purpose a change man-
agement methodology and corresponding administrative tools will be defined in order 
to prevent invalidation of the ontology and to facilitate an automated migration and 
adaptation of respective metadata reference descriptions. 

Tools for efficient knowledge management will also be developed. Our efforts will 
specifically concentrate on the development of software tools for ontology support, 
adhering to existing standards implementations. These include tools for: creating, 
editing, parsing and validating, loading, browsing and visualizing ontologies and 
metadata descriptions. Furthermore, a unified web interface to these tools will be 
provided, in order to, along with the knowledge discovery mechanisms, provide a 
single point of access to ontology management operations. 

5   e-Engineering and e-Science Scenarios 

For demonstrating the potential of the proposed approach, two specific application 
domains will be used that involve complex flows of operations. The implementation 
of these e-Engineering and e-Science workflows will show how existing code can be 
easily re-used (syntactic interoperability) and shared (semantic interoperability). 

5.1   e-Engineering Scenarios 

When computer support systems started being used for the different stages of the 
digital shape life cycle, the standardization focused on specific steps and not on the 
entire process of computer assisted solutions. The result was an information flow with 
much need for domain expert intervention. Like in other major industries, aeronautic 
products development are supported by numerical tools like Digital Mock-Ups 
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(DMUs) based on Computer Aided Design (CAD) models, physical simulation mod-
els (such as Finite Element models) and Virtual Reality (VR) applications, for the 
construction, capitalization, simulation, evaluation and visualization of alternative 
design proposals. 

A typical design process is marked by several milestones separating the principal 
stages of the process. Each stage corresponds to a particular type of DMU, adapted to 
the information available at that stage of the process. In this context, during all the 
design steps (from specification steps to usage steps) geometric models are considered 
a priori to be “sharable” objects, and geometric model processing is defined as a 
“shared” requirement among all the users of geometric models. In fact, various appli-
cations (assembly simulation, physical simulation etc) are committed in processes 
where geometrical data are required as a part of a “geometrical reference model” 
(which is often the most detailed CAD model existing at the current step of the pro-
ject) and the shape of a component often needs to be modified through tedious geo-
metric operations, to fit the requirements of the corresponding application. 

Each user involved in the design process has experience in the tools and processes 
to access, use and modify the shape of a component. These processes are not shared at 
all, or not shared enough, to create a real integration of shape models as specific 
views of the product. 

A better understanding of these needs and a formalization of knowledge, semantic 
information, tools and processes corresponds to a step forward for subsequent indus-
trial applications. The open system architecture envisaged will formalize, process and 
share knowledge related to shape models, and is well suited to answer the difficulties 
and end-user needs. 

5.2   e-Science Scenarios 

In the last few years, digital shape research relies on huge software packages, each of 
them developed by research teams over time periods greater than ten years. Therefore 
it becomes crucially important to share a formal conceptualization of the domain and, 
on the practical side, to allow the sharing of software packages and the reuse of the 
huge amount of work it represents. The main building blocks of knowledge in this 
domain are tools (i.e., pieces of code), applications (e.g., sets of functionalities man-
aged through a graphic user interface) and data sets (i.e., digital shape models). Fur-
ther elaboration on these basic elements leads to workflows, benchmarking and statis-
tics of use. 

However, the scientific community of actors (i.e. researchers, teachers, students 
etc) does not share the geographic location of the laboratories, the specific expertise, 
the algorithmic tools to solve similar problems or, when they share the algorithms, 
they frequently use different implementations. Moreover they are not used to work 
together (i.e. use the same programs or models) on a regular basis and the terminol-
ogy they rely on is sometimes not precisely defined and agreed upon. 

The first scenario concerns geometry processing and has to do with the implemen-
tation of workflows for benchmarking algorithms, which is a typical and important 
activity involved in the development of any new tool. For example, in a shape-
retrieval application context, benchmarking algorithms means to execute the algo-
rithms on different datasets of shape models, in order to highlight advantages and 
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drawbacks of the approach. For obtaining reasonable results, data sets should contain 
a high number of models, sometimes several thousands. The process is therefore very 
long and collecting all the results takes a lot of time. The results of the experiments 
are usually represented as distance matrices or precision-recall diagrams, which need 
specific tools for their visualization. The interpretation of the experiments is left to the 
readers and there is no automatic way to document the benchmark suite with shape-
specific data (e.g., the presence of form features and how they influence the results) or 
with algorithm-specific data (e.g., the setting of some parameters). The aim of this 
scenario is to develop a scientific tool, able to keep track of the experiments results, to 
visualize them and to share the results. 

The second scenario that will be addressed concerns shape matching, which is cur-
rently a very active research field. Assessing the similarity among shapes is a highly 
complex task, which requires knowledge about the context, the types of shapes, their 
representation and their semantics. Different methods can be used, either based on 
point-wise measures, or based on structural similarities, or based on functional re-
quirements of the shapes. The choice of one method over another depends on the 
application context of the similarity results, and the workflow will guide the user 
through the different choices according to the requirements and knowledge available. 

6   Conclusion and Impact to Industry and Research 

There is a great challenge in tackling knowledge related to 3D content and associated 
processing workflows. Information encoded in media representing shapes (e.g., im-
ages, videos or 3D models) is implicit, based on data formats that have no relation 
with data interpretation and offer no grasp to their direct access and easy understand-
ing. In contrast, through semantics, this information can be captured and be made 
explicit and closer to natural language. It can then be used as a key to access the un-
derlying knowledge. 

While there has been quite an effort in the recent past on handling and extracting 
semantics out of images or videos, only initial steps on taking forward the processing 
of fully-3D digital content have been made. Product design is the best example of an 
application domain which requires different representation for shapes at the different 
stages of the design pipeline. 

Academic research in geometry processing is being gradually slowed down by the 
need to master or integrate many different theoretical and technological aspects. Ge-
ometry processing relies on huge software packages, each of them developed by re-
search teams over time periods greater than ten years. It is of paramount importance 
to enable the sharing and the combination of these software packages and the reuse of 
the huge amount of work they embody. 

Similarly, the product development process involves several steps from the design 
office, where the shape of components and subsystems are defined, to the so-called 
downstream engineering stages where these shapes need to suit the requirements of 
analysis models for design review, simulation of product behavior, ergonomics as-
sessment, marketing presentations etc. This leads to the concept of downstream digital 
mock-ups requiring the (semi-) automatic construction of workflows to generate them 
for the previously listed stages of the product development process. 
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Current approaches in design and engineering are based either on human assess-
ment, which is slow, expensive and does not ensure completeness, or on cheap semi-
automatic methods with limited precision and characteristic misinterpretations. 

The necessity for human intervention results in poor communication of expert 
knowledge, traditionally being passed on from domain expert to domain expert, and 
forfeits the potential for sharing and re-use of this knowledge in a much more effi-
cient way. The problem stems from the fact that currently expert knowledge is im-
plicit, existing only inside the domain experts’ minds; and far worse, it is typically 
lost once they leave the workplace. Until today, most of the semantic information 
needed for such intervention has not been formally described and captured; it simply 
constitutes knowledge of the domain experts. 

Capturing and formally representing expert knowledge will make it machine acces-
sible and processable resulting in automating the process and improving efficiency 
and manageability. It will also make possible the automation of consistency checking 
resulting in more reliable software. Furthermore, it will allow for more cost-effective 
solutions for complex design and engineering processes, thus, achieving higher levels 
of productivity. 

The proposed platform addresses these issues by dealing with expert knowledge and 
tools in the product development process, using Semantic Web Services to represent the 
different stages. These services can in turn be chained to form corresponding work-
flows. Creating a platform that integrates, combines, adapts, and enhances existing tools 
with semantic information to assist in efficient discovery and interoperability. 

The architecture presented in this paper offers the potential to move beyond current 
approaches, applying Knowledge Management best practices into the knowledge 
lifecycle of digital shapes and coupling them with other major IT advances.The lever-
aging, integration and application of Knowledge Management technologies on a large 
scale is a critical missing factor in Product Design and Engineering and offers a new 
cost-effective paradigm. 
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Abstract. In this paper we use Fuzzy Cognitive Maps (FCMs), a well-
established Artificial Intelligence technique that incorporates ideas from 
Artificial Neural Networks and Fuzzy Logic, to create a dynamic model of 
Turkey’s course towards its integration into the European Union, after the 
decision of December 18, 2004, according to which in October 3, 2005, Turkey 
will start negotiating its access to the European Union.  FCMs create models as 
collections of concepts and the various causal relations that exist between these 
concepts. The decision capabilities of the FCM structure are examined and 
presented using a model developed based on the beliefs of a domain expert in 
the political situation in Turkey & European Union.  The model is examined 
both statically using graph theory techniques and dynamically through 
simulations.  Scenarios are introduced and predictions are made by viewing 
dynamically the consequences of the corresponding actions. 

1   Introduction to Fuzzy Cognitive Maps  

Decision Support Systems are defined as “interactive computer-based systems, which 
help decision makers utilize data and models to solve unstructured problems” [1]. 
Unstructured problems are defined as “fuzzy, complex problems for which there are 
no cut-and-dried solutions” [2].  In International Relations theory, negotiations and 
crisis management [3] are consider unstructured or semistructured areas where 
Decision Support Systems can assist by providing new potentials to the decision 
making process.  

Cognitive Map (CM) models were introduced by Axelrod in the late 1970s and 
were widely used for Political Analysis and Decision Making in International 
Relations [4]. The structural and decision potentials of such models were studied and 
the explanation and prediction capabilities were identified [4], [5].  The introduction 
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of Fuzzy Logic gave new representing capabilities to CMs and led to the development 
of Fuzzy Cognitive Maps (FCM) by Kosko in the late 1980s [6], [7].   

FCMs models are created as collections of concepts and the various causal 
relationships that exist between these concepts.  The concepts are represented by 
nodes and the causal relationships by directed arcs between the nodes.  Each arc is 
accompanied by a weight that defines the degree of the causal relation between the 
two nodes.  The sign of the weight determines the positive or negative causal relation 
between the two concepts-nodes.  

Certainty Neuron Fuzzy Cognitive Maps (CNFCMs) were introduced in 1997 [8], 
giving additional fuzzification to the FCM structure. CNFCMs allow the activation of 
each concept’s activation to be a number from the whole interval [-1,1] (or, as in our 
case, in the interval [0,1]) allowing the representation of both the sign of the 
activation and its degree, while on the contrary, FCM allows each concept to have a 
binary value (-1 or 1), representing a negative or a positive activation and not the 
degree of the activation.  Furthermore in CNFCM, the aggregation of the influences 
that each concept receives from other concepts is handled by function Mf () that was 

used in MYCIN Expert System [9], [10] for certainty factors’ handling.  The 
dynamical behavior and the characteristics of this function are studied in [11].  The 
artificial neurons that use this function as their threshold function are defined as 
Certainty Neurons [12].   

2   Development of FCM Model for the Case of Turkey’s  
     Integration into European Union  

The reliability of an FCM model depends on whether its construction method follows 
rules that ensure its reliability.  Since the model is created by the personal opinions 
and points of view of the expert(s) on the specific topic, the reliability of the model is 
heavily depended on the level of expertise of the domain expert(s).  There are two 
main methods for the construction of FCMs : 

a) The Documentary Coding method [13], which involves the systematic encoding of 
documents that present the assertions of a specific person for the specific topic. 

b) The Questionnaire method [14], [15], which involves interviews and filling in of 
questionnaires by domain experts. 

In our case we used the second method, discussing, interviewing, analysing and 
also supplying with questionnaires a domain expert.  The domain expert (a faculty 
member of the Department of International & European, Economic & Political 
Studies of the University of Macedonia) provided the international context, the actors 
and factors, the possible alternative scenarios, as well as the analysis of the findings. 

2.1   The Case of Turkey’s Integration into the European Union: Important  
        Actors/Concepts 

After the European Union’s European Council at Helsinki, the speed of Turkey’s 
course towards its integration into the Union has been increased.  This course led to 
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the decision of December 18, 2004, according to which in October 3, 2005, Turkey 
will start negotiating its access to the EU. This was not an easy decision to make and, 
yet, it is just the beginning of another road for Turkey and definitely not the end, as 
provided by the decision itself. The decision was not easy to make given the large 
variety of the EU’s member states interests, the opposition by large parts of their 
public opinion, the moderate progress of Turkey in fulfilling the EU’s enlargement 
criteria and the consistent support of Turkey from the United States government.  And 
the decision to start negotiations is not the end, because the final integration of Turkey 
depends on a large variety of factors and actors. 

Through extensive interviews with the domain expert, the actors involved and 
considered important for the case, were identified as the following: The United States 
of America, The European Union, Greece, Cyprus, The European Union public 
opinion, The Turkish Government, The Turkish Armed Forces, The Turkish public 
opinion. 

It is a common place that the European future of Turkey depends not only on the 
willingness or the wishes of the various actors, but to a great extent from the 
fulfillment of the EU criteria.  Fulfilling the criteria will be translated, perceived and 
advertised as a positive course for all those who more or less sincerely support 
Turkey’s European drive; the opposite will happen for those opposing Turkey’s entry 
into the Union. As indicators of a Turkish successful drive, the domain expert 
suggested five areas: Economy, Human Rights, The Turkish Armed Forces, The 
Greek – Turkish Relations, The Cyprus invasion problem.  

According the above, the list of the concepts that were identified as playing 
important role in our case and should appear in the FCM model, are the following:  

Concept 1. USA Position  
Concept 2. European Union Position  
Concept 3. Greek Position  
Concept 4. Cypriot Position  
Concept 5. European Public Opinion 
Concept 6. Turkish Government Position 
Concept 7. Turkish Army Position 
Concept 8. Turkish Public Opinion 
Concept 9. Improvement of Turkish 

Economy 

Concept 10. Improvement of Human Rights 
in Turkey 

Concept 11. Improvement of the 
Democratic Role of Turkish 
Army 

Concept 12. Improvement to Greek - 
Turkish Relations 

Concept 13. Improvement to Cypriot - 
Turkish Relations 

2.2   Identification of Causal Relations Between Actors/Concepts 

A number of questionnaires were presented to the domain expert, in order to define 
the causal relationships that exist between the identified concepts of the case.  
Moreover, in these relationships, the degree to which a concept influences each other 
concept was extracted.  The format of the questionnaire is given in figure 1. The 
expert had to fill in with + or – whether he believed that there is a positive or negative 
causal relationship between the concepts. The degree of these causal relationships was 
captured by allowing the expert to fill in the sign in one of the fields “Very Big”, 
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What is influence of the 
USA position on this case, 
will influence and to what 
degree to the following 

Very Big Big Moderate Small Very 
Small 

No 

The European Union 
Position 

           

European Public Opinion 
Position 

           

Turkish Army Position             
……            
Numerical weights 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 

Fig. 1. Part of questionnaire concerning the case of Turkey’s Integration into European Union 

 

Fig. 2. FCM model  for the case of Turkey’s Integration into European Union 

“Big”, “Moderate”, “Small”, “Very Small”.  These linguistic values could be 
transformed into numerical weights by assigning weights from the interval [0,1] 
according to the way that is shown in figure 1.  To justify his opinion, additional 
questionnaires were presented to the expert.  

After studying the questionnaires and taking the weights identified by expert, the 
model presented in figure 2 was developed.  In figure 2, only the signs of the arcs-
causal relationships are shown.  The weights of the arcs are given in Appendix A.   
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3   Static Analysis 

The static analysis of the model is based on studying the characteristics of the 
weighted directed graph that represent the model, using graph theory techniques. The 
first way to examine statically the model’s graph is by calculating its density [5].  The 
density d is defined as  

)1( −
=

nn

m
d  

where m is the number of arcs in the model and n is the number of concepts of the 
model.  Product n(n-1) is equal to the maximum number of arcs that a graph of n 
nodes can  have.  Density gives an indication of the complexity of the model.  High 
density indicates increased complexity in the model and respectively to the problem 
that the model represents. Typical values of density are in the interval [0.05, 0.3].  
The density of the graph in figure 2 is 69/(13x12) = 0.44 which is extremely high, and 
gives an indication of the great complexity of the problem that it represents. 

Graph Theory provides also the notion of node’s importance [4] that assists the 
static analysis of FCM models.  Node’s importance (or cognitive/conceptual centrality 
as it is called by others [16], [17]) gives an indication of the importance that the 
node/concept have for the model, by measuring the degree to which the node is 
central to the graph.  The importance of a node i is evaluated as 

)()()( ioutiiniimp +=  
where in(i) is the number of incoming arcs of node i and out(i) is the number of 
outcoming arcs of node i.  According to this definition, the importance of the nodes of 
the FCM model for “Turkey’s Integration into European Union” is given in Table 1. 

Table 1. Importance of nodes 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 
In 8 6 6 4 1 8 6 1 4 5 10 4 6 

Out 5 9 7 6 4 5 3 7 6 5 2 5 5 
Imp 13 15 13 10 5 13 9 8 10 10 12 9 11 

It is found that the most central/important concepts were C2: “European Union 
Position”, C1: “USA Position”, C6: “Turkish Government Position” and C3: “Greek 
Position”.  

4   Dynamical Behavior of CNFCM Model 

The model of the case of “Turkey’s Integration into European Union” was simulated 
using the CNFCM technique that was mentioned in section 1.  Various scenarios can 
be imposed, after inserting to the CNFCM simulation program we developed, the 13 
concepts of the model and the causal relationships that exist among these concepts.  
The “what-if” scenarios that were tested were chosen in order to show the decision 
making capabilities of the method presented to the paper.  The scenarios are shown in 
Table 2. 
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Table 2. “What –if” Scenarios 

Scenario Description 
#1 All concepts are free to interact. Activation of  C1: “USA Position” is 

initialized  to +0.7 and C6: “Turkish Government Position” is initialized  
to +0.9 

#2 All concepts are free to interact. Activation of  C1: “USA Position” is 
initialized  to -0.5 and C6: “Turkish Government Position” is initialized  
to -0.5 (moderate negative) 

#3 Activation of C1: “USA Position” is set & kept to -0.4.  All other 
concepts are free to interact. 

#4 Activation of C1: “USA Position” is set & kept to -0.7.  All other 
concepts are free to interact. 

#5 Activation of C3: “Greek Position” is set & kept to -0.8.  All other 
concepts are free to interact. 

4.1   Scenarios with All Concepts to Be Free to Interact 

In the first two scenarios (#1 & #2), all 13 concepts of the model are free to interact. 
In scenario #1, the initial activations of the 13 concepts are those imposed by the 
domain expert, representing the activations of the current state of our case. The 
activation of C1: “USA Position” is initialized to +0.7 and C6: “Turkish Government 
Position” is initialized to +0.9, representing the strong willingness of USA & Turkish 
Government in the course of Turkey’s Integration into European Union. The system is 
set free to evolve dynamically. The dynamical behavior of the model is shown in 
figure 3 where we can see that reaches equilibrium at a fixed point.   

The equilibrium point is interpreted in the following way: The strong willingness 
of the Turkish Government and the USA towards Turkey’s Integration into European 
Union, influences a lot all other concepts of the system, leading gradually to high 
 

 

Fig. 3. Simulation of CNFCM Model of “the case of Turkey’s Integration into European 
Union”. Transition phase to equilibrium for scenario #1. 
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positive activation of all concepts, meaning that the road of Turkey’s Integration into 
European Union is open, according the current political state. 

Applying other scenarios to the system, with the activation of either of C1: “USA 
Position” or C6: “Turkish Government Position” to be initialized to a positive value 
and the other to a negative value, show similar dynamical behaviour (equilibrium to 
high positive values for the concepts).  This means that even if one of these concepts 
(“USA Position” or “Turkish Government Position”) changed to a negative position 
towards the Turkey’s integration into European Union, the other is strong enough, 
together with the other concepts of the model, to lead the first one from a negative 
position to a positive position towards Turkey’s integration into European Union and 
so finally Turkey’s integration will be successful. 

In scenario #2, both concepts “Turkish Government Position” and “USA Position” 
are initialized to a moderate negative value (-0.5 and -0.5).  This means that they both 
do not believe in Turkey’s Integration into European Union.  The dynamical behavior 
of the model for this scenario is shown in figure 4 where we can see that reaches 
equilibrium at a high negative fixed point position.  

This equilibrium point is interpreted in the following way: The negative position of 
the Turkish government and the USA towards Turkey’s integration into the European 
Union, influences crucially all other concepts of the system, leading gradually to high 
negative activation of all concepts.  The position of all factors becomes negative.  It 
can be concluded that in this case, Turkey did not manage to integrate into the EU.  
 

 

 

Fig. 4. Simulation of CNFCM Model of “the case of Turkey’s integration into European 
Union”. Transition phase to equilibrium for scenario #2. 

4.2   Scenarios with Selected Concepts to Be Set Steady to a Level 

In the following two scenarios, concept “USA position” will be set steady to a level 
and will not change even if affected by other concepts (this is the case where USA 
government is strongly determined to follow its own position and not be influenced 
 



378 A.K. Tsadiras and I. Kouskouvelis 

 

Fig. 5. Simulation of CNFCM Model of “the case of Turkey’s Integration into European 
Union”. Transition phase to equilibrium for scenario #3 (USA Position” is set to -0.4). 

by other factors).  In scenario #3 the USA position is moderate negative (-0.4).  The 
initial activations of other concepts are those of scenario #1 (current political position 
according to our domain expert). The dynamical behavior of the model for this 
scenario is shown in figure 5 where we can see that reaches equilibrium at a high 
positive fixed point position.  

The equilibrium point of scenario #3 is interpreted in the following way: The 
moderate negative position USA towards Turkey’s integration into European Union, 
does not influence crucially other concepts of the system.  This leads other concepts 
to carry on their transition towards to a positive activation level.  It can be concluded 
that in this case Turkey manage to integrate into Europe. 

In scenario #4, the USA position is highly negative (-0.7, towards -0.4 of scenario 
#3).  Having the initial activations of other concepts as those of scenario #1 (current 
political position according to our domain expert), the dynamical behavior of the 
model for this scenario is shown in figure 6.   The system reaches equilibrium at a 
high negative fixed point position.Taking into consideration the transition phase of 
this case, as shown in figure 6, the equilibrium point of scenario #4 can interpreted in 
the following way: The highly negative position of the USA towards Turkey’s 
integration into the European Union, leads gradually the Turkish Army Position to 
change from positive to negative.  This, together with the strong negative position of 
the USA, leads also to the change a) first of the position of Turkish Government, and 
then b) of the position of Turkish Public Opinion (both from positive to negative).  
After these, all concepts move towards high negative positions.  It can be concluded 
that in this scenario Turkey does not manage to integrate into the European Union 
(even if its initial will is to integrate into European Union). 

In the final scenario, concept “Greek Position” will be set steady to a level and will 
not change even if affected by other concepts (this is the case where the Greek 
Government is strongly determined to follow its own position no matter the 
influences of other factors).  So, in scenario #5 the Greek Government is strongly 
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Fig. 6. Simulation of CNFCM Model of “the case of Turkey’s integration into the European 
Union”.  Transition phase to equilibrium for scenario #4 (“USA Position” is set to -0.7). 

 

Fig. 7. Simulation of CNFCM Model of “the case of Turkey’s Integration into European 
Union”. Transition phase to equilibrium for scenario #5 (“Greek Government Position” is set  
to -0.8). 

negative towards Turkey’s integration into European Union (its activation set to -0.8), 
without exercising its veto power. The initial activations of other concepts are those 
of scenario #1 (current political position according to our domain expert).  The 
dynamical behavior of the model for this scenario is shown in figure 7.  It can be seen 
that system reaches equilibrium at a high positive fixed point position. 

Equilibrium point of scenario #5 can be interpreted in the following way: The 
initial positive position of the other concepts of the model, leads the system to a 
positive fixed point, even with Greek Government to have an opposite opinion.  It can 
be concluded that Turkey manages to integrate into Europe, even with Greek 
Government to have a steady opposite position. 
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5   Summary – Conclusions 

Using the FCM method, a model was created for the case of Turkey’s integration into 
European Union, based on the opinion of a domain expert.  The model was first 
examined statically. The density of model’s graph was calculated and found 
extremely high, indicating the complexity of the case.  The conceptual centralities of 
the concepts that exist in the model were also calculated and the most central, and 
consequently the most important concepts of the model were found. 

The model was then simulated in a computer and it was predicted that 
a)  According to the current political state and if this situation is maintained (rebus sic 

standibus), Turkey can successfully move towards its integration into European 
Union. 

b)  An occasional/initial change of position of the Turkish government (towards a 
negative position) can lead to the failure of the Turkey’s integration into the 
European Union, only if this is accompanied by a corresponding negative position 
of the USA on the matter. 

c)  A determined moderate negative position of USA on Turkey’s integration into 
European Union cannot stop Turkey’s successful move towards its integration into 
European Union.  

d)  On the contrary, a determined highly negative position of the USA on Turkey’s 
integration into the European Union can stop Turkey’s successful move towards its 
integration into the Union. 

e)  A determined highly negative position of Greece on Turkey’s integration into 
European Union (without the exercise of the veto power and not accompanied with 
changes of other actors towards a negative position) cannot stop Turkey’s 
successful move towards its integration into the Union. 

Through the above static and dynamic studies of the FCM model, the CNFCM system 
was identified as an important and useful Decision Support System, since it is capable 
to provide support to decision makers, by making predictions on various scenarios 
that are imposed to the model that CNFCM creates.  Conclusions on these scenarios 
are not drawn only from the final equilibrium that the system reaches, but also by 
studying the transition phase of the FCM system to equilibrium.  The decision maker 
can test his decisions, by applying them to the CNFCM system and see the 
consequences to the other concepts of the model. 
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Appendix A – Weights of Causal Relationships between Concepts 

Concepts / Weights C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 

C1: USA Position 0 0 0 0 0 0,2 0,2 0 0,1 0,2 0,1 0 0 

C2: European Union 
Position 

0,4 0 0,2 0,3 0,3 0 0 0 0,4 0,5 0,4 0,1 0,2 

C3: Greek Position 0,5 0,2 0 0,3 0 0 0 0 0 0,1 0,2 0,2 0,4 

C4: Cypriot Position 0,6 0,4 0,4 0 0 0 0 0 0 0 0,2 0,1 0,4 

C5: European Public 
Opinion 

0 0,4 0 0 0 0 0 0 0,1 0,2 0,2 0 0 

C6: Turkish Government 
Position 

0,7 0,3 0,1 0 0 0 0,5 0,2 0 0 0 0 0 

C7: Turkish Army 
Position 

0,8 0 0 0 0 0,2 0 0 0 0 0,4 0 0 

C8: Turkish Public 
Opinion 

0,2 0,2 0 0 0 0,4 0,4 0 0,1 0,2 0,2 0 0 

C9:  Improvement of 
Turkish Economy 

0,2 0,5 0,1 0 0 0,5 0,1 0 0 0 0 0 0,1 

C10: Improvement of 
Human Rights in Turkey 

0 0 0 0 0 0,4 0,2 0 0 0 0,2 0,1 0,2 

C11: Improvement of the 
Democratic Role of  
Turkish Army 

0 0 0 0 0 0,1 0,3 0 0 0 0 0 0 

C12: Improvement to 
Greek - Turkish Relations 

0 0 0,2 0,1 0 0,1 0 0 0 0 0,3 0 0,5 

C13: Improvement to 
Cypriot - Turkish 
Relations 

0,4 0 0,3 0,1 0 0,2 0 0 0 0 0,3 0 0 
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Abstract. This paper presents a part-of-speech tagger which is specifi-
cally tuned for biomedical text. We have built the tagger with maximum
entropy modeling and a state-of-the-art tagging algorithm. The tagger
was trained on a corpus containing newspaper articles and biomedical
documents so that it would work well on various types of biomedical
text. Experimental results on the Wall Street Journal corpus, the GE-
NIA corpus, and the PennBioIE corpus revealed that adding training
data from a different domain does not hurt the performance of a tagger,
and our tagger exhibits very good precision (97% to 98%) on all these
corpora. We also evaluated the robustness of the tagger using recent
MEDLINE articles.

1 Introduction

Since a huge amount of biomedical knowledge is described in the literature, au-
tomatic information extraction from biomedical documents is increasingly im-
portant for many researchers in this domain.

For extracting information from text, many natural language processing
(NLP) techniques can be employed. For example, a simple approach to extract-
ing information about protein-protein interactions would involve scanning the
text for particular verbs and neighboring noun phrases by applying some linguis-
tic patterns on words and their part-of-speech (POS) tags. A more sophisticated
way would be to use parsers to deeply analyze the syntactic and semantic rela-
tions among the entities in the sentences.
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In order to carry out noise-free information extraction, the very basic step
in natural language processing of POS tagging must be performed with high
precision. The precision of POS tagging not only directly affects the performance
of pattern-based approaches but also influences the accuracy of parsing which
in general uses the POS tags on the words as part of the input [1,2].

For documents like newspaper articles, there are a number of publicly avail-
able NLP tools including POS taggers, chunkers (shallow parsers), and syntactic
parsers. However, the problem for researchers working on biomedical informa-
tion extraction is that such tools do not necessarily work well on biomedical
documents because the characteristics of biomedical text are considerably differ-
ent from those of newspaper articles, which are often used as the training data
for NLP tools [3,4] . Table 1 lists some examples of tagging errors made by the
TnT tagger [5], a popular HMM-based POS tagger, which is trained on the Wall
Street Journal corpus, when it is applied to biomedical text.

Recently, two large biomedical corpora that are annotated with POS tags
have become publicly available: the GENIA corpus [6] and the PennBioIE corpus
[3]. In building these corpora, the developers used a POS tagger to reduce manual
annotation effort and reported that they could achieve better performance than
with a standard tagger by using an already annotated portion of their corpus
for training the tagger. Their observation clearly suggests that we might be able
to build a good POS tagger for biomedical documents if we use their corpora as
the training data.

However, since each corpus consists of text extracted from a particular do-
main (e.g. transcription factors for the GENIA corpus) and does not cover the
entire characteristics of biomedical text, there are still remaining issues to be
addressed: (1) Which corpus should we use for training? (2) Should we use a
single corpus or combine two corpora? (3) Does the combination of corpora
from different domains have a bad effect on trained tagger performance? if so,
how much?

The purpose of this paper is to clarify these issues and develop a reliable
POS tagger that can be used as a fundamental tool for biomedical text mining.
In this paper we evaluate the performance of a part-of-speech tagger by using
different combinations of corpora as the training data, and show how the domain
of the training corpus affects the tagging performance. We also investigate the
robustness of the trained taggers using recent MEDLINE articles.

2 POS Tagging Algorithm

As our POS tagging algorithm, we adopt a method based on a Cyclic Dependency
Network proposed by Toutanova et al. [8], which is currently one of the best algo-
rithms for English POS tagging. Unlike the popular Maximum Entropy Markov
Modeling (MEMM) approach, this method can incorporate features about the
tags on both sides of the classification target. Toutanova et al. achieved an ac-
curacy of 97.24% on sections 22-24 in the Wall Street Journal corpus, using
sections 0-18 for training. On the same sets for training and testing, Gimenez
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Table 1. Examples of tagging errors made by an HMM-based tagger trained on the
Wall Street Journal corpus. The tagset includes NN (Noun, singular or mass), JJ
(Adjective), VBP (Verb, non-3rd ps. sing. present), VBG (Verb, gerund/present par-
ticiple), JJR (Adjective, comparative), RBR (Adverb, comaparative), IN (Preposi-
tion/subordinating conjunction), and FW (Foreign word). For the complete informa-
tion about the tagset, see [7].

Tagging Errors Correct Tagging

... and membrane potential after mitogen binding. binding
CC NN NN IN NN JJ NN

... two factors, which bind to the same kappa B enhancers ... bind
CD NNS WDT NN TO DT JJ NN NN NNS VBP

... by analysing the Ag amino acid sequence. Ag
IN VBG DT VBG JJ NN NN NN

... to contain more T-cell determinants than ... more T-cell
TO VB RBR JJ NNS IN JJR NN

Stimulation of interferon beta gene transcription in vitro by in vitro
NN IN JJ JJ NN NN IN NN IN FW FW

and Marquez [9] achieved an accuracy of 97.05% with support vector machines
and Collins [10] achieved an accuracy of 97.11% with a discriminative HMM
model.

2.1 POS Tagging with a Cyclic Dependency Network

We briefly describe the POS tagging algorithm based on a cyclic dependency
network. For further details of the algorithm, see [8].

Given a sentence {w1...wn}, the task of POS tagging is to find the tag se-
quence that maximizes the following score:

score =
n∏

i=1

p(ti|ti−2ti−1ti+1ti+2w1...wn) (1)

where ti is the POS tag of the ith position. The best tag sequence can be
computed in polynomial time by dynamic programming.

A probabilistic classifier is employed for estimating the local probabilities
p(ti|ti−2ti−1ti+1ti+2w1...wn), which give the probability distribution for the tags
on each token.

The advantage of this modeling over the standard left-to-right decomposition
is that we can incorporate the information about the tags on both sides of ti,
i.e. (ti−2ti−1) and (ti+1ti+2) in performing local classification.

2.2 Local Probabilistic Classifier

We use maximum entropy modeling with inequality constraints [11] as the local
probabilistic classifier. This modeling has a comparable generalization capacity
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Table 2. Feature templates used in POS tagging experiments. Tags are parts-of-speech.

Current word wi & ti

Previous word wi−1 & ti

Next word wi+1 & ti

Bigram features wi−1, wi & ti

wi, wi+1 & ti

Previous tag ti−1 & ti

Tag two back ti−2 & ti

Next tag ti+1 & ti

Tag two ahead ti+2 & ti

Tag Bigrams ti−2, ti−1 & ti

ti−1, ti+1 & ti

ti+1, ti+2 & ti

Tag Trigrams ti−2, ti−1, ti+1 & ti

ti−1, ti+1, ti+2 & ti

Tag 4-grams ti−2, ti−1, ti+1, ti+2 & ti

Tag/Word ti−1, wi & ti

combination ti+1, wi & ti

ti−1, ti+1, wi & ti

Prefix features prefixes of wi (up to length 10) & ti

Suffix features suffixes of wi (up to length 10) & ti

Lexical features whether wi has a hyphen & ti

whether wi has a number & ti

whether wi has a capital letter & ti

whether wi is all capital & ti

to that of Gaussian priors [12], which is a popular method for regularization in
maximum entropy modeling. The advantage of this modeling is that most of the
parameters become zero after training, resulting in a compact set of parame-
ters. This advantage is especially useful in developing practical NLP tools be-
cause compact models require less computational cost and memory at run-time.
This modeling has one meta-parameter called width factor for regularization. We
tuned this parameter using the development data and set it to be 1.0.

For the features used in local classification, we adopted the feature set pro-
vided by [8] except for complex features like crude company name detection
features because they are too specific to newspaper articles. Table 2 lists the
feature templates used in our experiments.

2.3 Pruning

One problem of the tagging algorithm based on a cyclic dependency network is
the computational cost for decoding (finding the best tag sequence) because the
search space is very large.

To reduce the search space of Viterbi decoding in POS tagging, Ratnaparkhi
[13] proposed to use a Tag Dictionary by which we consider only the tag-word
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pairs that appear in the training sentences as the candidate tags. However, in
our preliminary experiments, the use of a tag dictionary limits precision because
the training set does not cover all the tag-word pairs which appear in unseen
data. We thus take a different approach to reducing the computational cost for
decoding.

We first generate the candidate tags on each word using the zero-th order
probability p(ti|w1...wn) given by the local classifier trained without the infor-
mation about the adjacent tags. If the probability of a candidate is lower than
one hundredth of that of the tag with the highest probability, the candidate is
not considered in the decoding. This pruning method gave considerable speed-up
with little loss of tagging accuracy.

3 Experiments on Annotated Corpora

The first set of experiments was carried out on the three corpora that are anno-
tated with POS tags.

3.1 Corpora

We used the following three corpora for training and testing.

– Wall Street Journal (WSJ) corpus
The corpus is included in the Penn Treebank [7] and consists of 1 million
words of 1989 Wall Street Journal material. Each word is annotated with
part-of-speech tags. We split the corpus into the training and the test set,
following a standard splitting criterion provided in [8]: Sections 0-18 for
training, 19-21 for development, and 22-24 for testing. The development set
was used for feature selection and parameter tuning.

– GENIA corpus (version 3.02) [6]
The corpus consists of 2,000 MEDLINE abstracts that have the three MeSH
keywords, “Human”, “Blood”, and “Transcription Factors”. We constructed
the training set using 90% of the corpus and the test set using the rest.

– PennBioIE corpus (Release 0.9) [3]
The corpus contains the MEDLINE abstracts in two domains of biomedical
knowledge: (1) inhibition of the cytochrome P450 family of enzymes (1100
texts) (2) molecular genetics of cancer (1157 texts). We constructed the
training data by merging the first 90% of the text from each domain. The
rest was used as the test data.

The statistics are shown in Table 3. Training sets and test sets are mutually
exclusive: no sentences in the training sets were included in the test sets.

3.2 POS Tagging Performance

We evaluated the performance of POS tagging with the following seven different
combinations of the corpora as the training data.
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Table 3. Statistics of the corpora used in the experiments

# tokens # sentences

WSJ for training 912,344 38,219
GENIA for training 450,492 18,508
PennBioIE for training 641,838 29,422

WSJ for testing 129,654 5,462
GENIA for testing 50,562 2,036
PennBioIE for testing 70,713 3,270

Table 4. POS tagging accuracy on the test sets

WSJ GENIA PennBioIE

WSJ 97.05 85.19 86.14

GENIA 78.57 98.49 86.59

PennBioIE 85.45 93.20 97.74

WSJ + GENIA 96.96 98.32 91.98

WSJ + PennBioIE 96.94 93.34 97.75

GENIA + PennBioIE 85.60 98.35 97.63

WSJ + GENIA + PennBioIE 96.89 98.20 97.68

– WSJ
– GENIA
– PennBioIE
– WSJ + GENIA
– WSJ + PennBioIE
– GENIA + PennBioIE
– WSJ + GENIA + PennBioIE

Table 4 shows the accuracies on the test sets. The tagger trained on the WSJ
corpus achieved an accuracy of 97.05% on the test set of the WSJ corpus. Since
this test set is the same as that used in [8], the accuracies are directly compa-
rable. Our accuracy is slightly lower than their accuracy (97.24%). This might
look strange because our tagger employs the same tagging algorithm. The sus-
pected reason is that they used features which are specifically tuned to the WSJ
corpus such as company-name detection features. We did not use such features
because our target is biomedical text. The feature set we used in this paper is
almost identical to those in [10], and our tagger gives comparable performance
to that achieved by Perceptron (97.11%) [10] and SVMs (97.05%) [9].

The tagger trained on the GENIA corpus achieved an accuracy of 98.49%
on the test set of the GENIA corpus, which is slightly better than the above-
mentioned performance on the WSJ corpus. This suggests that the texts in the
GENIA corpus are less diverse than the WSJ corpus.

An interesting observation is that the performance on the PennBioIE corpus
was improved from 86.59% to 91.98% by adding the WSJ corpus on top of the
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Table 5. POS tagging accuracy on the test sets (without the distinction between
proper nouns and nouns)

WSJ GENIA PennBioIE

WSJ 97.20 91.55 90.51

GENIA 85.27 98.55 92.21

PennBioIE 87.35 93.44 97.92

WSJ + GENIA 97.20 98.54 93.60

WSJ + PennBioIE 97.21 94.03 97.97

GENIA + PennBioIE 88.34 98.41 97.84

WSJ + GENIA + PennBioIE 97.20 98.35 97.87

GENIA corpus. This indicates that even the text from a considerably different
domain could contribute to the improvement of the tagger.

The most important observation in Table 4 is that the taggers trained on
multiple corpora give good performance on all the test sets corresponding to the
training corpora. In other words, adding text from a different domain did not
deteriorate the precision of the tagger, which clearly indicates the robustness of
our tagger.

In analyzing the tagging results, we found that the evaluation scheme was too
strict. As pointed out in [4], the distinction between proper nouns and (normal)
nouns is often ambiguous in the biomedical domain. The majority of the errors
were caused by failure to make this distinction correctly, and the precisions
shown in Table 4 are thus correspondingly depressed.

Since this distinction is often unnecessary from the natural language pro-
cessing point of view, we also calculated the precisions achieved by ignoring the
distinction between nouns and proper nouns. The results are shown in Table 5.
The tagger trained on the WSJ corpus achieved accuracies of about 90% on the
GENIA corpus and the PennBioIE corpus, which are considerably better than
those given by the strict evaluation scheme.

The key observation revealed in Table 4 becomes much clearer: no loss of
accuracy on the WSJ corpus was observed by adding the GENIA corpus and
the PennBioIE corpus to the WSJ corpus.

4 Experiments on Recent MEDLINE Articles

In the previous section we evaluated the performance of our tagger on existing
annotated corpora, and the tagger trained on the combination of all the three
corpora exhibited very good performance. This suggests that the tagger is robust
and would work well on other types of biomedical documents. Nevertheless, we
cannot rule out the possibility of over-fitting: The tagger might have shown good
performance on the text in the particular domain from which the training data
was constructed. To fully evaluate the robustness of the tagger, we need to use
totally unseen text for the taggers.
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Table 6. Relative performance on recent MEDLINE articles

NAR NMED JCI Total (Accuracy)

WSJ 43 19 35 97 (26.6%)

GENIA 121 74 132 327 (89.8%)

PennBioIE 124 65 118 307 (84.3%)

WSJ + GENIA 106 73 129 308 (84.6%)

WSJ + PennBioIE 127 69 117 313 (86.0%)

GENIA + PennBioIE 123 75 134 332 (91.2%)

WSJ + GENIA + PennBioIE 128 72 131 331 (90.9%)

Table 7. Relative performance on recent MEDLINE articles (without the distinction
between proper nouns and nouns)

NAR NMED JCI Total (Accuracy)

WSJ 109 47 102 258 (70.9%)

GENIA 121 74 132 327 (89.8%)

PennBioIE 129 65 122 316 (86.8%)

WSJ + GENIA 125 74 135 334 (91.8%)

WSJ + PennBioIE 133 71 133 337 (92.6%)

GENIA + PennBioIE 128 75 135 338 (92.9%)

WSJ + GENIA + PennBioIE 133 74 139 346 (95.1%)

In order to investigate the robustness of the tagger, we collected several recent
abstracts of papers in three popular biomedical journals: Nucleic Acid Research
(NAR), Nature Medicine (NMED), and Journal of Clinical Investigation (JCI).
We randomly chose three abstracts from the latest issue of each journal, which
are all published later than March 2005. The total number of tokens was 1,835.

Because the purpose is to evaluate the relative performance of the taggers,
we focused only on the tokens where the taggers showed discrepancies. Of all
the 1,835 tokens in the text, 330 tokens are tagged differently. We manually
annotated the tokens with correct POS tags and evaluated the accuracies of the
taggers.

The results are shown in Table 6 and 7. The tables show the numbers of cor-
rect tags given by individual taggers. Again, the tagger trained on the combined
corpus performed best, which confirms the robustness of the tagger.

4.1 Error Analysis

Our experimental results revealed that the tagger trained on texts from all three
corpora gives the best performance. We investigated what types of errors are
still remaining.

Some are errors that could be corrected with parsing. For example, in the
sentence
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“These amplicons consist of a long inverted repeat with telomeric repeats
at both ends and contain either the two different targeting cassettes used
to inactivate JBP1 , or one cassette and one JBP1 gene .”

where both is incorrectly recognized as part of a both – and construction and la-
beled CC, the word can be assigned a proper POS if the coordination is correctly
analyzed and ‘ends’ and ‘contain’ cannot be coordinated.

In the sentences

“Both RNase E and RNase III control the stability of sodB mRNA upon
translational inhibition by the small regulatory RNA RyhB .”

and

“Using neutralizing antibodies and lactadherin-deficient animals , we
show that lactadherin interacts with alphavbeta3 and alphavbeta5 inte-
grins and alters both VEGF-dependent Akt phosphorylation and neo-
vascularization .”,

where control and alters are wrongly tagged as nouns, parsing will predict that
they should be verbs (VBN and VBZ respectively) because a sentence needs a
main verb.

There was one error, the correction of which would need deeper analysis. In
the sentence

“In the absence of VEGF , lactadherin administration induced
alphavbeta3- and alphavbeta5-dependent Akt phosphorylation in en-
dothelial cells in vitro and strongly improved postischemic neovascular-
ization in vivo .”

even syntactic parsing cannot determine whether improved is a past form or past
participle of a verb. Sentences like this one suggest that it may be dangerous to
assign a single POS to a word before deeper syntactic and semantic analysis. Our
future work should encompass allowing the tagger to output multiple candidate
tags for each word and investigating the cost in parsing that would stem from
this ambiguity.

The remaining errors have more lexical nature involving words that have
several possible POSs but one is preferred over the others in the context of
biomedical research abstracts. For example, in

“Each long repeat within the linear amplicons corresponds to sequences
covering the JBP1 locus , starting at the telomeres upstream of JBP1
and ending in a approximately 220 bp sequence repeated in an inverted
( palindromic ) orientation downstream of the JBP1 locus .”,

the word ‘downstream’ is incorrectly labeled as a noun (NN), but in biomedical
literature the word is more frequently used as adjective and that is true with this
sentence. The error is expected to be eliminated if we can add more annotated
biomedical texts to the training data. A similar result can be expected for the
word ‘set’ (past participle incorrectly labeled as NN) in
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“In experiments with Leishmania tarentolae set up to disrupt the gene
encoding the J-binding protein 1 ( JBP1 ) , a protein binding to the
unusual base beta-D-glucosyl-hydroxymethyluracil ( J ) of Leishmania ,
we obtained JBP1 mutants containing linear DNA elements ( amplicons
) of approximately 100 kb .”

and ‘bleeding’ (a nominal modifier incorrectly labeled as a verb taking object)
in

“In vivo , these inhibitors eliminate occlusive thrombus formation but
do not prolong bleeding time .”.

In the sentence

“Mutations in these genes may increase smooth swimming of the bacte-
ria, potentially allowing more effective interactions with and invasion of
host cells to occur .”

the word ‘more’ would be correctly labeled as an adverb RBR if it is known that
a word ‘more’ is rarely used as ’greater in number’ in academic texts. In

“These amplicons consist of a long inverted repeat with telomeric repeats
at both ends and contain either the two different targeting cassettes used
to inactivate JBP1 , or one cassette and one JBP1 gene .”,

the word ‘long’ would be assigned the correct POS (adjective) if the word ‘in-
verted’ is not usually modified by an adverb ‘long’ (meaning ‘for a long time’).

5 Conclusion

This paper presented a part-of-speech tagger which is specifically suitable for
processing biomedical text.

We have built the tagger based on a cyclic dependency network with maxi-
mum entropy modeling with inequality constraints, and evaluated the tagger on
three corpora: the WSJ corpus, the GENIA corpus and the PennBioIE corpus.

Experimental results revealed that adding training data from a different do-
main does not hurt the performance of our POS taggers, and the tagger trained
on the combined set of all three corpora offers very good performance (97% to
98% precision). We confirmed the robustness of the tagger by testing it further
on several recent MEDLINE abstracts.
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Abstract. Graph rewriting is a widely used approach to model transformation. 
In general, graph rewriting rules parse graphs only by topological concerns, but 
they are not sophisticated enough to match a graph with a node which has a 
special property. In case of diagrammatic languages, such as the Unified Mod-
eling Language (UML), the exclusive topological parsing is found to be not 
enough. To define the transformation steps in a more refined way additional 
constraints must be specified, which ensures the correctness of the attributes 
among others. Dealing with OCL constraints provides a solution for the un-
solved issues. Often, the same constraint is repetitiously applied in many differ-
ent places in a transformation. It would be beneficial to describe a common 
constraint in a modular manner, and to designate the places where it is to be ap-
plied. This paper presents the problem of the crosscutting constraints in graph 
transformation steps, provides an aspect-oriented solution for it, and introduces 
the weaving algorithms used to propagate aspect-oriented constraints to graph 
transformation steps.  

Keywords: Metamodel-Based Graph Transformation Steps, Aspect-Oriented 
Constraints, Crosscutting Constraints, Weaving AO Constraints, OCL, VMTS. 

1   Introduction 

OMG’s Model Driven Architecture [1] offers a standardized framework to separate 
the essential, platform independent information from the platform dependent con-
structs and assumptions. A complete MDA application consists of a definitive plat-
form-independent model (PIM), and one or more platform-specific models (PSM) and 
complete implementations, one on each platform that the application developer  
decides to support. The platform independent artifacts are mainly UML and other 
software models containing enough specification to automatically generate the plat-
form-dependent artifacts by so-called model compilers. Hence software model trans-
formation provides a basis for model compilers which plays central role in the MDA 
architecture. 

The increasing demand for visual languages (VL) in software engineering (Unified 
Modeling Language, UML; Domain Specific Languages, DSLs) requires more so-
phisticated parsing mechanisms of the diagrammatic languages. Although these VLs 
can often be modeled with labeled, directed graphs, the complex attribute dependen-
cies peculiar to the individual software engineering models cannot be treated with this 
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general model. Consequently, often it is not enough to parse graphs based on the 
topological information only, we want to restrict the desired match by other proper-
ties, e.g. we want to match a node with a special integer type property which value is 
between 4 and 12. Previous work [2] has shown that the rules can be made more rele-
vant to software engineering models if the metamodel-based specification of the 
transformations allows assigning OCL [3] constraints to the individual transformation 
steps. The OCL constraints enlisted in the transformation steps affect the matched 
instances of the rewriting rules.  

Often, the same constraint is repetitiously applied in many different places in a 
transformation. Aspect-Oriented Software Development (AOSD) [4] is a new tech-
nology that has introduced the separation of concerns (SoC) in software development. 
The methods of AOSD facilitate the modularization of crosscutting concerns within a 
system. Aspects may appear in any stage of the software development lifecycle (e.g. 
requirements, specification, design, implementation, etc.). Crosscutting concerns can 
range from high-level notions of security to low-level notions like caching and from 
functional requirements such as business rules to non-functional requirements like 
transactions. AOSD has started at the programming level of the software development 
life-cycle, and over the last decade several aspect-oriented programming languages 
have been introduced (e.g. AspectJ [5]). Aspect-oriented programming eliminates the 
crosscutting concerns in the programming language level, but the aspect-oriented 
techniques must be applicable on a higher abstraction level as well to solve this issue. 
The modularization of crosscutting concerns is also useful in model transformation. It 
would be beneficial to describe a common constraint in a modular manner, and mark 
the places where it is to be applied.  

The paper discusses the problem of the crosscutting constraints in graph transfor-
mation steps, introduces the concept of the aspect-oriented constraints, provides an 
aspect-oriented solution for crosscutting constraints, and presents the weaving algo-
rithms used to propagate aspect-oriented constraints to graph transformation steps. 

2   Backgrounds and Related Work 

Graph rewriting [6] is a powerful tool for graph transformation with a strong mathe-
matical background. The atoms of graph transformation are rewriting rules, each 
rewriting rule consists of a left hand side graph (LHS) and right hand side graph 
(RHS). Applying a graph rewriting rule means finding an isomorphic occurrence 
(match) of the LHS in the graph the rule being applied to (host graph), and replacing 
this subgraph with RHS. Replacing means removing elements that are in the LHS but 
not in the RHS, and gluing elements that are in the RHS but not in the LHS.   

Models can be considered special graphs; simply contain nodes and edges between 
them. This mathematical background makes possible to treat models as labeled graphs 
and to apply graph transformation algorithms to models using graph rewriting [2] [7]. 
Previous work [2] has introduced an approach, where LHS and RHS of the rules are 
built from metamodel elements. It means that an instantiation of LHS must be found 
in the host graph instead of the isomorphic subgraph of the LHS. Hence the LHS and 
RHS graphs are the metamodels of the graphs which we search and replace in the host 
graph.  
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The Object Constraint Language (OCL) [3] is a formal language for analysis and 
design of software systems. It is a subset of the UML standard [8] that allows soft-
ware developers to write constraints and queries over object models. A constraint is a 
restriction on one or more values of an object-oriented model or system: a precondi-
tion (postcondition) to an operation is a restriction that must be true at the moment 
that the operation is going to be executed (the operation has just ended its execution). 

Aspect-oriented programming (AOP) [9] is based on the idea that computer systems 
are better programmed by separately specifying the various concerns of a system and 
some description of their relationships, and then relying on mechanisms in the underly-
ing AOP environment to weave or compose them together into a coherent program.  

In [10] an aspect oriented approach is introduced for software model containing 
constraints where the dominant decomposition is based upon the functional hierarchy 
of a physical system. This approach provides a separate module for specifying con-
straints and their propagation. To provide the weaver with the necessary information 
to perform the propagation, a new type of aspect is used: the strategy aspect. Strategy 
aspect provides a hook that the weaver may call in order to process the node specific 
constraint propagations.  

The Visual Modeling and Transformation System (VMTS) [2] [11] is an imple-
mented n-layer multipurpose modeling and metamodel-based transformation system. 
Using this environment, it is easy to edit metamodels, design models according to their 
metamodels, transform models using graph rewriting [2] [12], and facilitates to check 
constraints specified in the metamodel during the metamodel instantiation, and the re-
writing rule constraints during the graph transformation process. The results discussed 
in this paper have been validated in VMTS as a proof-of concept implementation. 

3   Contributions 

A precondition (postcondition) assigned to a rewriting rule is a boolean expression 
that must be true at the moment when the rewriting rule is fired (after the completion 
of a rewriting rule). If a precondition of a rewriting rule is not true then the rewriting 
rule fails without being fired. If a postcondition of a rewriting rule is not true after the 
execution of the rewriting rule then the rewriting rule fails. A direct corollary of this 
is that an OCL expression in LHS is a precondition to the rewriting rule, and an OCL 
expression in RHS is a postcondition to the rewriting rule. A rewriting rule can be 
fired if and only if all conditions enlisted in LHS are true. Also, if a rewriting rule 
finished successfully then all conditions enlisted in RHS must be true. The nodes 
contained by the LHS and RHS graphs of the rewriting rules in our approach are 
called Pattern Rule Nodes (PRN). 

3.1   Crosscutting Constraints 

Transformation consists of several steps, many times not only a transformation rule but 
a whole transformation is required to validate, preserve or guarantee a certain property. 
To meet this expectation all the transformation steps have to be taken into consideration. 
If one defines a constraint for more transformation steps or for a whole transformation, 
then the same constraint appears numerous times in the transformation.  
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E.g. we have a transformation which modifies the properties of Company type ob-
jects and we would like the transformation to validate that the number of employees 
of a Company is always between 50 and 300 (50  Company.NumbeOfEmployees  
300). It is certain that the transformation preserves this property if the constraint is 
defined for all PRN whose type is Company. It means that the constraint can appear in 
every transformation step several times, and therefore the constraint crosscuts the 
whole transformation, its modification and deletion is not consistent, because such an 
operation has to be performed on all occurrences of the constraint. Besides this it is 
often difficult to reason the effects of a complex constraint when it is spread out 
among the numerous PRNs in rewriting rules [14]. Fig. 1 introduces a metamodel and 
a transformation with 2 graph transformation steps. const_NumOfEmployees con-
straint appears at several places in this transformation. 

 

 

Fig. 1. (a) Metamodel, (b-c) A transformation with replicated structure, built from metamodel 
types 

3.2   Weaving OCL Constraints to Transformations (Global Constraint Weaver) 

A disadvantage of our earlier metamodel-based graph transformation approach [15] 
can be seen in many tangling constraints throughout of our rewriting rules. We need a 
mechanism to separate this concern. Having separated the constraints from the PRNs, 
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we need a weaver method which facilitates the propagation (linking) of constraints to 
PRNs. The propagation of OCL constraints in VMTS is solved with the Global Con-
straint Weaver (GCW) algorithm. The GCW algorithm is passed a transformation 
with optional number of transformation steps and a constraint list and it links the 
constraints to the PRNs contained by the transformation steps. 

 

Fig. 2. The inputs and the output of the Global Constraint Weaver 

This method means that our new approach manages constraints using AO techniques 
[16]: constraints are specified and stored independently of any graph rewriting rule or 
PRN and are linked to the PRNs by the GCW. Fig. 2 introduces the weaving process.  

The output of the weaver is not stored as a new rewriting rule; the result is handled 
as a linking between the constraints and a transformation rule. This linking is the so-
called Weaving Configuration.   

The Global Constraint Weaver algorithm has three main steps. (i) It selects the 
PRNs from the transformation steps with corresponding type to the context informa-
tion of the constraint. (ii) If the constraint contains navigation steps then the algorithm 
checks the topology of the rewriting rule for each formerly obtained PRN whether it 
satisfies the pattern required by the constraint The pattern of the rewriting rule is 
suitable for a constraint if starting from the PRN one can walk through the paths de-
scribed by the navigation paths contained by the constraint. In other words the pattern 
of the rewriting rule contains nodes with appropriate type and relation between them 
which facilitates to walk trough the navigation paths of the constraint. (iii) In the third 
step, examining the transformation steps, the algorithm decides if it is necessary to 
assign the constraint to each transformation step, or it is sufficient to assign only to 
the first one as a precondition and to the last step as a postcondition. If an intermedi-
ate state modifies one of the properties contained by the constraint, the algorithm 
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assigns the constraint to this intermediate state to prevent that a violated condition not 
being revealed until the end of the transformation. The pseudo code of the Global 
Constraint Weaver algorithm is as follows. 

 
GLOBALCONSTRAINTWEAVING(Constraint[] Cs, Transformation T) 
  1 foreach Constraint C in Cs 
  2    foreach Transformation Step S in T 
  3       nodesWithProperMetaType = METATYPEBASEDSEARCHING(ContextInfo of C, S) 
  4       nodesToCheck = CHECKTOPOLOGY (nodesWithProperMetaType, S, C) 
  5       if (ISREQUIREDTOWEAVE(C, nodesToCheck, out nodesToWeave, true)) then  
  6          WEAVECONSTRAINT(C, nodesToWeave ) 
  7       endif 
  8    end foreach 
  9 end foreach 

3.3   Weaving Constraint Aspects to Transformations (Constraint Aspect 
Weaver) 

This section introduces the concept of the constraint aspect and the algorithms we 
used to create constraint aspect from OCL constraint and to propagate constraint as-
pect to transformation steps. Before we introduce the algorithms for the unified treat-
ment we give our definitions (Fig. 3). 

Person1
C_P1

CompanyPerson2
C_C1

(a) Constraint Aspect:

Company Person2

Person1

C_P3

(b) Propagated Constraint:

Company2

(c) Propagated 
Constraint Aspect :

context Person inv const_C2:
self.age <= 200

Person1
C_P1

Company1Person2
C_C1

Person1
C_P1

Company1Person2
C_C1

Company2

Person2

Company Person2

C_P4

Person1

 

Fig. 3. (a) Constraint Aspect, (b) Propagated Constraint, (c) Propagated Constraint Aspect 

Definition 1 (Constraint Aspect): 
A Constraint Aspect is a pattern built from metamodel elements which contains at 

least one OCL constraint. A Constraint Aspect contains not only textual conditions 
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described by the OCL constraints but topology conditions as well. The topology and 
type conditions are checked at propagation time, while the OCL constraints are vali-
dated during the transformation.  

Definition 2 (Propagated Constraint, Propagated Constraint Aspect): 
A Propagated Constraint (Propagated Constraint Aspect) is an OCL constraint 

(Constraint Aspect) linked to a rewriting rule, and forms a Weaving Configuration, 
which contains the OCL constraint (Constraint Aspect) and the rewriting rule.  

Definition 3 (Canonical Constraint Form and Pure Canonical Constraint Form): 
The Canonical Constraint Form (Pure Canonical Constraint Form) of a Constraint 

Aspect is the form which contains the fewest possible navigation steps (does not con-
tain navigation steps). 

A constraint aspect is visually more expressive than an OCL constraint, therefore 
better suits into the visual transformation system as the OCL constraint. 

Evaluating a constraint which contains navigations requires more computational 
complexity than a constraint without any navigation steps. To resolve the problem of 
the navigation steps we can create constraint aspect from an OCL constraint and nor-
malize the constraint aspect to get the Canonical Constraint Form. A Normalized 
Constraint Aspect incorporates the constraints on their adequate places, therefore it 
includes the fewest possible navigation steps. 

Fig. 4 introduces the creation process of the constraint aspects from an OCL con-
straint, and the normalization of the created Constraint Aspect. The lines with num-
bers from 1 to 4 show the steps of the constraint aspect creation: (i) the algorithm 
identifies the context type (Person1), (ii) and the referred types by the association 
ends (managedCompany – Company, wife – Person), based on this information it 
builds the pattern, and finally (iii) the algorithm assigns the OCL constraint to the root 
PRN of the created Constraint Aspect. In Fig. 4b the dashed lines denote that the 
constraint C_P1 contains path expressions. Finally, the lines 5 and 6 show the con-
straint decomposition and replacement. 

 

Fig. 4. (a) OCL Constraint, (b) Generated Constraint Aspect, (c) Normalized Constraint Aspect 
– Canonical Constraint Form 

The constraint evaluation during the transformation process consists of two parts. 
(i) The selection of the object and its properties we need to check against the con-
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straint and (ii) the execution of the validation method. The eliminated navigation steps 
accelerate the first part of the constraint evaluation.  

The pseudo code of the NORMALIZECONSTRAINT algorithm, which generates the 
(Pure) Canonical Form of the constraint aspect is as follows.  

 
NORMALIZECONSTRAINT (ConstraintAspect CA) 
  1 foreach PropagatedConstraint C in CA which contains navigation 
  2    if (C.DestinationNodes.Count == 1) then 
  3       RELOCATE C to DestinationNode of the C 
  4    else 
  5       minNumberOfSteps = CALCULATENAVIGATIONSTEPS(DestinationNodes of the C, 

CurrentNode of the C) 
  6       optimalNode = CurrentNode of the C 
  7       foreach Pattern Rule Node PRN in PatternRuleNodes of the CA 
  8          numberOfSteps = CALCULATENAVIGATIONSTEPS(DestinationNodes of the C, PRN) 
  9          if (numberOfSteps < minNumberOfSteps) then 
10             minNumberOfSteps = numberOfSteps  
11             optimalNode = PRN 
12          endif 
13       end foreach 
14       if (optimalNode  ! = CurrentNode of the C) then  
15          UPDATENAVIGATIONPATS  of the C 
16          RELOCATE C to optimalNode 
17       endif 
18    endif 
19 end foreach 
 
The NORMALIZECONSTRAINT algorithm processes the OCL constraints propagated 

to the constraint aspect one by one. The main foreach loop examines the navigation 
paths of the actual constraint: if all the paths have the same destination node then the 
algorithm removes the navigations from the constraint and relocates it to the destina-
tion node. Otherwise the constraint has more than one navigation path and the desti-
nation nodes of the paths are different. In this case the algorithm calculates the num-
ber of all navigation steps for each PRN contained by the constraint aspect. This cal-
culation sums the number of the navigation steps which is necessary in aggregate to 
reach all destination nodes of the original constraint (C) from the new place. The 
algorithm stores the best node (optimalNode) and finally updates the navigation paths 
and relocates the constraint to the optional node.  

VMTS facilitates to create constraint aspect from an OCL constraint with 
CREATECONSTRAINTASPECT algorithm or to specify a pattern and the constraints 
assigned to the pattern directly as a constraint aspect. In both cases after the constraint 
aspect creation we can use the NORMALIZECONSTRAINT algorithm to get the canonical 
form of the constraint aspect. 

The pseudo code of the algorithm (CONSTRAINTASPECTWEAVING) which weaves 
Constraint Aspects to transformation steps is as follows. 

 
CONSTRAINTASPECTWEAVING(ConstraintAspect[] CAs, Transformation T) 
  1 foreach ConstraintAspect CA in CAs 
  2    foreach Transformation Step S in T 
  3       matches = METATYPEBASEDMATCHING(pattern of the CA, S ) 
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  4       foreach Constraint C in CA 
  5          nodesToCheck = GETNODESBYTYPE(ContextType of C, matches) 
  6          if (ISREQUIREDTOWEAVE(C, nodesToCheck, out nodesToWeave)) then  
  7             WEAVECONSTRAINTASPECT(CA, nodesToWeave) 
  8              break 
  9          endif 
10       end foreach 
11    end foreach 
12 end foreach 
 
In general it is more efficient to work with constraint aspects than OCL constraints, 

because during the propagation of the constraint aspects we can use the metatype-
based searching for pattern matching to reduce the possible places of the constraint 
assignment, and we have to run the ISREQUIREDTOWEAVE algorithm on the selected 
places only to decide based on the constraints if it is necessary to assign the constraint 
aspect. Contrary to it, in the case of simple OCL constraints the GCW algorithm has 
to use the CHECKTOPOLOGY method to find the topologically appropriate places in the 
transformation steps.  

 
Proposition. The normalized constraint aspect CA' is created from the OCL constraint 
C with the CREATECONSTRAINTASPECT and NORMALIZECONSTRAINT algorithms. T1 
and T2 are two identical transformations (which contain optional number of transfor-
mation steps). C is propagated to the T1 using Global Constraint Weaver algorithm 
and CA' is propagated to the T2 using Constraint Aspect Weaver algorithm. Then 
transformations T1 and T2 produce the same result models step by step. 

Proof: We assume that one has two identical host graphs (H1 and H2) and applies T1 to 
H1 and T2 to H2. After each transformation step one compares the result of the actual 
transformation steps and in step nth steps T1n and T2n produce different results - one of 
them is successful but the other fails because of a constraint failure. 

(a) The inputs of the GCW algorithm (GLOBALCONSTRAINTWEAVING) are OCL 
constraint(s) and a transformation (let it be constraint C and transformation T1). The 
GCW checks all the possible places of the passed rewriting rules (T11…T1n) where the 
constraint can be assigned; the algorithm selects the PRNs with the type that corre-
sponds to the context information of the constraint C (line 3), in those places it checks 
if the topology of the actual transformation step satisfies the pattern required by the 
navigation paths of the constraint C (line 4). For the topologically selected PRNs the 
algorithm checks if their step requires the constraint C to be propagated to it. It de-
cides whether it is the first or the last step in the transformation or whether it can 
modify the property contained by the constraint C (ISREQUIREDTOWEAVE method). 
Finally the GCW algorithm propagates the constraint C to the required places (line 6). 
(b) The inputs of the ACW algorithm are constraint aspect(s) and a transformation (let 
it be the constraint aspect CA and the transformation T2). The CAW algorithm checks 
the transformation steps one by one. In each step it searches for matches by the pat-
tern of CA (line 3) and for each constraint (CA_C1…CA_Cn) contained by CA the 
algorithm selects the PRNs from the matches with the type which corresponds to the 
context information of the actual constraint (lines 4-5). Similarly to the GCW algo-
rithm CAW also uses the ISREQUIREDTOWEAVE method to decide if a transformation 
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step requires CA to be propagated to the actual PRN (line 6). If at least one of the 
constraints (CA_C1…CA_Cn) contained by CA requires to be propagated, the whole 
constraint aspect is linked (lines 7-8). 

The difference between the GCW and CAW algorithms is that the GCW checks 
the pattern of the transformation step according to the text of the OCL constraint, 
while the CAW utilizes that the constraint aspect includes the pattern in its topology. 
Since the two approaches differ in their data representation only, the algorithm cannot 
give different results. That contradicts the initial assumption. 

 
The aspect-oriented constraint management does not reject the classical constraint 

assignment; it extends the possibilities of constraint handling in metamodel-based 
model transformation frameworks.  

4   Conclusions 

The extension of the algebraic graph rewriting with OCL constraints makes transfor-
mations sophisticated enough to parse diagrammatic graphs with optional conditions. 

We have found that the source of our rewriting problems is often related to a lack 
of support for modularizing constraints. As we have adopted an aspect-oriented ap-
proach to our metamodel-based transformation process, it is illustrated that the main-
tainability and understandability of our transformation steps and constraints has been 
enhanced. 

In this work (i) the relation between the pre- and postconditions and OCL con-
straints assigned to the rewriting rules was presented, (ii) the problem of the crosscut-
ting constraints contained by the graph transformation steps was discussed and (iii) a 
summary of the aspect-oriented solution with propagation algorithms was provided. 
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Abstract. Defeasible reasoning is a rule-based approach for efficient reasoning 
with incomplete and inconsistent information. Such reasoning is useful for 
many applications in the Semantic Web, such as policies and business rules, 
agent brokering and negotiation, ontology and knowledge merging, etc. How-
ever, the syntax of defeasible logic may appear too complex for many users. In 
this paper we present a graphical authoring tool for defeasible logic rules that 
acts as a shell for the DR-DEVICE defeasible reasoning system over RDF 
metadata. The tool helps users to develop a rule base using the OO-RuleML 
syntax of DR-DEVICE rules, by constraining the allowed vocabulary through 
analysis of the input RDF namespaces, so that the user does not have to type-in 
class and property names. Rule visualization follows the tree model of RuleML. 
The DR-DEVICE reasoning system is implemented on top of the CLIPS pro-
duction rule system and builds upon an earlier deductive rule system over RDF 
metadata that also supports derived attribute and aggregate attribute rules.  

1   Introduction 

The development of the Semantic Web [8] proceeds in layers, each layer being on top 
of other layers. At present, the highest layer that has reached sufficient maturity is the 
ontology layer, with OWL [11], a description logic based language, being the stan-
dard. The next step in the development of the Semantic Web will be the logic and 
proof layers and rule systems appear to lie in the mainstream of such activities. Rule 
systems can play a twofold role in the Semantic Web initiative: (a) they can serve as 
extensions of, or alternatives to, description logic based ontology languages; and (b) 
they can be used to develop declarative systems on top of (using) ontologies.  

Defeasible reasoning is a simple rule-based approach to reasoning with incomplete 
and inconsistent information. It can represent facts, rules, and priorities among rules. 
This reasoning family comprises defeasible logics ([3]) and Courteous Logic Pro-
grams [14]. The main advantage of this approach is the combination of two desirable 
features: a) enhanced representational capabilities, allowing one to reason with in-
complete and contradictory information, coupled with b) low computational complex-
ity compared to mainstream nonmonotonic reasoning.  
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Defeasible logic can easily express conflicts among rules. Such conflicts arise, 
among others, from rules with exceptions, which are a natural representation for poli-
cies and business rules [2]. And priority information is often implicitly or explicitly 
available to resolve conflicts among rules. Potential applications include security 
policies ([5], [16]), business rules [1], personalization, brokering [4], bargaining, and 
automated agent negotiations ([13], [19]).  

However, defeasible logic is certainly not an end-user language but rather a devel-
oper's one, because its syntax may appear too complex. In this paper, we present a 
graphical rule authoring tool for defeasible logic that acts as a shell for the DR-
DEVICE [6] defeasible reasoning system for the Semantic Web. This rule authoring 
tool is built in Java and helps users to develop a rule base using the OO-RuleML [9] 
syntax of DR-DEVICE rules. Among others, the tool constrains the allowed vocabu-
lary, by analyzing the input RDF namespaces; therefore, it removes from the user the 
burden of typing-in class and property names and prevents potential semantical and 
syntactical errors. The visualization of rules follows the tree model of RuleML.  

DR-DEVICE supports multiple rule types of defeasible logic, as well as priorities 
among rules. Furthermore, it supports two types of negation (strong, negation-as-
failure) and conflicting (mutually exclusive) literals. DR-DEVICE has a RuleML-
compatible [9] syntax, which is the main standardization effort for rules on the Se-
mantic Web. Input and output of data and conclusions is performed through process-
ing of RDF data and RDF Schema ontologies. The system is built on-top of a CLIPS-
based [10] implementation of deductive rules, namely the R-DEVICE system [7]. The 
core of the system consists of a translation of defeasible knowledge into a set of de-
ductive rules, including derived and aggregate attributes.  

The paper is organized as follows. Section 2 briefly introduces the syntax and se-
mantics of defeasible logics. Section 3 presents the architecture of the DR-DEVICE 
reasoning system. Section 4 describes the RuleML syntax of defeasible logic rules in 
DR-DEVICE. Section 5 presents the graphical rule authoring tool. Finally, section 6 
discusses related work, and section 7 concludes the paper with a summary and de-
scription of current and future work. 

2   An Introduction to Defeasible Logics 

A defeasible theory D is a couple (R,>) where R a finite set of rules and > a superior-
ity relation on R. Each rule has a unique rule label. There are three kinds of rules: 
strict rules, defeasible rules, and defeaters.  

Strict rules are denoted by A → p and are interpreted in the classical sense: when-
ever the premises are indisputable, then so is the conclusion. An example of a strict 
rule is “Penguins are birds”. Written formally: r1: penguin(X) → bird(X). In-
ference from strict rules only is called definite inference. Strict rules are intended to 
define relationships that are definitional in nature and such an example is ontological 
knowledge.  

Defeasible rules are denoted by A  p, and can be defeated by contrary evidence. 
An example of such a rule is r2: bird(X)  flies(X), which reads as: “Birds 
typically fly”.  
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Defeaters are denoted as A ~> p and are not used to actively support conclusions, 
but only to prevent some of them. An example of such a defeater is: 
r4: heavy(X) ~> ¬flies(X), which reads as: “Heavy birds may not fly”.  

A superiority relation on R is an acyclic relation > on R (that is, the transitive clo-
sure of > is irreflexive). When r1 > r2, then r1 is called superior to r2, and r2 inferior to 
r1. This expresses that r1 may override r2. For example, given the defeasible rules r2 
and r3: penguin(X) => ¬flies(X), no conclusive decision can be made about 
whether a penguin flies, because rules r2 and r3 contradict each other. But if we intro-
duce a superiority relation > with r3 > r2, then we can indeed conclude that a penguin 
does not fly. 

3   The DR-DEVICE System Architecture and Functionality 

The DR-DEVICE reasoning system consists of two major components (Fig. 1): the 
RDF loader/translator and the rule loader/translator. The user submits to the rule 
loader a rule program (a URL or a local file name) that contains a) one or more rules 
in RuleML-like syntax [9], b) the URL(s) of the RDF input document(s), which is 
forwarded to the RDF loader, c) the names of the derived classes to be exported as re-
sults, and d) the name of the RDF output document. 
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Fig. 1. Architecture of the DR-DEVICE reasoning system 

The RuleML file is transformed into the native CLIPS-like syntax through an 
XSLT stylesheet. The DR-DEVICE rule program is then forwarded to the rule trans-
lator. The RDF loader downloads the input RDF documents, including their schemas, 
and translates RDF descriptions into CLIPS objects, according to the RDF-to-object 
translation scheme of R-DEVICE [7]. 

The rule translator compiles the defeasible logic rules into a set of CLIPS produc-
tion rules in two steps: First, the defeasible logic rules are translated into sets of de-
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ductive, derived attribute and aggregate attribute rules of the basic R-DEVICE rule 
language, using the translation scheme described in [6]. Then, all these R-DEVICE 
rules are translated into CLIPS production rules [10], according to the R-DEVICE 
rule translation scheme [7]. All compiled rule formats are kept in local files, so that 
the next time they are needed they can be directly loaded, improving speed.  

The inference engine of CLIPS performs the reasoning by running the production 
rules and generates the objects that constitute the result of the initial rule program or 
query. The compilation phase guarantees correctness of the reasoning process accord-
ing to the operational semantics of defeasible logic. 

Finally, the result-objects are exported to the user as an RDF/XML document 
through the RDF extractor. The RDF document includes the RDF Schema definitions 
for the exported derived classes and the instances of the exported derived classes, 
which have been proven (positively or negatively, defeasibly or definitely). 

4   The Defeasible Logic Language of DR-DEVICE 

DR-DEVICE has both a native CLIPS-like syntax ([6]) and a RuleML-compatible 
syntax [9]. Rules are encoded in an imp element and they have a label (_rlab ele-
ment), which also includes the rule's unique ID (ruleID attribute) and the type of the 
rule (ruletype attribute). The names (rel elements) of the operator (_opr) ele-
ments of atoms are class names, since atoms actually represent CLIPS objects. Atoms 
have named arguments, called slots, which correspond to object properties. In DR-
DEVICE, RDF resources are represented as CLIPS objects; therefore, atoms corre-
spond to queries over RDF resources of a certain class with certain property values. 
For example, the following fragment represents the defeasible rule r2 of section 2: 

<imp><_rlab ruleID="r2" ruletype="defeasiblerule"><ind>r2</ind></_rlab> 
 <_head>  <atom> <_opr><rel>flies</rel></_opr> 
        <_slot name="name"><var>X</var></_slot> </atom> 
 </_head> 
 <_body>  <atom> <_opr><rel>bird</rel></_opr> 
        <_slot name="name"><var>X</var></_slot> </atom> 
 </_body> 
</imp> 

Superiority relations are represented as attributes of the superior rule. For example, 
rule r3 (of section 2) is superior to rule r2. In RuleML, this is represented via a supe-
riority attribute in the rule label of rule r3. Negation is represented via a neg ele-
ment that encloses an atom element. 

<imp> <_rlab ruleID="r3" ruletype="defeasiblerule" superior="r2"> 
    <ind>r3</ind> </_rlab> 
 <_head> <neg> <atom> <_opr><rel>flies</rel></_opr> 
          <_slot name="name"><var>X</var></_slot> </atom> 
    </neg> 
 </_head> 
 <_body> <atom> <_opr><rel>penguin</rel></_opr> 
       <_slot name="name"><var>X</var></_slot> </atom> 
 </_body> 
</imp> 
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Apart from rule declarations, there are comp_rules elements that declare groups 
of competing rules which derive competing positive conclusions, also known as con-
flicting literals.  

<comp_rules c_rules="r10 r11 r12"> 
 <_crlab> <ind>cr1</ind> </_crlab> 
</comp_rules> 

Further extensions to the RuleML syntax, include function calls that are used either 
as constraints in the rule body or as new value calculators at the rule head. Addition-
ally, multiple constraints in the rule body can be expressed through the logical opera-
tors: _not, _and, _or.  

Finally, in the header of the rulebase several important parameters are declared; the 
input RDF file(s) are declared in the rdf_import attribute of the rulebase (root) 
element of the RuleML document. There exist two more attributes in the rulebase 
element: the rdf_export attribute, which is the RDF file with the exported results, 
and the rdf_export_classes attribute, which are the derived classes, whose in-
stances will be exported in RDF/XML format. An example is shown below: 

<rulebase rdf_import="http://lpis.csd.auth.gr/.../carlo.rdf#" 
    rdf_export_classes="acceptable rent" 
    rdf_export="http://lpis.csd.auth.gr/.../export-carlo.rdf"> 

5   The Graphical Rule Authoring Tool 

As the previous section shows, expressing or even viewing rules in RuleML syntax 
can often be highly cumbersome. In order to enhance user-friendliness and efficiency, 
DR-DEVICE is supported by a Java-built graphical authoring tool, which also acts as 
a graphical shell for the DR-DEVICE core reasoning system. 

The graphical shell facilitates the development and invocation of rulebases, by call-
ing the external applications that constitute the DR-DEVICE system. Users can evoke 
local or remote RuleML rulebases by starting new projects. The rulebase is then dis-
played in the left frame in XML-tree format, also offering the user the capability of 
navigating through the entire tree (Fig. 2). When the rule base is compiled and run, 
the DR-DEVICE core system, described in section 3, is evoked. The execution trace 
is watched via a DOS Window which can be later re-examined using the 'Run Trace' 
window (Fig. 3). Users can set the level of detail during the trace, using the Parame-
ters menu. The exported results of the inference process can be examined via an 
Internet Explorer window (Fig. 3). Finally, users can also re-run already compiled 
projects considerably (10-times) faster. 

The graphical authoring tool facilitates rulebase developers via constrained yet 
flexible deployment of pre-defined rule templates, according to both the RuleML-
compatible syntax and the RDF-oriented semantics.  

While traversing the XML tree, the user can add or remove elements, according to 
the DTD limitations. In general, the rule editor allows only a limited number of opera-
tions performed on each element, according to the element's meaning within the rule 
tree. The main principle of tree expansion is the following: when a new element is 
added, then all the mandatory sub-elements are also added. When there are multiple 
alternative sub-elements, none is added, but the user can select one of them to add by 
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right-clicking on the parent element. Furthermore, the user can alter the textual con-
tent (PCDATA) of the tree leafs. The atom element has a special treatment because it 
can be either negated or not. To facilitate this, the wrapping/unwrapping of an atom 
element within a neg element is performed via a toggle button. 

 

Fig. 2. The graphical rule authoring tool of DR-DEVICE and the namespace dialog window 

  

Fig. 3. The Run Trace and Results windows of the graphical DR-DEVICE shell 

The attribute editing area (in the right-hand frame) shows the XML attributes, cor-
responding to the selected tree node in the XML navigation-editing area. All the at-
tributes (both mandatory and optional) are shown in this area, but the final XML 
document will contain only the non null ones. Rule IDs are treated specially, since 
they uniquely represent rules within the rulebase. Some IDREF attributes, such as the 
superior attribute of the _rlab element, use the list of rule IDs to constrain the list 
of possible values. Names of functions appearing in an fcall element are con-
strained to be among the system-defined CLIPS functions. 

One of the important aspects of the rule editor is the namespace dialog window 
(Fig. 2), where the user can declare all the XML namespaces that will be used 
throughout the rulebase. Actually, namespace declarations are addresses of RDF 
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Schema documents that contain the vocabulary for the input RDF documents over 
which the rules of the rulebase will be run. Namespaces are analyzed by the authoring 
tool in order to discover the allowed class and property names for the rulebase being 
edited. These names are used in pull-down menus and name lists throughout the au-
thoring of the RuleML rulebase, in order to constrain the allowed names that can be 
used, to facilitate rule authoring and, consequently, reduce the possible semantical 
(and syntactical) errors of the rule developer. 

More specifically, RDF Schema documents are parsed, using the ARP parser of 
Jena [18], a flexible Java API for processing RDF documents, and the names of the 
classes found are collected in the base class vector (CVb), which already contains 
rdfs:Resource, the superclass of all RDF user classes. Therefore, the vector is con-
structed as follows: 

rdfs:Resource ∈ CVb 
∀C (C rdf:type rdfs:Class) → C ∈ CVb 

where (X Y Z) represents an RDF triple found in the RDF Schema documents. 
. Except from the base class vector, there also exists the derived class vector (CVd), 

which contains the names of the derived classes, i.e. the classes which lie at rule 
heads (conclusions). This vector is initially empty and is dynamically extended every 
time a new class name appears inside the rel element of the atom in a rule head. 

The vector CVd is used for loosely suggesting possible values for rel elements of 
the atom in a rule head, but not constraining them, because rule heads can either in-
troduce new derived classes or refer to already existing ones. 

The full class vector (CVf), which is a union of the above two vectors (CVf = CVb ∪ 
CVd), is used for constraining the allowed class names, when editing the contents of 
the rel element inside atom elements of the rule body. 

Furthermore, the RDF Schema documents are also parsed for property names and 
their domains. The properties are placed in a base property vector PVb, which already 
contains some built-in RDF properties (BIP) whose domain is rdfs:Resource: 

BIP = {rdf:type, rdfs:label, rdfs:comment, rdfs:seeAlso, 
  rdfs:isDefinedBy, rdf:value} ⊆ PVb 

∀P, (P rdf:type rdf:Property) → P ∈ PVb 

Except from the base property vector, there also exists the derived property vector 
(PVd), which contains the names of the properties of the derived classes, i.e. the prop-
erties of classes which lie at rule heads (conclusions). This vector is initially empty 
and is dynamically extended every time a new property name appears inside the 
_slot element of the atom in a rule head. Therefore, the full property vector (PVf) is 
a union of the above two vectors: PVf = PVb ∪ PVd. 

For each property P in the PVf vector an object is created that maintains all the 
RDF Schema information needed. More specifically, each P object maintains two 
sets: superproperty set SUPP(P) and domain set DOM(P). 

The SUPP(P) set initially contains all the direct superproperties of P. The rest of 
the properties (including the derived class properties) have an empty SUPP(P): 

∀P∈PVb ∀SP∈PVb, (P rdfs:subPropertyOf SP) → SP ∈ SUPP(P) 
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The SUPP(P) set is then further populated with the indirect superproperties of each 
property, by recursively traversing upwards the property hierarchy. Existing dupli-
cates due to multiple inheritance are subsequently merged, since SUPP(P) is a set: 

∀P∈PVb ∀SP∈SUPP(P) ∀SP'∈SUPP(SP) → SP' ∈ SUPP(P) 

The DOM(P) set of domains is initially constructed, by examining the domain of 
each property declared in the RDF Schema documents. The domain of each derived 
class property is the corresponding derived class: 

∀P∈PVb ∀C, (P rdfs:domain C) → C ∈ DOM(P) 

The domain of the RDF built-in properties BIP is rdfs:Resource: 

∀P∈BIP, rdfs:Resource ∈ DOM(P) 

If a property does not have a domain, then rdfs:Resource is assumed: 

∀ P∈(PVb-BIP), (¬∃C P rdfs:domain C) → rdfs:Resource ∈ DOM(P) 

The DOM(P) set is then further populated, by inheriting the domains of all the su-
perproperties (both direct and indirect): 

∀P∈PVb ∀SP∈SUPP(P) ∀C∈DOM(SP), C ∈ DOM(P) 

This follows from the RDFS semantics, which dictate that the domains (and 
ranges) of the superproperties are inherited by the subproperties conjunctively. 

The domains of the properties are needed, in order to constrain the possible values 
that the slot names can take, when editing the RuleML tree. More specifically, for 
each atom element appearing inside the rule body, when the class name C is selected, 
the names of the properties that can appear inside the _slot subelements are con-
strained only to those that have C as their domain, either directly or inherited. Fur-
thermore, subsumed properties are also allowed, as it is explained below. 

In order to link each class with the allowed properties, for each class C in the CVf 
vector an object is created that maintains all the RDF Schema information needed. 
More specifically, each C object maintains five sets: superclass set SUPC(C), sub-
class set SUBC(C), owned property set OWNP(C), inherited property set INHP(C), 
and subsumed property set SUBP(C). 

The SUPC(C) set initially contains all the direct superclasses of C: 

∀C∈CVb ∀SC∈CVb, (C rdfs:subClassOf SC) → SC ∈ SUPC(C) 

If a class does not have a superclass, then it is considered to be a subclass of 
rdfs:Resource: 

∀C∈CVb, C≠rdfs:Resource ∧ (¬∃SC SC∈CVb → (C rdfs:subClassOf SC))  
  → rdfs:Resource ∈ SUPC(C) 

Derived classes are considered to be subclasses of rdfs:Resource: 

∀C∈CVd, rdfs:Resource ∈ SUPC(C) 

The SUPC(C) set is then further populated with the indirect superclasses of each 
class, by recursively traversing upwards the class hierarchy. Potential duplicates due 
to multiple inheritance are again subsequently merged, since SUPC(C) is a set: 
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∀C∈CVb ∀SC∈SUPC(C) ∀SC'∈SUPC(SC) → SC' ∈ SUPC(C) 

The SUBC(C) set is constructed, by inversing all the subclass relationships (both 
direct and indirect):  

∀C∈CVb ∀SC∈SUPC(C) → C ∈ SUBC(SC) 

The OWNP(C) set of owned properties is constructed, by examining the domain set 
of each property object in the full property vector: 

∀P∈PVf ∀C∈DOM(P) → P ∈ OWNP(C) 

The inherited property set INHP(C) is constructed, by inheriting the owned proper-
ties from all the superclasses (both direct and indirect):  

∀C∈CVb ∀SC∈SUPC(C) ∀ P∈OWNP(SC) → P ∈ INHP(C) 

This follows from the RDFS semantics, which dictate that the instances of a sub-
class are also instances of its superclass; therefore, properties which have the super-
class as domain can also have any of its subclasses as domain. 

Finally, the subsumed property set SUBP(C) is constructed, by copying the owned 
properties from all the subclasses (both direct and indirect):  

∀C∈CVb ∀SC∈SUBC(C) ∀P∈OWNP(SC) → P ∈ SUBP(C) 

Although the domain of a subsumed property of a class C is not compatible with 
class C, it can still be used in the rule condition for querying objects of class C, imply-
ing that the matched objects will belong to some subclass C' of class C, which is 
compatible with the domain of the subsumed property. For example, consider two 
classes A and B, the latter being a subclass of the former, and a property P, whose 
domain is B. It is allowed to query class A, demanding that property P satisfies a cer-
tain condition; however, only objects of class B can possibly satisfy the condition, 
since direct instances of class A do not even have property P. 

The above three property sets comprise the full property set FPS(C): 

FPS(C) = OWNP(C) ∪ INHP(C) ∪ SUBP(C) 

which is used to restrict the names of properties that can appear inside a _slot ele-
ment (see Fig. 2), when the class of the atom element is C.  

6   Related Work 

There exist several previous implementations of defeasible logics. Deimos [17] is a 
flexible, query processing system based on Haskell. It implements several variants, 
but not conflicting literals nor negation as failure in the object language. Also, it does 
not integrate with Semantic Web (for example, there is no way to treat RDF data and 
RDFS/OWL ontologies; nor does it use an XML-based or RDF-based syntax for syn-
tactic interoperability). Therefore, it is only an isolated solution. Finally, it is proposi-
tional and does not support variables. 

Delores [17] is another implementation, which computes all conclusions from a de-
feasible theory. It is very efficient, exhibiting linear computational complexity. 
Delores only supports ambiguity blocking propositional defeasible logic; so, it does 
not support ambiguity propagation, nor conflicting literals, variables and negation as 
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failure in the object language. Also, it does not integrate with other Semantic Web 
languages and systems, and is thus an isolated solution. 

SweetJess [15] is another implementation of a defeasible reasoning system (situ-
ated courteous logic programs) based on Jess. It integrates well with RuleML. How-
ever, SweetJess rules can only express reasoning over ontologies expressed in 
DAMLRuleML (a DAML-OIL like syntax of RuleML) and not on arbitrary RDF 
data, like DR-DEVICE. Furthermore, SweetJess is restricted to simple terms (vari-
ables and atoms). This applies to DR-DEVICE to a large extent. However, the basic 
R-DEVICE language [7] can support a limited form of functions in the following 
sense: (a) path expressions are allowed in the rule condition, which can be seen as 
complex functions, where allowed function names are object referencing slots; (b) 
aggregate and sorting functions are allowed in the conclusion of aggregate rules. Fi-
nally, DR-DEVICE can also support conclusions in non-stratified rule programs due 
to the presence of truth-maintenance rules [6]. 

Mandarax [12] is a Java rule platform, which provides a rule mark-up language 
(compatible with RuleML) for expressing rules and facts that may refer to Java ob-
jects. It is based on derivation rules with negation-as-failure, top-down rule evalua-
tion, and generating answers by logical term unification. RDF documents can be 
loaded into Mandarax as triplets. Furthermore, Mandarax is supported by the Oryx 
graphical rule management tool. Oryx includes a repository for managing the vocabu-
lary, a formal-natural-language-based rule editor and a graphical user interface li-
brary. Contrasted, the rule authoring tool of DR-DEVICE lies closer to the XML na-
ture of its rule syntax and follows a more traditional object-oriented view of the RDF 
data model [7]. Furthermore, DR-DEVICE supports both negation-as-failure and 
strong negation, and supports both deductive and defeasible logic rules. 

7   Conclusions and Future Work 

In this paper we argued that defeasible reasoning is useful for many applications in 
the Semantic Web, such as modeling policies and business rules, agent brokering and 
negotiation, ontology and knowledge merging, etc., mainly due to conflicting rules 
and rule priorities. However, the syntax of defeasible logic may appear too complex 
for many users; therefore, we have developed a graphical authoring tool to facilitate 
users in developing a rulebase using a RuleML-compatible defeasible logic rule lan-
guage. DR-DEVICE is a defeasible reasoning system over RDF metadata, which is 
implemented on top of the CLIPS production rule system. The rule authoring tool 
constrains the allowed vocabulary by analyzing the input RDF namespaces, so that 
the user does not have to type-in class and property names, preventing potential syn-
tactical and semantical errors. Rule visualization follows the tree model of RuleML.  

In the future, we plan to delve into the proof layer of the Semantic Web architec-
ture by developing further the graphical environment into a full visual IDE that in-
cludes rule execution tracing, explanation, proof exchange in an XML or RDF format, 
proof visualization and validation, etc. These facilities would be useful for increasing 
the trust of users for the Semantic Web agents and for automating proof exchange and 
trust among agents in the Semantic Web.  
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Abstract. Bioinformatics applications are one of the most relevant and
compute-demanding applications today. While normally these applica-
tions are executed on clusters or dedicated parallel systems, in this work
we explore the use of an alternative architecture. We focus on exploiting
the compute-intensive characteristics offered by the graphics processors
(GPU) in order to accelerate a bioinformatics application. The GPU
is a good match for these applications as it is an inexpensive, high-
performance SIMD architecture.

In our initial experiments we evaluate the use of a regular graphics
card to improve the performance of RAxML, a bioinformatics program
for phylogenetic tree inference. In this paper we focus on porting to the
GPU the most time-consuming loop, which accounts for nearly 50% of
the total execution time. The preliminary results show that the loop code
achieves a speedup of 3x while the whole application with a single loop
optimization, achieves a speedup of 1.2x.

1 Introduction

The demands from the game application market have been driving the develop-
ment of better and faster architectures. One such example is the development of
the Graphics Cards and more specifically the Graphics Processing Units (GPU).
The GPUs are the responsible entities for drawing the fast moving images that
we observe on the computer screens. To achieve those real-time realistic anima-
tions, the GPUs must perform many floating-point operations per second. As
such, and given that the work performed by the GPUs is dedicated to these
applications, the GPUs are forced to offer many more computational resources
than the general purpose processors (CPU). Given the characteristics of these
applications, performance can easily be improved from the use of vector units,
i.e. using the SIMD programming model. In some way these GPUs have similar
characteristics with the classical supercomputers (e.g. Cray supercomputers).
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While the first GPU models were only capable of handling graphics operations,
as they were hardwired, the latest models offer the capability of executing user
code. This was originally done for users, and game writers in particular, to be
able to write their own graphics operations. Nevertheless, the programmability
has opened the power of the GPU for other non-graphics applications. This has
lead to the rising interest in a new research field known as General Purpose
Computation on Graphics Processing Units or GPGPU [1].

Although different manufacturers offer different models of GPUs, the inter-
face exported for their programming is standard and supported by the graph-
ics card drivers. Currently the two major standards for the GPU interface are
OpenGL [2] and DirectX [3]. Because these interfaces were written for program-
ming graphics operations, they are not trivial to be used by general-purpose ap-
plications. Consequently, there are some efforts into making environments and
tools that make the GPU programming easier for general-purpose applications.
One such environment is BrookGPU [4]. Brook makes some extensions to ANSI
C in order to support the execution of general-purpose applications on the GPU,
making it relatively easy to port an application.

Several general-purpose applications have been mapped to the GPU: dense
matrix multiply [5], linear algebra operations [6], sparse matrix solvers for con-
jugate gradient and multigrid [7], and database operations [8] among others.

In this paper we present our initial experiments in porting a bioinformatics
application, RAxML, to execute on the GPU. RAxML is a program for inference
of evolutionary trees based on the Maximum Likelihood method. After profiling
RAxML’s execution we focused on the porting to the BrookGPU environment of
a single loop which accounts for nearly 50% of the original execution time. With
this program we study the applicability of BrookGPU to real-world applications
as RAxML has approximately 10000 lines of source code. In our experiments
we compared the execution on a mid-class GPU (NVIDIA FX 5700LE) with a
high-end CPU (Pentium 4 3.2GHz). The results show that the loop code may be
accelerated by a factor of 3 when executing on the particular GPU. Given that
we only optimized a single loop and also that we did not make a considerable
effort yet into eliminating all the overheads, the overall improvement observed
for the complete application is of 20%. These results are very encouraging and
show that the GPU is a cost-effective solution for this application.

This paper is organized as follows: Section 2 presents the GPU architecture,
its characteristics and limitations, along with its programming environment.
Section 3 describes the bioinformatics application and its porting to the GPU.
Section 4 shows the experimental setup and Section 5 discusses the experiments
and results obtained. Finally the conclusions are presented in Section 6.

2 Graphics Processing Unit

2.1 Architecture

The GPU is an interesting architecture as it offers a large degree of parallelism
at a relatively low cost. Its operations are similar to the well known vector
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processing model. This model is also known from Flynn’s taxonomy [9] as Single
Instruction, Multiple Data or SIMD. As such, it is natural that the GPU will be
able to perform well on many of the applications that in the past were executed
on vector supercomputers.

Another characteristic of the simple parallel architecture of the GPU is that
it allows for its performance to grow at a rate faster than the well known Moore’s
law. In fact the GPU has been increasing at a rate of 2.5 to 3.0x a year as opposed
to 1.4x for the CPU.

64bit 64bit 64bit 64bit

Input from  CPU

Host interface 

Vertex processing 

Triangle setup 

Pixel processing 

Memory Interface 

Fig. 1. GPU architecture

The general architecture of the GPU is depicted in Figure 1. Notice that the
GPU includes two different types of processing units: vertex processors and pixel
(or fragment) processors. This terminology comes from the graphics operations
that each one is responsible for. For example, the vertex processor performs
mathematical operations that transform a vertex into a screen position. This
result is then pipelined to the pixel or fragment processor, which performs the
texturing operations.

2.2 Programming Environment

As mentioned before, programming the GPU in an high-level language is a
recent development. The first high-level language programming environments
were developed for graphics applications in mind. Such examples are Cg from
NVIDIA [10] and OpenGL Shading Language [11]. Although helpful, they make
the job of mapping a general purpose application a considerable task. Therefore,
some research teams are working on developing high-level language program-
ming environments for general purpose programming. One such environment is
BrookGPU [4] from Stanford University.

Brook is an extension to the standard ANSI C and is designed in order to
facilitate the porting of general purpose applications to the GPU. The main
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differences from the standard C language are the introduction of the concept of
stream variables, and kernel and reduction functions. The programming model
offered by BrookGPU for the functions to be executed on the GPU is a streaming
model. In this model a function processes streams, i.e. sequences of data, but
operates on a single element at a time.

Using Brook, a function that is executed on the GPU, can be of two types:
kernel and reduction. The former is a general function that accepts multiple
input and output parameters which may be of type stream or not. The latter
is a function that takes only one stream parameter and returns a single stream
output or scalar value. This is used to execute the known reduction operations
such as a sum of all the values in a stream.

Finally, BrookGPU has the advantage that it is necessary to write the code
once and its runtime will take care of selecting the correct implementation. For
example, the same code can execute either on the CPU, or the GPU, using the
OpenGL or the DirectX interface. In addition, it also provides an indirection
layer such that the user does not need to be aware if the card has a NVIDIA or
an ATI chip, for example.

3 GPU-RAxML

3.1 RAxML

RAxML (Randomized Axelerated Maximum Likelihood) [12,13] is a program for
inference of evolutionary (phylogenetic) trees from DNA sequence data based on
the Maximum Likelihood (ML) Method [14].

Phylogenetic trees are used to represent the evolutionary history of a set
of n organisms. An alignment with the DNA or protein sequences of those n
organisms can be used as input for the computation of phylogenetic trees. In a
phylogeny the organisms of the input data set are located at the tips (leaves)
of the tree whereas the inner nodes represent extinct common ancestors. The
branches of the tree represent the time which was required for the mutation of
one species into another new one.

The inference of phylogenies with computational methods has many impor-
tant applications in medical and biological research, such as e.g. drug discovery
and conservation biology [15]. Due to the rapid growth of sequence data over
the last years it has become feasible to compute large trees which comprise more
than 1.000 organisms. The computation of the tree-of-life containing representa-
tives of all living beings on earth is considered to be one of the grand challenges
in Bioinformatics.

The fundamental algorithmic problem computational phylogeny faces is the
immense amount of alternative tree topologies which grows exponentially with
the number of organisms n, e.g. for n = 50 organisms there exist 2.84 ∗ 1076 al-
ternative trees (number of atoms in the universe ≈ 1080). Thus, for most biologi-
cally meaningful optimality criteria the problem is NP-hard. Moreover, there is a
speed/quality trade-off among the various evolutionary models which have been
devised for tree reconstruction. This means that a phylogenetic analysis with an
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elaborate model such as ML requires significantly more time but yields trees with
superior accuracy than Neighbor Joining [16] or Maximum Parsimony [17,18].
However, due to the higher accuracy it is desirable to infer complex large trees
with ML.

The current version of RAxML incorporates novel fast hill climbing and sim-
ulated annealing heuristics and is, to the best of our knowledge, the currently
fastest and at the same time most accurate program for phylogenetic inference
with ML on real world sequence data. Moreover, it has significantly lower mem-
ory requirements than comparable implementations [19]. Finally, like every ML-
based program, RAxML exhibits a source of fine-grained loop-level parallelism
in the likelihood functions which consume over 90% of the overall computation
time (see Section 3.2).

3.2 RAxML Profiling

Before porting the application to BrookGPU we profiled its execution time in or-
der to identify the most time-consuming portions of the code. We concentrated
our analysis on the loops that had been parallelized for the OpenMP version
of RAxML [20]. For each loop we added instructions to measure the time con-
sumed by the corresponding loop execution and also to measure its frequency.
The execution time was measured with accuracy using the processor’s hardware
performance counters [21]. The results obtained for the test150 input data set
(see Section 4) are presented in Figure 2.

These results show that the most time-consuming piece of code is loop2,
which is visited 4489449 times and accounts for 47% of the total execution time.
Equally important is the fact that the five loops that were identified in the
profiling phase account altogether for 90% of the total execution time. Also, an
analysis of the code shows that the code of the loops is vectorizable without
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Fig. 2. Execution time and loop frequency profile of RAxML for test150
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major changes. Consequently, the profiling results indicate that this application
has a good potential for speedup when ported to the GPU.

3.3 Porting RAxML to the GPU

Based on the results presented in the last Section, in our initial experiments
we focus on porting loop2 to execute on the GPU. To achieve this goal we use
the BrookGPU system as presented in Section 2.2. This porting is a good case-
study for studying the applicability of BrookGPU as a platform for real-world
applications as RAxML is composed of approximately 10000 lines of source code.

In BrookGPU there are two types of source files: regular C++ (or C) source
files (.c files) and Brook source files (.br files). The latter are the ones containing
the code that is to be executed on the GPU. The code to execute on the GPU has
to be included in special functions named kernel. These kernel function perform
the same set of operations on different data elements belonging to the same
stream of data.

The first step in porting the application is to identify the code to execute on
the card. To be effective this has to be a loop in the original source code. Once
this loop is identified, a pre-condition for it to be ported to the GPU is that there
are no dependencies in the data accesses in the loop’s operations across different
iterations. This means that the data accesses in a certain iteration are different
from the ones in any other iteration, therefore independent, and consequently
iterations may safely be executed in parallel, without resulting in any conflicts.
In practice this is the definition of a loop being vectorizable. For our example
an excerpt of the code is presented in Figure 3.

...
for (i = 0; i < tr->cdta->endsite; i++) {

fxqr = tr->rdta->freqa * lqa[i] + tr->rdta->freqg * lqg[i];
fxqy = tr->rdta->freqc * lqc[i] + tr->rdta->freqt * lqt[i];
fxqn = fxqr + fxqy;
...
lpa[i] = sumaq * (zzr * (lra[i] - tempi) + tempj);
...

}
...

Fig. 3. Original loop2 code

After the verification that the loop code is vectorizable, we need to identify
the data accessed within an iteration. Simple variables will not be changed but
arrays will have to be transformed into streams. In addition, we need to deter-
mine if the data is accessed in a read-only, write-only, or read-write fashion.

The next step is to extract the loop code and create a kernel function with it.
The function parameters are the variables as identified in the previous step. In
addition, the keyword out needs to be used for all returning parameters. Notice
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that this function, as it contains the code to be executed on the GPU, needs to
be placed in a separate file, a Brook file (.br), in order for the corresponding code
to be correctly generated by the system. For our example mentioned above, the
Brook kernel function is the one presented in Figure 4.

kernel void
second_loop(float4 lq<>, out float lp_x<>, ...

float i_freqa, float i_freqg, float i_freqc, float i_freqt,...)
{

float fxqr, fxqy, fxqn;
...
fxqr = i_freqa * lq.x + i_freqg * lq.y;
fxqy = i_freqc * lq.z + i_freqt * lq.w;
fxqn = fxqr + fxqy;
...
lp_x = sumaq * (zzr * (lr.x - tempi) + tempj);
...

}

Fig. 4. Brook kernel function for loop2 code.

In the original code, the loop code is replaced with a function call to the
new kernel function. In addition, it is necessary to pack the arrays into streams
before the kernel call and unpack the output streams into regular arrays after
the kernel call. The packing function is called streamRead and the unpacking one
streamWrite. For our example the code looks like the one presented in Figure 5.

...
streamRead(lq, lq_array);
second_loop(lq,lp_x,...,i_freqa,i_freqg,i_freqc,i_freqt,...);
streamWrite(lp_x, lpa);
...

Fig. 5. Application with call to kernel function

It is necessary to note that this procedure may not be straightforward in all
cases as the use of the graphics card imposes some limitations. Examples of such
limitations are the size of the stream used, the type and number of parameters
that may be passed to the kernel function, and the operations performed within
the kernel function. A detailed analysis of some of these limitations and proposed
solutions is presented in [22].

4 Experimental Setup

For the experiments presented in this paper we used one graphics card and
one computer setup. The graphics card used was a NVIDIA GeForce FX 5700
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LE [23]. This card has a NV36 graphics processor clocked at 250MHz, 128MB
DDR video memory clocked at 200MHz and the data transfers with the PC are
done through the AGP interface. The NV36 processor includes 3 vertex and 4
pixel pipelines [24].

As for the computer system we used a high-end Intel Pentium 4 3.2GHz based
system with 1GB RAM.

The application used is RAxML as described in Section 3.1. The input data
set used in these experiments is composed of an alignment of 150 sequences or
organisms where each organism is represented by a DNA sequence of a length
of 1269 nucleotides. This input set is named test150.

The environment used was BrookGPU version 0.3 [4] as described in Sec-
tion 2.2. For the experiments, Brook was compiled using the Intel C++ compiler
with the release compile flag, i.e. with full code optimizations.

For the experiments we compare the execution time of running the code on
the regular CPU of the system and on the GPU of the graphics card. We measure
these two situations using the same code as the BrookGPU runtime allows the
user to decide where the code should be executed depending on the value of an
environment variable (BRT RUNTIME). If we set the variable BRT RUNTIME
to cpu the code will execute on the system’s CPU while if we set the variable to
nv30gl it will execute on the card’s GPU.

5 Experimental Results

As previously described, in this preliminary study we focused on porting one
loop, loop2, from the original code to execute on the GPU. The speedup obtained
from executing the modified application on the GPU comparing to the execution
on the CPU is shown in Figure 6.
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Fig. 6. Speedup of GPU-RAxML when executing on GPU compared to CPU
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In this Figure we present four bars separated into two groups: Loop on the
left, which represents the results for the speedup of the loop2 loop code; and
GPU-RAxML on the right, which represents the results for the speedup of the
complete RAxML application compared to the execution on the CPU. In the
latter group we have three bars: two dark ones representing predicted speedup
and a lighter one representing measured speedup. From left to right, the first bar,
all-perf, represents the predicted speedup for the complete application, assuming
that all loops have been ported to the GPU and that each loop achieves the same
speedup as the one observed for loop2. The second bar, loop2-perf, represents the
predicted speedup for the complete application, assuming that only loop2 has
been ported to the GPU. Both predicted values have been determined using
Amdahl’s law, the profiling information, as well as the speedup measured for
loop2. Finally, the third bar, loop2-real, represents the speedup measured for the
whole application in the situation where only loop2 has been ported to the GPU.
Notice that both the loop2 and predicted speedup values do not take into account
any extra overheads of sending and receiving data to and from the GPU, hence
the suffix perf for perfect speedup, while the loop2-real includes all overheads.

From the results in the Figure 6 it is possible to observe that the use of the
GPU is very effective. For the code of the loop we optimize, the GPU achieves
a speedup of nearly 3x. It is important to notice that the GPU used is not a
high-end model while the CPU used is a high-end model. As a consequence, this
is not a very fair comparison for the GPU. A more realistic setup would have
either a high-end GPU or a lower-end CPU. This would result in a much larger
advantage for the GPU.

Regarding the overall application speedup, notice that the observed real
speedup is only 1.2, i.e. the GPU performs only 20% better than the CPU.
Nevertheless, this is 86% of the perfect speedup of 1.4. The 14% of the “lost”
speedup is due to data transfer and other overheads related to the preparation
of the data to be sent and received from the GPU. At this point we did not
concentrate in eliminating these overheads as we are still studying the potential
for the use of the GPU for this application. In the near future we will study some
changes to the original program in order to reduce these overheads and bring
the real speedup closer to the pref one. In addition, we are currently porting the
rest of the loops to the GPU and therefore we expect an increase in the observed
speedup that could reach the predicted value of 2.3 shown in the all-perf bar.

Notice that the speedup observed is even more impressive when we consider
the cost and power consumption of the processors used. If we consider the price
information in PriceWatch [25], the NVIDIA 5700LE card costs approximately
US$75 while the Pentium 4 US$200, i.e. 2.7 times more expensive. Further-
more, while the NVIDIA chip consumes approximately 24W [26], the Pentium
4 3.2GHz consumes approximately 5.5x more power, as it consumes more than
130W. This leads to the conclusion that the use of the GPU is a very cost- and
power-effective solution for this type of application.
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6 Conclusions

In this paper we presented our initial experiments in evaluating the potential of
porting a bioinformatics application to execute on the Graphics Processor Unit.
For the preliminary results presented in this paper we focused on porting to
the BrookGPU environment a single loop from the RAxML application, which
typically accounts for nearly 50% of the original execution time.

In our experiments, we compared the execution on a mid-class GPU (NVIDIA
FX 5700LE) with a high-end CPU (Pentium 4 3.2GHz). In the experiments per-
formed, the loop code achieved a speedup of 3x when executing on the GPU
compared to the high-end CPU. Although this has resulted in only an improve-
ment of 20% in the overall application, this value will increase as we port the
rest of the loops to the GPU and perform some code modifications to reduce
certain overheads.

Overall, the loop speedup results are very encouraging and lead us to conclude
that the GPU is a solution that is able to achieve high-speedup with lower cost
and less power consumption compared to high-end systems.
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Abstract. The prediction of the Translation Initiation Site (TIS) in a genomic 
sequence is an important issue in biological research. Although several methods 
have been proposed to deal with this problem, there is a great potential for the 
improvement of the accuracy of these methods. Due to various reasons, includ-
ing noise in the data as well as biological reasons, TIS prediction is still an open 
problem and definitely not a trivial task. In this paper we follow a three-step 
approach in order to increase TIS prediction accuracy. In the first step, we use a 
feature generation algorithm we developed. In the second step, all the candidate 
features, including some new ones generated by our algorithm, are ranked ac-
cording to their impact to the accuracy of the prediction. Finally, in the third 
step, a classification model is built using a number of the top ranked features. 
We experiment with various feature sets, feature selection methods and classifi-
cation algorithms, compare with alternative methods, draw important conclu-
sions and propose improved models with respect to prediction accuracy. 

1   Introduction 

The rapid progress of computer science in the last decades has been closely followed 
by a similar progress in molecular biology. Undoubtedly, the use of computational 
tools has given a boost in the collection and analysis of biological data, creating one 
of the hottest areas of research, namely bioinformatics. Molecular biology deals with 
the study of the structure and function of biological macromolecules. During the last 
decade, the field of data mining and knowledge discovery provided the biologists with 
a new set of tools for high performance processing of large volumes of data. As a 
multidisciplinary field, data mining uses techniques from various other areas, such as 
artificial intelligence, machine learning, statistics, database technology, etc.  

Genomic sequences represent a large portion of the biological data that require the 
use of computational tools in order to be analyzed. Despite the rapid developments of 
the ongoing research in this field, there is still limited knowledge about the role that 
each part of these molecules plays and how this relates to other parts. The large size 
of the sequences and the numerous possible features are the main reasons behind the 
urgent need for representation, algorithmic and mathematical methods that allow for 
the efficient analysis of such data and the delivery of accurate and reliable knowledge 
to the domain expert. Depending on the problem tackled, pattern discovery and classi-
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fication are two of the most common tasks usually performed on these symbolic se-
quences, that consist of an alphabet of nucleotides or amino acids. 

Translation, along with transcription and replication, are the major operations that 
relate to biological sequences. The recognition of Translation Initiation Sites (TISs) is 
essential for genome annotation and for better understanding of the process of transla-
tion. It has been recognized as one of the most critical problems in molecular biology 
that requires the generation of classification models, in order to accurately and relia-
bly distinguish the valid TISs from a set of false ones. However, the traditional ma-
chine learning methods are not directly applicable to these data.  

The necessity to adapt these methods to this kind of problems has been the motiva-
tion behind our research. Although many approaches have been proposed to deal with 
this problem, there is a great potential for the improvement of their accuracy. In this 
paper we apply data mining to tackle the problem of the prediction of TISs in DNA 
sequences. We use a large number of features and different classifiers in order to 
build more accurate models. Some of the features are directly extracted from the raw 
sequences, concerning the nucleotides present at each position of the sequence, but 
most of them are generated. Along with the features already discussed in other papers, 
we generate and propose the use of some new ones. We show that a combination of 
these features improves the accuracy of the prediction models. In order to select the 
best features, various ranking algorithms are utilized to evaluate the contribution of 
each feature to the accuracy of prediction. After a number of the best features is se-
lected, we use various algorithms to build classification models. We present the re-
sults of our experiments, we compare them with other methods and finally, we draw 
interesting conclusions. For our experiments we used a real world dataset that con-
tains processed DNA sequences collected from vertebrate organisms.  

This paper is outlined as follows: In the next section we briefly present the relative 
work in the area of TIS prediction. In section three we describe the problem and pro-
vide the background knowledge. In section four we present the dataset and the ap-
proach selected. Section five contains the results of our experiments and finally, in 
section six we present our conclusions as well as some directions for future research.  

2   Related Work 

Since 1982 the prediction of TISs has been extensively studied using biological ap-
proaches, data mining techniques and statistical models. Stormo et al. [17] used the 
perceptron algorithm to distinguish the TISs. Meanwhile, in 1978 Kozak and Shatkin 
[9] had proposed the ribosome scanning model, which was later updated by Kozak 
[7]. According to this model, translation initiates at the first start codon that has an 
appropriate context. Later, in 1987 Kozak developed the first weight matrix for the 
identification of TISs in cDNA sequences [6]. The following consensus pattern was 
derived from this matrix: GCC[AG]CCatgG. The bold residues are the highly con-
served positions. 

Pedersen and Nielsen [13] made use of artificial neural networks (ANNs) to predict 
which AUG codons are TISs achieving an overall accuracy of 88% in Arabidopsis 
thaliana dataset and 85% in vertebrate dataset. Zien et al. [20] studied the same verte-
brate dataset, but instead of ANNs employed support vector machines using various 
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kernel functions. Hatzigeorgiou [3] proposed an ANN system named “DIANA-TIS” 
consisting of two modules: the consensus ANN, sensitive to the conserved motif and 
the coding ANN, sensitive to the coding or non-coding context around the initiation 
codon. The method was applied in human cDNA data and 94% of the TISs were cor-
rectly predicted. Salamov et al. [16] developed the program ATGpr, using a linear 
discriminant approach for the recognition of TISs by estimating the probability of 
each ATG codon being the TIS. Nishikawa et al. [12] presented an improved pro-
gram, ATGpr_sim, which employs a new prediction algorithm based on both statisti-
cal and similarity information. This new algorithm exploits the similarity to known 
protein sequences achieving better performance in terms of sensitivity and specificity. 

Zeng et al. [19] used feature generation and correlation based feature selection 
along with machine learning algorithms. In their study, used a large number of k-gram 
nucleotide patterns. Using a ribosome scanning model and the selected features they 
achieved an overall accuracy of 94% on the vertebrate dataset of Pedersen and Niel-
sen. In [11] the three-step approach followed in [19] (feature selection, feature genera-
tion and feature integration) is also presented. They discuss various methods for fea-
ture selection and describe the use of different classification algorithms. Later, in [10] 
the same three-step method was used, but k-gram amino acid patterns were generated, 
instead of k-gram nucleotide patterns. A number of the top ranked features were se-
lected by an entropy based algorithm and a classification model was built for recogni-
tion of TISs applying support vector machines or ensembles of decision trees.  

3   Background Knowledge and Problem Description 

The main structural and functional molecules of an organism’s cell are proteins. An-
other important family of molecules are nucleic acids. The most common nucleic ac-
ids are deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). DNA is the genetic 
material of almost every living organism. RNA has many functions inside a cell and 
plays an important role in protein synthesis. Both proteins and nucleic acids are linear 
polymers of smaller molecules (monomers). The term sequence is used to refer to the 
order of monomers that compose the polymer. A sequence can be represented as a 
string of different symbols, one for each monomer. There are twenty protein mono-
mers called amino acids and five nucleic acid monomers called nucleotides. Every 
nucleotide is characterized by the nitrogenous base it contains: adenine (A), cytosine 
(C), guanine (G), thymine (T), or uracil (U). DNA may contain a combination of A, 
C, G, and T. In RNA U appears instead of T. A sequence of nucleotides has two ends 
called the 5′  and the 3′  end. Moreover, it is directed from the 5′  to the 3′  end 
( 5 3′ ′→ ). Proteins and nucleic acids are called macromolecules, due to their length. 

Proteins are synthesized by the following process. DNA is transcribed into a mes-
senger RNA (mRNA) molecule (transcription). Then mRNA is used as template for 
the synthesis of a protein molecule (translation). In our setup, we focus on the process 
of translation, which is further explained below.  

An organelle called ribosome is the “factory” where translation takes place. The 
mRNA sequence is scanned by the ribosome, which reads triplets of nucleotides 
named codons. Thus, a protein of n amino acids is coded by a sequence of 3n nucleo-
tides. Some amino acids are coded by more than one codon. There are three different 
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ways to read a given sequence in a given direction. Each of these ways of reading is 
referred to as reading frame. The first reading frame starts at position 1, the second at 
position 2 and the third at position 3 of the sequence. The reading frame that is trans-
lated into a protein is named Open Reading Frame (ORF). 

Translation, usually, initiates at the AUG codon nearest to the 5′  end of the mRNA 
sequence. However, there are some escape mechanisms that allow the initiation of 
translation at following, but still near the 5′  end AUG codons. These mechanisms of 
translation initiation make more difficult the recognition of the TIS on a given ge-
nomic sequence. Also, GUG and UUG sometimes are used as start codons, but this 
rarely happens in eukaryotes [8]. Moreover, there are three stop codons encoding the 
termination of translation (UAG, UAA and UGA). After the initiation of translation, 
the ribosome “reads” the mRNA codon by codon. For each codon “read” a transfer 
RNA (tRNA) molecule brings the proper amino acid. The amino acid is added to the 
protein chain, which, by this way, is elongated until a stop codon is reached. 

A codon that is contained in the same reading frame with respect to another codon 
is referred to as “in-frame codon”. The coding region of an ORF is bounded by the 
initiation codon and the first in-frame stop codon. The direction of translation is 
5 3′ ′→ . We name upstream the region of a nucleotide sequence from a reference 
point towards the 5′  end. Respectively, the region of a nucleotide sequence from a 
reference point towards the 3′  end is referred to as downstream. In TIS prediction 
problems the reference point is an AUG codon. The above are illustrated in Fig. 1. 
 

  

5′  end 3′  end
AUG UGA 

coding region

mRNA 

ribosome

downstream upstream 

. . .

initiation codon AUG 

UGA
in-frame stop codon in-frame codon 

nucleotide 

direction of translation 

 

Fig. 1. Translation initiation - The ribosome scans the mRNA until it reads an AUG codon. If 
the AUG codon has appropriate context, then probably the translation initiates at that site. 

4   Materials and Methods 

In this section we describe the dataset and the three step approach we followed in or-
der to improve the classification accuracy. 

4.1   Dataset 

The original dataset we use consists of 3312 genomic sequences collected from vari-
ous vertebrate organisms. These sequences were extracted from GenBank, the US 
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NIH genetic sequence database [2] and only those sequences with an annotated TIS 
are included. The dataset is publicly available in [5]. The DNA sequences have been 
processed in order to remove the interlacing non-coding regions (introns) and their 
alphabet consists of the letters A, C, G and T. Thus, a candidate initiation codon is 
referred to as ATG codon instead of AUG codon. These sequences contain 13503 
ATG codons in total, whereof 3312 of them are TISs. 

4.2   Feature Generation 

In order to build the classification models, we generate a large number of frequency 
counting features. Among them is a set of k-gram nucleotide patterns, i.e. nucleotide 
sequences of length k. For example, A, C, G and T are the four 1-grams for a DNA 
sequence. AA, AC, AG, AT are four of the sixteen possible 2-grams. Each k-gram 
nucleotide pattern is an individual feature. Also, the in-frame 3n-grams are generated 
(n is a positive integer). For instance, the feature IN_GCC counts the in-frame GCC 
codons.  

Apart from k-grams, we also generate a new set of features of the form 
IN_POS_k_X, where 1 ≤ k ≤  3 and X is any nucleotide. By POS_k we mean the posi-
tion k at an in-frame codon. For example, in the sequence of  Fig. 2 the value of 
IN_POS_2_C is 4. Moreover, we generate a number of new features to count the dif-
ferences of the frequencies between the nucleotides. For example, we consider the 
feature A/G-T/C_DIF, which counts the difference of thymines and cytosines from 
the adenines and guanines (A + G – T – C).  

 
 1 2 3  1 2 3    1 2 3 1 2 3 

5′  G C C  A C C A T G G C A T C G 3′

Fig. 2. The positions of the nucleotides inside the in-frame codons 

We also consider the same features twice; first, for upstream and second, for 
downstream nucleotides. For example, for feature F we calculate UP_F, which counts 
the frequency of F upstream of the ATG and DOWN_F, which counts the frequency 
of F downstream of the ATG. A set of new features we use is based on the difference 
between upstream and downstream occurrences. These features are denoted as 
UP_DOWN_F_DIF. For example, UP_DOWN_A/G_DIF counts the difference be-
tween upstream and downstream frequencies of adenines and guanines. 

The following binary features are also included: DOWN_IN_STOP and 
A/G_POS_-3. The former indicates the existence of a downstream stop codon (TAA, 
TAG or TGA) inside the same reading frame of the ATG. The latter indicates the 
presence of an adenine or a guanine at position –3, according to Kozak’s consensus 
pattern. The position of the A of the ATG codon is considered to be the position +1 
and the numbering increases for the next nucleotides. The nucleotide preceding the A 
of the ATG codon is at position –1, and the numbering decreases for upstream nucleo-
tides (Fig. 3). Finally, each position of the window is also considered as an individual 
feature (i.e. POS_+3). 
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 -6 -5 -4 -3 -2 -1 +1 +2 +3 +4 +5 +6 +7 +8 +9

5′  G C C A C C A T G G C A T C G 3′

Fig. 3. The positions of the nucleotides relative to an ATG codon 

We have developed an iterative algorithm to generate all the above described fea-
tures. At each iteration a sequence is read from the given dataset. Then, the sequence 
is scanned and when an ATG codon is found, a window centered at this codon is cre-
ated. The window covers N nucleotides upstream and N nucleotides downstream of 
the ATG. N is given by the user. After the window is created, it is scanned once for 
each feature in order to calculate its value. The calculated value for a certain feature 
may be a frequency count, a binary value or a nominal value for the features concern-
ing the nucleotide presence at each position of the window. The positions that do not 
correspond to any nucleotide, because the segment of the sequence is shorter than the 
end of the window, are denoted as unknown by the symbol “?”. When the values of 
all the features have been calculated, they are stored in an output file as a new record. 
This file is the input for the feature selection algorithms. 

4.3   Feature Selection 

Zeng et al. in [19] used k-gram nucleotide patterns for 1 ≤ k ≤ 5. Their study illustrated 
that the use of 4-grams or 5-grams does not improve the classification accuracy. We 
used k-grams for 1 ≤ k ≤ 6 (also in-frame 3-grams and 6-grams were used) and ob-
served that k-grams for k > 3 could not improve the classification accuracy. Therefore, 
we focused on the k-gram nucleotide patterns for k ≤ 3. We experimented with various 
 

Table 1. The basic features considered in our study 

Features in [19] New Features Best Features 
POS_-3 
UP_ IN_ATG 
DOWN_ IN_CTG 
DOWN_ IN_TAA 
DOWN_ IN_TAG 
DOWN_ IN_TGA 
DOWN_ IN_GAC 
DOWN_ IN_GAG 
DOWN_ IN_GCC 

DOWN_IN_POS_2_T 
DOWN_IN_POS_3_C 
DOWN_ IN_POS_1_G 
UP_DOWN_A/G_DIF 
UP_DOWN_C/T_DIF 
 

POS_-3 
UP_ATG 
UP_ IN_ATG 
DOWN_IN_STOP 
DOWN_IN_POS_2_T 
DOWN_IN_POS_3_C 
DOWN_ IN_POS_1_G 
UP_DOWN_A/G_DIF 
UP_DOWN_C/T_DIF 

window lengths and we present detailed results for a window of 189 nucleotides. We 
used three evaluation measures, information gain measure, gain ratio measure and 
chi-squared statistic in order to rank the candidate features. A number of features ex-
posing a good ranking in all tests were selected. Table 1 shows the feature set pro-
posed in [19], the new features we propose and the best ones finally selected. 
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4.4   Classification 

We use three different classification algorithms to test the improvement in accuracy 
achieved by the use of the new features. The first is C4.5 [15], a decision tree con-
struction algorithm. The second is a propositional rule learner, called Repeated In-
cremental Pruning to Produce Error Reduction or RIPPER in short [1]. The last algo-
rithm is a Naïve Bayes classifier [4]. We run each algorithm applying 10-fold cross 
validation, which is generally considered to be one of the most reliable accuracy esti-
mation methods. Moreover, each experiment is repeated ten times and the average 
results are used for the comparisons. 

The results of cross validation are evaluated according to some standard perform-
ance measures (Table 2). Sensitivity or TP Rate measures the proportion of the cor-
rectly classified TISs over the total number of TISs. Specificity or TN Rate measures 
the proportion of the correctly classified non-TISs over the total number of non-TISs. 
Precision measures the proportion of the correctly classified TISs over the total num-
ber of the instances classified as TISs. Finally, accuracy measures the proportion of 
the correctly classified instances over the total number of instances. Zeng et al. [19] 
use another performance measure, named adjusted accuracy. This measure is useful 
when the dataset is skewed, namely when one class has significantly more instances 
than the other. This is also the case with our dataset, since the number of non-TISs is 
significantly larger than the number of TISs and so we included it in our experiments.  

Table 2. Measures of cross validation performance (TP: True Positives, TN: True Negatives, 
FP: False Positives, FN: False Negatives) 

Sensitivity (TP Rate) 
  

TP

TP FN+ Accuracy 
  

     

TP TN

TP FP TN FN

+
+ + +

 

Specificity (TN Rate) 
  

TN

TN FP+

Precision 
  

TP

TP FP+

Adjusted Accuracy 
Sensitivity  Specificity

2

+
 

5   Experiments and Discussion 

For the conduction of our experiments we used the Weka library of machine learning 
algorithms [18]. In order to compare our new features with the features proposed in 
the work of Zeng et al. [19] we have built classifiers using C4.5, RIPPER, and Naïve 
Bayes and three feature sets. The first feature set (denoted as [19]) contains the nine 
features proposed in [19]. The second (denoted as [19] + New) contains the features 
proposed in [19] along with the new features we propose and the third (denoted as 
Best) contains the best features selected, namely a combination of the features con-
tained in the second feature set with some already studied features (see Table 1). We 
discovered that the new features improve the classification accuracy of the three clas-
sifiers. When the second of the aforementioned feature sets is used with the C4.5  
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classifier the accuracy increases from 88.63% to 91.44% (3.17% improvement). With 
the RIPPER classifier the accuracy increases from 88.31% to 92.11% (4.30% im-
provement) and finally with the Naïve Bayes classifier the accuracy increases from 
85.21% to 87.08% (2.19% improvement). Better results are reported when the third 
feature set is used, where the improvement in accuracy ranges from 6.23% to 6.70%. 
The results of our experiments are listed in Table 3, while the graphs in Fig. 4 display 
the accuracy and the adjusted accuracy achieved by each of the three classifiers. 

Table 3. Classification performance of the three classifiers using 10-fold cross validation for 
the features presented in Table 1 

Features Algorithm Sensitivity Specificity Precision
Adjusted 
Accuracy 

Accuracy 

C4.5 93.78 % 72.79 % 91.38 % 83.29 % 88.63 % 
RIPPER 92.52 % 75.36 % 92.03 % 83.94 % 88.31 % [19] 
Naïve Bayes 85.77 % 83.49 % 94.11 % 84.63 % 85.21 % 
C4.5 94.95 % 80.64 % 93.78 % 87.80 % 91.44 % 
RIPPER 94.83 % 83.74 % 94.72 % 89.29 % 92.11 % 

[19] 
+ New 

Naïve Bayes 85.75 % 91.17 % 96.76 % 88.46 % 87.08 % 
C4.5 97.09 % 85.65 % 95.42 % 91.37 % 94.28 % 
RIPPER 96.66 % 86.77 % 95.74 % 91.71 % 94.23 % Best 
Naïve Bayes 90.58 % 90.32 % 96.64 % 90.45 % 90.52 % 
C4.5 96.33 % 88.48 % 96.26 % 92.40 % 94.40 % 
RIPPER 95.83 % 88.95 % 96.39 % 92.39 % 94.14 % 

[19] 
+ DIST 

Naïve Bayes 87.49 % 87.52 % 95.57 % 87.50 % 87.50 % 
C4.5 96.73 % 89.11 % 96.47 % 92.92 % 94.86 % 
RIPPER 96.15 % 90.23 % 96.80 % 93.19 % 94.70 % 

[19] 
+ New 
+ DIST Naïve Bayes 85.73 % 91.54 % 96.89 % 88.63 % 87.15 % 

C4.5 98.07 % 93.07 % 97.75 % 95.57 % 96.84 % 
RIPPER 97.62 % 93.08 % 97.75 % 95.35 % 96.51 % 

Best 
+ DIST 

Naïve Bayes 89.41 % 90.65 % 96.71 % 90.03 % 89.72 % 
C4.5 95.08 % 76.29 % 92.50 % 85.69 % 90.47 % 
RIPPER 94.89 % 76.56 % 92.57 % 85.72 % 90.39 % 

[19] 
+ ORDER 

Naïve Bayes 85.40 % 87.77 % 95.55 % 86.59 % 85.98 % 
C4.5 95.71 % 81.12 % 93.98 % 88.42 % 92.14 % 
RIPPER 95.34 % 83.55 % 94.69 % 89.44 % 92.45 % 

[19] 
+ New 
+ ORDER Naïve Bayes 85.56 % 91.20 % 96.76 % 88.38 % 86.94 % 

C4.5 97.04 % 85.63 % 95.41 % 91.34 % 94.24 % 
RIPPER 96.56 % 86.89 % 95.77 % 91.72 % 94.19 % 

Best 
+ ORDER 

Naïve Bayes 87.59 % 90.23 % 96.50 % 88.91 % 88.24 % 

 
In order to further improve the accuracy of classifiers we include the distance fea-

ture (DIST) used in [19], which counts the distance of the current ATG codon from 
the beginning of the sequence. This feature improves sensibly the accuracy in all 
cases. However, in many occasions the sequence length is not precisely known. It is 
possible for a sequence to lack some nucleotides from its start. Generally, the error-
free sequences are rare. Thus, the use of feature DIST is not appropriate for every 
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dataset. Aiming to treat this problem we use a new feature that counts the order of the 
ATG codon inside the sequence (ORDER). Although this feature is also affected by 
the aforementioned problem, it is less sensitive in such situations. For instance, if a 
part from the 5′ end of a sequence that does not contain any ATGs is missing, then the 
feature DIST will not measure the actual distance of an ATG from the beginning of 
the sequence. On the other hand, the feature ORDER will refer to the actual order. 
Under these conditions, the scientist who wishes to deal with TIS classification should 
focus more on the features related to the context of the ATG codon than the use of 
distance or order features. 

As shown in the graphs of Fig. 4, the feature DIST improves sensibly the predic-
tion accuracy. The feature ORDER also improves the prediction accuracy, but less 
notably. However, this is not the case when the Naïve Bayes classifier is used. In this 
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Fig. 4. Comparison of the accuracy and adjusted accuracy achieved by the three classifiers 
using 10-fold cross validation for the features presented in Table 1. The experiments were re-
peated, once including the feature DIST (Basic + DIST), once including the feature ORDER 
(Basic + ORDER) and once including none of the above two features (Basic). 
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case the use of the DIST or ORDER feature decreases the classification accuracy, 
when the best features are used. Moreover, all the metrics indicate an improvement in 
performance. In particular, the increase in sensitivity and specificity together denotes 
that both TISs and non-TISs are classified more accurately. However, some excep-
tions are observed. For example, sensitivity decreases when using the second feature 
set ([19] + New) along with Naïve Bayes classifier. Also, in the same case specificity 
increases more than sensitivity is reduced. Since our dataset is skewed, as already 
discussed, the accuracy of prediction decreases as opposed to the adjusted accuracy 
that increases. More detailed results of our experiments can be found in the following 
URL: http://mlkd.csd.auth.gr/TIS/index.html. 

6   Conclusions and Future Work 

The prediction of a TIS in a genomic sequence is very interesting topic in molecular 
biology. It is not a trivial task and the reasons for this are manifold. First of all, the 
knowledge about the process of translation is limited. It is known that in more than 
90% of the mRNA of eukaryotic organisms the translation initiates at the first AUG 
codon. However, there are some mechanisms that prevent the initiation of translation 
at the first AUG codon. Moreover, the available sequences are not always complete 
and contain errors. For example, due to errors in the dataset used in our study more 
than 40% of the sequences contain an ATG codon downstream of the true TIS. The 
same observation was made by Peri and Pandey [14]. They also noticed that most 
initiation codons contain three or more mismatches from Kozak’s consensus pattern. 
Finally, the translation is affected not only by the primary structure of mRNA (the 
order of nucleotides in the sequence), but by the secondary structure as well (the 
structure that forms mRNA after folding). This is a point to wonder if any significant 
improvement in accuracy of classifiers can be achieved by just considering the pri-
mary structure of the genomic sequences. 

In this paper, we considered the utilization of a set of new features in order to 
achieve better accuracy for the prediction of Translation Initiation Sites in genomic 
sequences. For this purpose we developed a feature generation algorithm, which uses 
a window of variable length in order to calculate the values of each feature. We ap-
plied our algorithm on a real-world dataset that contains processed DNA sequences 
from vertebrates. We used various algorithms for the evaluation and selection of the 
features. After extensive experimentation we discovered that the use of these features 
improves the accuracy of a number of different classifiers. In some cases the accuracy 
reaches 97%, which, under the issues discussed is considered more than satisfactory. 

We conclude by providing some directions for future work. There is a great variety 
of features that can be generated and describe a genomic sequence. Only a portion of 
them has been so far studied. Our future plans involve the experimentation with novel 
features, especially those that indicate periodic occurrences of nucleotides. The study 
of features that incorporate information about the secondary structure of mRNA is 
also another concern. Additionally, we aim to use more datasets in order to verify the 
results and study the impact of the features we proposed in other kind of organisms. 
Finally, experiments with a larger range of window sizes are also under consideration. 
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Abstract. Microarray gene expression data contains informative fea-
tures that reflect the critical processes controlling prominent biologi-
cal functions. Feature selection algorithms have been used in previous
biomedical research to find the “marker” genes whose expression value
change corresponds to the most eminent difference between specimen
classes. One problem encountered in such analysis is the imbalance be-
tween very large numbers of genes versus relatively fewer specimen sam-
ples. A common concern, therefore, is “overfitting” the data and deriving
a set of marker genes with low stability over the entire set of possible
specimens. To address this problem, we propose a new test environment
in which synthetic data is perturbed to simulate possible variations in
gene expression values. The goal is for the generated data to have appro-
priate properties that match natural data, and that are appropriate for
use in testing the sensitivity of feature selection algorithms and validat-
ing the robustness of selected marker genes. In this paper, we evaluate
a statistically-based resampling approach and a Principal Components
Analysis (PCA)-based linear noise distribution approach. Our results
show that both methods generate reasonable synthetic data and that
the signal/noise rate (with variation weights at 5%, 10%, 20% and 30%)
measurably impacts the classification accuracy and the marker genes se-
lected. Based on these results, we identify the most appropriate marker
gene selection and classification techniques for each type and level of
noise we modeled.

Keywords: Gene Selection, Stability Measurement, Sample Classifica-
tion, Microarray Data

1 Introduction

DNA microarray technology has already become a significant method to support
decision making in biological and biomedical research. It provides a comprehen-
sive picture of gene expression levels in biological samples in which thousands
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of genes can be studied simultaneously for their behaviors under different condi-
tions. Many applications have been developed with this technology, supplying the
scientific community with more powerful recognition tools to detect undefined
patterns or clusters. The significance of gene expression analysis has also been
demonstrated in numerous clinical cases by its prominent ability to facilitate the
process of diagnosis, prognosis and therapy.

A key step in gene-based feature selection and sample classification is the
preparation of microarray data. It is generally not easy to get enough samples
for a specific DNA microarray study, either because of missing data due to an
impure experimental environment, the rareness of a specimen type, or noise that
obscures the real patterns. As discussed in [1], the accuracy of microarray data
analysis is highly dependent on the quality of data being used. Many analytical
techniques have been developed, such as the replicated measurements used in
[1,2,3], the resampling methods used in [4,5,6], and the missing value estimation
used in [7,8,9]. Nevertheless, these works only focused on ways to assess the
repeatability of clustering patterns observed in the microarray data. Few of them
clearly addressed the problem of how to measure the accuracy and stability of
gene selection results with similar approaches.

Feature selection was introduced as an efficient method to choose a subset of
attributes from the original data while still keeping the most distinguishing char-
acteristics of that data. It conducts dimensionality reduction and enhances data
mining results by eliminating irrelevant or noisy features. In DNA microarray
data analysis, we treat genes as features and each gene is assigned a score indi-
cating its power to discriminate the sample classes according to certain ranking
criteria. Genes with top ranks will be selected as marker genes and then used
to conduct statistical or computational study in a new subspace with reduced
dimensionality.

The smaller “candidate” gene set derived from gene selection approaches of-
fers new opportunities for biologists to find the most “promising” genes possibly
included in a crucial biological pathway. However, the gene selection problem
is complicated by the fact that the number of genes typically far exceeds the
number of samples (“the curse of dimensionality”). Here uncertainty arises from
both the interaction of marker genes with each other and the sensitivity of fea-
ture selection algorithms to the noise in data. The reliability of gene selection
results is the major concern of biologists. There is an immediate need for an
effective validation system to evaluate different gene selection algorithms under
different training conditions and ensure the quality and stability of marker gene
selection results. Previous work to assess the reproducibility/reliability of gene
selection results can be found in [1,10,11].

In this paper, we will focus on the assessment of robustness and stability of
marker gene selection results. Gene Selection is different from gene clustering be-
cause 1) genes are selected by a rank of their distinctness across different sample
classes 2) we want as few genes as possible in the result list while still keeping
a very high classification accuracy on test samples. The purpose of our study is
to build an efficient test system for biologists to use to generate synthetic DNA
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microarray data and verify their analysis methods for quality assurance. In this
paper, We use resampling techniques and PCA-based linear noise distribution
to generate some reasonable synthetic data sets. We then tested for the effects
of pertubations by applying three popular feature selection algorithms, Relief-F,
Information Gain, and the χ2-statistic, on the synthetic data. A classifier was
then built with k-Nearest Neighbor (K-NN), Support Vector Machines (SVMs)
or Decision Tree (C4.5). The results with each type and level of noise and each
feature selection algorithm were then calculated and compared.

2 Methods

2.1 Marker Gene Selection

A set of DNA microarray data can be representd as a m×n matrix where m is the
number of genes and n is the number of samples. This is usually an “unbalanced”
matrix since a typical microarray experiment measures thousands of genes using
only tens or hundreds of specimen samples. Assume that each sample is labeled
by a tag ci, where i = 1 · · ·k is one of the k classes in the data. The goal of feature
selection is to find the minimum subset of m in which the n samples still can be
classified properly by referring to the expression values of the reduced feature set.
Feature selection methods fall broadly into two categories, namely the wrapper
model and the filter model [12]. The wrapper model exploits a predetermined
mining algorithm to build a classifier and thoroughly examine all possible subsets
in the original feature space. In contrast, a filter model doesn’t use a classifier
but instead chooses an optimal subset based on the intrinsic characteristics of
the training data. In practice, the filter model is generally preferable because of
its computational efficiency.

One of the most important problems in feature selection is to find an ap-
propriate ranking algorithm to identify which features are better than others
in distinguishing different sample classes. Usually they are based on statistical
computation on the features to evaluate the amount of information they provide
for sample classification. Another problem with feature selection in microarray
data analysis is that selected genes are often highly correlated. This is partially
because those genes may have similar biological functions or might have been
enrolled in the same biological pathway. If one gene is selected, another highly
correlated gene is also likely to be selected. This will not only incur redundancy
in the marker gene selection result but will also increase the misclassification
rate. Wang et al. [16] applied clustering algorithm on the gene selection problem
to obtain a succinct marker gene set with less redundancy and still competitive
classification accuracy.

Some popular feature selection methods have been applied to search for
marker genes, including Relief-F [13], Information Gain [14], and χ2-statistics
[15]. Selection methods are either based on statistical computation or informa-
tion theory. Features are ranked based on computed values of their contributions
to sample class discrimination. For a detailed introduction to each algorithm,
please refer to Wang et al. [16].
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2.2 Sample Classification

Classification algorithms have been used to identify the distinctness between
different specimen sample types in microarray data analysis. The underlying
problem is to partition the sample set into statistically or biologically meaningful
classes according to the gene expression values. K-nearest neighbors (KNN [17])
is a nonparametric classification algorithm where each sample is represented by
a vector of m gene expression values and then classified according to the class
membership of its k nearest neighbors in the m-dimensional vector space. The
similarity between two sample vectors is usually measured by either Euclidean
distance or a Pearson correlation coefficient. If the majority of the k nearest
neighbors of a sample were in class Ci, the sample will then be classified as in
class Ci. Otherwise, that sample will be treated as unclassified.

Support vector machines (SVMs [18]) and other kernel-based supervised
learning algorithms elegantly solve the classification problem by mapping the
data into a higher-dimensional feature space and defining a hyerplane to sepa-
rate them. As a simplified version, the linear SVMs seek a thresholding plane
α · d + b where α maximizes the distance of any training point from the linear
hyperplane. The class label of a sample is either +1 or −1 depending on to which
side of the hyperplane the corresponding data point is mapped. Given a margin,
defined as the sum of distances from the separating hyperplane to the closest
positive or negative training samples, linear SVMs search for a tradeoff between
maximizing the margin and minimizing classification errors.

Decision tree is a tree whose internal nodes are tests on one or more fea-
tures and whose leaf nodes are categories that reflect classification outcomes.
An instance is classified by starting from the root node, testing the attributes
specified by that node, and then moving down the decision tree branches ac-
cording to the attribute values. The outcomes from each test would be exclusive
and exhaustive. This process will repeat until it finally reaches the leaf nodes
where a unique classification result is given with some conditional probability. In
machine learning society, the most popular implementation of decision tree algo-
rithm is C4.5 [19]. We will use it to evaluate our gene selection results together
with the other two algorithms for a comparison.

2.3 Stability Measurement

Cross Validation. Cross validation [20] is usually used to test the generaliza-
tion of a statistical classifier to recognize previously unknown data. The original
data set is divided into k disjoint subsets, and a new model is trained on each
group of k−1 subsets. The remaining subset is used as test data. Cross validation
makes good use of the current data set by treating each portion in it as both the
training and the test data. Therefore it is especially useful when the amount of
available data is insufficient to be split as a training and a test partition, where
each should adequately represent the intrinsic patterns belonging to each class.
For mathematical simplicity, an extreme form of cross validation is to let k equal
to the size of original data set, resulting in the Leave One Out Cross Validation
(LOOCV).
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Principal Components Analysis. Principal components analysis (PCA) [21]
is a very popular dimensionality reduction technique that is widely used in the
analysis of high-dimensional microarray data. Given n observations on p vari-
ables, PCA seeks to reduce the dimensionality of the data matrix by finding k
new principal components (PCs), where k is less than p. Each principal com-
ponent is a linear combination of the original variables, and they are mutually
uncorrelated and orthogonal. PCA defines a projection of the original space that
captures the maximum variance present in the initial data set by minimizing the
error between the original data set and the reduced dimensional data set.

PCA analysis of high-dimensional microarray data can consider either genes
or samples as variables. For gene-based analysis, gene components are created
to indicate the features of genes that best explain the sample responses they
generate. For sample-based analysis, sample components are created to indicate
the features of samples that best explain the gene behaviors they correlate to.

3 Experimental Design

3.1 Overview

In this paper, we are interested in the problem that whether the fluctuation
of gene expression values in the sample set can significantly affect marker gene
selection results. An overview of the marker gene selection and result stability
measurement system we employ is given in Figure 1. For different test purposes,
we generate the new training data set by using resampling methods like cross
validation, and linear transformation methods like principal components anal-
ysis. Each original data set was preprocessed by removing rows and columns
containing missing data and applying a logarithm transformation. We use 10-
fold cross validation for each data set. Principal components analysis is applied
to every sample class, and to preserve data precision, all principal components
are returned to construct the lower dimensional feature space. Sample data are
then mapped to the new space by a linear transformation. To obtain data per-
turbations, our method is to add noise to the weights of sample vectors on each
principal component dimension. Here noise was randomly generated on a desig-
nated scale to simulate natural phenomenon. Finally, different feature selection
algorithms are compared to measure their sensitivities regarding to the variation
of gene expression values.

3.2 Data Sets

– Smoking-induced Changes in Airway Transcriptome: This data set was pub-
lished by Spira et al. [23] in 2004. It uses gene expression profiling to describe
how cigarette smoking affects normally expressed genes in human airway ep-
ithelial cells and defines the reversible and irreversible genetic effects there-
after. Seventy five patient samples are divided into 3 types: “current smoker”,
“never smoked” and “former smoker”. The number of samples is 34, 23, and
18, respectively. Each sample contains 22215 probe sets.
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Fig. 1. Overview of the Marker Gene Selection and Result Stability Measurement
System

– Lung Cancer: This data set was published by Gordon et al. [22] in 2002. It
focuses on the pathological distinction between malignant pleural mesothe-
lioma (MPM) and adenocarcinoma (ADCA) of the lung. There are 181 tissue
samples, including 31 MPM and 150 ADCA. Thirty two samples (16 MPM
and 16 ADCA) are used for training and the remaining 149 samples are used
for testing. Each sample contains the expression values of 12533 genes.

3.3 Implementation

We used MATLAB 7 to write programs for generating new samples of the mi-
croarray data by resampling and through PCA-based linear noise distribution.
A Java based data mining toolkit (Weka 3.4.4 [24]) was employed to implement
the feature selection algorithms and sample classification algorithms. All the ex-
periments were conducted on a dual Pentium 4 XEON 2.8GHz processor system
with 1G memory and the RedHat Linux 9 operating system.
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4 Results

4.1 Smoking-Induced Changes in Airway Transcriptome

We first applied 10-fold cross validation (CV) on the smoking-related microarray
data as described previously. Samples were randomly divided into ten partitions.
We employed each of the three feature selection algorithms (Relief-F, Informa-
tion Gain, χ2-statistic) for gene ranking and then chose the top 100 genes as
a candidate marker gene set. There is an obvious change in the marker gene
set selected by each CV round compared with the default 100 genes selected by
using all samples (Table 1).

Table 1. Ten-fold cross validation for marker gene selection (RF=Relief-F, IG=Information
Gain, χ2=χ2-statistic)

Common CV1 CV2 CV3 CV4 CV5 CV6 CV7 CV8 CV9 CV10

RF 39 81 83 69 80 80 77 78 77 79 83

IG 54 84 80 84 84 77 77 75 79 84 85

χ2 49 81 75 80 80 78 79 77 81 80 81

In the table above, the number in each CV column represents how many
genes selected by the corresponding algorithm could be found in the default 100
top ranked genes. The second column “Common” indicates how many genes have
been selected by all the ten CV rounds and also appear in the default 100 top
ranked genes. Using only those “common” genes as features, the classification
accuracy for the total 75 samples based on LOOCV is given in Table 2. The
best classification result was obtained by using Relief-F to derive the common
marker gene set with an SVM classifier.

Table 2. Sample classification results based on different gene selection results

K-NN SVMs C4.5

Relief-F 73.3333% 78.6667% 68%

Information Gain 72% 77.3333% 74.6667%

χ2-statistic 74.6667% 73.3333% 72%

The cross validation method doesn’t introduce any new data into the orig-
inal sample set; However, researchers are also interested to see the stability of
gene selection results given the existence of extra noise. Therefore, we need an
appropriate simulation system to examine different algorithms under this case.
As introduced before, we apply a PCA-based noise distribution model. For each
PC dimension, noise is randomly added at a threshold of 5%, 10%, 20% and
30%. Here we assume that adding noise to each sample won’t change its class
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membership (otherwise the generated synthetic data may estray far away from
the ground truth). The experimental results regarding to three feature selection
algorithms are given in Table 3. The number under each noise level represents
that how many genes in the top 100 genes ranked by each algorithm would still
be selected after the noise induction.

Table 3. Gene selection results after PCA-based linear noise distribution (Smoking)

5% 10% 20% 30%

Relief-F 94 89 84 76

Information Gain 88 84 81 76

χ2-statistic 88 82 75 69

4.2 Lung Cancer

To further investigate the stability of gene selection results in relation to data
perturbation and extra noise, we repeated the experiments above in the lung
cancer data [22]. The ten-fold cross validation result is compatible with the one
discussed in 4.1, and the size of overlapped marker genes is 52, 45, and 47 for
RF, IG and the χ2-statistic respectively. Sample classification results are quite
good as near to 100% in all the cases. When we applied the PCA-based linear
noise distribution on the sample data, the gene selection results are like below
(Table 4).

Table 4. Gene selection results after PCA-based linear noise distribution (Lung Cancer)

5% 10% 20% 30%

Relief-F 97 91 91 89

Information Gain 88 81 79 66

χ2-statistic 88 81 80 68

5 Discussion and Conclusion

From the results shown in each case study, we find that the m-fold cross vali-
dation turned to be a reasonable method to test the stability of gene selection
results. We chose the most commonly accepted genes from each CV round, and
constructed a new marker gene set. The sample classification accuracies by using
the derived marker genes as features are relatively good compared with using all
the 100 top ranked genes. Here the cross validation steps ensure the reproducibil-
ity of marker genes in case of data perturbation. For comparison, we also tested
the bootstrapping method as mentioned in [4] but the marker gene selection re-
sults turned to be very “bumpy” and quite a few genes are consistently preserved
from round to round (results not included in this paper). A similar problem was
also reported by Fu and Youn [11]; thus we decided to only use cross validation
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for assessment of error and stability. Meanwhile, another interesting question is
how robustly the gene selection approach performs when extra noise is added
to the samples. We implemented a test bed to generate synthetic microarray
data by applying the PCA-based linear noise distribution to the original data
set. Our experimental results indicate that the three gene selection algorithms
all have rather good tolerance to noise until its percentage is considerably high
(e.g. ≥ 30%). The number of overlapped marker genes between the “noise” data
set and the default data set is significantly large as well.

Our empirical stability measurement seems to support the Relief-F algorithm.
Compared with the other two gene selection algorithms, Relief-F has the best
performance in either the sample classification accuracy or the number of marker
genes preserved after noise is included (for both the smoking-related data and
the lung cancer data). This could be partially because that Relief-F has the
ability to cope with features that are highly interdependent while the other two
algorithms are merely good at detecting irrelevant features. Nevertheless, this
observation still needs to be verified by experiments on more test data sets.

The marker gene selection results from our case studies also hold very sug-
gestive biological meanings. Some of the “common” marker genes selected from
our experiment on the smoking-related data set have matched the results in [23].
For instance, TU3A and CX3CL1, which are both claimed as potential tumor
suppressor genes, were found in the 39 marker genes obtained from 10-fold cross
validation on Relief-F. In addition, an antioxidant gene GPX2 has been identi-
fied as a marker gene because of its distinct increase in gene expression in current
smokers. As from the discussion in [23], those abnormal expression levels might
be permanent and that might explain the persistent risk for former smokers to
have lung cancer even long time after they discontinued smoking. We expect our
work could supply biologists a comparative method to measure the stability of
gene selection and provide useful information in the problem domain, such as
clinical disease sample classification and biological pathway determination.
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Abstract. Nowadays, the number of protein sequences being stored in central 
protein databases from labs all over the world is constantly increasing. From 
these proteins only a fraction has been experimentally analyzed in order to de-
tect their structure and hence their function in the corresponding organism. The 
reason is that experimental determination of structure is labor-intensive and 
quite time-consuming. Therefore there is the need for automated tools that can 
classify new proteins to structural families. This paper presents a comparative 
evaluation of several algorithms that learn such classification models from data 
concerning patterns of proteins with known structure. In addition, several ap-
proaches that combine multiple learning algorithms to increase the accuracy of 
predictions are evaluated. The results of the experiments provide insights that 
can help biologists and computer scientists design high-performance protein 
classification systems of high quality. 

1   Introduction 

A crucial issue in bioinformatics is structural biology, i.e. the representation of the 
structure of several biological macromolecules. The knowledge of the 3D structure of 
proteins is a strong weapon in combating many diseases, since most of them are 
caused by malfunctions of the proteins involved in several functions of the human 
cells. Until now the biological effect of proteins could be identified only by expensive 
in vitro experiments. In the recent years, though, large databases were created for the 
recording and exploitation of biological data, due to the human DNA and protein 
decoding. With the contribution of modern data analysis techniques, such as machine 
learning and knowledge discovery, the issue has been approached computationally, 
thus providing fast and more flexible solutions. 

The function of a protein is directly related to its structure. Proteins are grouped 
into several families according to the functions they perform. All proteins contained 
in a family feature a certain structural relation, thus having similar properties. Patterns 
are short amino acid chains that have a specific order, while profiles are computa-
tional representations of multiple sequence alignments using hidden Markov models. 
We will refer to both profiles and patterns as motifs. Motifs have been widely used 
for the prediction of a protein’s properties, since the latter are mainly defined by their 
motifs. Prosite [1], Pfam [2] and Prints [3] are the most common databases where 
motifs are being recorded.  
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Machine learning (ML) algorithms [4] can offer the most cost effective approach to 
automated discovery of a priori unknown predictive relationships from large data sets 
in computational biology [5]. A plethora of algorithms to address this problem have 
been proposed, by both the artificial intelligence and the pattern recognition commu-
nities. Some of the algorithms create decision trees [6,7], others exploit artificial neu-
ral networks [8] or statistical models [9]. 

An important issue however that remains is which from the multitude of machine 
learning algorithms to use for training a classifier in order to achieve the best results. 
The plot thickens if we also consider the recent advances in ensemble methods that 
combine several different classification algorithms for increasing the accuracy. This 
creates a problem to the ML expert who wants to provide the biologist with a good 
model for protein classification. 

In this paper we perform an empirical comparison of the performance of several 
different classification algorithms for the problem of motif-based protein classifica-
tion. Moreover, we exploit the combination of different classification algorithms in 
order to achieve accuracy improvement. Two main paradigms in combining different 
classification algorithms are used: classifier selection and classifier fusion. The first 
one selects a single algorithm for classifying a new instance, while the latter combines 
the decisions of all algorithms. 

The rest of this paper is organized as follows. Section 2 presents the biological 
problem of motif-based protein classification, as well as methods for combining mul-
tiple classification algorithms in order to optimize the predictive performance. Section 
3 describes the details of the performed classification experiments for the comparison 
of several different classification algorithms. In Section 4 the results are presented and 
discussed, and finally, Section 5 concludes this work and points at the future outlooks. 

2   Problem Description 

2.1   The Motif-Based Protein Classification Problem 

The basic problem we are trying to solve can be stated as follows: “Given a set of 
proteins with known properties (that have been experimentally specified), we aim to 
induce classifiers that associate motifs to protein families, referred to as protein 
classes.” In Fig.1 this approach is designated.  

Any protein chain can be mapped into a representation based on attributes. Such a 
representation supports the efficient function of data-driven algorithms, which repre-
sent instances as classified part of a fixed set of attributes. A very important issue in 
the data mining process is the efficient choice of attributes. In our case, protein chains 
are represented using a proper motif sequence vocabulary [10].  

Suppose the vocabulary contains N motifs. Any given protein sequence typically 
contains a few of these motifs. We encode each sequence as an N-bit binary pattern 
where the ith bit is 1 if the corresponding motif is present in the sequence; otherwise 
the corresponding bit is 0. Each N-bit sequence is associated with a label that identi-
fies the functional family of the sequence (if known). A training set is simply a collec-
tion of N-bit binary patterns each of which has associated with it, a label that identi-
fies the function of the corresponding protein. This training set can be used to train a  
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Fig. 2. Data representation 

classifier which can then be used to assign novel sequences to one of the several func-
tional protein families represented in the training set. The data representation proce-
dure is depicted in Figure 2. 

2.2   Combining Multiple Classification Algorithms 

The main motivation for combining different classification algorithms is accuracy 
improvement. Different algorithms use different biases for generalizing from exam-
ples and different representations of the knowledge. Therefore, they tend to err on 
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different parts of the instance space. The combined use of different algorithms could 
lead to the correction of the individual uncorrelated errors. There are two main para-
digms for handling an ensemble of different classification algorithms: Classifier Se-
lection and Classifier Fusion. The first one selects a single algorithm for classifying a 
new instance, while the latter fuses the decisions of all algorithms. This section pre-
sents the most important methods from both categories. 

Classifier Selection 
A very simple method of this category is found in the literature as Evaluation and 
Selection or SelectBest. This method evaluates each of the classification algorithms 
(typically using 10-fold cross-validation) on the training set and selects the best one 
for application on the test set. Although this method is simple, it has been found to be 
highly effective and comparable to other more complex state-of-the-art methods [11]. 

Another line of research proposes the selection of a learning algorithm based on its 
performance on similar learning domains. Several approaches have been proposed for 
the characterization of learning domain, including general, statistical and information-
theoretic measures [12], landmarking [13], histograms [14] and model-based data 
characterizations [15]. Apart from the characterization of each domain, the perform-
ance of each learning algorithm on that domain is recorded. When a new domain 
arrives, the performance of the algorithms in the k-nearest neighbors of that domain is 
retrieved and the algorithms are ranked according to their average performance. In 
[12], algorithms are ranked based on a measure called Adjusted Ratio of Ratios 
(ARR), that combines accuracy and learning time of algorithm, while in [16], algo-
rithms are ranked based on Data Envelopment Analysis, a multicriteria evaluation 
technique that can combine various performance metrics, like accuracy, storage space, 
and learning time. 

In [17,18] the accuracy of the algorithms is estimated locally on a number of ex-
amples that surround each test example. Such approaches belong to the family of 
Dynamic Classifier Selection [19] and use a different algorithm in different parts of 
the instance space. 

Two similar, but more complicated approaches that were developed by Merz[20] 
are Dynamic Selection and Dynamic Weighting. The selection of algorithms is based 
on their local performance, but not around the test instance itself, rather around the 
meta-instance comprising the predictions of the classification models on the test in-
stance. Training meta-instances are produced by recording the predictions of each 
algorithm, using the full training data both for training and for testing. Performance 
data are produced by running m k-fold cross-validations, and averaging the m evalua-
tions for each training instance. 

Classifier Fusion 
Unweighted and Weighted Voting are two of the simplest methods for combining not 
only Heterogeneous but also Homogeneous models. In Voting, each model outputs a 
class value (or ranking, or probability distribution) and the class with the most votes 
(or the highest average ranking, or average probability) is the one proposed by the 
ensemble. Note that this type of Voting is in fact called Plurality Voting, in contrast to 
the frequently used term Majority Voting, as the latter implies that at least 50% (the 
majority) of the votes should belong to the winning class. In Weighted Voting, the 
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classification models are not treated equally. Each model is associated with a coeffi-
cient (weight), usually proportional to its classification accuracy. 

Stacked Generalization [21], also known as Stacking, is a method that combines 
multiple classifiers by learning a meta-level (or level-1) model that predicts the cor-
rect class based on the decisions of the base-level (or level-0) classifiers. This model 
is induced on a set of meta-level training data that are typically produced by applying 
a procedure similar to k-fold cross-validation on the training data: 

Let D be the level-0 training data set. D is randomly split into k disjoint parts D1 … 
Dk of equal size. For each fold i=1..i of the process, the base-level classifiers are 
trained on the set D \ Di and then applied to the test set Di. The output of the classifi-
ers for a test instance along with the true class of that instance form a meta-instance. 

A meta-classifier is then trained on the meta-instances and the base-level classifiers 
are trained on all training data D. When a new instance appears for classification, the 
output of all base-level classifiers is first calculated and then propagated to the meta-
level classifier, which outputs the final result. 

Ting and Witten [22] have shown that Stacking works well when meta-instances 
are formed by probability distributions for each class instead of just a class label. A 
recent study [11] has shown that Stacking with Multi-Response Model Trees as the 
meta-level learning algorithm and probability distributions, is the most accurate het-
erogeneous classifier combination method of the Stacking family. 

Selective Fusion [23,24] is a recent method for combining different classification 
algorithms that exhibits low computational complexity and high accuracy. It uses 
statistical procedures for the selection of the best subgroup among different classifica-
tion algorithms and subsequently fuses the decision of the models in this subgroup 
with (Weighted) Voting.  

3   Experimental Setup 

This section provides information on the dataset, participating algorithms and combi-
nation methods that were used for the experiments.  

3.1   Dataset 

The protein classes considered in are the 10 most important protein families: 
PDOC00064 (a class of oxydoreductases), PDOC00154 (a class of isomerases), 
PDOC00224 (a class of cytokines and growth factors), PDOC00343 (a class of struc-
tural proteins), PDOC00561 (a class of receptors), PDOC00662 (a class of DNA or 
RNA associated proteins), PDOC00670 (a class of transferases), PDOC00791 (a class 
of protein secretion and chaperones), and PDOC50007 (a class of hydrolases). For 
clarity of presentation, the Prosite documentation ID, i.e. the PDOCxxxxx number 
was used to represent that class. Similarly, the Prosite access number i.e. the PSxxxxx 
was used to represent that motif pattern or profile. During the preprocessing, a train-
ing set was exported, consisting of 662 proteins that belong in barely 10 classes. 
Some proteins belonged in more than one class, thus the problem could be defined as 
a multi-label classification problem. The approach taken was to create separate 
classes in order to represent the classification of each multi-labeled protein. Thus, for 
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a protein that belonged in two or more classes, a new class was created that was 
named after both the protein classes in which the protein belonged. This resulted to a 
total of 32 different classes. GenMiner [25] was used for the preparation of data.  

3.2   Learning Algorithms and Combination Methods 

We used 9 different learning algorithms at the base-level. These are general-purpose 
machine learning algorithms spanning several different learning paradigms (instance-
based, rules, trees, statistical). They were obtained from the WEKA machine learning 
library [26], and used with default parameter settings unless otherwise stated:  

 
- DT, the decision table algorithm of Kohavi [27]. 
- JRip, the RIPPER rule learning algorithm [28]. 
- PART, the PART rule learning algorithm [29]. 
- J48, the decision tree learning algorithm C4.5 [7], using Laplace smoothing for 

predicted probabilities. 
- IBk, the k nearest neighbor algorithm [30]. 
- K*, an instance-based learning algorithm with entropic distance measure [31]. 
- NB, the Naive Bayes algorithm [32] using the kernel density estimator rather than 

assume normal distributions for numeric attributes. 
- SMO, the sequential minimal optimization algorithm for training a support vector 

classifier using polynomial kernels [33]. 
- RBF, WEKA implementation of an algorithm for training a radial basis function 

network [34]. 
 
The above algorithms were used alone and in conjunction with the following five 
different classifier combination methods: Stacking with Multi-Response Model Trees 
(SMT), Voting (V), Weighted Voting (WV), Evaluation and Selection (ES) and Se-
lective Fusion (SF). 

4   Results and Discussion 

For the evaluation of the algorithms and combination methods, we used 10-fold strati-
fied cross-validation. The original data set was split in 10 disjoint parts of approxi-
mately equal size and approximately equal class distribution. Each of these parts was 
sequentially used for testing and the union of the rest for training.  

Table 1 presents the results concerning the mean error for each of the algorithms. 
We notice that the lowest error is exhibited by SMO followed closely by IBk, DT, 
J48, K* and PART. JRip is a bit worse, while NB and RBF exhibit quite low per-
formance. The results verify the reputation of Support Vector Machines as a state-of-
the-art classification method. Decision Trees (J48) and Instance-Based Learning 
methods (IBk, K*) also perform well, while Rule Based methods (JRip, PART) fol-
low in performance.  

After this evaluation the biologist might choose to use SMO for modeling the pro-
tein classification algorithm. However, the rest of the well-performing algorithms 
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could also be used and might generalize better than SMO. In addition the combination 
of all these algorithms, or perhaps a subset of them could give better results. To inves-
tigate this issue we experimented with the combination methods that were mentioned 
in the precious section. 

Table 1. Mean error rate of the learning algorithms 

 DT JRip PART J48 IBk K* NB SMO RBF 
Er. 0.024 0.035 0.026 0.024 0.023 0.024 0.610 0.021 0.739 

 

Table 2 presents the results concerning the mean error for each of the combination 
methods. ES simulates the process followed by someone that would like to use just 
the single best algorithm. 10-fold cross-validation is applied on the training set and 
the result of the evaluation guides the selection of the algorithm in the test set. This 
result, although good, it is worse than combining all the algorithms with Weighted 
Voting. This shows that the correction of uncorrelated errors through the voting proc-
ess has helped in reducing the error rate. Simple Voting on the other hand did not 
perform well, due to the existence of bad performing models, such as NB and RBF. 
The state-of-the-art method of SMT performed very badly. The reason is that the 
large number of classes (32) leads to a very high dimensionality for the meta-level 
data set, which does not allow a good model to be induced. The best overall method is 
SF, which combines the best subset of the models that is selected using statistical 
tests.  This result indicates that selection of the proper models and their combination 
can lead to very good results. It is worth noticing that SF selects and combines 6.3 
models on average on the 10 folds. This result reinforces the previous conclusion that 
the combination of multiple algorithms results in error reduction, especially when 
coupled with a method for selecting the appropriate models. 

Table 2. Mean error rate of the combination methods 

 SB V VW SF SMT 
Er. 0.024 0.195 0.021 0.019 0.558 

5   Conclusions and Future Work 

We have presented a comparative study of different classification algorithms and 
algorithm combination methods for the problem of motif-based protein classification. 
The results show that for a successful practical application of machine learning algo-
rithms in such a real-world problem, one requires: a) a number of different classifica-
tion algorithms, and b) a proper combination method that can automatically discard 
low performing models and combine the best models. 

One of the issues that need to be investigated in the future is the approach taken for 
dealing with the multiple classes that each protein belongs to. This problem is com-
mon in biological domains and has not been considered extensively by the machine 
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learning community. In the sequel of this work we intend to explore the effectiveness 
of alternative representations of the learning problem for the domain of protein classi-
fication.  
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Abstract. MicroRNAs (miRNAs) are non-coding RNA molecules that bind to 
and translationally repress mRNA transcripts. Currently ~1345 miRNAs have 
been identified in at least twelve species through experimental and 
computational approaches. Here, we report on a field not yet thoroughly 
investigated: the transcriptional regulation of miRNAs. Adequately locating 
miRNA promoter regions will provide a reasonable search space for 
computational and experimental studies to determine regulatory factors that 
drive miRNA transcription. Insight in to the factors that control miRNA 
transcription may provide clues regarding more complicated mechanisms of 
miRNA expression control in a developing organism.  We use a novel 
Expressed Sequence Tag (EST) based approach to approximate promoter 
regions for intergenic miRNAs in order to detect specific and over-represented 
regulatory elements. We find that miRNA promoter regions may be enriched 
for binding sites that recruit transcription factors (TFs) involved in 
development, including several homeobox TFs such as HOXA3 and Ncx. 
Additionally, we use clustering techniques to cluster miRNAs according to 
tissue specificity to find tissue-specific regulatory elements. We find a few 
over-represented binding sites in brain-specific miRNA promoter regions, some 
of which recruit TFs involved specifically with the development of the nervous 
system. Based on the results we suggest an interesting mechanism for in vivo 
miRNA expression control. The EST-based pri-miRNA assembly program will 
be made available at the website of the DIANA-group by the time of 
publication (http://diana.pcbi.upenn.edu). 
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1   Introduction 

MiRNAs are ~22 nt non-protein-coding RNA molecules that have been identified in 
at least twelve species.  MiRNAs are derived from precursor sequences, often termed 
hairpins due to their secondary structure.  These hairpin structures are derived from a 
primary transcript, termed pri-miRNA, which is the original unprocessed transcript of 
the miRNA gene.  These tiny RNAs are known to be involved in important roles in 
cellular development and differentiation in several species ([1], [4], [19]). They 
function by binding to portions of particular mRNA transcripts and either cleaving 
them or repressing their translation without cleavage.  This binding is generally done 
with perfect complementarity in plants, and often imperfect complementarity in other 
species ([4]). 

Some miRNAs can be difficult to clone since it is possible for their expression to 
be restricted to a particular cell type or to a particular environmental condition ([4]).  
Therefore, within the last three years, significant efforts have been made to predict 
miRNA genes via computational methods ([9], [15], [17]).  To understand the specific 
functions of these miRNAs, recent work also attempts to predict the target genes 
whose expression profiles are regulated by each miRNA ([8], [12], [14], [16], [20], 
[24]). 

The transcriptional regulation of miRNAs themselves has not yet been thoroughly 
examined.  Although there is evidence that miRNAs can be transcribed by both pol-II 
and pol-III ([6], [27]), the locations of the miRNA promoters, the identity of the 
polymerases involved, and the identity of the transcription factors involved are all 
largely unknown.  A few studies of putative cis-elements driving miRNA 
transcription have emerged ([13], [25]), but there are still many open questions and 
substantial work to be done.  For example, adequately locating miRNA promoter 
regions will be an important step toward a more coherent understanding of miRNA 
transcription, and this will allow increased flexibility for medical scientists to research 
methods of miRNA control for the purpose of positively altering gene expression 
levels in diseased states.     

MiRNAs, just as protein coding genes, can be characterized as either intergenic or 
intragenic.  It is reasonable to assume that the transcription of an intergenic miRNA is 
activated by promoter elements upstream of the primary-miRNA transcript from 
which the miRNA is derived.  This assumption is not necessarily appropriate for 
intragenic miRNAs.  Some intragenic miRNAs could be transcribed via the promoter 
elements of the host gene ([21]), and others via promoter elements within the intron of 
the host gene and upstream of the miRNA.  Given these differences, it is appropriate 
to consider intergenic and intragenic miRNAs separately when studying their 
transcriptional processes.  The purpose of this study is to identify regulatory motifs 
and putative transcription factor binding sites for intergenic miRNAs.   

The goals of this study are to: (A) locate the likely promoter regions for each 
miRNA considered, (B) find motifs and transcription factor binding sites (TFBSs) 
enriched in these putative promoter regions, and (C) use recently available miRNA 
expression information to search for binding sites enriched in tissue-specific miRNA 
promoters.   

In this paper, we present a novel method for approximating the promoter regions.  
We use these approximations to find regulatory regions that may play a role in 
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intergenic miRNA transcription.  Results of this work suggests that miRNA promoter 
regions may be enriched for binding sites of transcription factors known to be 
involved in development.  Additionally, we have found that half of the development 
related transcription factors with binding sites in the promoters of brain-specific 
miRNAs have detailed involvement in the development of the nervous system. 

2   Materials and Methods 

2.1   Data Sets 

2.1.1   MiRNAs and ESTs 
We downloaded from the Rfam miRNA registry all known human and mouse 
miRNAs.  We also downloaded the genomic locations of the precursors for these 
miRNAs from the UCSC Genome Browser (http://genome.ucsc.edu) miRNA track, 
using the most current genome builds for human and mouse (hg17 and mm5 
respectively).  We then determined which of the miRNAs were most likely to be 
intergenic by the following procedure: We downloaded the Known Genes and 
Genscan Genes lists provided by UCSC (using the hg17 and mm5 builds) and wrote a 
script to identify all miRNAs in human and mouse which do not overlap known or 
Genscan predicted genes.  There are 39 such miRNAs in human and 26 in mouse.  We 
then further eliminated a few miRNAs in both species which were observed to 
overlap with a gene from the Ensemble set or other predicted gene sets having strong 
UCSC-mapped EST support for the gene.    

2.1.2   Promoters and Transcription Factors 
Human promoter sequences were downloaded from the Eukaryotic Promoter 
Database (EPD).  EPD provides the experimentally verified transcription start sites 
(TSSs) for ~1,800 human genes.  We chose ~100 unrelated human genes and 
downloaded 4kb upstream of their TSSs to search for ubiquitous motifs and 
transcription factor binding sites.   

2.1.3   MiRNA Expression Data 
Dataset #1 
Type of data: Northern blot ([23]); Scale: 0-28; Mouse tissues: brain, liver, heart, 
muscle, lung, kidney and spleen; Human tissues: brain, liver, heart and muscle;  
Source: Table with northern quantifications, no further processing; Numbers of 
miRNAs assayed for expression: 112 (includes mouse and human miRNAs), 86 and 
70 in common with Dataset #2 and #3, respectively. 

Dataset #2 
Type of data: Microarray ([26]); Scale: -4 to 4; Mouse Tissues: ES cells, six stages of 
embryo development, and seven adult tissues (liver, kidney, lung, ovary, heart, brain 
and thymus); Source: The data was downloaded from GEO-NCBI (accession number 
GSE1635), the downloaded file contained the normalized log of ratios (R/G) of each 
of the arrays or hybridizations performed, the normalization used by the authors was a 
global median centering normalization; Numbers of miRNAs assayed for expression: 
124 (includes mouse and human miRNAs), 70 in common with Dataset #3. 
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Dataset #3 
Type of data: Microarray ([2]); Scale: 0-8; Mouse Tissues: ES cells and 38 tissues, for 
the clustering we have used ES cells and the following 12 tissues- brain, femur, heart, 
intestine, liver, lung, mammary gland, muscle, spleen, stomach, testis; Source: The 
data was downloaded from the GEO-NCBI (accession numbers: GSM30346, 
GSM30347, GSM30350, GSM30351, GSM30352); Numbers of miRNAs assayed for 
expression: 141 (includes mouse and human miRNAs). 

2.2   Find Regulatory Elements in MiRNA Promoter Regions 

2.2.1   Approximation of the Promoter Region for Each MiRNA 
We created a program which assembles ESTs into putative primary transcripts for 
intergenic miRNAs.  Essentially, we built the probable transcribed region around a 
miRNA precursor by piecing together a series of adjacent or overlapping ESTs on the 
same strand as the precursor.  However, it was necessary to keep in mind that working 
with ESTs can be an error-prone process and we wished to avoid piecing together 
ESTs which have the “pitfall properties” described next.   

It was not desirable to consider ESTs which are too long (much longer than the 
longest expected primary transcript, we cut off at 10kb) as they may be chimeric, 
ESTs which map to multiple locations on the genome since they cannot be reliably 
placed in any single location, or ESTs which overlap a neighboring gene since it is not 
reasonable to expect that primary miRNA transcripts overlap the exonic region of a 
gene. Therefore, using ESTs from dbEST that have been mapped onto the most recent 
genome builds for human and mouse by UCSC, we performed a putative pri-miRNA 
assembly process by finding ESTs not having any of these “pitfall properties” which 
overlap an intergenic miRNA precursor, and then sequentially extending the EST 
assembly in both directions with adjacent or overlapping ESTs until no ESTs free of 
the “pitfall properties” can be added. 

Because we are aware that the strand annotation of ESTs can be unreliable, we also 
performed the assembly process without the restriction that ESTs added to the 
assembly be on the same annotated strand as the relevant miRNA precursor.  We then 
compared the two results and were comforted to find that generally the length and 
location of the resulting putative primary transcript was not greatly changed by 
including oppositely annotated ESTs in the assembly.  One reason for this is that there 
were often many fewer candidate ESTs on the oppositely annotated strand than on the 
like-annotated strand, providing additional support for the idea that ESTs free of the 
“pitfall properties” in the precursor region were transcribed as portions of the primary 
transcript and for whatever reason exited the nucleus (or represent EST 
“contaminants” from nuclear material). 

The putative primary transcripts are used conservatively in subsequent steps of this 
study as guides to a minimum length for each primary transcript, as opposed to an 
absolute representation of the pri-miRNAs.  Thirteen of the human miRNAs and ten 
of the mouse miRNAs in the intergenic subset we studied had precursor coverage by 
these assembled “EST Blocks”. 
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2.2.2   Search for Motifs and TFBSs 
We considered the 5’ upstream regions of the set of putative primary transcripts 
deduced from 2.2.1 as the search space for conventional motif finding algorithms.  
We used two motif finding algorithms, MEME ([3]) and AlignACE ([10]).  MEME 
(Multiple Em for Motif Elicitation) is a probabilistic local alignment tool useful for 
conserved motif discovery.  We used MEME with the following options: Background-  
Single-nucleotide frequencies; Motif length-  6 - 25 bases; Motif mode-  “Any number of motif 
repititions”; E-val cutoff-  1. 

MEME E-values refer to the expected number of motifs of the same width with 
equal or higher likelihood in the same number of random sequences with the same 
nucleotide composition as the considered set of sequences.  AlignACE is a Gibbs-
sampling based probabilistic approach for motif discovery.  We used AlignACE with 
the default options.  AlignACE reports each putative motif with a MAP (Maximum A 
Priori Log Likelihood) score, a score which measures the motif’s degree of over-
representation.  Because motif searching algorithms are heuristic, attention must be 
given to the false positive rate.  We placed more confidence in those motifs which 
were reported as significant by both programs.  The significant motifs reported by 
these programs were further considered as the search space for an in-house 
transcription factor binding site (TFBS) scanning program.  The scanning was 
accomplished via a script that performs the following steps:  

1. Convert reported motifs in to probability matrices (motif matrices).  A probability 
matrix indicates the probability of each of the four nucleotides occurring in each of 
the motif’s nucleotide positions 

2. Convert all TRANSFAC vertebrate transcription factor frequency matrices to 
probability matrices (TF matrices) 

3. Since the reported motifs are generally longer than transcription factor binding 
sites, perform a local matrix alignment between each motif matrix and each TF 
matrix and record the score of each alignment (“similarity score”) 

4. Generate 100 random probability matrices and perform local alignments between 
all pairs and record the score of each alignment (“random score”) 

5. Set one standard deviation from the mean of the random scores as the cutoff for 
“similarity” between any two matrices being aligned (and set two standard 
deviations from the mean as the cutoff for “strong similarity”) 

6. Filter the set of similarity scores from step 3 to those that satisfy the cutoff 
requirements 

7. Report this final set of similarity scores as indicators of the presence of putative 
TFBSs 

Strong hits found by this program were recorded as putative TFBSs.  For example, 
suppose the mean of the random scores is 1.15 and the standard deviation is 0.25.  We 
consider any similarity score under 0.90 (1.15 – 0.25) as a putative TFBS, and any 
similarity score under 0.65 (0.90 – 0.25) as indicative of a strong candidate TFBS. 

2.3   Find Regulatory Elements Specific for Certain Tissues 

In addition to the possibility that there are motifs and TFBSs common to most or all 
of the intergenic miRNAs, it is also possible that several motifs and TFBSs are found 
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only in miRNAs with a certain tissue-specificity.  Therefore, we clustered the 
miRNAs according to tissue-specificity and searched for motifs within the promoters 
of each cluster. 

2.3.1   Cluster MiRNAs According to Expression 
Several recent studies have published data on miRNA expression profiles based on 
northern blots and microarrays ([2], [23], [26]).  These studies included different sets 
of miRNAs, different sets of tissues, reported expression values in different scales, 
and used slightly different in-house technologies to measure expression.  For these 
reasons, merging the data from the three studies was a task harboring many 
complications.  Therefore, we considered each dataset separately.  We used 
Hierarchical and K-means clustering to cluster the miRNAs from each dataset 
according to their expression profiles.  We then searched for clusters within a dataset 
which indicated tissue-specificity, and corroborated this finding across the other 
datasets.  These clusters were recorded as tissue-specific clusters for further analysis. 

2.3.2   Search for Motifs and TFBSs Within Each Cluster 
Within each tissue-specific cluster, we searched the promoters of the miRNAs for 
over-represented motifs, again using MEME and AlignACE.  We further scanned 
these motifs for the presence of putative transcription factor binding sites and 
recorded the strong hits as described previously. 

2.4   Computational Validation of TFBS Predictions 

Not every TFBS in the set of predicted miRNA promoter TFBSs is likely to be 
functional.  Many TFs have binding sites that are non-specific, ubiquitous, and 
frequently occurring across the genome.  We used motif searching and TFBS 
scanning programs on 91 unrelated human promoters and labeled the resulting 
frequently occurring TFBS predictions as “non-specific”.  Any TFBS from the set of 
predicted miRNA promoter TFBSs that does not match any TFBS in the “non-
specific” list is considered as potentially “specific”.   

3   Results 

3.1   Find regulatory Elements in MiRNA Promoter Regions 

3.1.1   Approximation of the Promoter Region for Each miRNA 
Table 1 displays the EST blocks identified by the EST assembly program described in 
2.2.1 of the Materials and Methods section.  Thirteen miRNAs were found to have 
EST blocks.  Each EST block is a contiguous assembly of acceptable ESTs (those not 
having any of the “pitfall properties”).  Figure 1 provides a visual example of a same-
strand EST block.  The miRNA in consideration is hsa-mir-122a.  ESTs shown in red 
are the members of the block, identified by the program as not having any of the 
“pitfall properties”. 
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Fig. 1. ESTs shown in red are members of hsa-mir-122a’s EST block 

3.1.2   Search for Motifs and TFBSs 
Motif searching algorithms can generally be grouped into two categories: 
enumerative, such as the ST algorithm, and alignment-based.  The alignment-based 
approach can itself be grouped in to two categories: Expectation Maximization, such 
as MEME, and Gibbs-sampling, such as AlignACE. 

Using MEME ([3]), we searched in the first 4kb upstream of all the 5’ EST block 
ends deduced from 2.2.1 for sequence motifs which might be involved in miRNA 
transcription.  MEME reported eight significant motifs, each ~20-25 nts long.  We 
repeated this search using AlignACE ([10]) and found that this algorithm reported 
seven out of the eight of these motifs as highly significant and frequently occurring.  
Details of the options used with MEME and AlignACE are provided in the Materials 
and Methods section. 

The seven significant motifs were scanned for putative vertebrate transcription 
factor binding sites.  Details of the scanning procedure are provided in the Materials 
and Methods section.  Twenty-nine unique putative transcription factor binding sites 
(TFBSs) were found within the motifs.  We surmised that many of the 29 TFBSs 
recruit TFs that are non-specific in their binding and highly common in promoters of 
Pol II transcribed genes.  To test this, we repeated the above motif searching and 
TFBS scanning procedure on a set of 91 unique and unrelated Eukaryotic Promoter 
Database (EPD) promoters from human genes of human promoters.  At least 11 of the 
29 predicted TFBSs are present in high frequency across this set.  The remaining 18 
TFBSs are further considered as those sites that are more likely to recruit TFs which 
are more specific in binding and function.  Of these 18, 7 are especially noteworthy 
(Table 2).  Two of the 7 are sites that recruit the proteins C/EBP and CREB, both of 
which are already predicted as transcriptional activators of miRNAs in previous 
studies ([11], [25]).  Interestingly, the remaining five are homeo-box and forkhead-
box transcription factors – proteins well known for their involvement in development. 

We repeated the motif searching and TFBS scanning procedures in the regions 4kb 
to 8kb upstream of the 5’ EST block ends deduced from 2.2.1.  Again, we find several 
strong transcription factor binding sites that are known to recruit transcription factors 
involved in development (Table 3). 
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MiRNAs are known to play a vital role in the proper development of C.elegans 
([22]), D.melanogaster ([1]) and plants ([19]).  For example, lin-4 and let-7 are two 
C.elegans miRNAs known to control the timing of postembryonic events via the 
translational repression of target genes ([1]).  It is probable that miRNAs also play a 
critical role in human development.  We suggest that it is very likely for the 
aforelisted TFs to be transcriptional activators (such as HOXA7) and repressors (such 
as Msx1) of miRNAs, thereby controlling the precise timing and duration of 
expression of target genes. 

3.2   Find Regulatory Elements Specific for Certain Tissues 

3.2.1   Cluster MiRNAs According to Expression 
Details of the clustering techniques and miRNA expression datasets are provided in 
the Materials and Methods section.  Section 2.1.3 conveys the relationship between 
the datasets considered in this study.  The clustering procedures revealed three notable 
clusters (Table 4). 

3.2.2   Search for Motifs and TFBSs Within Each Cluster 
Among the clusters identified, we chose the brain cluster for further analysis.  Genes 
expressed in the brain are often restricted to specific compartments (substantia nigra, 
cerebellum, etc), perhaps implying the presence of compartment specific silencers and 
enhancers in the promoter regions of these genes.  So, by considering all brain-
expressed miRNAs in one cluster, we may lose information about compartment 
specific cis-elements.  However, compartment specific expression data for miRNAs 
are not currently available.  Therefore, it is reasonable to consider the brain as a whole 
entity and search for a higher order group of cis-elements – tissue(brain)-specific cis-
elements. 

None of the miRNAs in the brain cluster had EST block support.  Therefore, we 
approximated the promoter region for each of these miRNAs by considering both 
1.5kb and 4kb upstream of the 5’ end of the precursor.  We used MEME and 
AlignACE to search for motifs in these regions and used the in-house TFBS scanning 
procedure to search for putative transcription factor binding sites in exactly the same 
manner as previously described.  Of the 20 predicted TFs, nine can be considered in 
the promiscuous/highly common category.  Of the remaining 11 TFs, four are known 
to play key roles in development: En-1, MZF1, HOXA3, and Ncx.. Also, it is 
confirmatory that all four have moderate to high levels of expression in the brain 
(http://expression.gnf.org).  It is unlikely for MZF1, HOXA3, and Ncx to be brain-
specific transcription factors because their binding sites are also found in the putative 
promoter regions of a set of miRNAs with heterogeneous expression profiles (Table 
2, 3).  We believe that more likely brain-specific miRNA transcription factors can be 
identified if more ESTs are published in dbEST such that our EST-based pri-miRNA 
assembly program can build EST blocks and provide more accurate promoter regions 
for motif and TFBS search. 

We believe that more likely brain-specific miRNA transcription factors can be 
identified if more ESTs are published in dbEST such that our EST-based pri-miRNA 
assembly program can build EST blocks and provide more accurate promoter regions 
for motif and TFBS search.  
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Table 1. The results of the EST-based pri-miRNA assembly program.  The * indicates that the 
EST Block was determined by using ESTs on both strands.  The # indicates that the EST Block 
was determined by using ESTs on the  miRNA strand only. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2. The TFs predicted to be enriched in the first 4kb upstream of miRNA transcription 
start sites. The * indicates a homeo-box or forkhead-box transcription factor. 

TF ID Gene Ontology (GO) Function 
Ncx* T-cell leukemia homeobox 2; development 

HOXA7* Homeobox A7; development 
HOXA3* Homeobox A3; development 

Msx1* Muscle-Seg. Homeobox 1; development 
FOXD3* Forkhead Box D3; development 

CREB Transcription; signal transduction 
C/EBP Transcription; CCAAT enhancer binding 

Table 3. The development related TFs predicted to be enriched in the 4kb to 8kb upstream 
region of miRNA transcription start sites 

TF ID Gene Ontology (GO) Function 
Ncx T-cell leukemia homeobox 2; development 

FAC1 Fetal Alzheimer’s Clone 1; development 
FOXD3 Forkhead Box D3; development 
Msx1 Muscle-Segment Homeobox 1; development 

HOXA3 Homeobox A3; development 
MZF1 Myeloid Zinc Finger 1, differentiation 
SRY Sex Determining Region Y; differentiation 

Table 4. The results of expression-based clustering of miRNAs 

Brain Low in ES cells Ubiquitous 
hsa-mir-10b mmu-mir-139 hsa-let-7b 
hsa-mir-125a mmu-mir-22 hsa-mir-223 
mmu-mir-222 hsa-mir-22 hsa-mir-27a 
mmu-mir-154 hsa-mir-30a hsa-mir-23a 

-- hsa-mir-24-2 -- 

miRNA Name Chr Str
Precursor 

Left
Precursor 

Right
EST Block 

Left*
EST Block 

Right*

EST 
Block 

Length*
EST Block 

Left#
EST Block 

Right#
EST Block 

Length#

hsa-mir-197 1 + 109853556 109853631 109853556 109853877 321 109853556 109853877 321

hsa-mir-196b 7 - 26982338 26982422 26981757 26982560 803 26981757 26982560 803

hsa-let-7a-1 9 + 94017793 94017873 94017084 94017873 789 94017084 94017873 789

hsa-let-7d 9 + 94020670 94020757 94019622 94021501 1879 94020440 94021501 1061

hsa-mir-223 X + 65021732 65021842 65018323 65022692 4369 65018323 65022692 4369

hsa-mir-34c 11 + 110889373 110889450 110889114 110889823 709

hsa-mir-135a-2 12 + 96460057 96460157 96459502 96461548 2046 96459502 96461281 1779

hsa-mir-22 17 - 1563946 1564031 1561550 1566304 4754 1561650 1566304 4654

hsa-mir-142 17 - 53763591 53763678 53763243 53764036 793 53763243 53763702 459

hsa-mir-122a 18 + 54269285 54269370 54269285 54270130 845 54269285 54270127 842

hsa-mir-27a 19 - 13808253 13808331 13808239 13808331 92

hsa-let-7a-3 22 + 44829147 44829221 44829147 44830190 1043 44829147 44829941 794

hsa-let-7b 22 + 44830084 44830167 44829592 44830190 598
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3.3   Computational Validation of TFBS Predictions 

Complete validation of the TFBS predictions can be accomplished via chromatin 
immunoprecipitation (ChIP) assays.  However, further credence can be given to the 
TFBSs via simple computational methods.  We have shown that at least nine putative 
TFBSs are not as frequently found in other appropriate background promoter sets, 
thereby concluding that they are generally more specific and apparently enriched in 
promoters of miRNAs.   

Bona fide transcription factors will have binding sites preferentially located 
proximal to the transcription start site (TSS), rather than distal to the TSS.  In other 
words, although it is certainly possible to have enhancers and other cis-elements 
significantly upstream of the TSS, most effective TFBSs are found clustered within 
the first 8kb upstream of the TSS.  Only roughly half of the ten predicted TFs have 
binding sites as far as 8kb-12kb upstream of the putative TSS.  Furthermore, even 
some of the sites that are found 8kb-12kb upstream are less convincing as bona fide 
cis-elements because their similarity scores based on the TFBS scanning procedures 
are very low.   

4   Discussion 

In this study we report on a novel algorithm which utilizes EST information to 
approximate a primary-miRNA transcript from a miRNA precursor for the purpose of 
making a reasonable assumption about the promoter location.  We also searched these 
promoter regions for novel motifs and TFBSs regulating miRNA transcription.  We 
have predicted at least ten TFs that may be important in the transcriptional regulation 
of human miRNAs.  Many of these are TFs that have previously been found to have a 
role in development.  We predict miRNA promoter regions to be enriched for TFBSs 
that recruit TFs known to be involved in development.   

Several of the predicted TFs are homeobox proteins.  These proteins are known to 
be likely targets of miRNAs ([18]).  Taken together, these two observations suggest 
the possibility of a negative feed-back loop whereby miRNAs may control their own 
expression (Figure 2). 

We have also used recently available miRNA expression data to cluster miRNA 
genes according to tissue-specificity.  This enabled us to search for tissue-specific 
motifs and TFBSs.  We predict four development related TFs that may be important 
in the transcriptional regulation of the brain-specific miRNAs.  Two of these four TFs 
have specific roles in either neurogenesis or general CNS development. 

MiRNAs are known to play vital roles in many biological functions, including 
developmental timing, differentiation, apoptosis, fat metabolism, and growth control 
([12]). Additionally, miRNAs have specific and varied expression patterns across 
developmental stages, tissues, and cell types ([12]).  We believe that gaining insight in 
to the transcriptional regulation of miRNAs will help to understand the range of 
miRNA expression regulation and to more coherently describe the functional 
importance of miRNAs.  We present here a novel approach to locate miRNA 
promoter regions and search for cis-elements that may partially control miRNA 
expression patterns.       



 Computational Identification of Regulatory Factors Involved in MiRNA Transcription 467 

 

Fig. 2. Simplified version of a hypothetical negative feed-back loop to control miRNA 
expression 
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Abstract. HIV Drug Resistance testing has been established as a routine test in 
several cases. Estimation of genotypic resistance is a laborious task consisting 
of experimental procedure and complicated algorithmic interpretation of muta-
tional pattern (sequence data). Since the sequencing procedure is not error free, 
it is often necessary to proceed into quality checking and manual editing of the 
raw data (chromatograms). This paper presents the design and development of a 
grid-based platform that assists the storage and analysis of HIV nucleotide se-
quences both for clinical practice and research purposes. Modular software 
components were implemented for sequence uploading, quality verification, 
mutation identification, genotypic resistance interpretation, phylogenetic analy-
sis, multiple-sequence alignment and sophisticated mutation querying. More-
over these services have been exported as web services in order to provide a 
high layer of abstraction and enhanced collaboration among researchers. The 
platform has been validated and tested with more than 500 HIV sequences. 

1   Introduction 

Nowadays, virologists and related researchers have high expectations towards bioin-
formatics software applications and applications integration. They intend to access, 
process and analyze the genomic resources they need, while these resources must be 
accurate and free of redundancy due to the significance and complication of the ex-
pected results. In order research institutes and laboratories to meet all needs that de-
rive from both users and research, they increasingly demand strictly integration and 
interoperability between bioinformatics applications and genomic resources, improv-
ing the communication and cooperation with academic and research partners.  

On the other hand, genome sequence management and especially drug resistance 
estimation uses computer science and information technology extensively across its 
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area. The increased reliance on technology in this field has motivated the creation of 
bioinformatics, which concerns the development of new tools for the analysis of ge-
nomic and molecular biological data, including sequence analysis, phylogenetic infer-
ence, genome database organization and mining, biologically inspired computational 
models, genetic algorithms, neural networks, machine learning and artificial life.  

Medical Research Institutes (MRIs) undertake the task to estimate the levels of the 
viral resistance developed in patients after treatment failure and, subsequently, by this 
way, to assist physicians to choose the most potent (active) future therapy. The results 
of the MRIs are known as Genotypic Resistance Reports and in most of the cases are 
based on Genotypic Resistance Algorithms (GRAs).  

These algorithms (which in most cases are rule based) estimate the potential effec-
tiveness of a drug according to a set of viral mutations associated with resistance to 
different drugs. In other words, resistance algorithms interpret the genotypic score 
(resistance mutations) to different levels of resistance for each drug, which is directly 
associated with the possibility for a patient to respond to treatment with a drug. More 
specifically, a virus can be characterized as fully, intermediately resistant or sensitive 
to a particular drug and, then treatment prescription should be chosen according to the 
estimated resistance pattern. 

Although the clinical utility of resistance testing has been shown by several pro-
spective and retrospective studies there are still some cavities concerning the dynamic 
medical treatment derived mainly from a) the high complexity of resistance due to 
high number of drugs and different drug combinations and b) the Genotypic Resis-
tance Algorithms are continuously updated.  

The continuous update of the GRAs is due to the upcoming findings of new asso-
ciations between resistance mutations and response to treatment (based on heuris-
tic/statistical and AI based methods as a result of clinical research). Therefore, the 
update of GRA is essential given the new rules for estimating resistance to different 
drugs. We should note that there is considerable diversity of GRA (rules) among 
different Medical Research Institutes. 

In this paper, the vision of the integration of research effort in the areas of bioin-
formatics, and in HIV drug resistance in particular, will be examined. A complete 
genome organization and mining platform which emphasizes in HIV drug resistance 
and enables the research integration will be described. 

2   Integration Challenge 

In biology research, the experimental, complicated estimation of HIV genotypic drug 
resistance is critically dependent to wide genome-based data analysis that requires 
interoperability among multiple databases and analytic tools. Although, a large num-
ber of genome sequence databases and bioinformatics applications are available 
through the web, the crucial advantage of automatic integration of such resources is 
not yet a reality. The main obstacles identified [1] include: 1) heterogeneous genomic 
resources, 2) incompatible bioinformatics applications running environments, 3) the 
application web interface, user-friendly though, is neither machine-friendly nor ma-
chine-comprehensive, 4) the use of a non-standard format for data input and output, 
5) lack of standardization in defining application interface and message exchange, and 
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6) existing protocols for remote messaging are often not firewall-friendly. To over-
come these interoperability and standardization issues, web services have emerged as 
a standard XML-based model for message exchange between heterogeneous applica-
tions integrating resources, data, and processes. 

2.1   Web Services in Bioinformatics 

A Web Service is a software system designed to support interoperable machine-to-
machine interaction over a network [2]. It has an interface described in a machine-
processable format (specifically WSDL). Other systems interact with the Web Service 
in a manner prescribed by its description using SOAP-messages, typically conveyed 
using HTTP with an XML serialization in conjunction with other Web-related stan-
dards. Web Services architecture [3] and model [4] comprise three emerging key 
technologies: WSDL, SOAP and UDDI. 

A typical web service process includes a service provider (e.g. a research institute) 
that deploys web services representing its available services, applications and system 
features and publishes them in a UDDI registry, and a service requester that searches 
the registry, which offers categorization and discovery services, trying to find the 
composed service required and uses it binding with the service provider. 

As web services provide a common reference base for deploying, representing and 
formatting both input and output data of already existing bioinformatics applications 
and processes, there is no need for researchers to customize and modify the pre-
developed applications and pre-defined genomic resources and database schemas in 
order to fit with a unifying bioinformatics application and resources model. As a re-
sult, the web services technology converts, in a way, the system-based architecture of 
current bioinformatics applications, serving specific needs in specific laboratories or 
research centers, to a holistic component-based architecture. The deployed web ser-
vices implementing specific, single system features are considered as “closed” com-
ponents with specific, machine-processable and interpretable input and output data 
structure, while the potential services requester, apart from the web services profiles, 
is not aware of the functional and technical specifications of the components s/he uses 
and the service provider can change the inter-component structure without altering the 
overall functionality of the component – web service. 

2.2   The Drug Resistance Scenario 

More specific, in our drug resistance case, the adaptation of the web services technol-
ogy in bioinformatics and drug resistance (Figure 1) will lead to the creation and 
administration of web services realizing pre-selected and pre-existing features of 
various bioinformatics platforms. Additionally, the creation of descriptions for the 
deployed web services will be completed (profiling), while the web services’ profiles 
will be registered in the corresponded web repository publishing, thus, the deployed 
web service on the UDDI registry. 

In particular, for each bioinformatics platform, specific features are chosen, among 
the existing set of the platform functional applications (i.e. sequence upload, quality 
verification, mutation identification, phylogenetic analysis, genotypic resistance in-
terpretation and sophisticated mutation query). The service provider (i.e. research 
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laboratory) deploys several web services that implement these pre-selected features. 
The provider will now create the web service profile describing in a standard XML-
based format technical information, syntactical description, and content and context 
information about the specific web service. Special effort is given to the XML-based 
description of the data structures referring to the input and output of the feature. 
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Fig. 1. Web services in drug resistance 

The service provider publishes the deployed web services to the common UDDI 
bioinformatics registry that serves as “yellow pages” for bioinformatics applications 
enabling the globalization of bioinformatics systems features and distributed research 
efforts, and strengthening and realizing an upper-level integration of heterogeneous 
genomic resources, the interoperability of drug resistance platforms and the composi-
tion of bioinformatics research at global scale. 

2.3   Realizing the Challenge 

In the following sections, the design and implementation lifecycle of a grid-based 
platform that assists the storage and analysis of HIV nucleotide sequences both for 
clinical practice and research purposes will be thoroughly discussed. Given the above, 
modular software components have been implemented for several tasks regarding 
HIV drug resistance management. Moreover these services have been exported as 
web services in order to provide a high layer of abstraction and enhanced collabora-
tion among researchers.  

3   Architecture 

Expertise consultation from virologists (i.e. Department of Hygiene and Epidemiol-
ogy, Medical School-University of Athens) was firstly taken into account so as a 
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concrete architecture to be formulated. Furthermore all algorithms that were routine 
procedures which were accomplished manually up to now have been interpreted to 
automatic procedures and integrated to the final architecture.  

Web-Server

Computation Grid Infrastructure

Data 
Management

J2EE Application

Execution 
Space

Resistance 
Rules’ 

Management

Drug 
Resistance 
Rule Editor

Relational
Database

Genome Data

Drug Resistance Rules

Execution Log

Virologist

exported 
Web Services

Service Layer

Nucleotide Sequence Management

Advanced 
Query Toolkit

Drug Resistance 
Toolkit

Phylogenetic 
Analysis Toolkit

 

Fig. 2. Platform Architecture 

The final platform architecture is presented in Figure 2. More specific, the pro-
posed architecture constitutes the composition of various discrete components, which 
are presented below in detail, regarding a) the data layer, b) the application layer, c) 
the computational grid infrastructure and d) finally a high level integration mecha-
nism using the web services technology. 

3.1   Data Layer 

At first a relational schema of the database was designed and implemented. The data-
base has been designed in order to undertake the storage of a) Genome Data b) Execu-
tion Log Metadata and finally c) Drug Resistance Rules. The Genome Data consists 
of the DNA sequences along with some crucial metadata such as sequence name, 
virus extraction date, virus Genome Region, validation procedure, starting point-
ending point, and amino-acid sequence. All these characteristics are vital for research 
purposes and forthcoming sequence analysis. The execution log metadata are related 
to statistical variables such as amount of analyzed sequences, cluster utilization report 
info, etc.  

As far as drug resistance rules are concerned several Medical Research Institutes 
(MRIs) are responsible for publishing Genotypic Resistance Algorithms (GRAs). 
These rule based algorithms are firstly interpreted in standardized XML format and 
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after stored in the database. As mentioned above the continuous update of the GRAs 
is due to the upcoming findings of new associations between resistance mutations and 
response to treatment. So, it is of major importance the continuous update of GRAs.  

In our platform the Relational Database is based on MySQL 5.0 DBMS running on 
Linux (Fedora Core 3 distribution). The core SQL schema of the platform is presented 
below: 

 

Fig. 3. Database Core Schema 

3.2   The Necessity for Grid Infrastructure 

The endmost goal of the platform is the facilitation of virus sequence analysis and espe-
cially drug resistance estimation and reporting. However, it is a fact that most of the 
algorithms that relate to virus analysis which will be discussed later on this paper are 
computational-intensive. In order to meet these requirements and tackle the barrier of 
computational intensiveness[5] a computational grid infrastructure has been utilized. 

A computational grid is a hardware and software infrastructure that provides de-
pendable, consistent, pervasive, and inexpensive access to high-end computational 
capabilities. In the last five years, toolkits and software environments for implement-
ing Grid applications have become available. These include Legion (http://legion. 
virginia.edu), Condor (http://www.cs.wisc.edu/condor), Unicore (http://www.unicore. 
org), Globus (http://www.globus.org/toolkit) etc. These toolkits coordinate resources 
that are not subject to centralized control, use standard open, general-purpose proto-
cols and interfaces and deliver nontrivial qualities of service. 

In our platform the computational grid infrastructure consists of a six-processor 
Linux cluster (3GHz CPU-1GB RAM) running Fedora Core 3, equipped with Giga-
Ethernet Interfaces and interconnected with one Giga-Ethernet switch. All software 
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components used or implemented utilize the MPICH API (version 1.2.7) in order to 
take advantage of the computational grid infrastructure. In the next section a thorough 
description of the platform applications will be analyzed. 

3.3   Application Layer 

Modular software components were implemented from scratch and several of-the-self 
components were integrated throughout a single point of use for the following tasks: 
a) sequence uploading, b) quality verification, c) mutation identification, d) genotypic 
resistance interpretation, e) phylogenetic analysis, f) multiple sequence alignment and 
g) sophisticated mutation querying. These services have also been exported as web 
services as described in the previous section. 

As far as DNA sequence uploading is concerned a web based sequence uploading 
tool has been implemented allowing both the upload of one sequence at a time and the 
automatic upload of many sequences (batch mode). For the latter mode a formaliza-
tion of multiple FASTA format was considered to automatically update the patient 
and sample identification codes. 

 

Fig. 4. Implemented Alignment Editor 

Concerning quality verification, in order to facilitate the interactive error checking 
of the sequence data, a sophisticated Java based Alignment Editor has been imple-
mented. The quality validation algorithm that this utility relies on is based on three 
crucial criteria such as a) the percentage of sequence similarity to the gene’s reference 
sequence, b) the maintenance of the reading frame and c) the identification of poten-
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tial premature ‘stop codons’. This utility is accompanied by a user friendly environ-
ment that pinpoints DNA insertion/deletion/mutation errors and ‘stop codons’. Be-
yond the visualisation functionalities of the utility this component is responsible for 
updating the database with the validated sequence, post the alignment file and enrich 
the database with the mutation information which is essential for drug estimation. The 
Graphical User Interface of this utility is presented in Figure 4. 

Regarding identification of mutations, reference sequences of the HXB2 isolate 
(HIV) were obtained in order to be used as norms for the mutations' identification. 
Mutation interpretation algorithm was developed taking also into account the IUPAC 
nucleotide ambiguity codes so as to achieve tolerance to sequencing impuissance and 
quasi-species' diversity. Mutations' identification can be only performed for the quali-
fied data that have passed quality verification control. 

Furthermore, Genotypic Resistance interpretation of the unknown sequence is car-
ried out using the Rega Genotypic Resistance Algorithm [6], while the program can 
only perform this task (resistance interpretation) only for sequences passed the quality 
control step. In case of multiple amino acids at resistance sites (due to minor popula-
tions), resistance interpretation is carried out for all possible amino acids and, finally, 
the "worst case scenario" in terms of resistance interpretation is reported. 

 

Fig. 5. Web based query interface 

The next component that has been integrated to the platform is related to Phyloge-
netic analysis. Phylogenetic analysis is used for the inference of the evolutionary rela-
tionships between different nucleotide or amino acid sequences sampled from a single 
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or different organisms or species. Although sufficient software exists [7] for all kinds of 
phylogenetic analyses, analysis of big datasets (like those existing for viral sequences: > 
950 full-length and 122,000 partially available sequences) cannot be efficiently per-
formed in a reasonable time, using non-parallel environment. Although there were sev-
eral initiatives in the past to perform large scale evolutionary analyses of HIV-1, compu-
tation time provided always as a barrier for performing such a kind of studies.  

Subtype reference sequences were obtained from the Los Alamos sequence data-
base (http://hiv-web.lanl.gov) and source code was modified from the linux version of 
the PHYLIP program for automated phylogenetic analysis workflow. The final output 
includes a neighbour joining tree and a bootstrap analysis consensus tree.  

Finally the platform has been enriched with a query interface supporting both sta-
tistical and research purposes. The query interface was developed to facilitate two 
goals a) BLAST similarity search on existing sequences and b) the discovery of se-
quences that meet a certain genotypic resistance rule-set. The first goal has been 
achieved by the integration of BLAST source code in order to perform fast similarity 
searches among big datasets. 

The second goal is achieved throughout the standardized procedure described in 
Figure 5. 

At first an XML representation of the Genotypic Resistance Rules mentioned 
above are interpreted in XML-based rules and stored in the local Database. This in-
terpretation is accomplished by the use of the drug resistance rule editor which is a 
web based component developed using Java Server Pages (JSP) Framework. These 
rules stored in the database consist of the core component of the inference sub-
system. The inference sub-system undertakes the task of combining the mutation 
information derived from all sequences existing in the data base with the drug resis-
tance rules existing in the database. For every single existing Drug a predefined rule-
set exists in the database and is used for drug resistance check. However, the end 
user-researcher may query the database which a custom rule. Hence, a web based 
component for creating formatted rules have been developed (Figure 6). 

Finally, all services developed in the scope of our platform have been exported to 
web services making use of Apache AXIS framework. 

 

Fig. 6. Web based query interface 

4   Results 

A flexible and modular system concerning the adjustment of genes and resistance 
algorithm's updating was implemented. The various software components imple-
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mented/integrated cover a range of research and clinical demands. The alpha-testing 
was based on more than 500 PR/RT sequences with previous manual interpretation of 
resistance and HIV-1 subtype and confirmed that the use of this platform accelerates 
the process of genotypic interpretation and secures the quality, storage and analysis of 
massive sequence data. The mutations' query component provides an excellent way to 
perform mutational pattern analysis. 

Furthermore, the lack of an interoperability infrastructure can be easily, effectively 
compensated by a top level XML-based structure ensuring both the interoperability of 
bioinformatics applications and the integration of heterogeneous genomic resources. 
Additional benefits arising from the use of web services are listed below: 

• XML-based data and services model serving as a common base and format in the 
deployment and publishing of heterogeneous distributed bioinformatics applica-
tions; 

• Service-oriented, component-based architecture; 
• Provision of environment- and programming language- independent bioinformatics 

services; 
• Provision of a centralized UDDI registry publishing, categorizing and discovery of 

web services implementing applications and features of bioinformatics systems, 
• Integration and interoperability among heterogeneous bioinformatics systems and 

applications providing access to multiple bioinformatics web-deployed services, 
aggregating and processing genomic data from multiple sources; and 

• Direct, widespread and no-barriers access to drug resistance and bioinformatics 
applications, and reuse of distributed genomic resources. 

5   Conclusions and Future Work 

Although, a lot of work has already been done towards the endmost goal that is an 
integrated, global bioinformatics platform serving HIV drug resistance management, a 
lot of steps have to be implemented in the direction of the research community 
awareness to the adoption of widely accepted platforms. The various research insti-
tutes and laboratories should take advantage of the web services technology and grid-
based algorithmic components in order to develop high level drug resistance man-
agement systems and export specific features of these systems to a common bioin-
formatics registry. 

As the UDDI registries may store various services relative to drug resistance for a 
variety of viruses, semantic enrichment of the web services is necessary to allow 
researchers easily, directly and intelligently find and take advantage of the appropriate 
bioinformatics resources and applications.  

In this paper a web service-enabled Grid-based platform dedicated for drug resis-
tance management has been designed and implemented. Our vision is to enhance the 
architecture by creating a semantically-enabled Problem Solving Environment in the 
virology domain. Such environment pre-requires a a software repository with grid-
enabled and semantically-enhanced virology software applications including applica-
tions for the phylogenetic analysis of virus isolates and for the support of gene se-
quence processing. Additionally a reliable inference engine that will use stored Geno-
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typic Resistance Algorithms (GRAs) should be developed. Among researchers using 
drug resistance rule-sets in various bioinformatics applications a strong necessity of 
standardised logic-based representation exists to provide large scale interpretability 
and processability. 
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Abstract. Paper deals with the principles of model-driven UML Class model en-
hancement using business rules (BR) as a source of domain knowledge. Business 
rules are stored in BR repository which is defined by the business rules meta-
model. Templates for business rules formalization are presented. Co-relations be-
tween BR meta-model and extended UML Class meta-model are also presented 
and discussed in this paper. Basic steps of the algorithm for the extended UML 
Class model enhancement are presented and illustrated with example. 

1   Introduction 

Modern tools for computer-aided system engineering (CASE) influence and improve 
the content of information systems (IS) development life cycle (ISDLC). However, IS 
development projects still suffer from the poor quality of models used in system 
analysis and design stages. At some degree, quality of models that are developed by 
CASE tools can be assured using various automated model comparison, syntax check-
ing procedures. It is also reasonable to check these models against the business do-
main knowledge, but the domain knowledge stored in the repository of CASE tool is 
insufficient [1], [2]. Involvement of business domain experts into these processes is 
complicated because non-IT people often find it difficult to understand models that 
were developed by IT professionals using some specific modeling language (e.g. 
UML, DFD, etc.). 

Building the Class model (CM) for a problem domain is among the main objectives 
of the OO software development. Nevertheless, there is still no clear, well-developed 
process proposed to help the software engineers solve this problem successfully [3], [4]. 
It is a common practice when system designer develops models of the system by analyz-
ing earlier created models and relying on his own experience and knowledge about the 
problem domain. In other words, transition from stage to stage in the ISDLC is done 
empirically. In such situation model verification and approval by business domain ex-
perts becomes a very important activity. Yet there is no CASE tool or method that could 
propose a sufficient technique of UML CM (or other IS design model) verification 
against the business domain knowledge approved by business expert. 
                                                           
* The work is supported by Lithuanian State Science and Studies Foundation according to 

Eureka programme project “IT-Europe” (Reg. No 3473). 
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From our point of view one of the most promising techniques to verify Class model 
(CM) against the business domain knowledge is the business rules (BR) approach [5], 
[6], [7]. Business rules are among the core elements of structured business domain 
knowledge; moreover, BR can be understood and therefore verified by business do-
main experts. However, clearly expressed, formalized BR are still not commonly used 
in novel CASE systems. These systems are usually limited to the use of constraints 
that describe and specify data structures and are expressed as an integrated part of the 
graphical notation of the models. The usage of other types of BR is limited to the de-
scription fields of model elements, where BR can be written as plain text. 

As far as BR are not realized as a separate component of the CASE system reposi-
tory, there is no possibility to uniquely identify and use them in other phases of the 
ISDLC. Another reason is that most of the CASE tools are mainly based on the mod-
eling languages that are not well suited for BR modeling. UML is the most widely 
used object-oriented modeling language and it also lacks support for business rules 
modeling [8]. Nevertheless, it should be pointed out that the OMG group has already 
begun an initiative to find ways of BR integration with the OMG standards (UML and 
MDA in particular) [9], [10].  

The approach for BR integration in the IS development process was already proposed 
in [11]. This paper is focused on the principles of BR-based UML Class model verifica-
tion. The Business rules meta-model, extended UML Class meta-model are presented, 
and formalized steps are developed to verify an extended UML Class model. 

2   Business Rules Repository Model 

According to the BR approach, business rules should be represented and managed as 
a separate and at the same time tightly integrated component of IS. For that reason it 
is essential to store BR in a separate business rules repository (BRR) [12], [13], [14]. 
None of the analyzed repository models provide a mechanism for structuring BR, as 
there are no constructs for the decomposition of BR to its atomic elements defined in 
those repositories. Moreover, for the purposes of IS development the BR repository 
must be integrated with other business objects via constructs of the Enterprise model 
[1], [2], [11]. Structure of BR repository is defined by the business rules meta-model 
(Fig. 1).  

Constructs of the Business rules repository model are as follows: 

• BRInformal, BRStructured represent BRs written in natural language and struc-
tured (formalized) forms respectively. Informal BRs (BRInformal) are gathered from 
the sources (Actor) within the organization. A structured BR (BRStructured) is ex-
tracted from the informal rule (informal BR may be transformed into one or more 
structured BR). Structured BR may have events (Event) that initiate this rule, and pre-
conditions (Condition) that must hold true in order to process the rule. A rule is a part 
of an information activity (InfActivity) that is also the element of the Enterprise model 
(EM elements are darkened in Fig. 1) [1], [2]. 
• BR is a composition of certain elements (BRElement). Elements may be: 

− Business rule itself (BRStructured); 
− Term (BRTerm) – a word or phrase that is relevant to business; 
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− Fact (BRFact) – a statement that asserts a relationship between two (or more) terms; 
− Reserved word (BRResWord) – a reserved symbol, word or phrase that has particular, well-

defined meaning in a business rule; 
− Value (BRValue) – a particular symbolic or numerical value in a business rule; 
− Action (BRAction) – an action that can be performed with business object. 

In the context of this paper two features of BRResWord will be used: Meaning and 
Type. Values assigned to Meaning can be Relationship or Feature; values of Type can 
be Association, Aggregation, Composition or Generalization. 
• We propose to structure BR using a predefined system of templates (Sec. 3). 
Therefore, BRR model contains elements aimed to implement this feature: Template 
(Template), Template element (TempElement). Template includes elements of the fol-
lowing types: Value (Value), Reserved word (ResWord), Action (Action), Fact (Fact), 
Term (Term), Business rule (BR). 

 

 

Fig. 1. Business rules repository model (UML notation) 

Table 1. The classification of business rules 

Type Definition 

Term A word or phrase that is relevant to the business. 
Fact (Structural) A statement that asserts a relationship between two (or more) terms. 
Constraint A statement that specifies a mandatory feature of the business entity. 
Inference A statement where logic operations are used to derive a new fact. 
Action assertion A statement that defines conditions for the initiation of a certain business action. 
Computation A statement that derives a value of the fact by using a certain algorithm. 

Business rules templates have to be classified in order to define their structure. 
This classification is close to the ones presented in [15], [16].Type of the template it-
self is defined by the Type: Computation (Computation), Inference (Inference), Ac-
tion (Action), Constraint (Constraint), Structural (Structural). The classification of 
templates coincides with the classification of business rules (Table 1).  
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The BR repository presented in Fig. 1 plays a major role in Class model verifica-
tion and augmentation process using business rules. 

3   Templates for Business Rules Formalization 

One of the major problems in the area of IS engineering today is the communication 
gap between the business people and systems developers [17]. Communicating re-
quirements through the formalized business rules narrows this gap.  

Business rules structuring using templates is an acceptable way of BR formaliza-
tion [11]. National (i.e., Lithuanian) language-based templates were developed with 
respect to the basic recommendations on BR templates construction [18], [19] – this is 
important in order to reach maximum compatibility with the English-based template 
analogues. Consequently, this will let to minimize efforts of mapping structured BR 
to other formalized forms and reach the implementation level of the rules. Business 
rules templates were developed on the basis of elements that define the structure of 
the Template (Template) in the BR repository model (Fig. 1). Basic structures of the 
classified BR templates (EBNF notation) are as follows: 

• <Template_Fact>::= <Term> <ResWord> <Term> – template for a Fact; 
• <Template_Constraint>::= (<Fact> | <Term>) <ResWord> {[<ResWord>] | [<ResWord> 

<Value>]} [(<Fact> | <Term> | <Value>)] – the template for a Constraint; 
• <Template_Inference>::= <ResWord> <Fact> <ResWord> (<Fact>|<Value>) [{<ResWord> 

<Fact> <ResWord> (<Fact>|<Value>)}] <ResWord><Fact> <ResWord>(<Fact> | 
<Value>) – the template for an Inference BR. 

• <Template_Action>::= <ResWord> <Fact> <ResWord> (<Fact> | <Value>) [{<ResWord> 
<Fact> <ResWord> (<Fact> | <Value>)}] <ResWord> <Action> (<Term> | <Fact> | <BR>) 
– the template for an Action BR. 

• <Template_Computation>::= <Fact> <ResWord> (<Fact> | <Value>) {[<ResWord> 
(<Fact> | <Value>)]} – the template for a Computation BR. 

4   Extended UML Class Meta-model 

In object-oriented (OO) methods class models are typically used: as domain models to 
explore domain concepts; as conceptual/analysis models to analyze requirements; as 
system design models to depict detailed design of OO software [20]. Class model is 
also a part of OMG standard, namely Unified Modeling Language (UML). Class 
model in UML-based CASE systems serves as a main source of knowledge for the 
development of information system prototype: database specification, graphical user 
interface (GUI), application code.  

However, from our point of view it is important to note that UML meta-model 
does not have sufficient set of constructs for business modeling [1], [2], [21]. The 
construct of business rules is also omitted UML meta-model even though BR is rec-
ognized as one of the main aspects of business modeling. We have proposed extended 
UML Class meta-model (Fig. 2) that is based on the core of the UML meta-model, 
but also incorporates constructs from the Enterprise meta-model [1], [2] and BR meta-
model (see Sec. 2 and [11] for more details on BR meta-model). 

Constructs of the extended UML Class meta-model are as follows: 
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• Class model (ClassModel) is composed of the model elements (ModelElement). 
Class model elements can be either classes (Class) or relationships (Connector) that 
relate these classes to each other. Each relationship has at least two connection ends 
(ConnectionEnd) and also may have some constraints or structural rules (Rule) that 
specify that relationship. 
• Traditionally, classes have attributes and operations. We enriched construct Class 
with certain subtypes: Process, Flow, Actor and Function. Such modification is based 
on the specification of the Enterprise model introduced in [1], [2]. The classification 
of classes is not a new idea – P. Coad’s UML modeling in color [22], Robustness dia-
grams are just a few examples. Techniques that classify classes pursue certain practi-
cal goals. In our case this classification is made in order to make a close link between 
the business environment (Enterprise model) and the IS design models (in this case, 
extended UML Class model). 
• Classes of type Flow may have states (FlowState).  

 

Fig. 2. Extended UML Class meta-model (UML notation) 

• In the extended UML Class meta-model each class may have attributes (Attribute), 
but the operation level (Operation) is specific only to the Function type classes. Con-
struct Operation represents algorithmically-complex operations [23], and algorithmi-
cally-simple operations (such as Create, Connect, Access, Release) are not modeled in 
order to reduce the complexity of the class models. Classes of type Function are at 
some degree similar to the controller type classes in Robustness diagrams. Class’ at-
tribute (Attribute) may have number of constraining rules (Rule). 
• Class operation (Opperation) is composed of actions (Action) and may have argu-
ments (OperationArgument) and conditions (OperationCondition) that must be true in 
order to fire the operation. 
• Structure of the action may contain certain data items (DataItem) from the Data 
base (BD) of the system. Action represents single business rule (Rule) of type Compu-
tation, Action assertion or Inference (Table 1). These rules may have certain condi-
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tions (RuleCondition) that need to be true for the business rule to fire out. Rules may 
be triggered by the events (Event). 

5   UML Class Model Development Using Business Rules 

5.1   Algorithm of Class Model Enhancement 

The algorithm of business rules-based enhancement of CM represents the activities of 
model verification against the knowledge of business domain and model augmenta-
tion. Knowledge of business domain is expressed in a form of structured business 
rules. Making reference to the OMG’s Model Driven Architecture (MDA) [24], veri-
fication of the Domain model (in our case represented as a Class model) must be done 
on the platform-independent level, and this is the level where business rules naturally 
reside. 

Table 2. BRMM to CMM mappings (BRMM → CMM) 

BR meta-model element Mapping Extended UML Class meta-model element 

<BRMM.BRStructured> ϕ1 <CMM.Rule> 
<BRMM.Condition> ϕ2 <CMM.RuleCondition> 
<BRMM.Event> ϕ3 <CMM.Event> 

Table 2 presents relationships between the Business rules meta-model (BRMM, 
Fig. 1) and extended UML Class meta-model (CMM, Fig. 2). This is done by show-
ing how elements of the BRMM map to the elements of the CMM (ϕ: <BRMM> → 
<CMM>). Formalized business rule (CMM.Rule in Table 2) can be applied either to 
specify (or constrain) attribute of the class or relationship between two specific 
classes, or to specify the action (in platform independent manner) that is a composing 
part of the operation of the class. In the Class meta-model (Fig. 2) construct Rule is 
related with the Attribute, Relationship and Action via the aggregation relationship. 

The algorithm of UML Class model enhancement using business rules is composed 
of three steps:  

• Step 1. Verification and specification of relationships among the classes of the CM 
(Fig. 3). Missing relationships are identified and inserted into the model during the in-
teractive communication with model developer. Additionally, the model is augmented 
with the roles that classes play communicating with each other; types and cardinal-
ities of these relationships are also specified. Business rules of types Constraint and 
Structural (Fact) are used in the first step of the algorithm. 
• Step 2. Verification and specification of classes’ attributes (Fig. 4). Attributes are 
verified against the BR of types Constraint and Structural (Fact). Missing attributes 
are also identified and assigned to the classes of CM.  
• Step 3. The composition of classes’ operations (methods) is defined in the third 
step. In traditional and object-oriented IS development methods business logic is usu-
ally buried within lines of application code – this causes a lot of problems in rapidly 
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changing business environments [Skersys and Gudas 2004]. In business rules-
extended IS development process every line of code that expresses business logic can 
be identified and tracked. This can be achieved because these lines of procedural code 
are the implementation of particular business rules that are stored and managed sepa-
rately from the application code itself. Computation, inference and action assertion 
business rules compose the core of application. On the platform independent CM de-
velopment stage we suggest to fill the content of the class’ operation with structured 
rules represented in platform independent manner. Such specification can be elabo-
rated and transformed into procedural code in later stages of ISDLC.  

    

Fig. 3. Business rules-based specification of 
relationships among classes of the Class 
model 

Fig. 4. Business rules-based specification of 
attributes of classes of the Class model 
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The first two steps are presented in Sec. 5.2; the first step is also illustrated with 
example in Sec 5.3. The example is written in English in this paper. However, in real 
situation problem domain should be specified and modeled using national language, 
in order to reach the best understanding among business experts and system develop-
ment team (Sec. 3). In general, the proposed BR repository allows the construction of 
BR in any language. 

5.2   Description of the Algorithm 

Let’s consider BR repository filled with business rules (Table 3) and the initially de-
veloped Class model which we want to enhance (Fig. 5) using domain knowledge 
stored in BR repository. The presented set of rules is just enough to illustrate the main 
principles of the algorithm. The enhanced Class model is depicted in Fig. 6. 

Table 3. List of business rules stored in BR repository 

No. Business rule Comments 

1.1 
1.2 
1.3 

Shipping department performs Product shipment. 
Shipping department reports to Head office. 
Product shipment is performed by Shipping depart-
ment. 

List of Facts describing relationships 
and roles among business objects. 
Formal structure of the Fact is pre-
sented in Sec. 3. 

2.1 
 

2.2 

Workload schedule is composed of exactly three Sce-
narios. 
Scenario belongs to exactly one Workload schedule. 

List of Constraints describing cardi-
nalities of relationships among busi-
ness objects. Formal structure of the 
Constraint is presented in Sec. 3. 

3.1 
3.2 
3.3 

Scenario has a feature Scenario ID. 
Scenario has a feature Scenario instructions. 
Scenario has a feature Estimated duration. 

This is a list of Facts describing fea-
tures (attributes) of business objects in 
the business domain. 

4.1 
4.2 

Scenario Scenario ID is unique. 
Scenario Estimated duration must be greater than 
zero. 

This is a list of Constraints describing 
constraints on business objects’ at-
tributes. 

Let us briefly go through the first part of the algorithm (Fig. 3): 

• Step 1.1. Preconditions are declared. 
• Step 1.2: The selection of Facts F() from BRR. A set of Facts F() is selected from 
the BR repository. Selected Facts are related with a certain class K(j) from the Class 
model through the Fact’s first Term Name; second condition is that the Meaning of 
the reserved word ResWord of these Facts is “Relationship”. 

In our case let us assume that K(1) = “Shipping department”. Then F(1)= “Ship-
ping department performs Product shipment.” and  F(2) = “Shipping department re-
ports to Head office.”.  
• If there is a class K2 in the Class model where the Name of K2 equals to the Fact’s 
F(i) second Term Name of the Fact F(i), one proceeds to the next step. If there is no 
such K2 then the Fact F(i) is skipped and the next Fact from the set F() is selected 
(F(i+1)) and the step is repeated.  

In our case only the Fact F(1) satisfies the condition. F(2) is skipped because sec-
ond Term Name of the F(2)  is “Head office” and there is no such class “Head office” 
in the Class model “Schedule processing”. 
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• If there is a class K2, the algorithm checks if there is a relationship between the 
classes K(j) and K2 already exist in the Class model. If so, one proceeds to the step 
1.4, otherwise, step 1.3 is the next one.  

In our case there is a relationship between the classes “Shipping department” and 
“Product shipment” therefore one proceeds to the step 1.4. 
• Step 1.3: The creation of the relationship between the classes K(j) and K2 of CM. 
One proceeds to the step 1.3 when there is no relationship between the classes K(j) 
and K2 in the Class model detected and the suggestion to create this relationship on 
the basis of the Fact F(i) is accepted by the system analyst. One proceeds to the step 
1.4 after the relationship between the classes K(j) and K2 is created. 
• Step 1.4: The specification of the Role that K(j) plays in the relationship with K2 
and the Type of that relationship. The Role of the class K(j) in the relationship with 
the class K2 and the Type of that relationship is characterized by a Reserved word 
(ResWord) in F(i). The results of this step are marked with tag 1 in Fig. 6.  

In our example ResWord Name of F(1) is equal to “performs” – this is the Role 
that the class “Shipping department” plays in the relationship with the class “Product 
shipment”. Type of the ResWord was “Association”. 
• Step 1.5: The specification of the Cardinality of the relationship. Cardinality of the 
relationship is specified on the basis of Constraint type business rules stored in BR 
repository. Constraints are selected using a simple condition – a rule must implement 
some constraint between two business objects that are represented as classes in the 
Class model.  

In our case Constraints 2.1 and 2.2 (Table 4) are selected because they implement 
constraints on the cardinality of the relationship between the existing classes of the 
Class model (see tag 2 in Fig. 6). 

     

Fig. 5. The initial UML Class model “Sched-
ule processing” 

Fig. 6. The final UML Class model 
“Schedule processing” 

• The inner cycle of the algorithm depicted in Fig. 3 closes with the conditional 
check if all the Facts from the set F() are reviewed. Otherwise, one begins a new cy-
cle with the new Fact F(i+1). 
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• The outer cycle closes with the conditional check if all the Classes from the Class 
model are reviewed. If not, one begins a new cycle with the Class K(j+1). Otherwise, 
the first part of the algorithm is finished. 

The second part of the Class model enhancement algorithm is depicted in Fig. 4. 
Rules that are used in this part are also presented in Table 3 (rules 3.1-4.2). Results 
received after the execution of this part are marked with the tag 3 in Fig. 6. 

6   Conclusions 

Paper deals with the principles of extended UML Class model (CM) verification and 
augmentation using business rules. Business rules (BR) are among the main elements 
composing the core of structured business domain knowledge. The UML meta-model, 
however, does not distinguish business rules as a separate construct. This makes it 
problematic to use UML as a modeling language in the projects of agile IS develop-
ment for ever-changing business environment. 

In order to implement such business rules-based approach the structure of business 
rules repository is formally defined as a meta-model. Major constructs of the Business 
rules repository model are defined. A predefined set of BR templates is developed and 
described in EBNF notation. Templates are used to structure business rules and to 
minimize efforts of mapping structured BR to other formalized forms (or to the im-
plementation level of the business rules). 

UML meta-model construct Class is concerned as a set of subtypes: Process, Flow, 
Actor and Function. This modification is based on the specification of the Enterprise 
model introduced in [1], [2]. The co-relation of domain model (Enterprise model), 
business rules and IS design models is a mandatory precondition for the verification 
of these models against domain knowledge. 

The major steps of model-driven UML Class model enhancement using domain 
knowledge include verification and specification of relationships among the classes of 
CM, verification and specification of classes’ attributes, the specification of composi-
tion of classes’ operations (methods). 
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Abstract. In this paper, we present the rationale and the baseline of a notation 
which can be used on its own or as an extension to standard UML to facilitate 
specification of an interactive system’s global execution context (GEC). The 
GEC graph is a visual construction consisting of (a) nodes, which represent in-
teraction scenarios, and (b) directed links, which represent scenario relation-
ships designating alternate execution, concurrency, ordering, and set-oriented 
relationships between two scenario nodes. The technique is particularly useful 
for specifying adaptable and adaptive behaviours across interaction platforms, 
contexts of use and target user communities. In the paper, we demonstrate the 
application of the technique using a file-exchange application which runs on a 
portable device such as a PDA and implements a lightweight ftp process to 
connect to a server wirelessly and offer standard ftp functionality 
(get/put/delete).   

1   Introduction 

Modelling user interfaces is a complex engineering task and a popular research topic. 
In the past three decades it has been studied from a variety of perspectives (i.e. psy-
chological, sociological, knowledge engineering) by Human Computer Interaction 
(HCI) researchers, yielding substantial results and a broad collection of methods for 
describing interaction tasks, object classes, lower-level dialogs, as well as mental 
activities of users interacting with application software. In the majority of these ef-
forts the distinct assumption has been the loose separation of the user interface model-
ling activity from the software engineering tasks typically involved in addressing 
functional requirements of interactive software systems. As a result, user interface 
modelling methods and tools do not couple easily with application modelling and vice 
versa. This status quo brings about several drawbacks for the software design com-
munity, as frequently the integration effort required to bridge across the user interface 
and software engineering tasks is far from trivial. Recent attempts towards establish-
ing effective methods for closing the gap between the two engineering communities 
[see 17-20] have explored concepts such as scenarios [21], use cases [1,2], dedicated 
dialogue description techniques such as event modelling and more recently the UML - 
Unified Modelling Language [3]. UML departs from the commitment of model-based 
user interface development tools which focus on domain modelling to describe the 



492 D. Akoumianakis and I. Pachoulakis 

 

data over which the interface acts, to provide a more encompassing frame of reference 
for modelling the functionality of the application for which the interface is being 
constructed. This, however, is widely acknowledged as insufficient support for user 
interface modelling [4-7]. As a result, extending UML to establish additional expres-
sive power for user interface modelling is an active track of on going research  
activities. 

In this paper, we investigate current work in this area and describe the rationale and 
baseline of a notation, which can be used on its own or as an extension to UML, to 
facilitate specification of an interactive system’s global execution context (GEC). The 
extended facilities can be used to compile a task’s GEC graph as a visual construct, 
which consists of (a) nodes, representing interaction scenarios, and (b) directed links 
representing scenario relationships such as alternate execution, concurrency, ordering, 
and set-oriented relationships between two scenario nodes.  

2   Related Work 

At present, no current research effort is known of, which seeks to extend a particular 
user interface modelling technique to facilitate application modelling. All activities in 
this area aim to advance (some of) the following targets: use specific UML notations 
to model user interfaces; extend UML so as to facilitate user interface modelling; 
couple UML components with user interface modelling techniques. A representative 
effort in the direction of using specific UML notations to model user interfaces is 
presented in [22]. The authors suggest an approach for requirement engineering, link-
ing scenarios with user interface prototypes. Scenarios are acquired in the form of 
UML collaboration diagrams and are enriched with user interface information. These 
diagrams are automatically transformed into UML Statechart specifications of all 
objects involved. These specifications are, in turn, used to generate a UI prototype, 
which is embedded in a UI builder environment for further refinement. The approach 
has been demonstrated to work for relatively simple user interfaces (such as those 
used in ATMs) using conventional user interface objects. As a result, it deals only 
with interactions at the lexical level. Syntactic and/or semantic interaction levels are 
ignored and no account of HCI knowledge is exploited. These shortcomings have 
motivated research proposals for either explicit coupling between UML and user 
interface modelling notations, or UML extensions.   

Several researchers have investigated integrating interface modelling techniques 
with UML. The rationale for such coupling is derived on the one hand from the insuf-
ficiency of UML to model user interface aspects and on the other from the maturity of 
some well-established user interface modelling notations. For example, one approach 
assesses UML models for use in interface modelling, comparing them with a collec-
tion of specialist interface modelling notations [4]. Another approach suggests how 
one can use several UML models — particularly class diagrams and use case dia-
grams — along with task models for user interface modelling [5]. The latter work 
proposes coupling the ConcurTaskTrees notation to available UML diagramming 
techniques, while creating semantic mappings of the ConcurTaskTrees concepts into 
UML meta-model [6].UML extension mechanisms could then be used to support 
smooth coupling. The primary benefit resulting from coupling UML to existing user 
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interface modelling techniques is that each component remains atomic in the sense 
that no extension is required to accommodate new expressive or representational 
power. Hence, since the coupling is typically undertaken by semantic mappings 
across the notations, this needs to be done only once. In this manner, application and 
user interface designers continue to work on their own perspectives using their own 
tools, while relying on these mappings to undertake the required integration.           

A different line of research includes efforts which seek to extend UML to support 
user interface modelling, without reference to a particular user interface technique or 
task model. These efforts typically add notations to the already rich set of UML dia-
grams. A representative of this category is UMLi [7], which attempts to use the UML 
extensibility mechanisms to support user interface modelling. An alternative research 
track concentrates on building UML profiles for specific tasks of user interface design 
such as GUI (layout). A representative effort is reported in [8], where the author de-
scribes a profile intended to provide an easily comprehensible abstract representation 
of an actual screen based on designers’ sketches. A GUI Layout Diagram is proposed, 
consisting of a Screen, which contains multiple ScreenAreas, each of which may be 
decorated with one or more Stereotypes, representing performed functionalities like 
text, image or link. By nesting and arranging properly stereotyped ScreenAreas within 
each other, the developer is able to create an abstract version of a user interface. The 
Navigational Diagram provides UML-based support for common design artefacts like 
storyboards and sitemaps. The diagrams created can be linked to Use Case modelling 
using existing UML to specify requirements and context of a particular screen. 

One issue of significance to the present work is the sufficiency of the proposals de-
scribed above and other similar efforts reported in the literature to cope with the 
emerging requirements for nomadic applications and ubiquitous access. Specifically, 
our concern relates to the suitability of existing notations to facilitate the novel re-
quirements prevailing in nomadic and ubiquitous applications - such as scalability, 
object mobility / migration, security, platform independence, location awareness, 
personalization / individualization - commonly referred to as non-functional require-
ments (NFRs) or quality attributes [9].  

To this end, the established UML notations offer no obvious mechanism to allow 
designers to model explicitly and address such software quality attributes in the 
course of analysis and design. The work described in [22] is a partial on-going effort 
towards such an end, which deals only with class diagrams. This realization has been 
the driving concern in recent efforts aiming to extend UML so as to facilitate support 
for modelling global applications [10] and their respective properties and quality 
attributes (e.g., mobility, performance, object migration, security). On the other hand, 
the model-based user interface development paradigm seems to address some of these 
concerns partially and in an ad hoc manner. In particular, model-based development 
has indeed delivered a number of possible solutions to generating user interfaces for 
multiple platforms (for instance [11]) but these do not result from an explicit account 
of designated NFRs. In fact, model-based development practitioners need not be 
aware of such constructs as NFRs. Instead, in the majority of cases, platform-aware 
user interfaces are generated by manipulating, automatically or semi-automatically, an 
abstract task model that is incrementally transformed to a concrete instance.  

It should be noted that our premise is not that model-based development cannot 
cope with such challenges. On the contrary, we strongly believe that it is perhaps the 
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only engineering paradigm that can be refined to cope with the emerging require-
ments. However, this would require a substantial shift from task-level to goal-oriented 
and activity modelling and linking with recent advances in goal-oriented requirements 
engineering and requirements-driven system development such as the Tropos project 
[12]. To this end, it is claimed that in modern applications, the designer is increas-
ingly required to be able to articulate the GEC of the systems tasks, rather than being 
solely concerned with the development of an abstract task model from which incre-
mentally, either through mappings or transformations, a platform-aware user interface 
is generated. The remainder of this paper develops a proposal for a specifications-
based technique to facilitate an insight to the GEC of a system’s tasks.   

3   Specifying the Global Execution Context of Tasks 

The premise of the present work is that HCI design lacks a coherent and detailed 
macro-level method (in the sense defined in [13]), for including change management 
in the user interface development process. In other words, although there is a plethora 
of micro-level techniques useful to study change in the context of HCI, there is no 
integrated frame of reference for identifying and propagating change across stages in 
the course of the design and development processes. It is also argued that formalizing 
change management in relation to designated NFRs, which are explicitly accounted in 
the context of human-centred development, can provide a useful frame of reference.  

3.1   Definition of Terms 

Change in interactive software is inherently linked with the context in which a task is 
executed. Typical context parameters include the target user, the platform providing 
the computational host for the task or the physical or social context in which the task 
is executed. Traditionally, interactive software was designed to cope with minimal 
and isolated changes, related primarily to the user, since no other part of the system’s 
execution context (i.e. platform or context of use) was viable to change. As more and 
more software and information systems adopt Internet technologies and protocols for 
greater openness and interoperability, the changes that can take place are far more 
complex and demanding, as the closed computing environment is replaced by the 
open, dynamic and almost unbounded nature of the Internet. In the new distributed 
and networked information-processing paradigm, change management entails a thor-
ough understanding of the GEC of tasks.  

In our previous work [14] we presented a methodology and a suite of tools for de-
signing user interfaces as a composition of task contexts. A task context was defined 
as an interactive manifestation (or a style) of an abstract task (i.e. a task comprising 
abstract interaction object classes). For example, a selection is an abstract task, which 
can be interactively manifested either as an explicit choice from a list box, or choice 
from a check box or selection from a panel of options. Each alternative was desig-
nated as a distinct task context with explicit rationale and interaction style, describing 
conditions for style activation/deactivation, object classes, attributes of object classes, 
preference and indifference expressions, default conditions, etc.  
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Building on this early conception of a task context, we define the GEC of an ab-
stract task T as a five tuple relation <T, g, S, f, C> where g is the task’s goal to be 
achieved by alternative scenarios si ∈ S, and a function f(si) which defines the maxi-
mally preferred option of S, given a designated set of constraints C. Such a definition, 
allows us to model change in interactive software in terms of certain conditions or 
constraints which propagate alternative interactive behaviours to achieve task-
oriented goals. Each constraint in C is a predicate of type c(type, parameter, value). 
Three types of constraints are relevant, namely user constraints, platform constraints 
and context constraints. In light of the above, it is now argued that change δ in the 
execution context of a software system occurs if and only if there exists at least one 
constraint in C whose parameter value has been modified. The result of recognizing δ 
and putting it into effect causes the deactivation of an si ∈ S, which was the status 
prior to recognizingδ, and the activation of a new sj ∈ S, which becomes the new 
status. In the context of user interface design, it is therefore of paramount importance 
to identify the changes which may reasonably take place in a system’s execution con-
text, model them in terms of constraints relevant to user interface, and detail the inter-
active scenarios through which the user interface can cope with the designated 
changes. To this effect, the study of NFRs early in the design process can help popu-
late and structure the required design space.      

3.2   Goal Modelling of Designated NFRs 

In the context of detailed user interface modelling work, two aspects of NFRs become 
prominent. The first is explicitly modelling designated NFRs, while the second 
amounts to modelling how the NFRs intertwine. One possible approach is to use the 
concepts and notation of the NFR Framework [15] to develop the softgoal interde-
pendency graph for adaptability by identifying and decomposing NFR in conceptual 
models. Figure 1 presents the hierarchical decomposition for the NFR of adaptability, 
summarizing how it may be related to other NFRs such as scalability, individualiza-
tion and platform independence. Softgoals are represented as clouds and can be de-
composed to other softgoals either through AND- or OR-decompositions, represented 
by single and double arcs respectively. An AND-decomposition refines an overall 
goal into a set of subgoals, which should all be achieved. OR-decompositions refine a 
softgoal into an alternative set of refinements; one suffices to satisfy the softgoal. The 
softgoal hierarchy of Figure 1 is typically read from the top. Thus, adaptability re-
quires that a system is capable of detecting the need for change, deciding what change 
is needed and putting the required change into effect. Deciding on changes needed is 
considered to be an internal system function, responsible for implementing context-
sensitive processing and thus, it does not usually have an interactive manifestation. 
Consequently, it suffices to explicitly mention it, but no further decomposition is 
attempted. Detecting the need for change, as pointed out in the previous section en-
tails detecting changes of scale, changes in interaction platform or changes in users 
and context of use or any combination of them. In all cases detection can be automatic 
or manual. Figure 1 depicts that change of interaction platform and changes in users 
and contexts of use constitute AND-decompositions of the ubiquity softgoal, thus 
linking explicitly ubiquity and adaptability. On the other hand, putting a change into 
effect entails an OR-decomposition denoting that changes may be propagated either 
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on the user interface or on the content to be presented or on both. User interface 
change is OR-decomposed to physical changes (i.e., lexical aspects of interaction), 
syntactic changes (i.e. modifications in the dialogue such as confirmation box, alter-
nate feedback, etc) and semantic changes (i.e. alternative overall interactive embodi-
ment such as symbolic versus pictographic presentation of interaction objects, for 
example [16]). In all cases, the system can effect the changes either automatically or 
manually (see following section). 
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Fig. 1. Softgoal hierarchy for adaptability  

3.3   Scenario Crafting 

A first step in translating a softgoal hierarchy into concrete user interface require-
ments is to capture softgoals in terms of a small set of reference scenarios to provide a 
concrete resource for reflection and/or envisioning. Typically, the mapping of goals to 
scenarios follows the structure of the softgoal hierarchy and thus it is common to start 
with a top-level scenario describing an abstract task to be achieved and progressively 
refine the scenario as surrogate goals are considered. It is worth pointing out that at 
this stage of the analysis, it is really indifferent whether a system already exists or is 
to be designed. Instead, the only concern of the analyst is to compile narrative de-
scriptions of desirable interactions. This is illustrated by means of an example in Fig-
ure 2, which depicts at the top an abstract scenario that is incrementally articulated 
(i.e. made concrete) through navigating the hierarchy. The dashed lines indicate a link 
between a goal node in the hierarchy and the corresponding draft scenario. The exam-
ple is motivated by a file exchange application where a user is required to carry out 
standard ftp functionality. This is a simple application, which allows authorised users 
to connect to a server and subsequently manipulate files (i.e. transfer, delete, view). 
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Fig. 2. Exemplar scenarios 

In subsequent sections of this paper, we will assume a tentative prototype, such as 
that depicted in Figure 3, and we will be concerned with populating the GEC of the 
respective tasks taking into account representative adaptability scenarios as described 
in Figure 2. 

3.4   Scenario Relationships 

Scenario relationships are the primary mechanism for specifying the GEC of a refer-
ence scenario. To demonstrate their scope, we will assume a base (or reference) sce-
nario, which executes the tasks of our example case study on a desktop through a 
style SB (see Fig. 3). There may be several styles serving the same goal through dif-
ferent interaction elements, resulting in different interaction scenarios. Moreover, any 
two styles may be aggregated to an abstract style, while an abstract style can be seg-
regated to one or more concrete styles. Style aggregation and segregation form two 
semantic relationships, which are further elaborated through a set of operators, with 
the most important briefly described below in the context of our reference case study. 

Alternative_to: Two styles are related with the alternative_to relationship when 
each serves exactly the same goals and one and only one can be active at any time. 
For instance, Figures 3 and 4 describe two alternative styles for carrying out the same 
tasks (on a desktop and PDA respectively). This is typically expressed as follows ∀ g 
∈ Goal, g(Si) alternative_to g(Sj). Alternative_to is the main operator for specifying  
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Fig. 3. FTP on the desktop     Fig. 4. FTP on a PDA 

adaptability of a system with regards to designated quality attribute (e.g., platform 
independence). Two alternative scenarios are considered as indifferent with regards to 
all other quality attributes except the ones designated in the alternative_to declaration. 
This leads to the preference operator described below.   

Preference: This relationship extends the alternative_to relationship for cases 
where, given a goal g and g(Si) alternative_to g(Sj) where i # j and i, j > 1. In such 
cases, there should be a preference order for Si and Sj specified by a preference condi-
tion or rule. When executed, the preference condition should place candidate scenar-
ios in a preference ranking (indifference classes), while the most preferred scenario 
(first indifference class) is the one to be activated. Typically, the range of scenarios in 
a preference class may be used to augment one another under certain conditions.  

Augmentation: Augmentation captures the situation where one scenario in an indif-
ference class is used to support or facilitate the mostly preferred (active) scenario 
within the same indifference class. In general, two scenarios related with an augments 
relationship serve precisely the same goal through different interaction means. An 
example illustrating the relevance of the augments to relationship is depicted in Fig. 5. 
In the example, the scanner is explicitly activated upon button press. There are cases, 
however, which are better served by an implicit activation of the scanning function 
(i.e., case of a user with gross temporal control). 

Parallelism: Parallelism in the execution of interaction scenarios (or concurrent ac-
tivation) is a common feature in a variety of interactive applications and one which, 
when properly supported, can serve a number of desirable features such as adaptivity, 
multimodality and increased usability. For the purpose of the present work, two sce-
narios are related with a parallel_to relationship when they serve the same goal and 
are active concurrently.       
Figure 6 shows an example of parallel scenarios for selecting multiple files to 
download, where selection from the taskbar by file type (e.g., .ppt) results in auto-
matic checking of all files (in the current selection list) with the appropriate extension. 
In general, such a feature, which is provided in parallel with selecting through brows-
ing the list and manually checking options, is useful to easily select files in a category. 
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Specifically, it avoids: (a) scrolling the list up/down to view the file extension of each 
file separately, and (b) having to increase the width of the “Name” column by hand 
for long filenames, which is awkward on a PDA. 

 
Fig. 5. Example of augmentation 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Example: When the focus is on the 
“Remote Files” list, the user can 
press the PowerPoint icon on the 
taskbar to select all .ppt files in the 
list. This multi-selection task adds 
checkboxes to the left of all items in 
the list, and all files with the 
appropriate extension (.ppt) are 
automatically checked

Example: When the focus is on the 
“Remote Files” list, the user can 
press the PowerPoint icon on the 
taskbar to select all .ppt files in the 
list. This multi-selection task adds 
checkboxes to the left of all items in 
the list, and all files with the 
appropriate extension (.ppt) are 
automatically checked

 
 

Fig. 6. Parallel scenarios for selection 
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3.5   Building the Global Execution Context Graph 

Having presented the basic 
scenario relationships, we can 
now illustrate the GEC graph 
of our reference example as 
an extended use case model 
(see Figure 7). The diagram 
elaborates a base scenario 
“Select file with desktop 
style”, characterizing file 
selection as a polymorphic 
task accomplished in parallel 
through two concurrent sce-
narios namely selection-by-
type and selection-by-
checking. The base scenario 
has two alternatives repre-
senting respectively PDA- 
and HTML-like styles. All 
alternatives can be augmented 
by scanning, which is special-
ized into two alternatives versions, namely one button auto scanning and two button 
auto scanning, with the former being the preferred option.         

4   Discussion and Concluding Remarks 

From the discussion, so far, two main conclusions can be drawn. Firstly, an analysis 
of the GEC of a system’s tasks entails an account of all relevant NFRs in terms of the 
task T these relate to, the goal g served, the scenarios S which can facilitate them, the 
function f defining the system’s transition from one state to another and the con-
straints C which rationalize these transitions. Secondly, NFR-based user interface 
design requires an analytic approach whereby alternatives are generated and evaluated 
in terms of suitability, design trade-offs and rationale. All these alternatives should 
aim to capture plausible interaction scenarios under different softgoal regimes. It is 
worth noting that this is considered to be a distinct contribution of the present work, 
as existing proposals for design rationale capture and retrieval are seldom related to 
NFRs in the course of user interface design. Thirdly, the designated NFRs raise ex-
plicit demands upon the outcomes of HCI design and the corresponding artefacts, 
such as the user interface software architecture, the interaction styles devised to cap-
ture alternatives and the way in which they are to be managed in the course of user 
interface development. For instance, requiring that a quality goal is to realize the auto-
detect and auto-effect softgoals for all superior softgoals of the hierarchy in Figure 1 
implies a single implementation capable of managing a broad range of interaction 
styles. This however entails novel user interface engineering practices and tools, 
which at present are not widely available. 

 

Fig. 7. The global execution context graph 
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Abstract. The teaching of programming in the Greek education system begins 
at the secondary level. The aims of the programming syllabus include the 
attainment of knowledge and skills, which are related to problem solving and 
the design of algorithms. In order to acquire the students knowledge and skills, 
the usual approach that is followed is: the use of a programming language of 
general aim (Pascal, Basic, etc), the use of a professional environment for this 
programming language, the development of programs that solve problems 
which treat numbers and symbols. According to researches that have been 
realized, this approach of teaching programming to beginners constitutes 
important factor that complicates its learning. In this work we propose a 
framework of teaching the programming fundamentals to beginners that is 
based on using LEGO Mindstorms technology. This paper analyzes the results 
from a pilot research that was carried out on Greek secondary school students. 

1   Introduction  

The teaching of programming in the Greek education system begins at the secondary 
level (junior high school [three years] and senior high school – Lyceum [three years]). 
The aims of the programming syllabus include the attainment of knowledge and 
skills, which are related to problem solving and the design of algorithms. Within this 
framework, various programming types, techniques, environments are used and data 
structures, algorithmic structures as well as other topics related to the development of 
programs are taught. In order for the students to acquire this knowledge and these 
skills, a general language is usually used (such as Pascal, Basic, C etc), as well as a 
professional programming environment for each respective language. Within this 
context, problems are solved, which as a rule, concern the processing of numbers and 
symbols. 

Nevertheless, according to a great deal of research with similar results, the 
programming principles of the teaching approach described above are not always 
functional and can create problems of understanding in novice programmers. The 
most important problems that novices come up against are due to the fact that [3, 9]:  
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The professional programming languages offer a large range of statements, which 
as a consequence are complex. Therefore, in teaching the process of solving a 
problem, the students tend to focus their attention on the use of the language rather 
than the actual solution to the problem. Correspondingly, the expression of an 
algorithm into a programming language requires a high mental effort.  

Professional programming environments do not in fact meet the needs of novice 
programmers in as much as they offer functions which are extraneous to the novices 
and which do not provide any support at the beginner level; they do not get support in 
identifying syntactical errors, neither from the error messages nor from the use of the 
debugging tool, which usually requires a specific set up, understood only by 
professional programmers.  

In order to solve interesting problems, students must learn a wide range of 
statements of the language as well as develop large programs, which is unfeasible, 
since teaching time is limited.  

Besides the problems inherent in the teaching approach to programming, the 
students also encounter other difficulties related to the basic structures; the syntax of 
the programming language; the properties of the “machine” which the student 
controls; as well as the ability to determine, the development, the control and the 
debugging of a program with the available tools.  

Many researchers propose a variety of approaches in order to confront the 
problems and difficulties of programming. These approaches entail either different 
programming paradigms (procedural versus object oriented) or educational 
programming languages with respective programming environments [2].  

In this paper, we present a way in which a relatively new technology, Lego 
Mindstorms, can be used in secondary education for the teaching of programming, 
allowing students to explore ideas, which are prescribed in the school curriculum in 
novel ways. It has to be noted that the aim of this pilot study was to conclude whether 
we can make use of new teaching approaches of programming so that we can cure 
problems without changing the curriculum, which we are obliged to follow while 
teaching in a class. This research is being funded by the Greek Ministry of Education 
and the European Union as part of the project "Pythagoras - Funding of research 
groups in University of Macedonia". 

2   Description of Mindstorms and ROBOLAB Environment  

The LEGO company in 1998 introduced a robotic construction kit, based on related 
research conducted by Seymour Papert at MIT Media Lab. This kit, known as 
LEGO® Mindstorms™ [4, 5], is an excellent tool for the learning of Engineering, 
Robotics and Computer Programming, for students at all three levels of education.  

There are many schools and universities which did not hesitate to integrate Lego 
Mindstorms into their course work, either as a basic subject or as a tool for other 
subjects [1, 6, 7]. Students have used the robotic kit to build a large range of 
constructions with specific behaviours, such as a robot, a machine, which moves in 
reaction to the movements of a person or of another machine. By attaching sensors to 
the LEGO’s electronic bricks, students can transform a simple door into a door that 
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“talks” and “welcomes” whoever goes through it, or a door that counts how many 
people go through it each day [8]. 

The kit includes a) the RCX brick, a programmed LEGO brick, which includes a 
micro-processor (tiny computer), case for batteries, a monitor, and a circuit which 
moves motors and connects sensors, b) motors and various sensors such as touch, 
light, temperature, rotation, c) a large range of the classic LEGO bricks as well as 
wheels and other mechanical parts. 

With the relevant programming of RCX one can create a wide range of 
autonomous robots made out of LEGO bricks. The creation and management of an 
autonomous robot is recommended in four steps: 

1. Constructing a robot in accordance with the designs included in the kit or using 
their own imagination. 

2. Developing a program using the visual programming environment accompanying 
the kit or another programming language. 

3. Loading of the program on the robot, using the infra-red transmitter. 
4. Program execution. 

In order for the robot to demonstrate specific behaviour, steps 2 to 4 are usually 
repeated several times.  

The LEGO company makes their product available with a choice of two types of 
programming environments, a basic one, known as RSX Code, and a more complex 
one, which requires a higher degree of knowledge in programming, known as 
Robolab. 

The features of Robolab are presented in two modules, in order to be able to meet 
the needs of students at various levels. In both modules, icons are used for the 
representation of commands and structures. The first and more basic module, the 
Pilot, has limitations concerning the number and the sequence of icons that a student 
can use, in order to accomplish their attempt successfully.  The second and more 
advanced module, the Inventor, was created in order to satisfy the needs of users in 
higher grades who had more programming abilities. The environment in this module 
is likewise graphical, however, it offers more user flexibility. Here there are four (4) 
levels of increasing complexity. In the Inventor, the commands which modulate a 
program are chosen from a pallet of functions offering a higher level of programming 
structures, such as loops, variables, choice structures and the ability to create 
subroutines. Programmers can in this way take advantage of all the RCX features. 

As far as the transition from the Pilot to the Inventor is concerned, this presupposes 
that the user understands the logic behind the choice of the command-icons and is 
able to connect them to each other in order to develop a program. An important 
advantage of Robolab is that it uses a learning model where most of the commands 
available are dependent on the level that the user has actually reached [7]. 

3   Description of the Lessons and Data Analysis  

In accordance with the syllabus for programming for the 3rd grade of junior high 
school and the 1st grade of senior high school respectively, ten (10) hours in the 
school year of teaching time only are available. Therefore, taking into account this 
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limitation, we propose five two-hour lessons as an introductory course for these 
classes in high school. In the first part of each lesson, the teacher presents on an 
overhead projector the new programming structures in connection with the 
possibilities of the programming environment Robolab. In each lesson, after the 
presentation of the new concepts, the students study ready programs and modify their 
parameters. By studying these ready programs, students are given the opportunity to 
pinpoint important aspects; to become acquainted with particular syntactical features; 
and to clarify points which are difficult to understand. In addition, before the students 
proceed to developing their own programs, they are called on to study ready programs 
and give written descriptions on the results of the program of the robot’s behaviour.  

In the second part of each lesson, exercises are performed – programs for the 
control of the robot’s behaviour. The construction of the robot is done in the very first 
lesson and is used in all the following lessons.  

For each lesson the following are given out: two information sheets, two icon 
cards, a lesson plan, the lesson presentation on an overhead projector (use of software 
presentation), a question-check sheet and a worksheet. 

On completion of the teacher’s presentation and the examples, a question-check 
sheet is handed out to the students which they answer individually enabling the 
teacher to monitor the knowledge they have acquired.  In the second part of each 
lesson, a worksheet is handed out containing exercises on the programming of the 
robot’s behaviour. In this section, the students are organized into pairs and attempt to 
solve the given problems.  In the framework of this activity, students have the 
opportunity to take initiative in the design, the construction and the improvement of 
the autonomous robot’s behaviour. The teacher observes the students’ work, 
intervenes when considered necessary, offers assistance and guidance in their 
endeavour.  

The exercises on the worksheets relate to the development of programs which 
control the movements of a vehicle. More specifically, they presuppose a LEGO 
vehicle, which has a motor (in port A), a lamp (in port C), two touch sensors (in ports 
1 and 2) and a light sensor (in port 3). These exercises with appropriate modification 
can control the behaviour of other constructions which have the same sensors and the 
same output devices in the corresponding ports.  

During the school year 2004-2005 three (3) out of the five programmed lessons 
were conducted. This happened for reasons not related to teaching as such, but rather 
due to external factors such as pressure of the school curriculum and the like. The 
lessons were repeated with two different classes of fourteen (14) students each. In this 
pilot application, only one LEGO robot was installed in a PC. Whatsoever, the 
programming environment Robolab had been installed in all PCs in the computer 
laboratory. Each group of students had been planning the solution of the exercise on 
its PC and when it was syntactically correct, students were able to transfer it onto the 
PC with the robot and apply it, processing possible errors and omitted details. If the 
program has syntactic errors or omissions Robolab does not allow the loading of the 
program in RCX processor. In case the program is syntactically articulate but contains 
logical mistakes, the teacher helps students towards the right solution, making the 
necessary observations. At the end of each exercise, the right solution is presented and 
a brief mentioning of evident errors is made.  
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During these lessons, data was collected from two sources: the question-check 
sheet which consisted of questions on the knowledge students had acquired; and the 
worksheets with the programs that students had developed in order to solve the 
proposed problems. This comprised the main body of data analysed. To this must be 
added a series of informal data, acquired directly through classroom experience. 

Below we present a summary of the findings of each lesson; an overall analysis of 
the findings, in allotted categories. 

In the first lesson no worksheet was given, only a question-check sheet. 

Table 1. 1st question-check sheet and the students’ responses. After the percentages for each 
situation, some characteristic responses are given.  

Questions Correct 
responses 

Wrong or incomplete 
responses % 

Did not 
respond % 

What is RCX? 60 32(*) 8 
What is an InfraRed 
tower? 

48 47 4 

What does “loading” 
a program mean? 

40 37(**) 
 

24 

In which way is a 
program executed?  

32 28 40 

(*) the  processor of a vehicle 
(**) 
- the vehicle will start moving 
- it gives a command for the robot to start 
- I transmit the program and I give a command to RCX to start the program 

Table 2. 1st question-check sheet (continue). The students were called on to report the RCX 
buttons and to describe their functions.  

Button Responses % Correct responses % 

On/Off 80 71 
View 49 59 
Prgm 69 72 
Run 35 0 
none 12 4 

 

In the third question they are given a figure which depicts the RCX processor and a 
motor connected to an input port. They are then asked to ascertain why the motor is 
not moving. 31% of the students responded correctly, 48% gave wrong or incomplete 
responses, whereas 20% did not respond. Some characteristic student expressions are 
given below:  

- because it is not connected to the robot and it cannot give movement to the robot  
- it does not work because the RCX processor and the transmitter have no 

communication  
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- because the transmitter is not positioned in the right place to enable the motor to 
work  

In the last test we asked students to correspond the icon buttons of RCX with the 
actions which each symbolizes, and in this test the responses of the students were 
100% correct.  

In the second lesson, there was a worksheet and a question-check sheet. 

Table 3. 2nd question-check sheet and the students’ response

.

  

Questions Correct 
responses % 

Wrong or 
incomplete 
responses % 

Did not 
respond % 

Explain the difference 
between the input and 
output commands 

15 54 31 

State the categories of 
sensors 

15 54 31 

 

Table 4. 2nd question-check sheet (continue) and the students’ responses. After the percentages 
for each situation, some characteristic responses are given 

Question Icon Correct 
responses %

Wrong or 
incomplete 
responses % 

Did not 
respond % 

1 29 64(*) 
 

7 

2 57 29 14 
3 36 43 21 

 
Fig. 1. Describe in one 
sentence what each of the 
icons mean 

4 7 71 21 

1 0 79 21 
2 0 79(**) 

 
21 

3 0 71 29 
4 0 57(***) 

 
43 

(1) 
 

(2) 

 
(3) 

 
(4) 

 
(5) 

 

 

5 21 29 50 

Fig. 2. What is the role of 
the Wait For command? 
Explain the forms which 
we meet in  Robolab. 
(Use the  icons). 
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(*) 
- to start the motor which is in position 2 backwards 
- the motor will go backwards at speed 2 
- the motor goes backwards and then stops. Then it has sound and moves for 10' until 

the sound is heard for 4' 
(**) 
- to move until it finds darkness. 
- to move until it finds a place which is brighter/has more light. 
- wait until you meet darkness. 
- wait until you meet light. 
(***) 
- wait until the motor is compressed 
- wait until the motor is freed 

Table 5. 2nd question-check sheet (continue) and the students’ responses 

Problem: Where is the mistake/error? Correct 
responses % 

Wrong or 
incomplete 
responses % 

Did not 
respond % 

 
Fig. 3. The program must activate the 
motor which is found in port A at level 1. 

43 43 14 

 
Fig. 4. The program must activate motor 
A for 4 seconds and then to stop it. 

57 21 21 

Table 6. 2nd worksheet and the students’ responses. After the percentages for each situation, 
some characteristic responses are given. 

Proposed problem Correct 
responses % 

Wrong or 
incomplete 
responses % 

Did not 
respond % 

Program the vehicle, which you 
constructed to move forward for 6 
seconds and then stop.  

83 0 17 

Program your vehicle to move 
forward for 4 seconds, to stop for 2 
seconds and then to move in the 
opposite direction for 4 seconds.  
 
 

71 4 25 
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Program the vehicle which you 
constructed to produce a sound, then 
to move forward for 6 seconds, to 
stop and produce a different sound 
(use a modifier to choose the sound 
which is made each time). 

50 33(*) 
 

17 

Create a program which will light 
the lamp of the vehicle until it runs 
into some object or a wall.  

4 79(**) 
 

17 

Program the vehicle which you 
constructed to move forward until 
the light sensor detects an increase 
in the level of light by 5. 

0 79(***) 
 

21 

(*) 
- 6 programs without sound. 
- 1 program without stop. 
- 1 program with the use of an incorrect symbol for the representation constant. 
(**) 
- 6 programs without a stop motor 
- 10 programs without a stop lamp 
- 14 programs without an input Modifier 
- 13 programs used the motor icon in the opposite direction 
(***) 
- 17 programs without constant, which determines the level of light 
- 1 program without a stop motor 
- 2 programs without an input modifier 
 

In the third lesson, whose main aim was repetition structures, the students were 
likewise given a Worksheet and a question-check sheet. 

Table 7. 3rd question-check sheet and the students’ responses 

Questions Correct 
responses % 

Wrong or 
incomplete 
responses % 

Did not 
respond % 

What is the difference between Loop 
and the Jump/Land pair? 

88 12 0 

What do we gain by using Loops? 56 12 32 
Correspond the icons with the 
phrases (Sound production, modifier 
which regulates the level of the 
power of the motor to 1, Red jump, 
End Loop, Start Loop, Red land) 
which best describe them  

100 0 0 
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Table 8. 3rd question-check sheet (continue) and the students’ responses 

Problem type: identify the errors Correct 
responses % 

Wrong or 
incomplete 
responses % 

Did not 
respond % 

 
Fig. 5. The program must produce a 
sound 3 times. 

52 29 19 

 
Fig. 6. The program must produce an 
audio signal continually.  

 
 

85 

 
 

11 

 
 
4 

 
Fig. 7. This program must produce an 
audio signal continually.  

 
 

89 

 
 
8 

 
 
3 

Table 9. 3rd worksheet and the students’ responses. After the percentages for each situation, 
some characteristic responses are given. 

Proposed problem Correct 
responses %

Wrong or 
incomplete 
responses % 

Did not 
respond % 

Program the vehicle which you 
constructed to produce an audio 
signal and then to wait for 1 
second. This procedure will be 
repeated continually. 

 
83 

 
0 

 
17 

Program the vehicle you 
constructed to produce an audio 
signal many times (for a random 
number of repetitions). 

 
83 

 
0 

 
17 

Program the vehicle you 
constructed to produce the audio 
signal beepbeep 10 times.  

 
42 

 
42(*) 
 

 
16 

Create a program which will turn 
on the lamp of the vehicle at a 
random level. This will be repeated 
10 times and at each repetition the 
lamp will light up at a different 
level.  

 
0 

67(**) 
 

 
33 

 
(*) 
- 5 programs did not have constant sound 
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(**) 
- 10 programs did not have the time for the lamp to stay on 
- 1 program did not have a stop lamp. 

4   Results and Conclusions 

The environment of the robots Mindstorms presents itself as a most interesting 
solution, to an alternative, more effective teaching introduction to programming for 
secondary education students. The above data, enabled us to reach the following 
conclusions: 

The students have a general functional perception of the way in which the 
subsystem of the robotic mechanism is interconnected, since they did not have any 
great difficulty in constructing a functioning robot.  Nevertheless, Table 1 shows that 
the students do not fully understand these interconnections, nor the way in which the 
information circulates. In each situation, the phrases they use indicate an inadequate 
perception at this level. The data in Table 2, as well as the first questions in Table 4 
reinforce this hypothesis. Analogous (but not exactly the same) is the confirmation 
that often students have difficulty in memorizing the exact function which each icon 
symbolizes. This is perhaps an indication of the relative complexity which icons 
present, especially the fact of there being a large number of them. There were certain 
icons, such as those with modifiers and with the random number generator, which 
proved to be observably difficult for students. Naturally, it must be noted that both of 
these symbolized functions unusual and non-existent outside the programming 
environments of their previous experience. Although students recognize the function 
of these when they come across them in a ready program, they have difficulty in using 
them in the creation of programs.  An important problem, which we had not foreseen 
(which turned out to be serious, since in one way or another it was ascertained in 
other lessons) arose in relation to distinguishing between the input and output ports. 
The vast majority of students (as is shown in Table 3) failed to define their role 
exactly. This may be attributed to the fact that the use of ports with a specific 
character is rather unusual in daily life.  

The language used in order to program the robot turned out to be easy to 
understand, which of course, is quite different to the fact that the students had 
difficulty in memorizing the commands. In fact, the responses in the third lesson, both 
in the question-check sheet, and the worksheet, definitely show that students have 
understood certain basic functions of the repetition structures. Of course, certain 
lexical constructions, such as the Wait for type of commands, are a major source of 
difficulty. In our opinion, we believe that this happens because of the fact that the 
repetitive structure, is indirect, it cannot be expressed nor explicitly formulated and 
the logical condition also remains indirect. Furthermore, loops that are executed for a 
specific number of times seem to be easier to use than those of the type while-do or 
repeat-until. Of course, the proposed problems explicitly specify the need for 
repetition and thus indirectly indicate the use of the repetition structures. It is worth 
noting that the difficulties ascertained in the use of these repetition structures is in 
complete accordance with the findings of research which has been conducted for over 
twenty years now. They do not merely confirm them but reinforce the more general 
hypothesis that the difficulty of these structures is almost independent of the 
programming environment and the programming language being used.  
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The fact that the students had to solve problems associated with the function of real 
systems comprised, in principle, a positive condition, from a teaching perspective. In 
systems such as Lego Robots, the validity of each solution is made apparent through 
the execution of the corresponding program. The system will either have the 
anticipated behaviour or not and in each situation it is obvious which of the two has 
occurred. Nevertheless, the functioning of a real system in daily life cannot be 
described by a formal system and leaves room for innuendoes. In this way, the 
responses in Table 5 and in the tables with the proposed problems (Table 6 & Table 
9) show that the students attach a wider meaning to the commands than the actual 
one. For example, the students regard that the presence of a clock means that the 
system (robot) returns to its prior situation after the time that is written on the clock 
passes and often they omit the time. In addition, very frequently, as their responses 
show, students omit the commands which signal the end of an action (stop). 

Summarizing, the lessons showed the following:  
Students acquire procedural knowledge relatively quickly and can control the 

robots relatively easily. However, in many situations, this knowledge is lacking and 
inaccurate. The  use of a real system for the formulation and solution of a problem is 
positive since it allows the familiarization, up to a point, with the advanced 
technology of robots. In addition, it allows the control of the results of a program’s 
execution in an obvious way. However, it appears that it is difficult to connect the 
existence of a real system with the typical behaviour of a robotic system and this, 
perhaps comprises an unforeseen source of difficulties.  

The students appear to easily understand the programming concepts of the 
environment Mindstorms. Nevertheless, it was observed that the difficulties novice 
programmers encounter in other environments, which are connected to the intrinsic 
difficulty of certain programming structures, also exist in the environment 
Mindstorms.  
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Abstract. One of the innovations that the usage of Internet has introduced is 
distance learning. Along with distance learning came the requirement for 
distance certification. While there are organizations that support the 
certification process, the provided support in Greece is relatively limited 
inflexible. In this paper we describe the first to our best knowledge, system that 
automates the certification process. The proposed system takes into account 
various learning parameters and makes use of the feedback of the process, along 
with the help of the data mining on the certification results. In this paper, we 
describe processes necessary for distance certification, the system itself and we 
present some results of the data mining we applied on the systems preliminary 
data. 

1   Introduction 

During the past years, the wide usage of Internet has introduced the notion of distance 
learning. A number of organizations are, now, offering courses that are conducted 
over the web and a large number of people are enrolled in them. Additionally, big 
multinational companies use the Internet to keep their employees up-to-date with their 
job area, offering to them life long education. These courses cover a wide range of 
subjects, but the majority of them involve information technology areas.  

All these organizations that provide distance learning courses need a mechanism to 
support this life-long learning process in order to track the performance of their 
students, a mechanism that provides distance certification. While there are a number 
of companies in other countries that offer a distance certification application and 
procedure, this is not the case in Greece. Furthermore, the support for the certification 
process is limited and there are certain problems with the inflexible process. The 
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certification process does not take account of the learning process (teaching methods, 
training centers, educational staff, etc.) and there is not a formal process to accredit 
learning providers (or learning centers) and examination centers. Additionally, the 
results of the certification process are not used as a feedback in order to evaluate and 
make the process better. 

In order to address the problems mentioned, we propose the ASPIS (the name 
ASPIS is the Greek acronym for “Automated Certification System”) system. To our 
best knowledge, this is the first system in Greece that offers an online automation of 
both the certification process and the accreditation process for learning centers and 
the examination centers. The system keeps track of the whole learning and 
examination process. 

The ASPIS system provides data (e.g., about examinees, education centers, tests, 
etc) that can be exploited in order to find useful information, which can be used to 
assess the whole educational process and carefully monitor specific parts of it. For 
this purpose, we describe the use of the analysis module that is included in ASPIS, 
which performs data mining on the data collected by the system. Up to the authors 
knowledge, relatively little interest has been given during the past years in applying 
data mining for educational-related purposes. We detail the data-mining methodology 
that is used and illustrate some sample results. 

Next, we are going to present the processes for the certification and the 
accreditation. Furtherance, we describe the ASPIS system in detail, followed by initial 
results obtained from the implementation of the system so far. In the last section we 
present the the data mining results of the ASPIS database, followed by our 
conclusion. 

2   Certification - Accreditation Processes 

Before implementing the ASPIS system it was necessary to define a certification 
process both for the examination process and the accreditation process of the 
examination centers and learning providers by a central authority (in our case the 
Aristotle University of Thessaloniki). These processes were used in order to specify 
the system’s requirements [5]. To take an idea of such process we have conducted 
interviews with the industrial partners of the ASPIS project, from those interviews we 
have modeled a general framework that can be easily applied and altered in order to 
capture a specific process of a learning organization.  

Organizations wishing to offer courses leading to certificates have to be accredited 
by the central authority mentioned above, according to already established standards 
[4], [7].  Likewise, organizations wishing to implement the process of examinations 
and offer it to candidates have to be accredited. Once accredited, learning centers 
(learning providers) and examination centers are monitored in a variety of ways to 
ensure that standards are fulfilled. 

The general process for certifying the candidate is shown in Figure 1. The 
candidate is registered in the examination center by bringing complete probative 
elements of his identity. He acquires a unique username and password to log into the 
examination system and take exams in the required module(s) (e.g. word processing, 
spreadsheets). The examinations can be written offline or online (in our case, the  
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ASPIS system accommodates only online examinations). Examination results are 
published shortly after.(e.g. either online or with regular post)_and candidates have 
the right to appeal to any step of the process. 

 

 

Fig. 1. Process diagram for the exam 

 

Fig. 2. Process diagram for center accreditation 
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    The general process for accrediting the organizations wishing to act either as 
learning providers or examination centers is shown in Figure 2. The interested 
organization submits an application to the central authority. After a visit of 
evaluation, the authority decides whether to grant the accreditation. If the 
accreditation is not granted, the rejected organization has the right to appeal. If the 
accreditation is granted, the organization that was accredited must comply with the 
accreditation rules. 

3   The ASPIS System 

3.1   Overview 

The ASPIS system is a modern web based system, i.e. a web based database 
application. The system supports two functions, accreditation and examination. For 
the first, it offers automation regarding the tracking of the process for the 
accreditation and the maintenance of the existing accredited centers (e.g. reminders 
for the periodic audit). It does not support cases and processes that include strong 
human interference, for example decision making regarding the grant of the 
accreditation. 

For the second function the system support almost full automation of the 
certification process (the automation is not supported when the examination process 
demands a written exam, which is not the usual case for such system). There are three 
kinds of users in the system: the students who give tests and take exams, the educator 
who specify tests, and the administrators who perform tasks such as adding new 
students to the system. Some other system details are: 

• Each student belongs to one or more classes. The same is true for the educator. 
• A question belongs to a specific chapter. A chapter belongs to a study area. 
• There are three types of questions: multiple choice, fill in the blanks and match the 

phrases. A question may additionally include static images such as diagrams. 
• An educator enters the specifications of a test (e.g. number, type and difficulty 

level of questions) not the questions included in that test. When a student takes the 
test, the latter is created on the fly randomly according the specifications that the 
educator entered. 

3.2   Architecture 

The ASPIS system is a three-tier application, like most of the recent web based 
systems. The base of the system is the relational database management system 
(RDBMS) or the database tier, which is the MySQL database management system 
[reference]. Above that tier there is the application logic or the middle tier, which 
performs most of the systems functions and it is also responsible for the 
communication between the upper tier of the system and the database tier. The 
language we used to write this tier was PHP, a server side scripting language suitable 
for building web based applications. This tier also includes the web server that stands 
above the PHP engine. On the top there is the client tier which is the web browser that  
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interacts with the user. All these three tiers are cooperating in order to carry out the 
functions that the ASPIS system performs. The general architecture is shown in 
Figure 3. 

 

Fig. 3. The 3-tier architecture 

Particularly, when a client or more precisely a web browser makes a request to the 
web server (middle tier) for a specific page, five steps occur: 

1. The web server passes the request to the PHP engine’s web server interface. 
2. The web server interface calls the PHP engine and passes the parameters to the 

engine. 
3. The appropriate PHP script from the ASPIS system is retrieved from the disk by 

the engine. 
4. The script is executed by the engine and the output is returned to the web server 

interface. 
5. The web server interface returns output to the web server which in turn returns the 

output as an http (common html file) response to the client’s web browser. 
 
Although PHP can be easily embedded in html web pages, for the ASPIS system 

this was not the case. Instead, PHP was used to build the web pages from scratch 
without using existing html code. These pages are built according to specific 
parameters as an input to PHP and the user’s rights. This means, for example, that 
there are no separate pages for the main page of the student or the administrator, but a 
single script builds the page according to the role of the user logged into the system. 
This feature gives an advantage to the whole system in terms of maintainability. New 
features can be easily implemented by adding new function to the module that builds 
the pages instead of adding new raw script files to the application. 

The ASPIS system consists of two main modules and one auxiliary module. The 
main modules are the Pagebuilder module and the Database module. The 
architectural view is shown in Figure 4. The auxiliary or Data Mining module is 
separate from the other two (not shown here). This module is not written in PHP and 
it directly interacts with the database, bypassing the PHP engine that the rest of the 
system uses. The functionality contained in the first two modules is further divided 
into other scripts or modules: 

• There are three important scripts in ASPIS that contain information for the two 
main modules. The first script is access.php, which is responsible for user 
authentication and passes the appropriate role parameters to the Pagebuilder 
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module. The second important script, metadata.php, contains all of the 
system’s information - the database schema and all the information that the second 
script wants in order to build pages, e.g. information about forms. Additionally, it 
implements all the validation functionality, e.g. whether the user has entered an 
incorrect email address.  The globals.php script is in fact the configuration file 
for the application and the database connections, containing information about how 
to log into the database and other system and database specific constants and 
parameters. 

Fig. 4. ASPIS architecture 

• The Pagebuilder module, as its name implies, is responsible for the construction of 
the majority of the web pages that the ASPIS consists of. It constructs the pages 
that data is entered or displayed in, i.e. the whole application. For each of one 
displayed item, it uses a separate function; we could say that it is the API for these 
functions. For example, the function buildMenu constructs the menu of the main 
page of the user according to his rights (for example, the student has a menu in 
order to take a test and the administrator has options like adding a new user to the 
system). It also adds the appropriate html tags, cascading style sheets and 
javascript code to the page constructed and uses the scripts mentioned in the first 
bullet. 

• The Database module contains all the appropriate functions that the system uses in 
order to communicate with the MySQL database management system and either 
inserts new data or processes old ones. This module uses the information from the 
metadata.php and the globals.php mentioned before. This module has all 
the functions that interact with the database in the lower level through the PHP 
engine, i.e. the sql queries. Whenever access to the database is needed, this script is 
used through the function it provides. If a new query has to be inserted to the 
system, here is where we implement it. This allows, apart from the modularity of 
the system, future migration to another database system. 

    Of course there are web pages that do not belong to the above, like the login page, 
which passes parameters to the Pagebuilder module.  

It worths mentioning that the whole application is written according to the most 
up-to-date web standards as these are specified by the World Wide Web Consortium 
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(W3C). This means that the content is separate from the presentation. The content is 
coded in pure xhtml (a reformulation of html as an xml application) and the 
presentation or the style is applied by various CSS (Cascading Style Sheets) without 
affecting the content. This means, first that by applying different style sheets the user 
interface can be replaced easily, leaving content untouched, and second that having 
the content free from the way it is presented, it can be easily displayed in other media 
than the computer screen, i.e. handheld devices e.t.c. 

4   Case Study – IL 

In order to evaluate the ASPIS system, we first implemented a prototype and 
performed a pilot operational use in a real educational environment. The system was 
installed by a large Greek educational organization (and an industrial partner of the 
ASPIS project) that offers computer training in a number of cities across Greece. 
During that period a lot of data was collected and users provided a lot of feedback 
about the system itself. This feedback helped in improving the system, especially its 
user interface which changed, without altering its core design and functionality. The 
final system is also online and used by the same educational organization mentioned 
before. Some numbers that indicate the massive usage of the system until March 2005 
are shown in Table 1. The size of the database has reached 291.4 megabytes. 
 

Table 1. Usage statistics of the ASPIS system 

Total number of accounts 2403 
Total number of students 2309 
Total number of educators 77 
Total number of administrators 17 
Total number of classes 448 
Total number of study areas 16 
Total number of chapters (of 
study areas) 

80 

Total number of questions 1329 
Total number of test 
specifications submitted 

27077 

Total number of tests submitted 81561 

5   Data Mining 

5.1   Objectives of Applying Data Mining in ASPIS 

During its operation, the ASPIS system produces a relatively large volume of data. 
This includes data about examinees (personal data like address, education center); 
data about education centers (name, address); data about the tests, i.e., the contents of  
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the database of questions asked to and answers provided by the examinees during 
their tests; etc. Evidently, such data can be transformed to valuable information, 
which can be used to (i) improve the ability to assess the whole process and (ii) to 
monitor specific parts of it in order to adjust accordingly. 

As it has been recognized during the previous years, the technology to attain 
objectives analogous to the aforementioned ones is data mining. Data mining is the 
extraction of interesting (non-trivial, implicit, previously unknown and potentially 
useful) information or patterns from data in large databases [2]. Data mining has been 
primarily used in financial/marketing applications like target marketing, 
determination of customer purchasing patterns, and cross-market analysis. Other 
application areas include telecommunications, insurance, astronomy, etc. However, 
relatively little interest has been given during the past years in applying data mining 
for education-related purposes. 

Given the two (i and ii) objectives described previously, we consider the following 
data mining tasks: 

1. Mine relationships between data about the examinees (e.g., region of lodging, level 
of class, etc), data about the examination centers (their names), and data about their 
examination results (total score). The discovered relationships of this kind will 
allow for better assessment of the educational process (objective i), since it is 
helpful to understand how the aforesaid factors interrelate and which of them affect 
the success or failure of examinees. 

2. Mine relationships and investigate patterns between the answers of the participants. 
The discovered relationships allow for better monitoring of the educational part of 
the system, that is, the questions used in the tests and, accordingly, their educational 
value. If, for example, one can find questions, or categories of questions, that tend 
to be answered in the same way (i.e., correctly or incorrectly), then one may have a 
better understanding on how the taught subjects interrelate and obtain a picture of 
the educational model the particular student develops through the interaction with 
the system. So, one could adjust the initial educational approach in order to meet 
students’ expectations and developed cognitive models on the particular domain.  

The data mining method that we used to examine the previous issues is 
association-rules mining, which is detailed in the following. 

5.2   Mining Association Rules in ASPIS 

Association-rules mining concerns the finding of frequent patterns called associations 
(other names: correlations, causal structures) among sets of items or objects in 
transaction databases, relational databases, and other information repositories. An 
almost legendary example of a discovered association rule is: 

• buys(x, “diapers”)   buys(x, “beers”) [0.5%, 60%] 
•  which states that if one purchases diapers, then he is also likely to purchase beer. 

As shown, an association rule is characterized by two measures: 
• The support s% (in previous example: 0.5%), which reflects the statistical 

significance of the rule, that is, how many transactions include the items of the rule. 
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• The confidence c% (in previous example: 60%), which reflects the assurance of the 
rule, that is, how sure we are that the items in the head and the body of the rule 
really relate.  

The problem of association-rules mining is, therefore, to find all rules with support 
higher than a given threshold s% and a confidence higher than a given threshold c%. 
This problem has attracted a lot of interest and many algorithms have been developed 
[1]. We focus on the family of algorithms that are based on pattern-growth and more 
particularly on FP-growth [3], since they have been reported to have very good 
properties. 

In ASPIS, we created a separate module in the architecture, which is responsible 
for probing the database of questions and answers, and for finding association rules of 
type 1 and 2, that have been described previously. In particular, the analyst can query 
the database and formulate a view containing information about the total scores (case 
1) or the correctly/incorrectly answered questions per examinee (case 2). The 
selection can be further focused by including the time period of interest. Each record 
in the aforementioned views corresponds to transactions, and we use the FP-growth 
algorithm to mine associations. Examples of discovered patterns, which indicate the 
usefulness of this module, are given in the following. 

5.3   Examples of Mined Results 

By using a sample of the tests’ database, consisting of 81561 tests, we mined 
association rules for cases 1 and 2 that were described previously. 

For the former case (1), we have discretized the ratings of examinees (originally in 
0-100 scale) in 8 levels: A, B, … G, by equi-partitioning the original scale. We 
focused on relationships between the city of residence of examinees and their rating. 
The rules we detected (support threshold 1%, confidence threshold 55%) were the 
following: 

• Residence(x, “Kozani”)   Rating(x, “G”)  [2%, 67%] 
• Residence(x, “Thessaloniki”)   Rating(x, “A”)  [6%, 66%] 
• Residence(x, “Florina”)   Rating(x, “A”)   [1%, 58%] 

The utility of this kind of rules is evident, because they are significant (the original 
sample was large) and one can detect clear relationships. Thus, such rules can help in 
monitoring the educational process, since regions that tend to have low ratings can be 
looked more carefully to examine the reasons. Moreover, it is also useful to know the 
regions where the education process has good results. 

For the case 2, we have mined association rules between the correctly and 
incorrectly answers by each examinee. A sample of the detected rules for the former 
case is the following: 

• “What appears after then end of booting?”, “Give a way to terminate a program 
that got stuck”  “Which icon do we use to undelete a file?” [76%] 

• “What appears after then end of booting?”, “Give a way to terminate a program 
that got stuck”   “Which of the listed actions cannot be performed with the 
mouse?”       [76%] 
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A sample of detected rule for the latter case is the following: 

•  “Is it possible to minimize a dialog box?”, “In which way can we minimize all 
opened windows?”  “From the listed items, which is not a component of MS 
Windows?”       [73%] 

From such rules one can see topics that tend to be understood (correctly answered) 
or not understood (incorrectly answered), for instance the minimization procedure, 
and react accordingly by emphasizing such topics (and their relation) during classes. 

6   Conclusions 

In this paper we have presented a case study of a distance certification system. The 
system automates a large portion of the processes that a certification authority wants, 
namely the examination process itself and the accreditation process of the 
organizations wishing to offer both courses and exams for the specific certification. In 
order to build that system we modeled both of the mentioned processes, examination 
and accreditation, in order to better understand the requirements of our system. The 
latter is a web based system with three tier architecture; increased modularity in order 
to address future extensions, an interface build in accordance with the latest web 
standards and it also includes data mining functionality. Last, we presented some 
preliminary results on the data produced during the pilot period of the system 
operation. 

Although the majority of the functionality of the system is already done, there are 
things to be done. Our primary next goal is to automate more parts for the 
examination and the accreditation processes and connect the system with other 
systems that are out of the processes (e.g. a learning management system). 
Additionally there is ongoing effort to enhance the data mining facility and integrate it 
into the core of the ASPIS system.  
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Abstract. Supporting students' awareness of the complex way that contextual 
issues affect knowledge application in authentic situations is a critical 
instructional mission and can lead to improved problem solving in the 
workplace. In this work we present the design of e-CASE (Context Awareness 
Supporting Environment), which is a case based learning environment for 
supporting instruction in the domain of software development. In designing e-
CASE we employ a model for context which further guides the use of script and 
narrative control techniques as external representations for enhancing students' 
context awareness. Our system applies an appropriate metadata scheme for 
connecting various pieces of information and creating crossing paths for the 
learner, in the web of authentic application cases. It also provides functionality 
for updating and extending its content allowing people from the workplace to 
become content providers. Thus, we argue, e-CASE can help bridging the 
contextual distance, supporting the development of an extended learning 
community by establishing flexible and instructionally efficient links between 
the traditional educational settings and the workplace. 

1   Introduction 

The instructional effort to encode knowledge at a higher level of abstraction and 
present it outside of any specific application context, underestimates the role of 
context in learning and results in limited knowledge transfer to real world problems 
solving and inflexible forms of learning [1]. To efficiently deal with these problems 
instructional designers have strongly focused on anchoring learning in the context of 
real world situations. Context sensitive instructional designs such as case and problem 
based learning ([2], [3]) offer to students a more authentic learning experience by 
engaging them in the processing of contextually rich material. In these approaches 
one major challenge for instructors is how to support students in developing adequate 
domain content understanding and metacognitive information processing, skills. 
Moreover, learning in context brings out the necessity for a more effective connection 
between traditional learning settings and the workplace, which is usually the source of 
authentic learning experiences concerning knowledge application.  
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In relation to the above deliberations we argue that in designing technology 
enhanced environments for contextualized learning, one can offer better learning 
conditions when addressing the following issues:  

− (a) How to design and instructionally integrate in the environment appropriate 
external representations to support students’ processing of the contextually rich 
material and understanding of the role that context plays in real world situations.  

− (b) How to design the environment in such way that it promotes the participation of 
broader social groups in the learning process, providing services for the update and 
extension of the learning material.  

In this work we present the design of e-CASE (Context Awareness Supporting 
Environment), which is a case based learning environment for supporting instruction 
in the domain of software development. In designing e-CASE we employ a model for 
context which further guides the use of script and narrative techniques as external 
representations for enhancing students' context awareness. Our system applies an 
appropriate metadata scheme for connecting various pieces of information and 
creating crossing paths for the learner, in the web of authentic application cases. It 
also provides functionality for updating and extending its content encouraging people 
from the workplace to become content providers. In the following we present: 

− (a) The basic theoretical issues in our approach, namely a model for context and 
the use of scripts and narrative for supporting students’ context awareness.  

− (b) The design of e-CASE as a case based learning environment for supporting 
instruction in the domain of software development and also as an “extended 
community” supporting environment, enabling the update of its content in the form 
of learning experiences from the workplace.  

2   Theoretical Considerations 

2.1   Context and Context Awareness 

Researchers generally do not agree on a universally accepted definition of context and 
on the way that it affects the processes of problem-solving and learning. Kokinov [4] 
describes context as “the set of all entities that influence human cognitive behavior on 
a particular occasion” and emphasizes that context should be considered as a “state of 
mind”, thus focusing strongly on the reasoner’s internal cognitive processes. Other 
researchers, however, conceptualize context as emerging both from the mind and the 
“situation”. Ozturk and Aamodt [5] talk about the “situational context” which 
comprises all contextual elements that exist in a situation independent of the observer; 
these elements exist in the environment before and after the observer notices them.  

Although it is not our purpose to offer a conclusive definition of context, we would 
like to introduce a working definition of the term in order to render it operational for 
the purposes of our work. We maintain, therefore, that the concept of context presents 
two important aspects:  

− Availability: Contextual information is collateral information available to the 
reasoner, not directly emerging from the focus of her activity. 
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− Relevance: There is a varied degree of relevance between contextual information 
and the focus of reasoner’s activity.  

    Based on the above we describe context as “the set of all elements of collateral 
information, which enable people to reason meaningfully in relation to the purpose of 
their activity”. According to Kokinov [6], the elements that compose the context of a 
situation can be made available (are induced) from at least three mental processes: 
perception, reasoning and memory. 

− Perception induced context: Contextual elements may be available through 
perception (observation) of the environment. This information may also activate 
older representations from the memory.  

− Memory induced context: Elements which are recalled from memory and older 
representations which are reactivated. 

− Reasoning induced context: Representations that are derived from the reasoning 
process (i.e. setting goals, defining strategy, etc.). 

 

 
Fig. 1. A model for context, highlighting the context inducing processes (perception, memory 
recall, reasoning), the priorities assigning process and the feedback loop 

    Relevance is another important issue of context. It refers to the degree of affinity 
between contextual elements and the focus of the activity. Relevance can be 
considered as a measure of the priorities assigned to all mental representations and 
operations in a given moment (which constitutes the essence of context) [4]. 
Relevance is, therefore, directly related to the quality of the solution produced for a 
problem” [5]. By successfully assigning priorities to the problem solving operations, 
the reasoner builds an effective course of action to accomplish the goal.  
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Fig. 1 graphically depicts the above ideas. In this model the two-way arrows 
between reasoning, memory and perception emphasize that these three processes 
interact with each other (for example, a learner may have initially chosen a strategy 
for problem solving which affects the kind of representations that she recalls from 
memory and the specific external information that attract her attendance). The 
induced contextual information affects the assignment of priorities to the problem 
solving actions (a “relevance” defining process). These priorities in turn affect the 
reasoning process and the interacting memory recall and perception process (feedback 
loop), thus leading to a contextually adapted behavior of the reasoner. 

“Contextual distance” results from the differences in the context of two comparable 
situations. A typical example is the difference in context between the educational 
setting where learning takes place and the real world situation where knowledge is 
applied. During the learning process student’s problem solving actions and, therefore, 
knowledge encoding are affected by the priorities assigned due to the specific 
contextual elements. The difference in context between the learning situation and the 
application situation can result to poor students’ performance either because of their 
inability to efficiently recall and use relevant knowledge (lack of appropriate memory 
trails) or even because of lack of any knowledge at all which could be of use in the 
different application context  

2.2   Context Awareness 

We describe a learner’s “context awareness” as her ability to (a) acknowledge and 
understand the role of contextual elements in her problem solving activity, (b) 
consciously activate and get seriously involved in context inducing processes, and (c) 
successfully assign priorities to problem solving actions.  

Following our model, we suggest that students’ context awareness can be supported 
by guiding them to (a) focus on externally perceived contextual cues (perception), (b) 
recall and relate relevant internal representations (memory) to current experiences and 
external cues, and (c) make inferences based on contextual information (reasoning). 
Eventually it is expected that students should be able to prioritize their mental 
representations in order to use of the most relevant ones (and avoid the use of less 
relevant) when facing a problem situation. We argue, therefore, that students’ context 
awareness can be significantly enhanced when appropriate external representations 
guide them to process the material in a way that gets them deeply involved in context 
generating cognitive processes, namely observing, recalling and reasoning.  

One may ask whether supporting students’ context awareness is really necessary or 
students become automatically context aware when working in a specific context. 
According to Bargh [7] the awareness of the role of the external contextual elements 
is a cognitive process that can be executed simultaneously in different layers and as a 
result these elements are not fully utilized. For example, the learner may not perceive 
an external element of the context but be influenced by it subconsciously. Moreover, 
the learner may perceive an external element but not the way that this element is 
interpreted. Finally, the learner may understand the way that an external element is 
interpreted but may not understand the way that this element affects her decisions and 
behavior. In these cases supporting context awareness would mean to have the student 
consciously observe the external elements, focus on their interpretation and reflect on 
the way that these elements affect (or should affect) the decision taking process.  
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2.3   Representations for Supporting Context Awareness 

We argue that scripts and narrative are two types of external representations which 
can significantly enhance students’ learning and consequently (when this is the focus 
of study) their context awareness.  

Scripts. Scripts are prescriptions which guide in a structured way students’ task 
related interactions and processing of the material. Epistemic scripts as external 
representations have been used extensively in collaborative learning environments to 
support learners in argumentative knowledge construction ([8], [9]). We suggest that 
scripts can also be used in individual instruction to support students’ context 
awareness. To achieve this, designers should embed appropriate scripts, based on 
models for context, and help learners focus on contextual elements, improving their 
awareness of the effect that these elements may have on real world situations.  

Narrative. Narrative refers to the use of external representations which present a 
meaningful plot (not necessarily in textual form) as a means for learning and 
instruction. The use of narrative seems to have an influence on many high-level 
cognitive abilities and hence be important for instruction. For instance, Luckin et al. 
[10] point out that narrative is a process involving both recognizing and giving 
structured meanings which can be shared and articulated. In the following we are 
going to describe how we have embedded scripts and narrative in the design of e-
CASE. The instructional efficiency of these representations is one major research 
objective of our project.  

3   Designing e-CASE 

3.1   Learning in Context: Case Based Learning  

In designing e-CASE (Context Awareness Supporting Environment) we have selected 
to implement case based instruction as an appropriate method for learning in authentic 
context. A case is essentially “a story with a point, a written narrative of a real-world 
event, situation, or experience that connects particular situations, faced by a single 
individual or many, to more general principals, theories, methods, or standards” [11]. 
Case based method of instruction employs real of fictional incidences, events or 
situations to present real world problems along with their surrounding context. By 
doing so, it establishes a link between the learning environment and the practice field.  
Perhaps the most convincing argument in favor of case based learning (CBL) is its 
potential to bridge the gap and forge connections between theory and professional 
practice [12]. CBL provides realistic and complex issues in a safe context for students 
to explore alternatives and judge their consequences [13]. Case-based learning can 
support a range of different epistemologies although the most powerful 
implementations seem to be based on constructivist theories, which propose the use of 
diverse and complex case-based material in order for the learner to criss-cross the 
domain landscape through common themes and multiple perspectives. In this way it is 
expected that the method facilitates flexible schema assembly, the gradual acquisition 
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of deeper, more abstract domain understanding, and successful transfer to new 
situations ([1], [11], [13], [14]). Finally, case-based learning appears to foster 
communities of learning and to develop collaborative skills needed for professional 
practice. Students typically come to value open discussion and develop mutual respect 
as they develop their ability to articulate and defend their positions ([15]). 

3.2   Learning from Software Development Failures  

e-CASE supports instruction in the domain of software development. More 
specifically it presents to students cases dealing with software development failures. 
According to Ewusi-Mensah [16], the study of software development failures offers a 
picture of the plurality and diversity of factors involved in software development, 
outside of the technical “prescriptive and deterministic” view of software 
development typically covered in the software engineering and computer science 
curriculums. This will hopefully provide students with a broader perspective and 
appreciation of the complexity of the cofactors that are the real bane of software 
development projects. 

Software Development Failures. A software project can be threatened by failure in 
two stages. The first stage is the development process and as a failure in this phase 
can be characterized the inability of the project team to produce a working system, 
meaning that the problems occurred during the project development dictated the total, 
substantial or partial abandonment of the project. The second stage where the failure 
occurs is when a project is completed and delivered to the users, but it cannot perform 
the functions expected, meaning that the project does not meet its requirements. In e-
CASE we focus mainly on the first stage and especially on the factors that lead the 
project team to a failure. 

Table 1. A summary of software project abandonment factors groupings into the three 
categories 

Abandonment factor category Dominant factors 
Unrealistic project goals and objectives 
Changing requirements 
Lack of executive support and commitment 

Socio-organizational 

Insufficient user commitment and involvement 
Unrealistic project goals and objectives 
Inappropriate project-team composition 
Project management and control problems 
Inadequate technical know-how 
Problematic technology base/infrastructure 

Socio-technical 

Changing requirements 
Cost overruns and schedule delays 
Unrealistic project goals and objectives 

Economic 

Changing requirements 
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Abandonment Factors. The abandonment of software development projects is 
caused in most cases by a multiplicity of cofactors. Ewusi-Mensah [16] suggests nine 
abandonment factors as the most important (Table 1). These factors can be grouped in 
three overlapping categories: the socio-organizational, the socio-technical and the 
economic.  

3.3   e-CASE Design Features 

The nine factors and three categories, mentioned in Table 1, constitute the basis for a 
metadata scheme that we implemented in e-CASE. In order to further clarify the role 
of factors we will analyze the three main entities in the e-CASE: the case, the scenario 
and the path. 

The Case. A case is a multiple media based presentation of a software development 
project that for some reason(s) failed. Every case has a unique title, a subtitle, an 
abstract and media files (text, images and video). The case presentation is organized 
in “frames”. Each of these frames analyzes one of the nine abandonment factors and 
there is a value (impact factor) assigned to it, denoting the relative importance of the 
factor in the project failure. The impact factor is a metadata value that allows the 
system to suggest connections and similarities between cases.  

Although structuring the case into frames according to the factors is mandatory, the 
existence of all the nine frames is not. This means that it is possible to have a case 
with data about only some of the nine factors. On the other hand, the environment is 
flexible enough to accept new factors and categories. The idea behind this is that in 
time the nine abandonment factors might not be sufficient to describe all the possible 
aspects of a case.  

The Scenario. A scenario is the main study unit in e-CASE (fig. 2). Each scenario is 
a text based narrative (with links to media files) presenting a plausible software 
development case but with no factor based structure. The scenario presents some 
background history of the case until a certain point is reached, where open-ended 
questions are posed to students about the continuation of the described project. The 
objective is to actively engage students in decision making process in order to deal 
with the problematic situation depicted in the scenario. Every scenario has a number 
of paths which suggest the relative frames that the students should study before 
attempting to answer the questions that the scenario poses to them. 

The Path. A path has a title, a subtitle, an introduction and content comprising 
several case frames. The path content is essentially a collection of case frames. There 
are two main types of paths: the “horizontal” and the “vertical” path. A vertical path 
has as content the case abstract and some of the frames belonging to this specific case. 
Usually, a vertical path contains frames that analyze factors of the same category. A 
horizontal path respectively contains frames that analyze the same factor (or group of 
factors) and belong to different cases. The objective of using paths is to provide 
multiple criss-crossings through the domain field in order to support deeper 
understanding of the complexity and the diversity of abandonment factors.  
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Fig. 2. Demo screen dump from e-CASE presenting all available scenarios to students 

 

Fig. 3. An example of script for supporting students’ context awareness 
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Every frame inside a path is accompanied by a script representation that supports 
students focusing on contextual information. One possible design of such a script is 
presented in fig. 3. The three questions of the script guide the learners to sequentially 
focus on the “perception”, “memory”, and “reasoning” dimensions of the context 
model by asking them to (a) identify concrete events which imply possible problems 
during the problem solving process, (b) recall other instances where similar 
development problems were encountered, and (c) reason out some useful implications 
for the successful problem solving process (i.e. the software development process). 
Hence, students inside the e-CASE have to first answer the questions in the scripts 
before going on answering the open-ended questions of the scenario they study. The 
script engages them in a cognitive task which activates context generating processes, 
by guiding them to focus on elements which can be (a) perceived, (b) recalled from 
memory, and (c) produced by reasoning and contribute to the context of the situation. 

3.4   “Extended” Learning Communities 

In order to enhance the quality of learning in authentic contexts, instructional material 
should present in the best possible way the conditions in real world application cases. 
However, the conditions of such socio-technical environments may change, subject to 
the evolutionary changes affecting all related factors. How is it possible to integrate in 
the learning environment new significant learning experiences emerging in the 
context of knowledge application?  

Towards this objective, we believe that it is important to foster the development of 
“extended” learning communities, that is, networked communities which allow the 
participation of other social groups in the educational process, apart from the 
traditional instructors and students groups.  

The meaning and importance of a learning community is highlighted by the 
conceptual framework known as “activity theory”. Activity theory [17] provides the 
theoretical background for understanding the way that human relations interweave to 
synthesize what theorists call an “activity system”. In the activity system of a learning 
organization instructors and students are the “subjects” that are getting involved in the 
instructional activity. The “object” is the intended result of their activity, which is 
effective learning and instruction respectively. The “tools” (which may be traditional 
- blackboards, textbooks, etc. - or technology enhanced) are mediating subjects’ 
activity towards the successful production of the object. The activity of the subjects 
takes place in a social framework (within a community) that includes people and 
organizations (i.e. peer learners, co-instructors, administration, institutional partners) 
which affect the relation between subjects and object, either by setting “rules” in their 
interaction (defining what is and what is not acceptable for their actions in the activity 
system), or by setting the way that the workload is distributed among the partners. 
Any specific activity system is a complex social network with its own context, 
emerging from the relations between all engaged participants.  

Instruction takes place traditionally in different activity system than the workplace 
where real world experiences take place. We argue that technology can support the 
development of a transformed socio-cognitive activity system which facilitates the 
communication and collaboration between traditional institutionalized activity systems 
and external activity systems which apply knowledge (the workplace). The main idea in 
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such an effort is that the context of knowledge application systems should be transferred 
in the form of instructional material within the traditional learning setting. Towards this 
end, we have integrated in e-CASE design the opportunity for users (characterized as 
“content providers”) to contribute raw instructional material (their learning 
experiences). Instructors later may review the raw material, transform it into the 
established instructional form (case-frame format), define appropriate metadata, scripts 
and paths and approve it for further distribution to learners.  

4   Conclusions 

In this paper we presented our initial design of the e-CASE learning environment 
highlighting its theoretical underpinnings and major design considerations. We 
maintain that supporting students’ context awareness is an important instructional 
objective and it can improve problem solving in real world knowledge application 
situations. We further argue that e-CASE can help bridging the contextual distance in 
the domain of software development, (a) by integrating appropriate external 
representations for supporting students’ efficient processing of the contextualized 
material, and (b) by supporting the development of an extended learning community 
offering flexible and instructionally efficient connection between the traditional 
educational setting and the workplace.  
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Abstract. This paper reviews existing applications of mobile learning, and 
discusses some design issues for the development of mobile learning 
experiences. 

1   Introduction 

The emergence of the knowledge society poses new requirements for education and 
training: the knowledge-based economy requires a flexible, very well-trained 
workforce; and the citizens of the information society need to be continuously 
(re)trained in order to remain competitive within this workforce and to fully exploit 
the learning opportunities offered by the knowledge society for their personal 
development, fulfillment and enjoyment. 

The rapid evolution of learning technologies – exploiting the respective 
developments in information and communication technologies (ICT) – create 
numerous new opportunities for meeting these requirements: web-based learning 
environments (learning management systems, learning content management systems, 
etc) deliver life-long education and training applications and services to anyone, 
anytime, anyplace. However, most of these applications realize a learning model that 
is rather “traditional” in nature: it is based on the notion of one (or more) tutors, who 
help learners acquire a specific body of knowledge (through learning material, 
learning activities, etc), which can be measured through specific assessment methods. 
Such a model does not fit instances of learning that occur in the process of specific 
problem solving in the course of everyday life: “When the person’s central concern is 
a task or decision, he will not be very interested in learning a complete body of 
subject matter. Instead, he will want just the knowledge and skill that will be useful to 
him in dealing with the particular responsibility of the moment” ([1], pp. 51). 

Recent developments in ICT, and especially in mobile and wireless technologies, 
facilitate the departure from traditional learning models, since learning can be easily 
“carried”, and even embedded, into our everyday environment. The exploitation of 
this potential brings about a new era for learning: just-in-time, just-enough, on-
demand personalized learning experiences, seamlessly integrated within our everyday 
activities.  

This is the context where the paradigm of mobile learning is emerging. In the 
following section we present an overview of the current state-of-the-art in learning 
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technologies and identify the gap that the emerging paradigm of mobile learning aims 
to fill in. We then introduce mobile learning and present a brief overview of the area 
in section 3. In section 4 we analyze the dimensions of, and discuss some design 
issues for mobile learning systems. 

2   The Present: State-of-the-Art in Learning Technologies 

Learning technologies1 are attracting increasing interest worldwide, since they can 
meet the requirements of the knowledge society and knowledge-based economy for 
high-quality life-long learning. Over the past decades, a number of applications and 
services have been made available out of these efforts, reflecting, or even driving a 
paradigm shift in technology-enhanced learning: from computer-assisted learning, to 
web-based learning, to mobile learning. 

Over the last decade, a major transformation has taken place due to the wide 
adoption of the internet. The main drivers for this transformation can be summarized 
as follows:2

− demand: rapid obsolescence of knowledge and training; need for just-in-time 
training delivery; search for cost-effective ways to meet learning needs of a 
globally distributed workforce; skills gap and demographic changes which drive 
the need for new learning models; demand for flexible access to lifelong learning; 
etc;

− supply: internet access is becoming standard at work and at home; advances in 
digital technologies enable the creation of interactive, media-rich content; 
increasing bandwidth and better delivery platforms make e-learning more 
attractive; a growing selection of high-quality e-learning products and services are 
made available; emerging technology standards facilitate compatibility and 
reusability of e-learning products; etc. 

As a result, the interest in learning technologies in the past few years has turned 
mainly into: 

− the development of learning material, activities and software, which is of high-
quality, exploiting multimedia, interactive, immersive and mobile technologies and 

− the delivery and management of such material, activities and software. 

Figure 1 depicts the idea of learning content management systems (LCMSs), as 
they reflect the development, management and use stages of the learning technology 
development cycle. Re-usable learning objects (“any digital resource that can be 
reused to support learning”), learning activities, software, etc, are created by 
instructional designers, subject experts, or even learners and are published within a 
common repository, together with their description (which is based on a common 
format, e.g. through learning technologies specifications and standards, or following 
the specific conventions of a learning community). Learners and teachers can search 
this repository to retrieve, access and share learning objects according to their profile 

1 We use this term to refer to applications of ICT for learning. 
2 Source: SRI Consulting and WR Hambrecht + Co. 



536 G. Vavoula and C. Karagiannidis 

and learning objectives (which can also be described through a common format) and 
annotate and augment them with personal notes, ideas and interpretations and share 
them back with other learners and the community. 

LCMSs offer a number of advantages, including: re-usability of learning material 
(facilitating the development of economies of scale), personalized access to learning 
material, just-in-time, on-demand and just-enough learning. 

These developments facilitate the departure from a number of constraints, relating 
to time and place, as the learning resources become available at all times, outside 
classrooms or libraries. However, the current state-of-the-art still realizes a learning 
model which is rather “traditional” in nature: learners access a common repository to 
acquire a body of knowledge, which can be assessed against specific measures. This 
misses out the conversational and situational nature of learning and knowledge. 

Fig. 1. Learning Content Management Systems (adopted from [2]) 
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Moreover, a number of constraints are not yet overcome: learners need to be in 
specific places where they have internet access through a desktop or laptop machine.  

The next section describes mobile learning, as the emerging paradigm that bares 
the potential to overcome some of these constraints: learners can learn anytime, 
anywhere, accessing location and context-specific learning resources as the need 
arises, in continuous contact and collaboration with fellow learners and tutors. 

3   The Emerging Paradigm: Mobile Learning 

Mobile learning is usually defined as learning that takes place via wireless devices, 
such as mobile phones, personal digital assistants, tablet computers, etc. That is, in 
most definitions encountered in the literature, it is only the employment of specific 
types of technology that seems to differentiate mobile learning from other forms of 
learning. However, when considering mobility from the learner’s point of view, it can 
be argued that mobile learning can take place everywhere: pupils can revise for exams 
on the bus to school, doctors can update their medical knowledge while on hospital 
rounds, language students can improve their language skills while traveling abroad. In 
this context, a definition of mobile learning should therefore be widened to include 
any sort of learning that happens when the learner is not at a fixed, predetermined 
location, or learning that happens when the learner takes advantage of the learning 
opportunities offered by mobile technologies [3]. 

There are a number of reasons which make mobile technologies and devices 
attractive for learning, including: palmtops are relatively inexpensive, compared with 
full-sized desktop or laptop computers; they offer the possibility of ubiquitous 
computing; they facilitate access to information and promote the development of 
information literacy; they offer the possibility of collaborative learning and 
independent learning [3].  

During the past few years, mobile devices and technologies have become 
mainstream and, as a result, a number of prototype learning applications have been 
deployed and tested in different contexts (extensive reviews are included in [3], [4], 
[5], [6]). Table 1 presents a categorization of such applications according to their 
underlying learning model, based on [5]. 

The above description demonstrates that learning and teaching with mobile 
technologies is beginning to make a breakthrough from small-scale pilots to 
institution-wide implementations. A number of key issues need to be taken into 
account in the development of these implementations, which can be summarized as 
follows:  

− context: gathering and utilizing contextual information may clash with the learner’s 
wish for anonymity and privacy; 

− mobility: the ability to link to activities in the outside world also provides students 
with the capability to “escape” the classroom and engage in activities that do not 
correspond with either the teacher’s agenda or the curriculum; 

− learning over time: effective tools are needed for the recording, organization and 
retrieval of (mobile) learning experiences; 
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− informality: students may abandon their use of certain technologies if they perceive 
their social networks to be under attack; and 

− ownership: students want to own and control their personal technology, but this 
presents a challenge when they bring it in to the classroom [5]. 

The following section scrutinizes the process of designing mobile learning 
applications and lists related, more specific, design issues that need to be addressed. 

4   Mobile Learning Design Issues 

A number of issues need to be taken into account when designing mobile learning 
applications. For example, the rapid advancements in mobile technology, the general 
incompatibility between devices, operating systems and applications, and the limited 
resources in relation to desktop technologies, make the choice of mobile technologies 
and infrastructures a very important decision.  

In the following we examine the main dimensions of mobile learning systems in 
relation to (currently available) technologies, and suggest corresponding checklists to 
inform and evaluate design choices.  

Learning 
activity 

Learning 
outcomes 

Infrastructure 
network 

Hardware Software Usability Ergonomics 

Network 
performance 

(b)(a)

Fig. 2. Dimensions for the (a) design and (b) evaluation of mobile learning systems 

As Figure 2 depicts, the choices of infrastructure networks, hardware and software 
are interdependent and intertwined with the design of the learning activities. 

The design of the learning activities for mobile learning is governed by the same 
principles as the design of any other technology based learning activities, and the 
choice of the type of activity to implement has to be guided by the learning 
objectives. What the designer needs to bear in mind is that they design for the 
learning, not for the technology. The use of (mobile) technology is not the objective; 
rather, it is a means to enable activities that were otherwise not possible, or to increase 
the benefits for the learner(s). It is possible that the use of mobile technologies is 
suitable for only a part of the learning activity, whereas other parts are better 
supported by other technologies – or even by no technology at all.  

The infrastructure network component includes decisions about the selection of 
communication networks and, in the case of location-aware applications, the selection 



 Designing Mobile Learning Experiences 541 

of positioning systems. The available communication networks include satellites, 
mobile telephony, wireless local networks, personal ad-hoc networks, etc. The 
selection of an infrastructure network is informed by the number of users, the need for 
range, connectivity and data access, the time and place of use, possible interference 
with other devices, security requirements, the costs to the provider and/or the user and 
the network configuration. 

The available positioning technologies include infrared, Bluetooth, WiFi and Ultra 
Wide Band, radio frequency systems such as GPS and RFID and hybrid radio 
frequency systems that make use of ultrasound (for a concise review see [7]). The 
selection of a positioning technology is informed by the requirements for precision 
(for example, the requirements are looser for outdoors than indoors applications), the 
need for real-time positioning, and whether the location tracking is automatic (e.g. the 
user is continuously tracked) or user-initiated (e.g. the user deliberately declares their 
position using, for example, RFID tags/readers). 

With regard to the hardware, there is a wide range of mobile devices to choose 
from including laptops/notebooks, tablet computers, personal digital assistants 
(PDAs) and smart phones. The selection of a device depends on the requirements for 
processing power, battery life, robustness and ergonomics factors (for example, 
whether the user has only one or both hands available, if they are moving or standing 
still, the weight they can bear, environmental factors such as temperature and noise, 
etc.). Another issue that needs to be taken into account is the management of the 
hardware, especially in the case where it is provided by an educational institution as 
part of a course: are the devices for individual or for group use? Can the learners take 
the devices home? Who is responsible for damage? Etc. 

Related to hardware are also the sensors and probes often used in context-aware 
mobile learning applications [8]. Context-awareness in mobile learning enables the 
delivery of context-specific content, options and services [9]. Available context 
attribute sensors include environmental sensors for measuring, for example, light, 
sound, atmospheric elements, pressure, humidity, precipitation and air temperature; 
activity sensors for recognizing, for example, body and eye movement, touch and 
limb orientation; and body sensors for measuring, for example, heart rate, blood
pressure and brain activity (ECG). The type of sensors to use depends on the context 
attributes that are judged relevant to the learning experience. 

With regard to the software a great challenge lies in the design of the user 
interface, the help system and the interaction. The typically small screen size and 
limited processing power limit designer choices and resources. Example interfaces are 
map-, menu-, voice-, text-based – and many more. Nielsen’s usability heuristics [10] 
offer a good summary of the desired attributes of user interfaces.  

The help system is there to provide easy recovery from errors and faults, to assist 
in the performance of all functions (trivial or not), to adapt to the user and their 
actions. Possible components to incorporate in a help system include tutorials, FAQ 
lists, troubleshooting guides, hypertext documentation, etc. Issues to consider are the 
accuracy and completeness of the content, the appropriateness of the structure, the 
appearance, and the extent to which the help system adapts to the user. 

To design the interactions, we need to study the users, their activities and their 
environment in relation to the learning activity. For example, the use ‘on the go’ 
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means limited ability for scrolling, possible use with only one hand available, 
possible need for use in ‘silent’ mode and possible need for synchronization. 
Especially when the mobile application is for young children, the designer needs to 
remember their limited skills in hand-eye coordination and in the manipulation of 
small objects. Example interaction techniques make use of speech, handwriting, 
haptics, etc. 

An important step in the design of mobile learning applications, as in any other 
type of application, is the continuous evaluation and re-design. Figure 2 illustrates 
the dimensions towards which mobile learning systems need to be evaluated, in 
correspondence to the design dimensions. The outcomes of the learning activity 
need to be evaluated against preset educational objectives, using appropriate 
evaluation instruments (questionnaires, quiz, drill-and-practice, etc.). The 
evaluation needs to compare the performance of the learner(s) before and after the 
mobile learning activity; and also the performance of the learner(s) who used the 
mobile learning application against other learner(s) who did not use it. The 
infrastructure network needs to be evaluated for its reliability, security, quality of 
service and seamlessness. The hardware needs to be evaluated with regard to 
ergonomics issues, including comfortable use (appropriate form, size, etc.) during 
the supported activities in the specified context of use, and also with regard to 
robustness, performance, reliability, unobtrusiveness and, in the case of sensors and 
probes, accuracy. The software needs to be evaluated with regard to its usability and 
more specifically its learnability, performance, effectiveness, error tolerance and 
recovery, and user satisfaction. 

Table 2 summarizes the above design issues for mobile learning. 

5   Conclusions 

Mobile learning is an important area for research and development, as it offers new 
forms of communication, collaboration and learning that were not possible a few 
years ago. Mobile technologies have become widely available and affordable only in 
the recent years, therefore few commercial educational applications are currently 
available. We can expect rapid developments in mobile learning as the technology 
offers greater range at lower prices.  

This paper discusses some issues that designers of mobile learning experiences 
need to take into account when making design choices - most of them being rather 
technological. However, apart from the technological issues, the full exploitation of 
mobile technologies, especially from a pedagogical point of view, requires a sound 
theoretical basis which is rather not available today: as Falk and Dierking argue, 
“most of what is known about learning is based on studies from either classrooms or 
psychology laboratories, and so may be inappropriate as a basis for considering 
learning outside of these settings” [11]. This is clearly not in line with the new 
opportunities offered by mobile technologies, therefore new learning theories and 
instructional models may need to be developed, which can form the educational and 
social basis for the delivery of effective mobile learning experiences. 
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Now that the first wave of excitement on e-commerce has subsided, and after the 
sobering experience of the dot-com bubble burst, there is a growing understanding 
that e-commerce is not about a different way of doing commerce, and e-business is 
not about a different way of doing business. E-Business is about doing business – in a 
better, more competitive and productive way. To improve business, one has to trans-
form business and the processes that it uses. 

Globalization of the world economy has led to an increased ability of companies 
to spread the planning, design, manufacturing and distribution functions of their prod-
ucts and services around the globe. Rapid technological advances and the complexity 
of the design and manufacturing of products in a wide range of industries (electronics, 
car manufacturing, aerospace, retail, etc.) have pushed to the modularization of corpo-
rate functions, see [1]. Modularization has led to increased autonomy of the modules-
functions even within the same multinational corporation. Moreover, as competition 
intensifies and becomes global, corporations are protecting what they consider as their 
core competencies. These competencies are also called in the literature the strategic 
differentiators of a company. In addition, they are willing to shed modules that are not 
differentiating them and are not competitive enough, and ally themselves with best-
of-breed companies that can supply the functionality of these modules in an optimal 
or near-optimal fashion. For example, when Mercedes-Benz planned their new sport-
utility vehicle assembly plant in Alabama, they structured the whole supply system 
into modules, and they assigned the entire driver’s cockpit as a module to a nearby 
plant owned by Delphi Automotive Systems, a spin-off of the General Motors Corpo-
ration (see [1]). Corporations are also willing to “mutate” their strategic differenti-
ators to serve “nearby” markets, thereby taking advantage of innovation in their field 
and emerging new niche markets. The disaggregation of until now vertically organ-
ized companies and industries has led to the emergence of value nets and of business 
ecosystems. 

Emerging technologies such as RFID for all kinds of sensing and tracking, web 
service composition and workflows, business process modeling, supply chain optimi-
zation techniques, data mining technologies to detect emerging new patterns, etc. 
have increasingly penetrated all parts of a value network lifecycle. However, despite 
the significant progress made in the use of technology for transforming or creating 
value nets, critical questions remain open: 

                                                           
* Invited paper. 
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• How do value net companies sense and quickly react to challenges from in-
novators in the markets the net serves, how is the value net transformed, in-
cluding its own products and services, and how can it monitor and evaluate 
the performance of these strategic changes? 

• Innovation not only creates new markets, it may also radically transform the 
way a business process is executed. How can a company or a value net de-
tect this on time, and quickly transform its business processes so as to stay 
competitive? 

• Is it possible to move from KPIs and future market indicators to business 
strategy, then to business processes and finally to their implementation 
through human and software agents and then back again to monitor and 
evaluate process performance against the KPIs, in an automatic or even 
semi-automatic way? Notice that this should be done not for a single com-
pany but for a group of companies belonging to a value net, with possibly 
conflicting KPIs. 

• How does one devise strategies for companies to follow, which will allow 
them to decide which value net(s) to join? How do companies in a value net 
decide whether or not to accept a newcomer? Notice that IT (strategic) out-
sourcing and Business Process Transformation Services (BPTS), see [2], are 
special cases of these more general questions. 

• Strategic vs. “Grounded” Innovation: most of the discussion about "On 
Demand Business" and "Business Process Management" is strongly influ-
enced by the assumption that the direction and impulse for innovation 
comes top down. Management changes the business strategy to respond to 
new market situations or analysis of the CBM of the organization. The 
question then is how to communicate and implement the new strategy given 
the corporate culture, organization and IT landscape. Another (maybe less 
fundamental but equally important) direction of innovation is bottom up. 
The help desk people hear from unhappy customers, people in the produc-
tion observe ineffective processes, efficiency and quality of some processes 
have high (unexplained) variance. This is the area of quality management, 
lean sigma, etc. Here the basic question is how to enable employees to see 
the business impact of their actions and how to empower them to collabo-
rate to continuously improve their performance. We call this the "grounded" 
approach to innovation as suggestions for change will be grounded in the 
experience and observations of the employees and the ideas for improve-
ments will equally be grounded in what they know. The challenge here is 
more to provide employees with visibility of their impact, with sensible 
benchmarks and with knowledge of best practices and possible improve-
ments. 

• Trust management and security policy issues: the extra value created for 
value nets both for the value net partners themselves and for their customers 
is the tight linkage of the partners achieved within the value net. This pre-
supposes a high level of trust between the partners, which has to be built-up 
as the value net evolves, and could be easily destroyed if one of the partners 
behaves unreliably, or even maliciously. Therefore, trust building and rela-
tionship monitoring is an important operational issue of every value net. 
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We are proposing a theoretical framework for estimating the value of a value net. 
Through this framework, we are also proposing a methodology for addressing the 
issues listed above and for guiding the transformation of the value net and of its busi-
ness processes, all with the general objective of achieving a higher overall value for 
the value net. 
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Abstract. An important aspect of e-business is the area of e-commerce. One of 
the most severe restraining factors for the proliferation of e-commerce, is the 
lack of trust between customers and sellers, consumer privacy concerns and the 
lack of security measures required to assure both businesses and customers that 
their business relationship and transactions will be carried out in privacy, 
correctly, and timely. This paper considers trust privacy and security issues in 
e-commerce applications and discusses methods and technologies that can be 
used to fulfil the pertinent requirements. 

1   Introduction 

Diffusion, general availability, and the benefits of information and communication 
technologies are rapidly changing our society, economy, and the way we do 
business. Digital business is much more than just buying and selling over the Net: 
digital business means doing business electronically, both within enterprises and 
externally, using computer networks or telecommunications. As such it includes any 
transaction completed over a computer-mediated network that transfers or supports 
the transfer of “value” for goods and services sold including property rights, like 
ownership of, or rights to make use of the goods or services.  

An important aspect of digital business is the area of electronic commerce. The 
current state of e-commerce is a good example that the supporting technology has not 
yet reached its full potential. During the late 90’s there were a lot of predictions about 
how e-commerce would develop in the near future. For example, in 1999 Forrester 
Research predicted a volume of US$ 184 billion of US online retail sales in 2004 [1] 
whereas the actual value is only approximately US$ 69 billion [2], representing a big 
gap of almost 167 %. One of the major reasons for the gap between predicted value 
and actual development that has been suggested by the research community and 
backed by many studies is simply the lack of trust, privacy and security in digital 
business.   

                                                           
∗ Authors’ names in alphabetical order. 
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In order for digital business to reach its full potential the obvious conclusion is that 
either companies involved need to increase the level of confidence and trust provided 
by them to their customers or technologies need to be created having strong built-in 
features to protect the individuals’ privacy and the security of the digital business 
transaction. 

Because these areas transcend any single function or discipline within digital 
business, it is necessary to develop a global view. In this paper we are discussing the 
major issues involved. We will start with a general discussion on trust issues, 
followed by a discussion on the general meaning of privacy and privacy enforcing 
technologies and will conclude with the current major fields related to providing the 
security of the underlying technical infrastructures for digital business. Of importance 
are also complex psychological and social aspects how people react towards risks but 
due to lack of space they had to be omitted from our discussion.    

2   Trust 

Trust is a core issue in every business transaction. When considering an Internet-
based scenario, this issue becomes extremely essential and, as we will see later, its 
definition is not trivial. Moreover, in order for Internet-based digital business to 
achieve similar levels of acceptance as traditional commerce, trust needs to become a 
built-in part of electronic transactions.   

This is not easy because customers tend to perceive the Internet as a more or less 
anarchic environment that not only can provide good business liaisons but also 
multiple potential threats. It seems that it does not matter that the number of 
transactions where dishonest behaviour is detected is negligible in comparison with 
the number of transactions where the behaviour of participant is totally honest. 
Consumers and merchants are still worried about the threats, and their lack of trust 
has a negative influence on the wide deployment of the technology. 

The problem becomes bigger if we consider the problem of the everyday more 
distributed nature of Internet commerce applications, where trust relationships of a 
specific user with other entities, companies, organizations, etc. differ depending on 
many different parameters. Moreover, recent pervasive aspects of the network itself 
provide new considerations to bear in mind [3].  

2.1   Meaning of Trust 

Different definitions of trust have been proposed in the literature during the last years. 
Some authors have tried to define the concept of trust in a global or general way, 
while others have defined it attending to the relation with specific types of 
applications. 

One of the first attempts to define the concept of trust in e-commerce can be found 
in [4], where trust in a system is defined as "a belief that is influenced by the 
individual's opinion about certain critical system features". As pointed out in [5], that 
definition “concentrated on human trust in electronic commerce, but did not address 
trust between the entities involved in an e-commerce transaction”.  
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In fact, Grandison and Sloman in [5] argue that the lack of consensus with regards 
to trust led them to use the terms trust, authorization, and authentication 
interchangeably. Further, they define trust as "the firm belief in the competence of an 
entity to act dependably, securely, and reliably within a specified context (assuming 
dependability covers reliability and timeliness)”. Similarly, they define distrust as "the 
lack of firm belief in the competence of an entity to act dependably, securely, and 
reliably within a specified context." 

2.2   Relation with Authentication and Authorization 

Trust, authorization and authentication can not be used interchangeably because 
authorization and authentication have to be considered as basic security services of 
applications, while trust can not be considered as a basic security service but as an 
outcome resulting as a combination of the appropriate use of basic services.   

Additionally, we also agree on the importance given to authentication and 
authorization, as both services are essential to get trust from consumers and 
merchants. In this sense, the concept of digital certificate has risen as a technical 
solution that greatly contributes to increase trust on the e-commerce security 
technology in general, and on authentication and authorization services in particular. 

Identity certificates (or public-key certificates) provide the best solution to 
integrate the authentication service into most applications developed for the Internet 
that make use of digital signatures [6]. However, new applications, particularly in the 
area of digital business, need an authorization service to describe what a user is 
allowed to do. In this case privileges to perform tasks should be considered. Attribute 
certificates provide an appropriate solution, as these data objects have been designed 
for use in conjunction with identity certificates [7]. 

It is widely known that the use of a wide-ranging authentication service based on 
identity certificates is not practical unless it is complemented by an efficient and 
trustworthy means to manage and distribute all certificates in the system. This is 
provided by a Public-Key Infrastructure (PKI), which at the same time supports 
encryption, integrity and non-repudiation services. Without its use, it is impractical and 
unrealistic to expect that large scale digital signature applications can become a reality.  

Similarly, the attribute certificates framework provides a foundation upon which a 
Privilege Management Infrastructure (PMI) can be built. PKI and PMI infrastructures 
are linked by information contained in the identity and attribute certificates of every 
user. The link is justified by the fact that authorization relies on authentication to 
prove who you are, but it is also justified by the fact that the combined use of both 
types of certificates contribute to increase users’ trust. Although linked, both 
infrastructures can be autonomous, and managed independently. Creation and 
maintenance of identities can be separated from PMI, as authorities that issue 
certificates in each of both infrastructures are not necessarily the same ones. In fact, 
the entire PKI may be existing and operational prior to the establishment of the PMI. 

2.3   Trust Management 

When dealing with trust issues in e-commerce, its management is probably the most 
difficult problem to face. Blaze et al. introduced [8] the notion of trust management. 
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In that original work they proposed the PolicyMaker scheme as a solution for trust 
management purposes. KeyNote was proposed [9] to improve two main aspects of 
PolicyMaker: to achieve standardization and to facilitate its integration into 
applications. 

Afterwards, other similar systems have been proposed for trust management 
purposes. As argued in [5], a common problem is that those solutions are used to 
identify a static form of trust (usually at the discretion of the application coder). 
However, trust can change with time, and that is the reason why it is generally 
considered that digital certificates (identity and attribute) can be also considered for 
trust management purposes. More precisely, the infrastructures used to manage those 
certificates, PKIs and PMIs, provide procedures and functions that can be seen as an 
advanced method to manage trust. These are better solutions than the ones mentioned 
in the previous paragraph in the sense that are less static, but they are too biased 
towards authentication and authorization services. 

In fact, trust management is tremendously dynamic, especially in digital business 
scenarios. Dillon et al [10] have elaborated on this issue. In their work, they argue that 
trust of one entity in another changes with a number of factors. Additionally, they 
define the dynamic nature of trust as “the change in the trustworthiness value of an 
entity, assigned to it by a given trusting entity with the passage of time in different 
time slots”. 

3   Privacy 

In the digital business arena privacy is usually related to the use of customer 
information. Transacting typically makes the exchange of large amounts of personal 
data necessary. This may either be necessary for the e-business transaction itself (for 
example: credit card information, banking account details, delivery details) or desired 
by the e-business partner: collecting customer data that later may be analyzed, shared 
with other businesses or even be sold. Altogether, privacy in our context may be 
defined as the individual right of humans to determine, when, how, and to what extent 
information is collected about them during the course of the digital business 
transaction; the right to be aware and to control the beginning of any interaction or 
data gathering process; and the right to choose when, how, and to what extent their 
personal information is made available to others. 

At a first glance the two viewpoints, the first one supporting a corporate view and 
favouring the business interests and thereby strengthening the global economy, and 
the second one supporting the individuals view seem to be mutually exclusive. In 
practice, however, we face the need to reach a compromise and to arrive at a solution 
that is mutually beneficial to all. In the literature such a compromise is called 
consumer-centric privacy: for the individual this means to gain the maximum amount 
of privacy and for the e-businesses through the maximisation of privacy for their 
customers to gain substantial economic benefit. The economic benefit may be 
resulting from direct effects, like the improvement of the public image of the vendors 
(resulting in additional customers and in long lasting trust relationships) or from side 
effects, like improved brand recognition or more generally, a reduced trust barrier (as 
discussed in the introduction), leading to an increased e-commerce level and making 
many more individuals comfortable participating in digital business. 
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3.1   Methods to Preserve Privacy 

These methods can generally be placed in three categories: privacy through 
legislation, privacy through organizational means, and privacy through technology. 
Combining solutions from the different fields may also be applicable. 

Privacy Through Legislation  
Governments in many countries have established legislation in order to protect 
consumers. Moreover, international guidelines, treaties, convention and regulation are 
also in place.  

In the age of digital business, technology has advanced so far and so fast that the 
approach of protecting privacy through legal regulations is no longer as effective as it 
was in the past. Legislators are often far behind the new developments and the legal 
systems are not fast enough to properly react. Additionally, laws are generally 
country- specific. This means that a customer from a country that protects his privacy 
does purchase in a web store in a country without similar regulations does only have 
little or does not have any protection at all.  

Privacy Through Organizational Means  
Both the shop owners as well as the users have simple organizational means that 
considerably help in protecting the privacy of individuals during digital business. For 
example, consumer data can be physically separated into personally identifiable and 
non-identifiable information. Of course, it should not be possible to combine the 
separated data buckets. 

Another organizational means is to involve into the business transaction a third 
party transaction service. Such a service would act as a trusted intermediary that 
guarantees the outcome of the transaction. Other organizational means to increase 
trust and privacy are delivering some sort of belief to the consumer that a merchant 
complies with a certain privacy policy. This may be achieved by privacy seals issued 
by a trusted authority (for example TRUSTe, the “online privacy seal”) or through 
technologies such as the Platform for Privacy Preferences (P3P), that allow customers 
to evaluate whether the published privacy policy of the business satisfies their own 
preferences. However, both approaches do mainly show the awareness of a business 
of their customers’ privacy concerns; they cannot guarantee that the business actually 
will behave as expected.   

Privacy Through Technology  
Privacy Enhancing Technologies (PET) attempt to achieve anonymity by providing 
unlinkability between an individual and any of their personal data. Several levels of 
anonymity have been defined in the literature, ranging from full anonymity (no one 
can find out who you really are) to pseudo-anonymity (the identity is generally not 
known but may be disclosed if necessary) to pseudonymity (several virtual identities 
can be created and used under different situations). Anonymity can be achieved by 
either anonymising the transport medium, or by allowing anonymous access, or by 
using statistical databases. 

Technologies for anonymising the transport medium aim at hiding the original 
identity of the consumer in a way that his identity cannot be revealed. One of the 
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simplest possible ways to achieve this for a user is to simply set up an account with a 
free email service provider the user trusts that they will not log communication 
details. Another possibility is to use an anonymising server. When an individual is 
using such a service, all communications are routed through the anonymising server, 
thus the recipient has no way to determine the IP address or the identity of the user.  

A further step in technical complexity is a setting without a trusted third-party. 
Crowds [15] groups users into large groups (crowds) and instead of directly 
connecting requests to a web site, the system passes it to the crowd. There the request 
passes a randomized number of crowd members and finally is submitted to the 
recipient who is not able to identify who in the crowd is the originator of the request. 
Another well-known and prominent technology is Chaum Mixes [16], whereby 
messages of equal size are cryptographically changed and finally delivered to the 
recipients in different order. Chaum Mixes have been extended by onion routing 
protocols, which use a network of dynamically changing mixes and the user submits a 
request in form of a data structure reminding on the layers of an onion.   

In systems allowing anonymous access to a service, users are known only by a 
pseudonym (credential) to the organization they are doing business with. A single 
user can use different pseudonyms which cannot be linked to each other.  

Related to anonymous access is the use of an authentication and authorisation 
infrastructure (AAI). Such infrastructures arose from the fact that it is not always 
necessary to exactly know who a user is but sufficient to know that the user is 
authorized to perform a certain action. Often this is outsourced to another 
organization, which is responsible for registering users, user authentication and 
equipping users with proper credentials. This of course implies that the AAI is trusted 
to the organization relying on such services. Different types of AAIs and their use are 
surveyed in [17]. 

A statistical database is a data collection, for example all customers and their items 
bought but not revealing information that uniquely identifies the individuals. The 
value of such databases is the statistical information, not the data itself. Therefore, 
techniques are essential that can keep the statistics of the data set valid but keep the 
individuals data itself private. All these techniques have the disadvantage that they 
make the data less useful. Additionally, it has been shown that by repeating slightly 
changing queries database trackers revealing individuals’ privacy may be constructed. 
Statistical databases have their potential in CRM (customer relationship management) 
and general data mining. 

4   Security 

Recognising the fact that, in any given e-commerce scenario, there are five 
interconnected and interacting components (people, software, hardware, procedures 
and data), one comes to the conclusion that e-commerce systems are (and should be 
looked upon as) information systems, comprising a technological infrastructure and 
an organisational framework, rather than pure technological infrastructure. Therefore, 
addressing the problem of security in e-commerce must be done in an information 
system setting.  
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In such a setting, security can be defined as an organised framework consisting of 
concepts, beliefs, principles, policies, procedures, techniques, and measures that are 
required in order to protect the individual system assets as well as the system as a 
whole against any deliberate or accidental threat [18]. Operationally, in order to 
compile such a framework, the pertinent requirements must be identified first.  

4.1   The Security Requirements 

E-commerce applications may seem quite dissimilar, at a first glance. However, 
closer inspection reveals that there exist distinct phases in all of them, a fact that 
allows a generic model to be built, which can describe all of them. Such a model has 
been proposed in [19] for business transactions and has been shown [20] to be good 
for describing commercial transactions as well. In an exchange transaction, two 
parties, A and B, agree to and fulfill mutual conditions of satisfaction. The first party, 
A, is usually called the customer or buyer; the second, B, is usually called the 
performer or seller. B accepts A’s request to provide something for A, in exchange 
for which A will provide a payment to B. The transaction can be visualized as a cycle 
of four phases: 

• Request: A makes a request of B to provide the service. (Often this amounts to 
taking B up on an offer B has made). 

• Negotiation: A and B come to an agreement on exactly what will be provided (A’s 
condition of satisfaction) and what payment will be made (B’s condition of 
satisfaction). 

• Performance: B carries out the actions needed to fulfill his part of the bargain and 
notifies A when done.  

• Settlement: A accepts B’s work, declares it satisfactory, and pays. 

The last two phases can be combined into one composite phase, called the 
Execution phase [21]. The model is good for any kind of transaction, not only 
electronic transactions.  

During the Request phase, the buyer needs to be sure that an offer s/he is 
considering is valid, i.e. s/he has to be sure that the integrity of the information that is 
presented to her/him has not been compromised. On the other hand, the seller must be 
sure that the offer s/he makes is available to the buyer. If the transaction is not a retail 
one, the seller may want her/his offers to remain confidential to the buyer, lest any 
competitor interferes with the transaction. The need for confidentiality is also 
apparent, for both parties, in the Negotiation phase, in particular when this pertains to 
contract negotiations. Important in this phase is also the inability of either party to 
repudiate their offers. But non-repudiation is even more important in the last, the 
Execution, phase. In this phase, secure payment must also be ensured, as well as 
secure delivery of goods. Finally, observe that what is fundamentally different 
between e-commerce and traditional commerce is the absence of human face-to-face 
communication. Machines have no way of knowing who is really on the other end of 
the line once presented with pre-agreed information that convinces them of her/his 
identity.  
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Therefore, e-commerce security requirements revolve around the need to preserve 
the confidentiality, the integrity and the availability of information and systems, the 
authenticity of the communicating parties and the non-repudiation of transactions. 

4.2   Addressing the Requirements 

From a structural point of view, an efficient framework for preserving security in 
information systems comprises actions that are categorised as legal, technical, 
organisational and social. Legal actions consist of adopting suitable legislation; these 
should be and have been undertaken by governments at an international, national, and 
even local level. Technical and organisational actions need to be undertaken by 
individual organisations (or by bodies representing organisations of a similar nature 
and purpose). Last, but by no means least, social actions consist of enhancing the 
awareness of the public on the need for security and on their rights and obligations 
stemming from this need.  

Even though there are numerous legal issues associated with e-commerce [22-23], 
the major ones are: 

• The protection of privacy, an issue that has already been discussed previously. 
• The protection of intellectual property rights. This entails the protection of 

copyrights for literary, musical, dramatic, and artistic works, as well as of sound 
recordings, films, broadcasts, and cable programs. It also entails the protection of 
trademarks, as domain names may be seen as a variation of such. Related to this is 
the problem of cybersquatting, i.e. the practice of registering domain names in 
order to sell them later at a higher price. Finally, protecting patents in e-commerce 
settings is also an issue. National legislation for the protection of intellectual 
property rights exists mostly everywhere [24]. At an international level, most 
prominent role is played by the World Intellectual Property Organization – WIPO, 
who is also administering a total of 23 relevant international treaties [25]. Similar 
is the situation with the protection of trademarks and patents. 

• The protection of the right to free speech against the need to control offensive, 
illegal and potentially dangerous information. This includes the issue of controlling 
spam.  

• The protection of both consumers and merchants against fraud. This entails the 
protection of all parties signing electronic contracts, protection against identity 
fraud, protection against computer crime, regulation of taxation, protection against 
money laundering etc.    

Legislation exists for most of the above issues in a traditional commerce setting. 
However, it is not always straightforward to apply laws and regulations developed for 
such a setting in an e-commerce environment. Therefore, legal action in the direction 
of ensuring the applicability of existing and/or for developing new pertinent 
legislation is required. 

From a conceptual point of view, the task of technically securing an information 
system can be broken down into securing its application and communication 
components. Applications are secured through the combined use of technologies 
including those for identification and authentication, identity management, access 
control and authorization, trusted operating systems, secure database systems, 
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malware detection, data integrity preservation, intrusion detection and prevention, 
audit, and applied cryptology. On the other hand, communications are secured 
through the combined use of technologies including those for applied cryptology, 
firewalls, secure transactions, secure messaging, secure executable content, secure 
network management, network oriented intrusion detection and prevention, web 
access control, digital rights protection.     

It can be seen, therefore, that all of the security requirements of e-commerce that 
we have identified can be addressed by a variety of technical measures, of differing 
strength and efficiency. Different measures can be and are used for different aspects 
of these requirements. However, the only measure that can adequately address all but 
one (the availability) of these requirements is encryption. This is why it deserves 
particular discussion in the current context. 

The numbers of entities involved in e-commerce applications prohibits the use of 
symmetric encryption. Therefore, a more automated and consolidated approach is 
required, based on a Public Key Infrastructure (PKI) [26]. 

User requirements from a PKI have been recorded in several applications, and are, 
understandably, quite dissimilar. However, a common ground can be and has been 
found [27]. A comprehensive list of services that satisfy the above requirements can 
be found in [28]. The functions required to perform each of these services can 
subsequently be defined [28].  

It appears, then, that we do know the way and we do have the technologies to solve 
most of the technical problems associated with securing e-commerce. If this was 
indeed the case, then all the real security breeches that we encounter everyday in e-
commerce should not have been happening. What is, then, the problem?  

The most usual problem is that, while everyone recognizes the need for securing e-
commerce, what they do not know is that security is more than erecting physical and 
electronic barriers. The strongest encryption and most robust firewall are practically 
worthless without a set of organizational security measures, built around a security 
policy that articulates how these tools are to be used, managed and maintained. Such a 
policy concerns risks. It is high-level and technology neutral. Its purpose is to set 
directions and procedures, and to define penalties and countermeasures for non-
compliance [29].  

5   Conclusion 

Even though there are useful laws focusing on several aspects of e-commerce trust, 
privacy and security, common agreements between the different countries are still 
missing. For the seller and the consumer engaged in digital business it should not 
make any difference, from a legal point of view, where the user, the e-business and 
any intermediary service is geographically located. Such an effort must start with a 
common agreement and understanding leading to an all-encompassing legal and 
moral protection of consumers’ rights. In the past, legislators had to fight against 
specific violations as they appeared, resulting in a patchwork of various legal 
protections that only help to guard against isolated aspects of trust, privacy and 
security in digital business. 
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E-businesses should better support for third-party transaction services, trust 
infrastructure, privacy platforms and security solutions. Consumers should more 
carefully choose the services and products based on statements related to privacy and 
security and on the existence of certified characteristics, such as privacy or site 
authentication seals. This would increase acceptance of the seals and put some 
additional pressure on e-businesses to have their conformance with their published 
statements certified. However, privacy through organizational means does not 
actually enforce individual privacy. All approaches are only a help to guide decision-
making about whom to trust. This is only a first step; technologies are needed that 
also attempt to enforce the preservation of privacy. 

Current technologies make a significant achievement to preserving the trust, 
privacy and security in digital business. However, more research is needed to perform 
this automatically (without user involvement) and with less involvement of trusted 
third parties. Finally there is a need to develop technologies that better fit the general 
security requirements. In today’s world strong anonymity is sometimes regarded as a 
potential risk to the security of the society or a country. Additional research is needed 
in order to understand how the two sets of conflicting requirements can be balanced 
and met under a single umbrella.  

Overall, the issues of trust, privacy and security seem to be attractive to the 
research community at large, as demonstrated by the large number of contributions 
presenting recent developments in a number of specialized conferences (e.g. [30]-
[31]).   
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Abstract. Enterprise Resource Planning Systems (ERP) comprises the 
dominant business information systems currently implemented in the global 
market. In this survey, the authors explore the adoption of these systems in 
enterprises that operate in the Greek market. The scope of the adoption is 
focused on the level of business processes, in terms of the incentives and the 
real benefits, that ERP applications offer to enterprises. The survey indicated 
significant results in the areas of the transformation of incentives for adoption 
to actual benefits, and on the significance of business process reengineering 
before the implementation of the systems. Other interesting results are focused 
on the business use of those systems, the future enhancements, and their 
contribution in solving the issue of fragmentation of information in disparate 
legacy applications.  

1   Introduction 

Enterprise Resource Planning Systems (ERP) are commercial software packages that 
enable the integration of transactions-oriented data and business processes throughout 
an organization (and perhaps eventually throughout the entire interorganisational 
supply chain) [18]. This objective is primarily served through the extensive use of 
computer networks, database management systems, and information-related 
transaction processing subsystems. Moreover, ERP systems offer ready-to-use 
business scenarios, which facilitate the planning and management of business 
information. Subsequently, it is recognized that those systems model current working 
activities of every organization that adopts them. ERP applications contribute to the 
integration of information – solving the problem of “islands of automation” [1] – offer 
best practice solutions through predefined scenarios [25], and act also as tools for 
business management and planning. Moreover, they support the concept of horizontal 
organization structure, achieving the optimization of information flow, the automation 
of processes, and the improvement of monitoring. The standardization arising is 
codified in the term “business scenario”. 

Organizations nowadays, strive for flexibility and adaptability to changing market 
demands, in order to cope with the challenges that appear in the competitive business 
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environment. In order to be successful in this effort, organizations must integrate 
business functions into a single system by efficiently utilizing information 
technology, and by sharing data with third-party vendors and customers [17]. Major 
organization functions integrated through ERP applications include sales, distribution, 
financial management, manufacturing, and human resources [2].  

Reviewing the literature, the authors identified some academic and professional 
studies that try to scrutinize the business use of those applications [8, 11, 16], but also 
revealed a lack of studies concerning the characteristics of ERP adoption in particular 
national socio-economic contexts, like the Greek one. The main objective of this 
research is to investigate the incentives of adopting ERP applications in the Greek 
market, the realization of the corresponding benefits, and the business use of such 
systems. Moreover, two other critical issues arising in practice, i.e. the management 
of change and the future enhancement with new functionalities, will also be 
investigated in depth. The outcomes of this study will facilitate organizations to avoid 
obstacles that may lead them to failures, an issue that has appeared prominently in the 
extant literature [7, 18]. 

2   Enterprise Resource Planning Systems 

The problem of fragmentation of enterprise information was prevalent in the 
beginning of the ‘90s, and was emanating from the loose linkage between legacy 
applications which were used to support different – or even the same – business 
activities. Deficiencies and multiple entries of unconsolidated data hindered daily 
operations and created insuperable obstacles in smoothing organization operations. 
Wasteful utilization of resources to maintain the current operations led organizations 
to explore in depth the adoption and use of a new type of information systems, 
namely enterprise resource planning systems. These applications promise extensive 
and seamless integration of all information systems between inter- and intra- 
organization functions, thus dealing substantially the issue of fragmentation of 
information in disparate islands of automation [1, 7]. Moreover, organizations adopt 
ERP applications for several other reasons [7, 8, 16, 23], which focus on the various 
levels of organization, i.e. operational, managerial, or strategic [26].  

Designing the ERP application is a complicated and critical project. This effort 
includes not only the parameterization of the application, but also the pre-design of 
business processes that will be embedded in the operation of the new system. In order 
to achieve this, three approaches are used in practice. The first one necessitates the 
reengineering of business processes, and then, the implementation of the new business 
model through the use of the new ERP application [7, 11]. Business Process 
Reengineering (BPR) is described by its supporters as a means of facilitating 
significant, even fundamental, change in the way an organization operates [5, 6, 13, 
19]. In the second approach, the organization first selects the ERP software, and tries 
to take full advantage of its capabilities, in order to enhance business performance, 
and improve the way work is done [15, 25]. In this way, the organization is “fastened” 
on the new system. In the third approach, an effort takes place that aims at bridging 
the gap between the current business processes and the predefined business scenarios 
of the ERP application. This work is usually achieved through additional code 
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development in the predefined scenarios, in order to “fasten” them with the current 
business activities [7]. This approach usually endangers the realization of the 
motivations to adopt and the success of the system, and impedes organizations from 
taking advantage of future releases of the system, which are delivered by the 
manufacturers on a frequent basis. 

3   Methodology 

This study comprises a quantitative survey which aims at scrutinizing the adoption of 
ERP applications from companies operating in the Greek market environment. The 
study design involves quantitative data collection and analysis methods. The literature 
was reviewed extensively, and a questionnaire tool was constructed to facilitate the 
procedure. The questionnaire was based extensively on the one used by Deloitte [8]. 

Sample data was collected in the end of 2001 through a questionnaire delivered to 
organizations using or currently implementing an enterprise system, and were filled in 
by the owner of the ERP project. The sample was based on customer lists furnished 
by the most ERP providers operating in the Greek market. Following data cleaning, 
229 questionnaires were derived usable for analysis, and in terms of the customer 
lists, they comprise the 30 – 40% of the organizations using or implementing an ERP 
application that time. 44 of them were in the phase of implementation, and 185 of 
them were using the ERP system in daily operations. The data was codified and 
analyzed with the use of SPSS 10.0. Due to the nature of the questionnaire, the 
statistical techniques used include description statistics – and especially frequencies – 
cross-tabulation, and correlation analysis [12]. 

4   Findings and Discussion 

4.1   Organizations’ Profile 

The organizations that participated in the survey belonged to all industrial sectors, 
composing a mosaic that corresponds roughly to the Greek market proportions (Table 
4, Appendix). More than half of them occupied 51 – 500 employees, an indicator 
suggesting the popularity of ERP applications in SMEs. Moreover, almost 20% of 
respondents were Large Organizations, i.e. occupied more than 500 employees. As far 
as their annual turnover is concerned, almost the 60% of them surpass the limit of 
15m Euros. Moreover, the 64.5% of the organizations invest on ICT – on average – 
more than 2% of their turnover. Based on the European Information Technology 
Observatory [10], the average company in Greece invests about 1% of annual budget 
on ICT, an issue indicating that ERP adopters invest much more financial resources 
on ICTs as compared to industry average. Moreover, the aforementioned corollaries 
confirm the conclusion that, the majority of large organizations have already adopted 
ERP applications, and now is the time for SMEs [11]. This is also confirmed 
nowadays by the efforts of ERP providers to produce and deliver to the market 
products oriented in the needs of SMEs. Moreover, on 80% of those organizations, 
more than 40% of employees used a PC for their work, a number near the average use 
identified for white-collar workers in Europe [10]. 
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Last but not least, the organizations were asked to denote whether they belong to a 
multinational group. The 69% of them were national companies or belonged to a 
national group, an indicator that shows the trend of such organizations to adopt those 
modern information systems. 

4.2   Adoption and Implementation of the ERP Project 

In this section, major issues concerning the phases of planning and implementation of 
the ERP applications are examined. Specifically, we review in depth the issue of 
fragmentation of information, the motivations for adopting the ERP application and 
the corresponding realization of perceived benefits. Finally, issues of implementing 
the system and management of change will facilitate the reader to synthesize a rich 
picture of the ERP adoption context. 

4.2.1   Motivations for Adoption and Realization of Perceived Benefits 
The primary objective when adopting an enterprise application is to harmonize the 
technological imperatives with business priorities. Integration of stand-alone 
applications, automation of transactions, reengineering of processes, acquisition and 
retention of competitive advantage consist the primary components of the 
transformation of information management in organizations. 

The aforementioned issues analyzed further, and the corresponding motivations 
and their transformation to real benefits were defined and delivered to the sample, in 
order to identify which of those were the most critical. Moreover, the authors 
constructed a new metric, the “realization of perceived benefit”, which is the 
percentage of real benefits in terms of the pre-selected motivations. The results (Table 
5) are based on the answers of organizations that have adopted the ERP applications 
and were using it in practice. Some of them did not declare perceived benefits, 
possibly because it was too early for them, so the sample is constituted by 168 
organizations. 

First of all, organizations adopt ERP applications in order to support their daily 
operations in the operational level. Results indicated that the vast majority of them 
strive for automating their procedures and for integrating their applications (85.1%), 
achieve flexibility and completeness of information infrastructure (76.8%), 
improvements in access, use, consolidation (72%), standardization, and 
homogenization of information systems and infrastructures (61.3%). Obviously, these 
issues reveal deficiencies in the bottom line of the business pyramid, and necessitate 
immediate actions to be undertaken to solve the problem. 

Organizations also aspire to boost the middle level of the management hierarchy. 
In order to do that, they need the “right information in the right place”, i.e. 
consolidated reporting. Reduction of time required to produce financial close cycle 
reporting was rated with 61.3% (in contrast to 10% appeared in [8]), supporting the 
aforementioned statement. Moreover, they need to survive and succeed in the arising 
competitive environment, an issue that calls for improvements in business image 
(58.3%), and reducing several costs (personnel, inventory, procurement, etc.). Those 
corollaries mobilize the need for reengineering of processes (53%), which direct the 
investigation to more strategic objectives. 
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Strategic motivations contribute to the implementation of corporate strategy and 
business objectives. Improving relations with customers and suppliers, and adopting a 
new business model customized to contemporary needs were rated as significant from 
the studied organizations, but not as much as expected. Improvements in customer 
responsiveness was rated with 39.9%, in supply chain performance with 32.1% and 
adoption of new business model with only 28.6%. Those outcomes sensitized the 
researchers on the manner of use of the ERP applications. Although many IT 
managers view them as “strategic computing platforms” [24], Greek organizations 
tended to adopt them for tactical uses.  

In order to explore the aforementioned conjunction, the authors estimated the 
average percentage degree of benefit realization for each motivation category (Table 
1). Results indicated that strategic motivations were not very “popular”. Ratings are 
somewhat better in the case of managerial motivations. But, operational motivations 
are by far the most frequent realized after the adoption of the system (almost 75%). 
Moreover, the first five popular motivations are operational, whereas the first strategic 
one, was in the tenth place (Table 5). 

Table 1. Motivation categories and realization of each (n = 168) 

Motivation Category Average Percentage Average Realization 
Strategic 22.5 % 57.5 % 

Managerial 38.5 % 58.5 % 
Operational 54.6 % 74.7 % 

 

So, organizations operating in the Greek market, do not primarily adopt the ERP 
applications for strategic or managerial reasons, but in order to cover their operational 
needs. As data indicated, enterprise applications achieved this target. The paradox 
here is that, although ERP systems are sold as strategic systems, in Greek market they 
are used to cover operational needs, an issue that necessitates further investigation on 
local ERP practice. 

4.2.2   Fragmentation of Information Before the ERP 
Information infrastructure of Greek organizations was significantly fragmented as, the 
ERP applications replaced 1 – 5 legacy applications (72.4%) fully or partially isolated 
in the 71.1% of the sample (Table 6). The severity of the problem was also indicated 
by particular motivations for adoption, like the automation of procedures, integration 
of applications, and flexibility of information infrastructure, which were rated 
extremely high in the survey (Table 5). Those results were taken from organizations 
having already adopted and were using in practice an ERP application. The data 
demonstrated the existence of the problem, in a percentage between 32.1% - 85.1% 
(average: 61.2%).  

Those organizations were also asked to declare whether the problem was solved 
with the adoption of the ERP application. The corresponding realization for perceived 
benefits (for the aforementioned motivations) was fluctuating (for the aforementioned 
motivations) between 61.1% - 78.3% (average: 70.7%).   
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Therefore, arguably, the problem of fragmentation of information existed in a 
significant degree, and that it was solved – in a significant degree – with the adoption 
of enterprise resource planning applications. 

4.2.3   Implementing the System: Process Engineering and Reengineering 
Survey results indicated that the 20.5% of respondents made first a BPR project and 
then implemented the system. This result can be partially justified by the 
complication, extensive effort and risks of those projects [6, 13, 21]. The 60.3% of the 
studied organizations first selected the ERP software and then tried to take full 
advantage of its capabilities, in order to enhance business performance, and improve 
the way work is done. This approach is quite common as organizations acquire the 
system not only due to the offered functionalities of the systems, but also for the best 
practices they include. Finally, the 16.6% of them tried to bridge the current 
organization practices with the offered business scenarios. Although literature 
indicates the significance of process reengineering before ERP implementation, the 
practice points at taking full advantage of the capabilities offered by the ERP 
applications.  

A critical question arises here is, “which is the best of the three aforementioned 
approaches for ERP implementation”? The best way to answer it is to combine those 
three approaches with the success of the system, i.e. the realization of perceived 
benefits. Using correlation analysis, we found that business process reengineering 
contributed positively to the realization of reducing personnel costs, cash 
management, automation of procedures and integration of applications, process 
reengineering, flexibility and completeness of information infrastructure, and 
improvement in access, use, and consolidation of information, adoption of new 
business model, and improve of business image. On the other hand, bridging the gap 
through additional code development, contributed negatively to the feasibility of 
automation of procedures and integration of applications, process reengineering, 
improvement in access, use, and consolidation of information, improve customer 
responsiveness and supply chain performance. The analysis indicated for the 
organizations that first selected the ERP software and then tried to take full advantage 
of its capabilities that, it could operate negatively only in the implementation of a new 
business model. 

Furthermore, the authors estimated the average realization of perceived benefits for 
each of the approaches. In cases were a BPR had been led up the implementation 
process, the average realization metric reached the 82.3%. The corresponding 
percentage for the second approach was 66.9%, and for the third was 42.7%. Those 
results suggest first the need for business process reengineering before the adoption of 
an ERP application, and second, the significance of BPR for the success of the 
system. 

4.2.4   Change Management and ERP Adoption 
A common issue arising in the agenda of information systems adoption concerns the 
management of change, an issue belonging to the wider agenda of organizational 
change [4, 22]. Since ERP philosophy is process-based rather than function-based, its 
adoption is likely to bring disruptive organizational changes [14]. Introducing a new 
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information system can be also considered as a “tool” to operationalize the prescribed 
change [3]. Issues like resistance to change also occur in those circumstances for 
several reasons and many organizations try to implement their enterprise system as 
quickly as possible and with minimal organizational change [20]. The aforementioned 
issues necessitate the existence of a change management plan, which will facilitate the 
procedure of adoption and mitigate the impediments. 

Survey results indicated that only 18.3% of organizations considered change 
management as a criterion for selecting the consultants to implement the system, and 
only 18.8% used a change management plan to facilitate the adoption. Probably, the 
reason is allocated in the procedure of implementation as, in the 76.9% of 
organizations did not follow a business process reengineering route, which suggests 
an implementation route focusing on minimal disruption of the business status quo. 
Resistance to change was reported only by the 14.8% of the organizations.  

4.3   The Business Use of the ERP 

ERP systems are used to automate the information flow and to support the operation of 
business processes. Regardless of the managerial structure of an organization, the 
primary functions that the aforementioned systems are called to automate and integrate 
include management of financials, production, quality, sales and distribution, inventory, 
human resources, projects, services, cost accounting and auditing.  

Several organizations were viewing the adoption of the enterprise application as an 
ongoing process and, were operating in a complicated way (Table 2). Many of them 
had removed all previous systems and adopted fully the ERP (60%). Others, were 
using the ERP for some business functions, or both ERP and some previous 
applications for some other (21.1%). Some other were using the ERP for some 
functions and legacy applications for some other (13.5%). A small sample of them 
was also operating with a mix of the aforementioned infrastructures (4.9%). Finally, 
some of them denoted that they intended to enhance new functionalities to their ERP 
application soon.  

Table 2. Business Process Support (n = 185) 

Business Function Only ERP ERP and 
Legacy 

Only 
Legacy 

Forecasted 
Increase 

Financial Management 89.2 % 9.7 % 0.5 % 1.6 % 
Production Management 30.3 % 2.7 % 1.1 % 5.9 % 

Quality Management 8.6 % 2.2 % 2.2 % 5.4 % 
Sales & Distribution 71.4 % 9.2 % 2.2 % 3.2 % 

Inventory Management 67.0 % 3.8 % 1.6 % 7.0 % 
Human Resources Management 25.4 % 6.5 % 13.5 % 13.5 % 

Project Management 11.4 % 1.6 % 4.3 % 6.5 % 
Services Management 9.7 % 1.1 % 1.6 % 4.3 % 

Cost Accounting & Auditing 70.8 % 8.1 % 0.5 % 4.9 % 
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Financial management seems to be the first and most popular business function 
automated through an ERP system. Possibly this result can be attributed to the volume 
of financial data accrued and have to be manipulated by every organization. Secondly, 
sales, distribution, cost accounting and auditing appealed significantly for ERP 
support for organizations, as they focus on the satisfaction of customers and the 
creation of consolidated models and reports. The simultaneous use of ERP and legacy 
applications was under 10% for all functions, and can be interpreted as the linkage of 
ERPs with particular applications supporting very special needs of the respondents. 
Moreover, management of services and quality revealed to be the most unpopular 
functions automated both by an ERP or some legacy application, suggesting the 
immaturity of such practices in Greek organizations.  

Data analysis revealed also that automation of human resource management was 
the most non-integrated function in the organizations of the sample, indicating the 
need for reconsidering it the modern knowledge society [9], where people comprise a 
strategic resource. On the positive side, the market seems to realize the significance of 
this function which was voted as the first candidate for enhancement (13.5%) in the 
immediate future. 

Finally, 111 (almost 60%) organizations were using only the ERP to support their 
business functions, abolishing all legacy applications. Obviously, these organizations 
had understood the meaning of integration of information, and tried to take full 
advantage of the capabilities of ERP applications. 

4.4   The Second Wave 

Literature indicates that “going live is not the end of the journey” for ERP adoption 
[8]. Organizations obtain real benefits only after the implementation of the system, as 
time is needed for them to appear and be conceived by the users and the upper 
management, return-on-investment metrics have to be applied, and the new business 
model has to be operationalized efficiently and effectively. Following that, 
organizations usually enhance the system with more functionalities, reaching the 
phase of Onward and Upward [18]. 

The second wave (or onward and upward) phase has three stages [8]. In the 
stabilization phase, the organization tries to gain efficiencies from smooth-running 
ERP-enabled processes. In the second stage, i.e. synthesize, the organization tries to 
realize additional effectiveness from the better decision-making capabilities offered 
by the ERP. In the last stage of synergizing, the organization aims at acquiring new 
competencies, redefining business processes, and generally, achieving new, sweeping 
changes that primarily benefit it.  

Reviewing the results, it is more than obvious that organizations were undertaking 
actions concerning primary the first stage, and specifically improvement of processes 
and auditing, changes in information technology operations, and new functionalities. 
Estimating the average of each category, we discover that the average rating of 
actions undertaken in the stabilization phase is 53.5%, in the synthesizing phase is 
18.4%, and in the phase of synergize, the percentage reaches 19.3%. The result 
extracted is that, more than half of the organizations that had adopted by that time an 
ERP application, were trying to stabilize it and take the first advantages of it. 
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The second wave could be facilitated if organizations were talking actions towards 
this objective. These actions are presented under the phases of synthesize and 
synergize, and should be taken under consideration for the corporate strategic 
information planning. 

Table 3. Actions Undertaken by the Organizations after the ERP Implementation (n = 185) 

Stage Action Percentage 
Process Improvement 83.2 % 
Improve Auditing 55.7 % 
Changes in IT Operations 51.9 % 

Stabilize 

Performance Measurement 23.2 % 
New ERP Functionalities 38.9 % 
Data Warehouses 33 % 
Knowledge Management 16.2 % 
Electronic Data Interchange (EDI) 14.6 % 
Supply Chain Management (SCM) 11.9 % 
Electronic Commerce 11.8 % 
Customer Relationship Management (CRM) 11.4 % 

Synthesize 

Electronic Procurement 9.2 % 
Changes in Strategy concerning Products and Services 20.5 % 
Changes in Strategy concerning Suppliers and Distribution 19.5 % Synergize 
Changes in Strategy concerning Customers 17.8 % 

5   Conclusions 

The survey above comprises the first comprehensive attempt to scrutinize the 
adoption of ERP applications in the Greek market. Although a comparison with 
international studies on the aforementioned issues would be interesting, its 
presentation is beyond the scope of this paper. Organizations intending to adopt such 
a system will also find helpful the presented results, in order to conceive the real 
benefits that can be obtained with an ERP application, and avoid mistakes that can 
endanger the success of the effort. The first finding indicates that ERP systems 
dominate in the information infrastructure of large organizations. The SMEs’ market 
currently seems to be the most appealing and growing “arena” for ERP providers. 
Possibly, the solution of ASP provision could facilitate their penetration to SMEs. 

In this study we found that the reengineering of business processes before the 
adoption of the ERP system contributes positively to desirable outcomes for 
organizations. Although this effort is quite difficult, assuming and requires a 
comprehensive and systematic planning, it becomes imperative for organizations in 
order to improve their internal operations and become competitive and innovative 
with their customers and suppliers. Organizations that try to bridge the gap between 
current business processes and predefined ERP business scenarios with additional 
code development, endanger the realization of the motivations to adopt, and the 
success of the system. Moreover, they become unable to take advantage of future 
releases of the system, which are delivered from the manufacturers of the systems in a 
frequent basis. 
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Furthermore, the ERP applications appeared to solve the problem of information 
fragmentation, which was experienced by many Greek organizations. To a great 
extent, they were successful in this objective, operating either only with the ERP or 
“in a mix”. Moreover, those organizations primarily use their newly acquired ERP 
applications for supporting their operational needs, a fact consistent with a “first 
wave” of ERP adoption. Malfunctions in the bottom line are obvious and raise 
immediate actions, which ERPs are called to support. Although ERP systems are sold 
as strategic systems by their providers, Greek organizations use them in a limited 
manner, loosing the opportunity to take advantage of their strategic capabilities.  

However, the aforementioned systems offered a lot to the organizations that adopted 
them. Multiple information systems loosely interfaced and containing the same data 
elements were eliminated to a great extent. Data in different systems often inconsistent 
was replaced with consolidated information kept in unique databases. ERPs used in 
practice now, cover all the major functions of Greek enterprises, while dominant use is 
in the areas of data processing concerning the internal financial operation, the 
management of the relation with customers and suppliers, and business planning. 
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Appendix 

Table 4. Responded Profile by Industry Sector (n = 229) 

Industrial Sector Percentage  Industrial Sector Percentage 
Manufacturing 37.5 %  Banking and Financial 5.7 % 

Trade 34.1 %  Construction 3.5 % 
Services 16.6 %  Other 8.3 % 

ICT 6.6 %    

Table 5. Motivations for ERP Adoption, Perceived Benefits, and Degree of Realization of 
Benefits (n = 168) 

  
Motivations for Adoption 

Perceived 
as 

Motivation 

Perceived 
as 

Real Benefit 

Degree of 
Benefit 

Realization 
Improve customer responsiveness 39.9 % 25 % 62.7 % 
Improve supply chain performance 32.1 % 19.6 % 61.1 % 
Adoption of new business model 28.6 % 18.5 % 64.6 % 
Adoption from partners 6.5 % 3.6 % 54.5 % S

tr
at

eg
ic

 

Adoption from competitors 5.4 % 2.4 % 44.4 % 
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Motivations for Adoption (c’td) 

Perceived 
as 

Motivation 

Perceived 
as 

Real Benefit 

Degree of 
Benefit 

Realization 
Reduction of time to produce 
financial close cycle report 

61.3 % 41.7 % 68 % 

Improve business image 58.3 % 41.1 % 70.4 % 
Process reengineering 53 % 38.7 % 73 % 
Reduce personnel costs 43.5 % 23.2 % 53.4 % 
Improve cash management 36.9 % 22 % 59.7 % 
Reduce inventory costs 33.3 % 17.9 % 53.6 % 
Organization / products / services / 
processes expansion 

33.9 % 19.6 % 57.9 % 

Reduce procurement costs 27.4 % 13.1 % 47.8 % 
Reduce data costs 23.2 % 11.9 % 51.3 % 

M
an

ag
er

ia
l 

New cooperation / takeover / merging 
support  

14.3 % 7.1 % 50 % 

Automation of procedures, integration 
of application 

85.1 % 66.7 % 78.3 % 

Flexibility and completeness of 
information infrastructure 

76.8 % 56 % 72.9 % 

Improvement in access, use and 
consolidation of information 

72 % 53.6 % 74.4 % 

Standardization and homogenization 
of information systems and 
infrastructures 

61.3 % 47.6 % 77.7 % 

Prospective integration to stock 
market 

18.5 % 10.7 % 58.1 % 

O
pe

ra
ti

on
al

 

Loosing support from previous 
software provider 

13.7 % 11.9 % 87 % 

 Other 4.2 % 2.4 % 57.1 % 

Table 6. Number and Type of Legacy Applications Replaced by the ERP (n = 185) 

Number Percentage  Type Percentage 
none   4.9 %  
1 – 5 72.4 %  

Legacy applications partially 
integrated 

40.0 % 

5 – 10 10.8 %  Legacy applications fully integrated 34.6 % 
10 – 15   4.9 %  Legacy stand-alone applications 33.0 % 
15 – 20   1.1 %  Other   3.2 % 
> 20   4.3 %    
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Abstract. This paper focuses on the supply-chain opportunities provided by 
emerging wireless and mobile commerce technologies coupled with automatic 
product identification technologies (RFID) as well as collaborative environ-
ments for sharing information. Speed and visibility have become supply chain 
imperatives and it is foreseen that the above technologies will transform the 
supply chain, delivering multiple benefits, such as improved on-self availability 
and customer service, reduced losses and theft, improved inventory, traceabil-
ity, warehouse/ back-room, and shelf management. The paper identifies the four 
major supply chain transformations: sharing information to collaborate, auto-
matic identification of individual items (RFID), product and consumer safety 
with traceability, and consumer value management (CVM). On these four as-
pects of S.C. transformations it identifies emerging electronic services with ex-
amples from the consumer goods industry. 

1   Introduction 

The advent of e-business has created several challenges and opportunities in the sup-
ply chain environment. The Internet has made it easier to share information among 
supply chain partners and the current trend is to try to leverage the benefits obtained 
through information sharing across the supply chain to improve operational perform-
ance, customer service, and solution development [1]. Depicting this trend on a con-
tinuum, we see companies moving from information sharing and coordination to 
knowledge sharing and advanced collaboration practices.  

Furthermore, the emergence of new technologies, such as automatic product identi-
fication (RFID), is expected to revolutionize many of the supply chain operations, 
affecting both intra- and inter-company processes. This technology represents a great 
opportunity for cost-reduction and improved service levels, while the expected bene-
fits are to grow substantially if its scope of implementation is extended from internal 
warehouse and distribution processes to supply-chain processes involving collaborat-
ing partners. 

At the same time there is a clear turn and focus on the customer, on increasing con-
sumer value and ultimately on building consumer enthusiasm. This turn has been 
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expressed through various strategies and activities, such as the increasing concern for 
food and consumer safety, the development of advanced shopping environments capi-
talizing on new technological capabilities and pervasive computing, and the prolifera-
tion of several electronic service offerings through such disperse environments as the 
Web, the mobile, and digital interactive television. 

The above trends represent major forces that are expected to revolutionize the sup-
ply chains of the future. In this paper we analyze each of these trends, summarizing 
the current developments in each area and potential benefits but also the open issues 
and risks associated with their deployment.  

In section two of the paper we discuss supply chain collaboration practices and 
underlying technologies. In section three we summarize the characteristics of 
RFID technology, its impact on retail and supply chain management as well as its 
potential to enhance collaboration. In section four we refer to the concept of trace-
ability, which imposes the consumer safety imperative on supply chain operations, 
and comment on how the technology of RFID can support its efficient implementa-
tion. In section five we introduce the term consumer value management (CVM) 
and refer to some cases of electronic services delivered through various electronic 
media that enhance the consumer shopping experience with the ultimate objective 
to build consumer enthusiasm. 

2   Sharing Information to Collaborate 

Since the early 1990s, there has been a growing understanding that supply chain man-
agement should be built around the integration of trading partners. Bowersox et al. [2] 
state that firms collaborate in the sense of “leveraging benefits to achieve common 
goals”. Anthony [3] suggests that supply chain collaboration occurs when “two or 
more companies share the responsibility of exchanging common planning, manage-
ment, execution, and performance measurement information”. He goes further sug-
gesting that “collaborative relationships transform how information is shared between 
companies and drive change to the underlying business processes”. Research carried 
out by Andersen Consulting, Stanford University, Northwestern University, and 
INSEAD, as reported in Anderson and Lee [4], recommends that industry participants 
“collaborate on planning and execution” of supply chain strategy to achieve a “syn-
chronized supply chain”. 

Some scholars suggest using the term demand chain management (DCM) instead 
of supply-chain management (SCM). This puts emphasis on the needs of the market 
and designing the chain to satisfy these needs, instead of starting with the sup-
plier/manufacturer and working forward. The main stimulus behind this has been the 
shift in power away from the supplier towards the customer [5]. 

In retailing, supply-chain collaboration has taken the form of practices such as 
Continuous Replenishment Program (CRP), Vendor Managed Inventory (VMI) and 
Collaborative Planning, Forecasting and Replenishment (CPFR). VMI is a technique 
developed in the mid 1980s, whereby the manufacturer (supplier) has the sole respon-
sibility for managing the customer’s inventory policy, including the replenishment 
process, based on the variation of stock level in the customer’s main warehouse or 
distribution centre [6]. VMI is probably the first trust-based business link between 
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suppliers and customers. CRP moves one step ahead of VMI and reveals demand 
from the retailers’ stores. The inventory policy is then based on the sales forecast, 
built from historical demand data and no longer purely based on the variations of 
inventory levels at the customers’ main stock-holding facility. 

Collaborative Planning, Forecasting and Replenishment (CPFR) can be seen as an 
evolution from VMI and CRP, addressing not only replenishment but also joint de-
mand forecasting and promotions planning, focusing on promotions and special-line 
items. CPFR is based on extended information sharing between retailer and supplier, 
including point-of-sales (POS) data, forecasts and promotion plans.  

Pramatari et al. [7] provide a framework for classifying the various CPFR initia-
tives undertaken to date, by examining the implementation scope of CPFR across the 
axes of place, product, time and extent of information sharing. This classification 
shows that the focus of the various CPFR projects reported is around the replenish-
ment of the retailer’s distribution centre. These projects deal with promotion items 
and new introductions, rather than regular line products, while the information shared 
is POS data (mainly electronically) and promotion plans. They also refer mainly to 
mid/long-term replenishment planning and not to the day-to-day replenishment in the 
store. However, Holmström et al. [8] suggest that collaborative planning will only be 
successful if it involves very little extra work for the retailers. Collaborative planning 
cannot just be a solution between close partners. The goal must be solutions that en-
able mass collaboration in order to obtain economies of scale. 

Pramatari et al. [7] further suggest a new form of CPFR, which they name Proc-
ess of Collaborative Store Ordering (PCSO), addressing the daily store replenish-
ment process. This process is supported by special Internet-based IT infrastructure 
(collaborative platform) allowing the daily online sharing of store-level informa-
tion (e.g. POS sales data, store assortments, stock-level in the store, promotion 
activities, out-of-shelf alerts, etc), the sales forecasting and order generation, the 
online collaboration of the trading partners, and finally the order exchange and 
order status tracking.  

Based on these short descriptions, VMI and CRP address more the supply-chain 
collaboration, whereas CPFR puts more emphasis on the demand side. What makes 
the distinction in the evolution path followed by these collaboration practices is the 
amount of information exchanged between the trading partners and the process(es) 
enabled by this information sharing. In the traditional ordering process, retailers pro-
vided manufacturers with only data on quantities of goods required once a week 
(through ordering). VMI/CRP and CPFR dramatically increase the total volume of 
information transmitted between retailers and suppliers. Pramatari et al. [9] summa-
rize the evolution in information exchange from pure ordering to CPFR and the un-
derlying technology supporting the exchange of information and collaboration be-
tween the trading partners. 

3   Automatic Identification of Individual Items (RFID) 

Radio-Frequency Identification Technology (RFID) falls under the umbrella of 
Automatic Identification (Auto-ID) technologies along with technologies such as 
magnetic stripe, smart cards, voice data entry, touch memory and so on [10]. RFID 
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technology has been extensively used for a diversity of applications ranging from 
access control systems to airport baggage handling, livestock management systems, 
automated toll collection systems, theft-prevention systems, electronic payment sys-
tems, and automated production systems. Nevertheless, recent advances have made 
possible the identification of consumer products using RFID.  

Traditionally, the retail sector uses barcodes as the main identifier for cases, 
pallets and products. Today, over 5 billion products are scanned everyday in 141 
countries. Whilst it is clear to retailers and manufacturers that the barcode’s rele-
vance and importance to the industry will remain for years ahead, many in the 
industry are now looking to the business case of RFID as the “next generation of 
barcode”. 

The identification is done by storing a serial number, and perhaps other informa-
tion, on a microchip that is attached to an antenna. This bundle is called an RFID tag. 
The antenna enables the chip to transmit the identification information to a reader. 
The reader converts the radio waves reflected back from the RFID tag into digital 
information that can be passed on to an enterprise information system. RFID technol-
ogy has two main advantages. Firstly, it does not require line-of-sight for a tag to be 
read, contrast to barcode. Secondly, a tag may carry much more information than a 
barcode, thus enabling the identification of each individual product instance rather 
than product type. 

EPCglobal, which replaced Auto-ID Centre in 2003, sets the standards for imple-
menting RFID technology in the supply chain. These include frequency transmission, 
software compatibility, data communication and system integration. Moreover, recent 
EAN-UCC standardization developments in the field of RFID have set specific stan-
dard in the format of EPC [11]. EPC (Electronic Product Code) is a globally unique 
serial number that uniquely identifies each product and may include other numbers 
that support information regarding the producer, supplier and the type of product. 
EPCglobal suggests an architecture in which unique product code observation data are 
available globally through a distributed information service structure. Thus, every 
company can ask information about a specific product code from the appropriate 
company that holds this information. 

The prospects of RFID have attracted the attention of large retailers and suppliers. 
Over the past few years, we have witnessed several initiatives in the retail sector that 
have tried to field-test RFID in different application areas; Metro has launched the 
‘store-of-the-future’ initiative in Rheinberg, Germany, a converted traditional super-
market that uses RFID technology as a means to enhance the shoppers’ experience 
during their visit to the retail outlet [12]. As another example, Gillette investigated the 
potential of RFID in store management focusing on the elimination of out-of-shelf 
conditions [13]. The increased interest of the retail sector in the RFID technology can 
also be depicted from Wal-Mart’s decision to have its top 100 suppliers to begin ship-
ping tagged pallets and cases by January 2006 [14]. 

RFID can thus enhance core supply and demand chain management operations, 
ranging from the upstream to the downstream side. Figure 1 illustrates the different 
classes of RFID-enhanced applications [9]. 
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Fig. 1. A taxonomy of different classes of RFID-enhanced applications 

The prospective RFID-enhanced applications are classified across two axes: The 
first axis spans across the value chain, from the upstream side (referring to applica-
tions targeted to the supplier and intermediate distribution centers), down to the retail 
outlet, and finally, the end consumer. The second axis refers to the perceived value of 
the individual application for the interested stakeholder. This value derives from the 
nature of the application and its perceived benefits; high value applications introduce 
totally new means to operate a particular process resulting, in most cases, to increased 
business effectiveness; low value applications simply automate or provide an alterna-
tive means to conduct a particular operation. 

Agarwal [10] gives a good insight in the potential benefits that rise with RFID use, 
including stock reduction, reduced labor costs and mass customization. However, the 
full benefits of RFID will be achieved only when all firms within a supply chain im-
plement the technology.  

Moreover, RFID solutions need be integrated with the existing back-end infrastruc-
tures of retailers and suppliers and this requires significant overhead, especially if we 
take into account that such infrastructures have been developed incrementally over a 
rather long period of time and thus their current architectures have been evolved 
rather than designed. Still, this integration represents the initial phase for the retail 
sector in order to benefit from the rich information provided by RFID. In this phase, 
companies investing in RFID systems will reap the expected benefits by creating 
proprietary systems owned and controlled solely by them. 

The second phase will require the creation of the necessary infrastructures that sup-
port information sharing and collaboration among the retail value chain. While the 
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Internet has provided new means for retailers and suppliers to collaborate and share 
information using dedicated platforms, we argue that RFID will significantly enhance 
the depth and quality of the information exchanged over such collaborative platforms, 
leading to smarter forms of collaboration [9]. Indeed, the capability to know on a real-
time basis the current stock level at the warehouse or the shelf will lead to gradually 
eliminating out-of-stock and out-of-shelf situations. Similarly, tracking a product 
along the supply chain on a real-time basis, even within the retail outlet, will enable 
suppliers to effectively manage replenishment and product recalls, have better fore-
casting accuracy and provide more tailor-made promotional plans. Ultimately, RFID 
technology can generate ‘intelligent’ supply and demand chains where the product 
instead of the end user triggers the business process. 

4   Product and Consumer Safety with Traceability 

Food crises in the last decade have had a great impact on food industry. Food defi-
ciencies have led not only to contamination but also in some cases even to death. BSE 
crisis and dioxin crisis in the 1990s are the most striking examples of the above. As a 
consequence, food sales drop dramatically; pointing out the vulnerability of food 
industry upon food quality and how poor quality may affect not only the consumer’s 
physical health, but the business’s commercial health as well [15].  

A survey (October 2000) by the UK Food Standard Agency showed that 75% of 
consumers are concerned about food safety. The restoration of consumer confidence 
is a major challenge for food industry [16]. Moreover, retailers have invested heavily 
in the establishment of quality departments and demand from their suppliers to do the 
same. On top of these, the EU has edited a series of directives and regulations (most 
recent 2001/95/EC & 178/2002) regarding food quality assurance and traceability 
issues. All these indicate that there is an imperative need for food quality across the 
supply chain, which partly relies on physical traceability throughout the chain.  

A generic definition for traceability is given by ISO [17]: Traceability is the ability 
to trace the history, application or location of an entity, by means of recorded identifi-
cations. Van Dorp [18] provides an extended list of definitions on traceability, point-
ing out that the differences between them derive from the different type of activities 
that are included and the organizational context in which they are performed.  

Product traceability can be distinguished in two types, according to the direction in 
which information is recalled in the chain. Backward traceability [15], or tracing, is 
the ability, at every point of the supply chain, to find origin and characteristics of a 
product from one or several given criteria. Forward traceability, or tracking, is the 
ability, at every point of the supply chain, to find the localization of products from 
one or several given criteria. It is important for an information system to support both 
the above types of traceability, as the effectiveness for one type does not necessarily 
imply the effectiveness for the other.  

The business scope at which tracking and tracing take place can further distinguish 
traceability in external or supply chain traceability and internal. Indeed, as Moe [19] 
remarks, traceability is the ability to track a product batch and its history through the 
whole, or part, of a production chain from harvest through transport, storage, process-
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ing, distribution and sales or internally in one of the steps in the chain. The former 
refers to chain traceability while the latter refers to internal traceability.  

The emerging technology of RFID raises great potentials for effective and efficient 
traceability system design. Wireless data acquisition can lead to high quality location 
information, which can be utilized for traceability purposes using the appropriate 
information infrastructure. This information can be obtained at significantly reduced 
labor costs and with small changes in the enterprise’s business processes [20].  

Table 2. RFID potential in meeting traceability requirements 

Traceability Requirement  RFID Potential 

Item Identification 
Effective unique identification of traceable units. 
Potentially provision of extra information about 
the product. 

Bill of Lots Recording 
Automatic detection and identification of lots used 
in a specific batch production, using wireless iden-
tification 

Operation Recording 
Automatic detection and identification of batches 
that are subject to specific operations and hosted in 
specific capacity units 

Item Observation/  
Data capture 

Effective and efficient item observation with re-
duced labor costs 

Traceability data communi-
cation 

Efficient data capture and information sharing with 
minor investment through the EPC infrastructure 

 

Existing traceability systems implement identification in batch/lot level. The iden-
tification is done using either barcode EAN-UCC 128 or more informal non-
standardized numbering. Traceability based on lot numbering creates a serious prob-
lem: each partner in the chain must synchronize his data to comply with the identifi-
cation applied by the lot producer. Only if all partners in the chain synchronize their 
data is traceability feasible. Applying RFID tags on the packages (either cases or 
pallets) of each lot can solve this problem. All chain partners can use the EPC for 
identification with no fear for data inconsistency. Thus, no data synchronization is 
required.  

With respect to the means of identification, the use of barcode requires significant 
labor costs, as each item should be scanned in a line-of-sight range. The costs depend 
on the level of the identification that the barcode is applied, i.e. identification at case 
level includes more costs than that at pallet level. RFID technology provides an effi-
cient way for identification. Several hundred RFID tags can be read in a second with 
no need for line-of-sight, using radio waves. As a consequence, items can be easily 
identified with no special requirements in business processes (product counting, scan-
ning etc.).  

Moreover, by establishing an RFID-reader and simple EPC information system at 
every node in a supply network, unique product identification and location informa-
tion can be efficiently communicated among supply chain partners with no need for 
integration with internal information systems. This fact significantly reduces the cost 
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and risk associated with system integration and data synchronization, making RFID 
the best candidate for implementing traceability across a complex supply network 
with various partners involved [20]. 

Table 2 summarizes the potential of RFID technology in meeting traceability re-
quirements. 

5   Consumer Value Management 

Value traditionally refers to a preferential judgment like an interactive, relativistic 
preference experience, whereas values refer to the criteria by which such preferential 
judgments are made [21]. Values, in this way, become deeply held and enduring be-
liefs, while value results as a trade-off of, for example, benefits and sacrifices associ-
ated with a particular good or service [21].  

In Roland Berger [22], Consumer Value is defined as ‘providing functional and 
emotional benefits tailored to the individual needs of consumers that continuously 
enhance overall experience of life’. In the same report, co-innovation and co-
revolution are discussed as strategic levers towards delivering increased consumer 
value. Co-innovation implies cooperation of several partners with the joint objective 
of bringing about substantial growth to a market by collaborating across the innova-
tion process. Co-revolution implies the involvement of internal and external partners 
in the management of relevant parts of the value chain in order to achieve broader 
growth opportunities at reduced costs for all partners. Furthermore, the report sug-
gests three areas in which excellence in implementation has to be secured:  employee 
enthusiasm, business transformation and in-store implementation. 

In the marketing literature we find consumer value management as the strategy to 
guide consumers to the ultimate level of consumer commitment: from consumer satis-
faction, where the company understands and satisfies the most important consumer 
expectations, to consumer loyalty, where consumers trust the company’s offers and a 
continuous relationship between the consumer and the company’s offer is established, 
and ultimately to consumer enthusiasm, the state where the company surprises the 
consumers by anticipating or creating new – also unarticulated – needs and desires. In 
this latter case, consumers have a strong emotional link with the company’s offer, 
which becomes part of their lives.  

On the other hand, there is a growing discussion on the increased complexity of the 
shopping environment and that understanding people’s complicated lives is a critical 
business issue [23]. According to Wilmott [23], retailers need to actually deliver in 
terms of a shopping experience that is both easy, helpful and an enjoyable experience, 
whereas Scandroglio [24] stresses simplicity as a new consumer need.  

Thus, user-friendly technologies helping consumers overcome frustrations, offer-
ing an experience (rather than shopping) trip and provide personalized services at 
store and home become critical. Services designed to enhance the physical product 
offer are becoming a key, differentiating factor with huge growth potential as retailers 
seek to create solution-driven concepts. 

MyGROCER, a European project in which Procter & Gamble and the Greek su-
permarket retail chain ATLANTIC participated, investigated the potential of RFID to 
the downstream environment and in particular its effect on the traditional shopping 
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experience [25]. This was supported through an intelligent shopping cart equipped 
with a display device and an RFID sensor capable of scanning the contents of the cart. 
Shoppers could use their loyalty card to log in the system and receive the following 
facilitating services [25]:  

• continuous monitoring of the products that are currently in their shopping cart 
along with their cumulative value;  

• a reminding list of products they wish to purchase during their shopping visit;  
• a list of all available promotions; 
• fully personalized based on their shopping behavior and past consumption patterns;  
• display of valuable information for each product (such as nutritional value, recipes 

and so on) complementing or even extending the information available on the 
product packaging;  

• and advanced navigation capabilities.  
 
The same project included a home replenishment scenario based on RFID technol-

ogy and an on-the-move shopping scenario based on mobile technology. Roussos et 
al. [26] describe the above consumer shopping experience using the term “retailtain-
ment experience”. Such a system transforms grocery shopping into a retailing enter-
tainment. Hence, the design of systems and supporting appliances alike, should be 
approached from the point of view of entertainment service provision [26].  

Apart from in-store shopping, consumer value management has to deal with an in-
creasing number of channel alternatives. These channels are not limited to off-line 
catalogues or web-based electronic stores but include mobile and digital interactive 
television environments as well. In this context retailers and suppliers need to under-
stand the specific relationship between the utilitarian values consumers derive from 
each channel in order to define and synchronize multiple, complementary channel 
strategies. These channels change both the consumer experience but also the supply 
chain relationships and structures. Furthermore, these channels represent opportuni-
ties for new revenue streams and emerging business models [27].  

6   Conclusions 

In this paper we have highlighted what we characterize as the four major supply chain 
transformations currently: sharing information to collaborate, automatic identification 
of individual items (RFID), product and consumer safety with traceability, and con-
sumer value management (CVM). These transformations represent the emerging 
trends, challenges and opportunities in the retail industry, under the perspective of the 
changing consumer and business behavioral patterns, the reconfiguration of intra and 
inter-organizational relationships and the evolving technological capabilities [28].  

Our objective has not been to give a thorough analysis of the research and devel-
opment in each of these areas but, on the contrary, to give an overall view and attract 
academic and business interest on the emerging techniques and technologies for sup-
ply chain management and collaboration, as well as on the emerging relationships  
and the electronic transformations governing multi-channel retailing. Each of these 
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transformations represents a vast area of research that should be approached from 
various academic perspectives and disciplines.  

The application of the latest technological inventions to enthuse consumers through 
accurate targeting along with the identification of the potential of the new technolo-
gies, processes and strategies for transforming the supply chain are expected to be a 
major stream of research and business development in the years to come [28]. We 
hope that the work presented in this paper has provided some basic insight towards 
this direction. 

References 

1. Swaminathan, J.M., Tayur, S.R.: Models for Supply Chains in E-Business. Management 
Science, 49 (2003) 1387-1406. 

2. Bowersox, D.J., Closs, D.J., Stank, T.P.: Ten mega-trends that will revolutionize supply 
chain logistics. Journal of Business Logistics, 21 (2000) 1-16. 

3. Anthony, T.: Supply chain collaboration: success in the new Internet economy, Achieving 
Supply Chain Excellence Through Technology, Montgomery Research Inc (2000) 241-44. 

4. Anderson, D.L., Lee, H. (1999) Synchronised supply chains: the new frontier, 112-21, 
Achieving Supply Chain Excellence Through Technology, Montgomery Research Inc.,  

5. Soliman, F., Youssef, M. (2001). The impact of some recent developments in e-business 
on the management of next generation manufacturing. International Journal of Operations 
and Production Management, Vol. 21, pp. 538-564. 

6. Cooke, J.A. (1998). VMI: very mixed impact?. Logistics Management Distribution Report, 
Vol. 37, No. 12, pp. 51.  

7. Pramatari, K., Papakiriakopoulos, D., Poulymenakou, A., Doukidis, G.I. (2002) New 
forms of CPFR. The ECR Journal-International Commerce Review, Vol. 2, No. 2, pp. 38-
43. 

8. Holmstrom, J. Framling, K. Kaipia, R. and Saranen, J (2002) "Collaborative planning fore-
casting and replenishment: new solutions needed for mass collaboration", Supply Chain 
Management: An International Journal Vol 7. No 3. pp. 136-145 

9. Pramatari, K.C., Doukidis, G.I., Kourouthanassis, P. (2005). Towards ‘smarter’ supply and 
demand-chain collaboration practices enabled by RFID technology. In Vervest P., Van 
Heck E., Preiss K. and Pau L.F, (Eds.), Smart Business Networks, Springer Verlag (ISBN: 
3-540-22840-3). 

10. Agarwal, V. (2001). Assessing the benefits of Auto-ID Technology in the Consumer 
Goods Industry, Auto-ID Centre. Available online at: www.epcglobalinc.org 

11. ECR. (2004). ECR - Using Traceability in the Supply Chain to meet Consumer Safety Ex-
pectations: ECR Europe. 

12. Wolfram, G., Scharr, U., and Kammerer, K. (2004). RFID: Can we realise its full poten-
tial?. The ECR Journal, Vol. 3, No. 2, pp. 17-29. 

13. Cantwell, D. (2003). RFID Real World Applications: The case of Gillette. GCI Intelligent 
Tagging Working Group, Berlin 2003. 

14. Roberti, M. (2004). Wal-Mart Begins RFID Rollout. RFID Journal. 
15. Jansen-Vullers, M. H., van Dorp, C. A., & Beulens, A. J. M. (2003). Managing traceability 

information in manufacture. International Journal of Information Management, 23, 395-413. 
16. Viaene, J., & Verbeke, W. (1998). Traceability as a key instrument towards supply chain 

and quality management in the Belgian poultry meat chain. Supply Chain Management, 
3(3), 139-141. 



 Supply Chains of the Future and Emerging Consumer-Based Electronic Services 581 

17. ISO, E. S. (1995). EN ISO 8492.1995. European Committee for Standardization, Point 
3.16. 

18. van Dorp, K. J. (2002). Tracking and Tracing: a structure for development and contempo-
rary practices. Logistics Information Management, 15(1), 24-33. 

19. Moe, T. (1998). Perspectives on traceability in food manufacture. Trends in Food Science 
and Technology, 9, 211-214. 

20. Kelepouris, T., Pramatari, K. (2005) An information infrastructure for rfid-enabled trace-
ability. WP 2005-003, Eltrun Working Paper Series, 2005. Available online at: 
www.eltrun.gr. 

21. Holbrook, M. B. (1994). The nature of customer value. In R. T. Rust, & R. L. Oliver 
(Eds.), Service quality: New directions in theory and practice (pp. 21–71). Thousand Oaks, 
CA7 Sage Publications. 

22. Roland Berger (1999) How to implement Consumer Enthusiasm Strategic Consumer 
Value Management, ECR Europe Publications, www.ecrnet.org 

23. Willmott, M. (2004) Too much of a good thing? The ECR Journal – International Com-
merce Review, Vol. 4, No. 1, pp. 19-25 

24. Scandroglio, G. (2004) Do we really need 10 varieties of salt? The ECR Journal – Interna-
tional Commerce Review, Vol. 4, No. 1, pp. 19-25 

25. Kourouthanassis, P., and Roussos, G. (2002). Developing Consumer-Friendly Pervasive 
Retail Systems. IEEE Pervasive Computing, Vol. 2, No. 2, pp. 32-39. 

26. Roussos, G., Kourouthanassis, P., and Moussouri, T. (2003). Appliance Design for Mobile 
Commerce and Retailtainment. Personal and Ubiquitous Computing, Vol. 7, No. 3-4, pp. 
203-209. 

27. Pramatari, K.C., Mylonopoulos, N., Papakiriakopoulos, D, Lekakos, G. (2000) Personal-
ised Interactive TV Advertising: The iMEDIA Business Model. Electronic Markets Jour-
nal, Vol. 11, No. 1, pp. 17-25. 

28. Doukidis, G. and Vrechopoulos, A.P. (2005) (Eds.), Consumer Driven Electronic Trans-
formation, Springer Verlag (ISBN: 3-540-22611-7). 

 



 

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 582 – 588, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

A Quantum Computer Architecture Based on 
Semiconductor Recombination Statistics 

D. Ntalaperas1,2, K. Theodoropoulos1, A.Tsakalidis1,2, and N.Konofaos1 

1 Computer Engineering and Informatics Dept., University of Patras, Patras, Greece 
2 Research Academic Computer Technology Institute, Riga Feraiou 61, Patras, 

Greece 
nkonofao@ceid.upatras.gr  

Abstract. A new architecture for the practical implementation of a quantum 
computer is presented in this paper. The architecture makes use of the 
recombination statistics that govern semiconductor devices and I particular 
quantum phenomena occurring inside the forbidden gap of a semiconductor 
filled with a controlled amount of impurities. The occupation of a single trap by 
an electron is used for the representation of the qubit, whereas illuminating 
techniques are used for the controlled transition of the electrons between gap 
levels. The way these transitions correspond to the logical equivalent of 
quantum gates is being demonstrated by the implementation of the quantum 
Controlled-NOT (CNOT) gate. Measuring techniques of the final computational 
outcome based on macroscopic properties of a semiconductor are discussed. 

The above techniques are then combined for the design of a quantum circuit, 
which implements the Shor’s factoring algorithm. The physical model for the 
interconnection of quantum gates scaled to a full quantum computer is given 
along with the design of the algorithm. Finally, some error estimations are 
given together with some proposed mechanisms to reduce this error to 
acceptable levels using known quantum error correction techniques. 

Keywords: Quantum computer, qubit, CNOT gate, semiconductor traps, Shor’s 
algorithm. 

1   Introduction 

Quantum Computers are known for their capability to solve specific computational 
tasks faster than their computational counterparts. The physical development of a 
quantum computer still remains an open challenge despite many efforts up to date [1]. 
Quantum computers are also seem to be a necessity, if  the Moore ‘s Law is still to be 
valid. Various implementation models for a Quantum Computer have been proposed 
[1].  Most of them take the representation of the quantum bit (or qubit) to be a two 
level quantum observable of some system, such as the spin of an electron or that of an 
atom nuclei. In most of them, there is a one-to-one correspondence between the 
quantum system and the qubit, i.e. each two level physical system corresponds to a 
single qubit. Recentluy, new techniques have been proposed, such as Nuclear 
Magnetic Resonance (NMR) in which the single qubit is represented by an averaging 
process over a collection of two level systems [1] but also quantum systems based on 
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well known phenomena appearing at semiconductor devices have also been 
considered [2 and references therein]. 

In this paper a new mechanism for the development of a quantum computer is 
being proposed. This mechanism is based on the physical properties of 
semiconductors, and in particular on the phenomena governing the energy gap of a 
semiconductor filled with impurities [3]. This work follows the results of previous 
efforts on the use of the properties of the energy levels existing within the 
semiconductors forbidden energy gap which are called traps [4,5].  

In order to present a full picture of the proposed quantum computer architecture, 
five consecutive steps are followed and they include: a) The representation of the 
quantum bit in terms of traps being occupied by electrons, b) a description on the way 
the response of the states to external signals is equivalent to a quantum computational 
gate (notably to the  physical mechanism for implementing the Controlled–Not gate, 
c) the formation of a quantum circuit through the interconnection of single quantum 
gates, d) a demonstration on how such techniques can be combined in order to 
perform a known quantum algorithm and finally, e) the development of the 
initialization and measuring mechanisms for the model. 

2   The Qubit Representation 

The quantum bit (or qubit) representation in this model is derived from the different 
trap levels existing within the semiconductor forbidden gap. It results from Pauli’s 
Exclusion Principle, that predicts that each trap can be occupied by at most one 
electron. This fact is being exploited so that an unambiguous qubit representation can 
be defined. In particular, two adjacent traps are being used, thus the computational 
base is a four state base, instead of a two state one [5]. This can be demonstrated by 
considering the four possible states, regarding the occupation by electrons and it is 
depicted in figure 1 where two adjacent traps appear and their state of occupation 
reflects the four state basis.  

These four states are mutually exclusive, therefore they can be used as the 
eigenstates of the observable Q, defined as the observable corresponding to the 
outcome of the measurement corresponding to the occupation of two adjacent traps. 
The set of the four states also forms a complete set, since they constitute the only 
possible outcomes. Therefore, a correspondence between the physical states and the 
quantum computational basis can be made. 

Having four possible quantum states the computational set consists of the elements 
{|00>, |01>, |10>, |11>}. The correspondence between physical and computational 
states is then defined to be: 

 
State 1  |00> 

 State 2  |10> 
 State 3  |11> 
 State 4  |01> 
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  The computational bases which have one (1) as their first element correspond to 
physical states which have exactly one trap occupied by an electron. This result is 
used for the implementation of quantum gates as shown in the next paragraph. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The four possible states two adjacent traps can be in. Here, EA < EB, where EA , EB are 
the energy levels of traps A and B respectively.  

3   Quantum Computation – The CNOT Gate 

If a physical system is to be capable to perform quantum computation, then there must 
be a way that the system resembles to a logical equivalent of a quantum logic gate. It 
has been showed, that for a quantum computer to be able to perform universal 
computation,  there are exactly three gates that need to be implemented. These are the 
Controlled-Not (CNOT), the Phase and the Hadamard gates.  

  The way in which the CNOT gate can be implemented in the physical system 
described in the previous section, will be presented in the following paragraphs. It is 
well known that the truth table for the CNOT gate is [1]: 

 
   |00>  |00> 
   |01>  |01> 
   |10>  |11> 
   |11>  |10> 
   

            A      B 

  
State 1: Both traps unoccupied, 
State 2: Trap B occupied, State 3: 
Trap A occupied, State 4: Both 
traps occupied.  
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The above table means that the CNOT gate flips the second (target) qubit if the 
first (control) qubit is equal to one, otherwise the target qubit remains unaffected. The 
way that the CNOT gate is implemented in our quantum computer system, is by the 
operation knowing as “electron swap”. This operation can be achieved by the use of 
an external signal in the form of a laser pulse having the appropriate frequency and its 
physical effect is that the position of two electrons of adjacent traps is flipped [6]. 

Referring to Figure 1, the effect of the “electron swap” can be described as: 
  

State 1  State 1 
State 2  State 3 
State 3  State 2 
State 4  State 4 

 
Substitution of the physical states by their corresponding computational ones, will 

result to the truth table of the CNOT operation being obtained: 
     

   |00>  |00> 
   |10>  |11> 
   |11>  |10> 
   |11>  |11> 

    
Therefore, the operation of the “electron swap”, in computational terms is 

equivalent to the CNOT gate. 

4   Circuit Interconnection 

The next step is the construction of the quantum circuit, since for a quantum 
computation to take place, the different quantum gates must be connected and form 
such a quantum circuit. Therefore, for the model to be complete, there must be a 
physical way, allowing for the output of a quantum gate to be given as an input to a 
next level gate level. 

In semiconductors this can be achieved by using appropriate electrical signals. 
These signals have the effect of moving electrons of a trap of given energy level, to a 
next trap of higher energy level. This is demonstrated in figure 2. 

Thus, the two step complete mechanism of the quantum gate is: 
 

a) First a laser pulse performs the logical operation  of the CNOT gate. 
b) Then, an electrical signal shifts the output to the next level and the process is 

repeated. 

The frequency of the laser pulse for step (a) depends on the energy level of the 
traps being involved. Thus, the frequency of each one of the quantum circuit levels is 
distinct and well defined, therefore a frequency “overlap” can never occur. 

The circuit can be scaled up by increasing the number of the traps in the gap. This 
can be achieved by introducing extra impurities, so that the scale of the quantum 
circuit can be controlled with accuracy. 
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                                     A             B                      C                D 
  

 
 
 
 
 
 

Fig. 2. The circuit interconnection. Here EA < EB<EC < ED. Gray color indicates that       
whether the traps are occupied or not is irrelevant. 

5   Implementation of the Algorithms and Measurement 

A demonstration on the way the above techniques can be combined in order to 
develop the different gates that and the circuit construction is presented in the 
following paragraphs. The demonstration examines the implementation of the well 
known quantum algorithm known as the Shor’s factorization algorithm [1,7]. 

First, the system is prepared in a known and predefined quantum state. This state is 
chosen to be equal to |000….>, that is the state where all qubits are equal to one. This 
can be achieved by illumination techniques so that the vast majority of the traps of the 
starting energy level are unoccupied at the start of the experiment. It must be noticed 
that the starting energy level must be chosen to be fairly far from the valence band, so 
that decoherence effects between the valence band electrons and trap level electrons 
can be avoided. 

Having prepared the system, the next step is to perform the application of the series 
of signals described on the above sections. Then, the algorithm under test is 
implemented via a measurement technique determining the outcome as a result of the 
applied signal on the initial system condition.  

As an example, the logical circuit for the Quantum Fourier Transformation, which 
is the quantum routine used in Shor’s Algorithm and given schematically in Figure 3, 
can be implemented as described in [5]. The corresponding operations are then 
defined as:  

The Hadamard operation, denoted as H, is well defined as: 

|0>            1/√2  (|0> + |1>) 
|1>            1/√2  (|0> -  |1>) 

and Rn is the Phase Operation: 
   

a|0> + b|1>      a|0> +  exp(2 j/2n)  |1> 
 

Provided that these two gates are implemented, O(n2) steps are required to 
transform a given matrix of length n. After the computation is completed, a measuring 
process should then be performed for the outcome to be obtained.  

Since measuring a single trap is in practice very difficult if not impossible, a 
sampling technique is used and the outcome is then determined by majority voting. 
This can be achieved by measuring a macroscopic property of the semiconductor, 
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such as the conductance. The measured electrical property will provide information 
regarding the status of the traps at the energy level corresponding to the final output 
gates of the circuit. The final outcome is then determined by comparing the electrical 
property to a predefined threshold; if the property value exceeds the threshold value, 
then the outcome is to be taken as one (1), otherwise as zero (0). 

 
Fig. 3. The Quantum Fourier Transform 

6   Error Correction 

Errors can be introduced in the course of a quantum computation resulting in loss of 
information or computational faults. Two major error factors are considered [1,7,8]. 

First, electrons between adjacent traps can partly occupy different traps than those 
they ought to (overlapping). This introduces interference between different level gates 
and causes computational errors. One way to remove this error is by means of 
enlarging the energy separation between adjacent traps. This can be done in the same 
manner as with scaling up, by controlling the doping impurities inside the 
semiconductor. 

Second, loss of information can occur due to decoherence effects present in all 
quantum systems. In this system, decoherence can occur because of the coupling 
between the semiconductor electrons and the external signaling (pulses). This 
coupling factor is small, since theoretically laser pulses and electrons react in a 
coherent way [6]. Nevertheless, this error could be added up in the course of a 
computation, so that the total error increases linearly on the length of the circuit. That 
means that the total error factor can take a maximum value of ne, where e is the order 
of the initial error and n the length of the circuit. This factor can be evaluated within 
reasonable approximation and then is subtracted from the final outcome. 
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7   Conclusions 

The mechanism involving the implementation of a quantum computer architecture 
using existing semiconductor properties has been presented. The mechanism is based 
on a four state computational basis using well known properties of semiconductor 
traps. As semiconductors have already been thoroughly studied and used for years, 
this mechanism has the advantage that the transition from classical to quantum 
computing can be made on existing platforms, an idea that recently has come upon the 
attention of scientists [1,2 and references therein]. 

The proposed architecture is compatible to already established techniques and can 
be applied to solve well known quantum algorithms using a standard CNOT gate.   

Further work includes the development of the other two universal quantum gates as 
well as further models on the semiconductors being used currently by computer 
industry. This procedure, together with suitable simulation is currently on.  
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Abstract. Increased power density, hot-spots, and temperature gradi-
ents are severe limiting factors for today’s state-of-the-art microproces-
sors. However, the flexibility offered by the multiple cores in future Chip
Multiprocessors (CMPs) results in a great opportunity for controlling
the chip thermal characteristics. When a process is to be assigned to a
core, a thermal-aware scheduling policy may be invoked to determine
which core is the most appropriate.

In this paper we present TSIC, Thermal SImulator for CMPs, which
is a fully parameterizable, user-friendly tool that allows us to easily test
different CMP configurations, application characteristics, and scheduling
policies. We also present a case study where the use of TSIC together
with simple thermal-aware scheduling policies allows us to conclude that
there is potential for improving the thermal behavior of a CMP by im-
plementing new process scheduling policies.

1 Introduction

Technology scaling, together with frequency and complexity increase, result in
a rise of the power density, which is becoming a key limiting factor to the per-
formance of current state-of-the-art microprocessors [1,2,3,4]. In addition, power
dissipation is not uniformly distributed in modern microprocessors leading to
localized hot-spots [2,5] whereas application’s behavior varies during their exe-
cution leading to significant temporal temperature gradients [6]. For example,
Skadron et al. [7] observed a gradient of 40 oC for the gzip benchmark. Neverthe-
less, peaks in the temperature are not the only power-related problem observed
in microprocessors. Skadron et al. [3] report the negative effect of temporal and
spatial temperature gradients on the lifetime of microprocessors inferring that “a
constant temperature T will always yield a longer expected lifetime than a time-
varying temperature with an average of T”. The need of mechanisms that will
limit both the temporal and spatial divergence of chip’s temperature is therefore
highlighted.

There are several techniques that target the temperature problem. Dynamic
Thermal Management (DTM) techniques [2,8,9] try to guarantee that the op-
eration temperature of a microprocessor will never exceed a given threshold.

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 589–599, 2005.
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Dynamic Voltage Scaling (DVS) [10] reduces the frequency and voltage of micro-
processors at run time to decrease power consumption during periods of moder-
ate computation needs or of dangerous temperature levels. Activity Migration [5]
proposes spreading the heat by migrating computation to different locations on
the die. Cluster-Hopping [11] proposes execution using a variable subset of the
available clusters to decrease both the spatial temperature divergence over the
chip and the temperature peaks.

One approach to avoid several of the problems previously mentioned and
still increase the performance of a processor is to shift to Chip Multiprocessors
(CMP) architecture. Nevertheless, CMPs also suffer from high temperatures,
spatial and temporal diversities [4,5]. These parallel execution engines are likely
to execute workloads of significantly different temperature profiles leading to
large spatial and temporal thermal diversities over the chip. In addition, when
CMPs are used in multiprocessing environments, there will be periods during
which some cores will be idle while others will be executing high demanding
applications, further increasing the problem. Finally, as the number of cores on
the chip increases, these diversities are expected to worsen.

However, an increase in the number of cores available on the chip will result
in new opportunities for thermal management. In particular, we believe that in
future CMPs, it will be possible to improve the thermal efficiency of the chip
by applying thermal-aware process scheduling, through mapping the processes
to the most appropriate cores.

The main contribution of this work is the design and implementation of
TSIC, a fully parameterizable graphical Thermal SImulator for CMPs. TSIC
uses information for the position of each core and the thermal stress caused by
the process running on it to determine it’s temperature dynamically taking into
account the ambient and the inter-core heat transfer rate. The simulator models
context switches due to I/O operations, page faults or quantum exhaustion to
provide more realistic results.

As a case study, several scheduling policies have been implemented to exam-
ine the impact of the scheduling algorithm on the temperature behavior of the
chip. Our results show that simple heuristics can improve both the fraction of
time during which the temperature of the cores is above a critical threshold and
the temperature diversities over the chip.

The rest of the paper is organized as follows. Section 2 discuses the general
thermal model, Section 3 the core scheduling whereas Section 4 presents TSIC.
Our case study is presented in Section 5 and Section 6 shows the conclusions to
this work.

2 Thermal Model

The main factors affecting the temperature of a core are: inter-core heat ex-
change, heat abduction from the ambient and the power consumption of the
core itself. Equation 1 describes core’s temperature as a function of the factors
mentioned above [2,6,7].
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ΔTi =
[ n∑

m=1,m �=i

fc(Ti − Tm)
]
−
[
fa(Ti − Tambient)

]
+
[
fp(P rocessi, Ti)

]
(1)

What follows is a brief analysis of the previous equation.

Inter-Core Heat Exchange: There is heat exchange between each pair of
cores in the chip, that obeys both the principle of superposition and reci-
procity. Superposition, which is modeled by the summation in equation 1,
means that the total effect of inter-cores heat exchange is the sum of the
effect of heat exchange between each pair of cores. Reciprocity, which de-
fines that if core A is cooler than core B the temperature of A due to heat
exchange with B will increase by the same “amount” that the temperature
of B will decrease, is modeled by fc(x) = −fc(−x) in equation 1.

Heat Abduction from the Ambient: Heat transfer to the ambient, which
is the only way of cooling the chip, is a function of the difference between
core’s and ambient’s temperature. The larger the difference the larger the
heat abduction rate [2,12,13].

Local Power Consumption: The local power consumption of the core is the
last, but probably the most important, factor in the heat equation. As men-
tioned earlier, applications have significant differences in their thermal be-
havior. TSIC takes this diversity into account by modeling applications of
five different thermal types ranging from applications with minimal impact
on temperature to “thermal viruses” (section 4.1) .

The first term of equation 1, models the inter-core heat exchange, im-
plying that such an exchange exists among any pair of cores in the chip.
Skadron et al. [2] found that modeling only the heat exchange between adja-
cent cores (cores having a common edge) has minimal effect on accuracy and
provides significant improvement on computational efficiency of the algorithm.
Thermal transfer between non adjacent cores still exists but now is implicit. For
example, in Figure 1 the temperature of core 1 is modeled to be explicitly affected
only by the cores 1-L, 1-R, 1-U and 1-D and not by the diagonally adjacent cores
(1-LU,1-LD, 1-RU and 1-RD). However core 1-LU, for example, still affects the
temperature of core 1, but implicitly, through affecting the temperature of cores
1-L and 1-U (this applies in the same way to the rest of the diagonally adjacent
cores).

Cores neighboring with the edge of the chip, have the ability to dissipate
more heat to the ambient than the other cores, due to the increased “free”
cross-sectional area. TSIC takes this into account by modeling increased heat
abduction rate for these cores.

3 Core Scheduling

Whenever a process is scheduled for execution, Process Scheduling Policies are
used to determine the core on which it will run. In TSIC, the user is able to
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Fig. 1. A chip multiprocessor with 16 cores

choose one out of the several available policies. The modularity of TSIC allows
new policies to be implemented with just few lines of code. The scheduling
policies available in TSIC are briefly described below.

Random: The new process is assigned to a randomly selected idle core. It is
guaranteed that an idle core exists as the simulator never generates more
processes than the number of idle cores.
Random is the simplest policy among those available in TSIC but the less
efficient. However, as explained in the results section, when the utilization
of the chip is high, little potential for optimizations exists without process
migration. Consequently, in such a scenario, the Random policy could be
applicable.

Always Coolest: The new process is assigned to the coolest idle core. This is
the simplest heuristic used to optimize thermal behavior and the easiest to
implement as it requires no state. What is needed is just one temperature
sensor for each core. This however will not be a problem taking into account
that currently Power5 [14] embeds 24 such sensors.
Our results show that even this simple heuristic can be beneficial revealing
the potential offered by scheduling policies.

Neighborhood Aware: This policy benefits cores adjacent to the edge of the
chip and cores that reside in “cooler” neighborhoods. The rationale behind
this heuristic is that the lower the temperature of the core’s neighborhood is,
the easier it will be to keep its temperature at low levels due to the inter-core
heat exchange. Cores neighboring with the edge of the chip are beneficial due
to the increased heat abduction rate from the ambient.
Neighborhood aware is found to perform the best among the other two poli-
cies and can be implemented with negligible cost.

Figure 2 depicts an example of operation of the available policies, assuming
that all cores are idle. Random policy can select any core of the chip. Always
Coolest policy will select the core noted with C whereas Neighborhood Aware
policy will select the core noted with N. If the new process is mapped to core C it
is likely that its temperature will significantly increase due to both the process
just assigned to it and due to the heat exchange with the hotter neighboring
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Fig. 2. An example of operation of scheduling policies

cores. Assigning the new process to core N will lead to better thermal behavior
due to the low temperature of the neighborhood.

None of these two locations is however guaranteed to be optimal as the
execution time and thermal type (section 4.1) of future processes is not known.
Implementing such an Oracle Scheduling Algorithm is what our future work
will focus on, as it will allow us to more accurately evaluate the efficiency of
the available scheduling algorithms and guide the implementation of new, more
efficient ones.

4 TSIC: Thermal SImulator for CMPs

4.1 Application Processes

To better understand the operation of TSIC, this section presents the way pro-
cesses are handled by the simulator.

Real workloads consist of applications of varying demands, varying execution
time and varying temperature profiles [6,7]. The Thermal Type of an application
represents the thermal stress it causes to the processor on which it is running,
in terms of power consumption and heat dissipation. To better represent real
workloads, TSIC models applications of five different thermal types, ranging
from applications with minimal impact on temperature (Thermal Type 1) to
“thermal viruses” (Thermal Type 3).

Additionally, TSIC allows defining the average execution time of processes
between context switches (process lifetime). An important advantage of TSIC is
that it models independent context switches among the cores of the chip. This
models real systems better as, when a process has a page fault on one processor,
the operating system would likely switch to another process immediately in order
to avoid the performance penalty.

On each “Process Cycle” the simulator generates a number of new processes
and removes those that either completed their execution or suffered a context
switch. Although the number of processes generated on each cycle is random, the
average utilization of the chip is controlled by a parameter in TSIC, set by the
user. If for example, in a CMP of 64 cores, the average utilization was defined to
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Fig. 3. The process manipulation algorithm - the “Process Model”

be 75%, it is guaranteed that on average, at a certain point in time, 48 cores will
be active, whereas periods of less and more utilization will exist. This is another
advantage of TSIC as it models what would occur in a real system.

The thermal type of the processes being generated is randomly defined and
guaranteed to meet the average defined by the user. The same stands for the
time that a process will run on a core before an I/O or a quantum triggered
context switch event occurs.

Figure 3 depicts the algorithm executed by the simulator for process ma-
nipulation (the “Process Model”). If expired processes exist, i.e. processes that
their execution is interrupted due to I/O or quantum triggered context switch,
the simulator removes these processes and classifies the cores on which those
processes were running as Idle Cores. A random event, that is repeated as many
times as the number of currently idle cores, determines if a new process will be
generated. If this is the case, the lifetime and the thermal type of the process
are randomly defined.

4.2 Operation of the Simulator

In order to estimate the temperature of each core, a predefined number of “Ther-
mal Cycles” are interleaved between successive “Process Cycles”, allowing the
Thermal Model to spread the temperature differences over the chip (Figure 4).

4.3 Temperature Metrics

Several metrics have been proposed [2,3,4,10,12] to quantify the temperature
distribution over the chip. The most obvious metric is the average temperature
of each core. Although the temporal average provides an indication for the core’s
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Fig. 4. The simulator combines both the thermal and the process model

thermal stress, it hides information about periods during which its temperature
was above a critical threshold (periods in thermal violation). Therefore other
metrics, such as percentage of cycles in thermal violation and the temporal and
spatial divergence of temperature should also be considered.

The metrics previously mentioned are only a subset of those reportable by
TSIC which are listed below. We are however, trying to identify whether these
metrics provide a complete picture of the thermal history of the chip.

– Chip-wide average temporal temperature
– Per core average temporal temperature
– Per core temporal temperature distribution
– Chip-wide temporal temperature distribution
– Chip-wide spatial temperature divergence
– Chip-wide temporal temperature divergence

Quantifying the benefits of improving the thermal characteristics of the chip,
is another aspect related to the temperature metrics and an important part of
our future work.

4.4 TSIC Interface

TSIC is a powerful, fully parameterizable thermal simulator for CMPs with a
Graphical User Interface. It embeds a thermal and a process model, and offers
three different process scheduling policies.

The main window of TSIC is presented in Figure 5. TSIC allows simulation
of only the Thermal Model, only the Process Model or of the Combined Model.
All parameters (the number of cores, the average usage, the average thermal
behavior of the workload, the average execution time of each process, all pa-
rameters of the thermal model and the scheduling algorithm) can be configured
through the Settings Menu that is presented in Figure 6-a.

Another advantage of TSIC is the functionality it provides for defining the
initial temperatures of the cores. This is done through the menu presented in
Figure 6-b.

5 Case Study: Evaluation of Scheduling Algorithms

As a case study, we analyze the effect of different process scheduling policies on
the thermal behavior of the chip, for four different cases, two different chip sizes



596 K. Stavrou and P. Trancoso

Fig. 5. TSIC: Temperature SImulator for CMPs

Fig. 6. (a)Settings menu, (b)TSIC allows setting the initial temperatures of cores

(36 and 64 cores) and two different chip utilizations (load of 50% and 80%). For
all cases we simulated 106 cycles with a Thermal Type 3 workload (section 4.1),
that is a workload of medium thermal stress.

Figure 7 (a) depicts the average temporal temperature of the whole chip, i.e.
the average temperature of the chip during the simulation period. It must be
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Fig. 7. Experimental results

noted here that the average temperature of the chip at a certain point in time
is the average temperature of all cores at that specific point in time. Neighbor-
hood Aware policy decreases the average temperature for the 50% utilization case
but offers smaller benefit for the higher utilization case. This is due to the larger
cooling ability the chip has when more cores are idle. Specifically, for the 36 Cores
- 50% utilization case, a maximum reduction of 2.8 oC was observed between the
Always Coolest and the Neighborhood Aware policy. It is worth mentioning that
Always Coolest policy is always slightly worse than Random policy which implies
that local temperature optimizations do not necessarily have a global effect.

Chip-Wide temporal temperature diversity, which is depicted in Figure 7 (b),
is an indication of the uniformity of the average temporal temperature of the chip
over the time. The smaller its value the more uniform the average chip tempera-
ture is. As explained in section 4.3 large temporal diversities are likely to reduce
the reliability and lifetime of the chip. Both Always Coolest and Neighborhood
Aware heuristics decrease the Chip-Wide temporal temperature diversity com-
pared to the Random policy, especially for the 50% utilization case. As mentioned
earlier, this is due to the increased number of idle cores on the chip during its
operation. For the case of 36 Cores - 50% utilization this reduction reaches 43%.

Respectively to Chip-Wide temporal temperature diversity, Chip-Wide spa-
tial temperature diversity, is an indication of the uniformity of the temperature
among the cores of the chip. The results shown in Figure 7 (c), indicate that
Always Coolest policy performs better than Neighborhood Aware policy, due to
Always Coolest policy targeting local and not a chip-wide temperature reduc-
tion. This also explains why Neighborhood Aware performs better on average
than Always Coolest for Chip-Wide temporal temperature diversity.
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Finally, the percentage of time the average spatial temperature is above a
critical threshold (45 oC above the ambient in our case) which is probably the
most important metric as it significantly affects chip’s lifetime is presented in
Figure 7 (d). Neighborhood Aware policy always performs better than both,
Always Coolest and Random policies. Specifically the reduction in this critical
fraction of time ranges from 2.5%, for the 64 Cores - 80% utilization case, to
15% for the 36 Cores - 50% utilization case.

Overall the results highlight the potential that exists from different schedul-
ing policies on large scale CMPs especially for lower utilizations. Considering the
simplest and more intuitive heuristic, the Always Coolest policy, as the baseline,
we can see that a slightly more sophisticated policy, the Neighborhood Aware
policy, improves on average, the temporal spatial diversity by 9.5%, the per-
centage of time the average spatial temperature is above the critical threshold
of 45oC by 3.9% and the average temperature by 3.7%, while it fails improving
the average spatial temperature diversity. Implementing an Oracle Scheduling
Policy, which as discussed in section 3 is part of our future work, will guide the
implementation of new and more efficient heuristics.

Finally, we believe that if the scheduling policy can also force process mi-
gration, the potential will significantly increase providing benefits even for large
utilizations. We are currently studying several alternatives.

6 Conclusions

In this paper we have presented TSIC (Thermal SImulator for CMPs), a fully
parameterizable, user-friendly tool that allows us to easily test different CMP
configurations, application characteristics, and scheduling policies.

We have also presented a case study where the use of TSIC together with
simple thermal-aware scheduling policies allowed us to conclude that there is
potential for improving the thermal behavior of a CMP through using efficient
process scheduling policies.

Even simple heuristics, such as the Always Coolest policy can achieve notable
improvements on the thermal behavior of the chip especially for low workloads.
Considering the simplest and more intuitive heuristic, the Always Coolest policy,
as the baseline, we can see that a slightly more sophisticated policy, the Neighbor-
hoodAware policy, improves on average, the temporal spatial diversity by 9.5%, the
percentage of time the average spatial temperature is above the critical threshold
of 45oC by 3.9% and the average temperature by 3.7%, while it fails improving the
average spatial temperature diversity motivating us for further research.
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Abstract. Cache misses form a major bottleneck for memory-intensive
applications, due to the significant latency of main memory accesses.
Loop tiling, in conjunction with other program transformations, have
been shown to be an effective approach to improving locality and cache
exploitation, especially for dense matrix scientific computations. Beyond
loop nest optimizations, data transformation techniques, and in particu-
lar blocked data layouts, have been used to boost the cache performance.
The stability of performance improvements achieved are heavily depen-
dent on the appropriate selection of tile sizes.

In this paper, we investigate the memory performance of blocked data
layouts, and provide a theoretical analysis for the multiple levels of mem-
ory hierarchy, when they are organized in a set associative fashion. Ac-
cording to this analysis, the optimal tile size that maximizes L1 cache uti-
lization, should completely fit in the L1 cache, even for loop bodies that
access more than just one array. Increased self- or/and cross-interference
misses can be tolerated through prefetching. Such larger tiles also reduce
mispredicted branches and, as a result, the lost CPU cycles that arise.
Results are validated through actual benchmarks on an SMT platform.

1 Introduction

The ever increasing gap between processor and memory speed, necessitates the
efficient use of memory hierarchy to improve performance on modern micropro-
cessors [15]. Compiler optimizations can efficiently keep reused data in memory
hierarchy levels close to processors. Loop tiling is one of the well-known control
transformation techniques, which, in combination with loop permutation, loop
reversal and loop skewing attempt to modify the data access order to improve
data locality. Combined loop and data transformations were proposed to avoid
any negative effect to the number of cache hits for some referenced arrays, while
increasing the locality of references for a group of arrays.

The automatic application of nonlinear layouts in real compilers is a really
time consuming task. It does not suffice to identify the optimal layout either
blocked or canonical one for each specific array. For blocked layouts, we also
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need an automatic and quick way to generate the mapping from the multidi-
mensional iteration indices to the correct location of the respective data element
in the linear memory. Any method of fast indexing for non-linear layouts will
allow compilers to introduce such layouts along with row or column-wise ones,
therefore further reducing memory misses. In [1], in order to facilitate the auto-
matic generation of tiled code that accesses blocked array layouts, we proposed
a very quick and simple address calculation method of the array indices. Our
method has proved to be very effective at reducing cache misses.

In this paper, we further extend our previous work by providing a tile se-
lection formula that applies to blocked array layouts. All related work selects
tiles smaller than half of the cache capacity (they usually refer to L1 cache or
cache and TLB concurrently). However, blocked array layouts almost eliminate
self-interference misses, while cross-interference can be easily obviated. There-
fore, other factors, before negligible, now dominate cache and TLB behaviour,
that is, code complexity, number of mispredicted branches and cache utilization.
We have managed to reduce code complexity of accesses on data stored in a
blocked-wise manner by the use of efficient indexing, described in detail in [1].
Experimentation has proved that maximum performance is achieved when L1
cache is fully utilized. At this point, tile sizes fill the whole L1 cache. Proper ar-
ray alignment obviates cross-conflict misses, while the whole cache is exploited,
as all cache lines contain useful data. Such large tiles reduce the number of
mispredicted branches, as well. Experimental results were conducted using the
Matrix Multiplication.

The remainder of the paper is organized as follows: Section 2 briefly reviews
the related work. Section 3 presents a theoretical analysis of cache performance
and demonstrates the need of optimizing L1 cache behaviour, as it is the dom-
inant factor on performance. A tight lower bound for cache and TLB misses
is calculated, which meets the access pattern of the Matrix Multiplication ker-
nel. Section 4 illustrates execution results of optimized numerical codes, giving
heuristics of tile size selection. Finally, concluding remarks are presented in Sec-
tion 5.

2 Related Work

Loop tiling is a control transformation technique that partitions the iteration
space of a loop nest into blocks in order to reduce the number of intervening
iterations and thus data fetched between data reuses. This allows reused data to
still be in the cache or register file, and hence reduces memory accesses. Without
tiling, contention over the memory bus will limit performance. Conflict misses
[20] may occur when too many data items map to the same set of cache locations,
causing cache lines to be flushed from cache before they may be used, despite
sufficient capacity in the overall cache. As a result, in addition to eliminating
capacity misses [11], [23] and maximizing cache utilization, the tile should be
selected in such a way that there are no (or few) self conflict misses, while cross
conflict misses are minimized [3], [4], [5], [10], [17].
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To model self conflict misses due to low associativity cache, [24] and [12] use
the effective cache size q × C (q < 1), instead of the actual cache size C, while
[3], [4], [10] and [19] explicitly find the non-conflicting tile sizes. Taking into
account cache line size as well, column dimensions (without loss of generality,
assume a column major data array layout) should be a multiple of the cache
line size [4]. If fixed blocks are chosen, Lam et al. in [10] have found that the

best square tile is not larger than
√

aC
a+1 , where a = associativity. In practice,

the optimal choice may occupy only a small fraction of the cache, typically less
than 10%. What’s more, the fraction of the cache used for optimal block size
decreases as the cache size increases. The desired tile shape has been explicitly
specified in algorithms such as [5], [3], [4], [23], [24], [10]. Both [23] and [10]
search for square tiles. In contrast, [3], [4] and [24] find rectangular tiles or [5]
even extremely tall tiles (the maximum number of complete columns that fit in
the cache). However, extremely wide tiles may introduce TLB thrashing. On the
other hand, extremely tall or square tiles may have low cache utilization.

Unfortunately, the performance of a tiled program resulting from existing
tiling heuristics does not have robust performance [13], [17]. Instability comes
from the so-called pathological array sizes, when array dimensions are near pow-
ers of two, since cache interference is a particular risk at that point. Array
padding [8], [13], [16] is a compiler optimization that increases the array sizes
and changes initial locations to avoid pathological cases. It introduces space over-
head but effectively stabilizes program performance. Cache utilization for padded
benchmark codes is much higher overall, since padding is used to avoid small
tiles [17]. As a result, more recent research efforts have investigated the combi-
nation of both loop tiling and array padding in the hope that both magnitude
and stability of performance improvements of tiled programs can be achieved at
the same time. An alternative method for avoiding conflict misses is to copy tiles
to a buffer and modify code to use data directly from the buffer [5], [10], [21].
Copying in [10] can take full advantage of the cache as it enables to use tiles of
size

√
C ×√C in each blocked loop nest. However performance overhead due to

runtime copying is low if tiles only need to be copied once.
Cache behaviour is extremely difficult to analyze, reflecting its unstable na-

ture, in which small modifications can lead to disproportionate changes in cache
miss ration [20]. Traditionally, cache performance evaluation has mostly used
simulation. Although the results are accurate, the time needed to obtain them is
typically many times greater than the total execution time of the program being
simulated. To try to overcome such problems, analytical models of cache be-
haviour combined with heuristics have also been developed, to guide optimizing
compilers [6], [16] and [23], or study the cache performance of particular types
of algorithm, especially blocked ones [3], [7], [10], and [22]. Code optimizations,
such as tile size selection, selected with the help of predicted miss ratios require
a really accurate assessment of program’s code behaviour. For this reason, a
combination of cache miss analysis, simulation and experimentation is the best
solution for optimal selection of critical transformations.
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The previous approaches assumed linear array layouts. However, as afore-
mentioned studies have shown, such linear array memory layouts produce un-
favorable memory access patterns, that cause interference misses and increase
memory system overhead. In order to quantify the benefits of adopting nonlin-
ear layouts to reduce cache misses, there exist several different approaches. In
[18], Rivera et al. considers all levels of memory hierarchy to reduce L2 cache
misses as well, rather than reducing only L1 ones. He presents even fewer overall
misses, however performance improvements are rarely significant. Park et al. in
[14] analyze the TLB and cache performance for standard matrix access pat-
terns, when tiling is used together with block data layouts. Such layouts with
block size equal to the page size, seem to minimize the number of TLB misses.

3 Theoretical Analysis

In this section we study the cache and TLB behaviour, while executing the ma-
trix multiplication benchmark, which is the building block of many scientific
applications. The analysis is devoted to set associative caches. Arrays are con-
sidered to be stored in memory according to the proposed blocked layouts, that
is, elements accessed in consecutive iterations are found in nearby memory loca-
tions. Blocked layouts eliminate all self-conflict misses. We examine only square
tiles. Such tile shapes are required for symmetry reasons, to enable the simpli-
fication of the benchmark code. As a result, while optimizing nested loop codes
and selecting tile sizes, we should focus on dimishing the remaining factors that
affect performance. The following analysis is an effort to identify such factors.

3.1 Machine and Benchmark Specifications

The optimized ([9], [16], [1]) matrix multiplication code has the following form:

for (ii=0; ii < N; ii+=T)
for (jj=0; jj < N; jj+=T)

for (kk=0; kk < N; kk+=T)
for (i = ii; (i < ii+T && i < N); i++)

for (j = jj; (j < jj+T && j < N); j++)
for (k = kk; (k < kk+T && k < N); k++)

C[i, k]+=A[i, j]*B[j, k];

Table 1 contains the symbols used in this section to represent the machine
characteristics.

3.2 Data L1 Misses

In case of set associative caches, apart from capacity misses, neither self- nor
cross-interference misses arise. Even 2-way set associativity is enough for kernel
codes such as matrix multiplication, where data elements from three different
arrays are retrieved. Array alignment should be carefully chosen, so that no more
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Table 1. Table of hardware specifications and respective symbols used in this section

Xeon DP symbol

CPU freq. : 2,8GHz
L1 cache : 16KB 8-way set asssoc. CL1

L1 line : 64B L1

L1 miss penalty: 4 clock cycles cL1

total L1 misses : M1

L2 cache : 1MB 8-way set asssoc. CL2

L2 line : 64B L2

L2 miss penalty: 18 clock cycles cL3

total L1 misses : M2

TLB entries (L1): 64 addresses E (# entries)
page size : 4KB P

TLB miss penalty: 30 clock cycles cTLB

total L1 misses : MTLB

mispred. branch penalty: 20 clock cycles cbr

L1 misses (16KB D-cache, associativity > 1)
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Fig. 1. Number of L1 cache misses on the Xeon DP architecture

than two arrays are mapped in the same cache location, concurrently. For this
purpose, the starting mapping distances of arrays (that is, elements A[0], B[0],
C[0]), should be chosen to be from L1 to T 2 elements. Further analysis is beyond
the scope of this paper.

N2 < CL1: In this case, all three arrays can exploit reuse, both in-tile and
intra-tile. For example, array C reuses one tile row along loop j (in-tile reuse)
and a whole row of tile along loop jj (intra-tile reuse). In both cases, the working
set fit in L1 cache. As a relult, for array C:

MC = x2 · T 2

L1
=
(

N
T

)2 T 2

L1
= N2

L1

Similarly, MA = MB = N2

L1
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N2 ≥ CL1, T · N < CL1: As in the previous case: MA = MC = N2

L1
On the other hand, for array B only in-tile reuse can be exploited, as loop ii

reuses N2 elements, and the cache capacity is not adequate to hold them. As a
result, each ii iteration will have to reload the whole array in the cache:

MB = x3 · T 2

L1
=
(

N
T

)3 T 2

L1
= N3

TL1

In case that N2 = CL1, T = N , there is in fact no tiling, so reuse takes place
in loops k and j for arrays A and C, containing just 1 element and one row
of the array (N elements) respectively. As a result, reuse is exploited as above.
However, the reference to array B reuses N2 elements (the whole array) along
loop i. In each iteration of i, two rows of B elements (2N elements) have been
discarded from the cache, due to references to arrays A and C. That is:

MB = N2

L1
+ (N − 1) · 2N

L1

N2 > CL1, 3T 2 < CL1 ≤ T · N : Three whole tiles fit in the cache, one for
each of the three arrays. For arrays B, C reuse along loops ii and jj respectively
can not be exploited, as there is not enough L1 cache capacity to hold N2 and
T ·N elements respectively. The number of misses are:

MB = MC = N3

TL1
On the other hand, reuse along loop kk for array A can be exploited (only

T 2 elements are included):
MA = N2

L1

N2 > CL1, T 2 ≤ CL1 < 3T 2: There is enough space for at most two whole
tiles. Only in-tile reuse can be exploited in the arrays along the three inner loops.
Thus:

MA = MB = MC = N3

TL1

N2 > CL1, T 2 > CL1 > T : As in the previous case, no whole-tile reuse can
be exploited. Additionally, in array B, in-tile reuse (along loop i) can not be
exploited, either. Therefore, the total number of misses for each array is:

MA = MC = N3

TL1

MB = N3

L1

Summary of the Data L1 Misses: Figure 1 illustrates the graphic represen-
tation of the total number of Data L1 cache misses (M1 = MA + MB + MC)
for different problem sizes. The cache capacity and organization have the char-
acteristics of the Xeon DP architecture (table 1).

L1 cache misses increase sharply when the working set, reused along the three
innermost loops, overwhelms the L1 cache. That is, the tile size overexceeds the
L1 cache capacity (CL1), and no reuse can be exploited for at least one array.
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L2 misses (1MB U-cache, associativity > 1)
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Fig. 2. Number of L2 cache misses on the Xeon DP architecture

3.3 L2 Misses

This cache level has similar behaviour as the L1 cache. As a result, we skip
the detailed analysis and provide only with the corresponding graphs. Figure 2
presents the number of L2 cache misses in case of a set associative cache, with
size equal the L2 cache of the Intel Xeon platform (table 1).

We note that L2 cache is unified (for data and instructions). However, the
number of misses hardly increases (less than 1%) compared to an equal-sized
data cache, when caches are large, like the one of the Xeon platform.

The number of L2 misses, for all array sizes, are minimized for T 2 = CL2,
when the whole cache is been used and a whole tile fits in the cache so that
tile-level reuse can be exploited. However, L1 misses are 1 order of magnitude
more than L2 misses. As a result, the L1 misses dominate the total memory
behaviour, as illustrated in figure 4.

3.4 Data TLB Misses

This cache level is usually fully associative. So, there is no need to take care
of array alignment. The TLB miss analysis is similar to the L1 cache analysis.
Due to space limitations, we provide only with the corresponding table. Table 2
summarizes the total number of Data TLB misses MTLB for all problem sizes.
According to this table, the number of Data TLB misses has the form of figure 3.

The number of TLB misses for all array sizes, for an example of 64 entries
(as the TLB size of Xeon is), are minimized when T = 256. At this point, the
pages addresses of a whole tile fit in the TLB entries, so that tile-level reuse can
be exploited.

3.5 Total Miss Cost

Taking into account the miss penalty of each memory level, as well as the penalty
of mispredicted branches (as presented in [2]), we derive the total miss cost of
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TLB misses (64 entries, 4KBpages)
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Fig. 3. Number of TLB misses for various array and tile
sizes

Table 2. D-TLB misses

requirements MTLB

N2 < E · P 3N2

P

3TN ≤ E · P 2N2

P
+ N3

T ·P
TN < E · P < 3TN N2

P
+ 2 N3

T ·P
T 2 < E · P < 3T 2 3 N3

T ·P
T 2 > E · P > T 2 N3

T ·P + N3

P

T > E · P N3

T ·P + 2N3

P

Total cache & TLB miss cost (tile penalty included) - Xeon DP
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Fig. 4. Number of L2 cache misses on the Xeon DP architecture

figure 4. Figure 4 makes clear that L1 misses dominate cache and, as a result, to-
tal performance in the Xeon DP architecture. Maximum performance is achieved
when T = 64, which is the optimal tile size for L1 cache (the maximum tile that
fits in L1 cache). L1 cache misses are more than one order of magnitude more
than L2 misses and three orders of magnitude more than TLB misses. Notice
that the Xeon DP architecture bears quite a large L2 cache (1Mbytes), which
reduces the number of L2 misses significantly, and leaves L1 cache to dominate
total performance. Thus, even though L1 misses cost fewer clock cycles, they are
still the most weighty factor.

4 Experimental Results

In this section we present experimental results using the Matrix Multiplication
benchmarks. The experiments were performed on a Dual SMT Xeon (Simulta-
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neous Multi-Threading supported). The hardware characteristics were described
in table 1.

The dual Xeon platform needed special attention, in order to efficiently ex-
ploit the hyperthreading technology. We conducted three different experiments.
Firstly, the serial blocked algorithm of Matrix Multiplication (MBaLt code -
with use of fast indexing) was executed. Secondly, we enabled hyperthreading
running 2 threads in the same physical cpu. For large tile sizes, execution times
obtained with the 2threads-MBaLt version are quite larger than those of the
serial version. Smaller tile sizes lead to more mispredicted branches and loop
boundary calculations, thus increasing the overhead of tiling implementation.
In the case of 2threads-MBaLt, this tiling overhead gets almost doubled, since
the two threads are executing the same code in an interleaved fashion. In other
words, the total overhead introduced overlaps the extra benefits we have with
the simultaneous execution capabilities of the hyperthreaded processor. This is
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not the case for larger tile sizes, where the tiling overhead is not large enough to
overlap the advantages of extra parallelism. Figure 5 illustrates only best perfor-
mance measurements for each different array dimension (tile sizes are equal to
the one minimize execution time). The serial-MaLt version seems to have bet-
ter performance compared to the 2threads-MBaLt version, as execution time is
minimized for small tile sizes. Finally, we executed a parallel version of matrix
multiplication MBaLt code (4threads-MBaLt), where 2 threads run on each of
the 2 physical cpus, that belong to the same SMP. Execution time is reduced,
and performance speed up reaches 44% compared to the serial-MBaLt version.

As far as the optimal tile size is concerned, serial MBaLt obey to the general
rule, this is Toptimal =

√
CL1 = 64. However, when hyperthreading had been en-

abled, Toptimal seams to be shifted to the just smaller size, in order to make room
in the L1 cache for the increased number of concurrently used array elements.
This behaviour is observed, both when two threads run on the same physical
cpu (2threads-MBaLt), as well as in the parallel version (4threads-MBaLt) where
Toptimal = 32 (figures 6, 7 and 8). Note that for the 2threads-MBaLt version
Toptimal = 32 when N < 2048. For larger arrays, the 2threads-MBaLt version
behaves similarly to the serial one, filling the whole L1 cache with useful array
elements.

5 Conclusion

A large amount of related work has been devoted to the selection of optimal tile
sizes and shapes, for numerical nested loop codes where tiling has been applied.
In this paper, we have examined blocked array layouts with an addressing scheme
that uses simple binary masks. We have found theoretically and verified through
experiments and simulations that, when such layouts are used, in direct mapped
caches, with a large L2 cache, L1 cache misses dominate overall performance.
Prefetching in combination with other code optimization techniques, set optimal
tiling to be T1 =

√
CL1. On the other hand, when L2 cache has a moderate

capacity, L2 misses weight overall performance to larger tile sizes and determine
the optimal tile size to be T ≤ √CL2.
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Abstract. Energy and total useful lifetime are primary design concerns of fun-
damental importance, in a variety of real life applications, where the deploy-
ment of a Wireless Sensor Network is desired. In this paper the authors  
introduce AVAKIS, a tool for calculating the energy consumption of the vari-
ous components of a sensor node. The proposed tool is an architectural level 
simulator, in which the system building blocks are described by a high level be-
havioral model. The methodology used in order to estimate power consumption 
is based on both the characteristics of the components, and on a number of user-
defined initialization parameters. 

1   Introduction 

One of the main concerns and constraints when designing a wireless sensor network 
(WSN) is energy consumption. In most of the real life application scenarios, where 
WSNs are deployed, energy is a limited and valuable resource. In order to overcome 
energy shortage, the sensor node, the processing algorithms and the communication - 
routing protocols must be energy aware. 

In the study of WSNs, three key disciplines are converging: digital circuitry and 
sensors, wireless communications, and signal processing software and algorithms. 
Furthermore, the energy efficient implementation of a wireless network requires 
cross-layer optimizations, starting from the physical up to the application level. Hav-
ing in mind the characteristics and limitations of WSNs, we have been motivated to 
develop a tool that addresses the problem of estimating the energy consumption of the 
node during its operation. 

The rest of this paper is organized as follows. Section 2 presents the methods and 
tools that are used in this work. In section 3 a case study of a WSN for perimeter pro-
tection is presented, and the analytical capabilities of the tool and its findings are 
commented on. Finally, in section 4, concluding remarks and an outline of future 
work are discussed. 
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Fig. 1. Configuration Manager Components 

2   Tool Architectural and Functional Overview 

2.1   Architectural Overview 

The proposed tool, AVAKIS, is an architectural level simulator in which the system 
building blocks are described by a high-level behavioral model: 

Configuration Manager: This is the main component of the tool. The configuration 
manager is responsible for conducting any needed calculation for the estimation of 
power consumption at the components of a selected node. It provides appropriate 
modules for configuring any aspect of the wireless node, as shown in Figure 1. 

Protocol interface: This protocol interface provides appropriate tools for the defini-
tion of the network protocol that it is going to be implemented by the configuration 
manager. Additionally, this component can act as a hook to other simulators that 
work on the upper layers. 

Component Expansion Interface: This module provides the user with advanced cus-
tomization features for adding supplementary components, whenever the main 
node’s generic components are not suitable for a specific implementation.  

Reporting Mechanism: This mechanism provides a number of reports and graphs pre-
senting the power consumption of the node in any given simulation. More on this 
mechanism will be discussed in Section 3. 

2.2   Functional Overview 

The estimation of the sensor node energy consumption is a multi-parameter problem, 
depending on the hardware characteristics and the protocol decisions throughout the 
OSI layer range. 
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The main energy consumers in the node are the microprocessor, the sensing device 
and the RF link. The power consumed by the microprocessor is related to the fre-
quency of its clock, to the voltage supply, to the time that is needed to perform a 
given task, which in turn is related to the code that is executed, and to the power sav-
ing features that are implemented. On the other hand, the energy consumption of the 
RF link is comprised of the energy required transmitting a bit over a given distance 
and of the energy required for the operation of the RF circuitry. Similarly, the energy 
consumption of the sensor device is divided into the energy required by its electronic 
circuitry and the energy required sensing a bit of information. The former is related to 
the power supply voltage and the latter is highly correlated with the sampling fre-
quency. Thus, we have modeled a “threshold” operational status, where, even though 
the sensor is active, it has a much lower power supply voltage than in its usual opera-
tion, which means that the sensor at this state performs sampling in less frequent time 
intervals and at lower sensitivity. For the rest of the components of the node, such as 
the DSP, the GPS, and the memory, the energy consumption model is derived from 
the characteristics provided by their manufacturers. 

The selection of the components was based on their power consumption profiles. 
Especially for the DSP, a number of different profiles have been modeled, due to the 
fact that, while it is in its active state (FFT, Compress, Encrypt, and Decrypt), each of 
the above operations present different needs of energy consumption. 

In order to maximize the operational lifetime of the node, the components of the 
node that operate in full operational mode must be constrained to those explicitly 
needed to perform the required task at any given time. Thus, different operational 
states, for all the energy consuming components of the node, have been modeled, in 
an attempt to maximize the accuracy of the energy consumption estimate. 

At this point it must be stressed, that the state in which the node will operate in, 
depends on the operational needs and planning, the application goals defined prior to 
deployment, and on the expected activity at the deployment area. 

Radio and Battery Models 

Radio Model. The radio model used is based on the models of [1,2], which are ex-
tended, by taking in account the power consumption required for the transceiver to 
shift between different operational states and by considering the probability of re-
transmissions due to errors or collisions. In general, each node of the network can 
communicate with any other neighboring node in its effective transmission range, and 
with the base station in three different ways: direct, multihop and clustering. For each 
of these communication methods, we have modeled situations such as overhearing 
and relaying of transmissions for linear or non-linear distribution of network nodes. 

1. Direct. Each node communicates directly with the base station without any col-
laboration of any other node. Under this scheme, communication can occur either 
with overhearing (with or without relays) or without overhearing of neighboring 
nodes. In this case, the energy needed to transmit a packet of size K bits between 
two nodes A and B in distance d equals to: 
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a) Without overhearing: 

EAB = Etransmit ∗ K ∗ d a . (1) 

b) With overhearing: 
(i) Without relays. In order to transmit a packet from a node to the base station 

with overhearing from other N nodes which are on listen mode: 

EAB = Etransmit ∗ K ∗ d a + N ∗ Ereceive ∗ K . (2) 

(ii) With relays. Likewise: 

1

( )
1

* * *
N

a
AB transmit receive D i BE E K d N E K E

−

= ∗ + +  , (3) 

where D(i) represents each node’s distance from node B. 

2. Multihop. The nodes are communicating with base station by using other nodes of 
the network as relaying points. 
a) Linear model: Let us assume a network with n nodes and distance between 

nodes equal to r. If we consider the energy expended in transmitting a single K-
bit message from a node located at distance nr from the base station using a 
routing protocol, each node sends a message to the closest node on the way to 
the base station. Thus the node located at distance (n-1)r from the base station 
would require n transmits at distance r and n-1 receives, plus one transmit for 
distance d. The energy needed to transmit a K-bit packet from a node to the base 
station would then equal to: 

EAB = (n – 1)(Etransmit ∗ K ∗ r a + Ereceive ∗ K) + Etransmit ∗ K ∗ d a . (4) 

b) Non-linear model: The solution to this problem is highly correlated with the 
transmission routing protocol. We can assume that in a dense non-linear net-
work topology, although it is possible that L nodes will be overhearing the 
transmissions, they would be prevented from relaying the transmission by the 
routing protocol and only a subset of them (let it be n) will relay the transmis-
sion. Therefore, we can assume that the energy required to transmit a K-bit 
packet from A to B is as follows (provided that all nodes are transmitting in 
their effective range d): 

EAB = Etransmit ∗ K ∗ n ∗ d a + Ereceive ∗ K ∗ L . (5) 

3. Clustering. This type of communication scheme requires the presence of a node, 
which will serve as a cluster head. This node is responsible for the collection and 
fusion of the selected data from its area and for the implementation of communica-
tion and security tasks between the nodes of its cluster area and the base station. In 
that case the energy needed to transmit a K-bit packet from node A to cluster head 
B (let their distance be d) equals to: 

EAB = Etransmit ∗ K ∗ d a + Ereceive ∗ K ∗ N + EReceiveClusterHead ∗ K . (6) 
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In all the above cases, Etransmit is the energy expenditure in the node’s transmitter elec-
tronics, N is the number of the nodes that overhear, Ereceive is the energy cost spent at 
the overhearing nodes while receiving the K-bit packet, EReceiveClusterHead is the energy 
expenditure in the cluster’s transmitter electronics needed to receive K bits of  data 
and  is the path loss exponent, with value between two and five and which expresses 
the RF propagation path loss suffered over the wireless channel at distance d. 

Battery Model. The available energy and consequently the overall lifecycle of a node 
is depending on the capacity of its battery. A battery’s capacity is measured in milli-
ampere-hours (mAh). In theory that means that a 100 mAh battery could support a 
node consuming 10 mA for 10 hours. But this is not the case in a real world scenario. 
The available energy is a function of the battery’s technology and discharge profile 
(which both are heavily depending on the chemistry of the battery), and from the way 
the energy is extracted from the battery. In the literature, a number of battery models 
have been proposed, but in this work the linear battery model introduced in [3] has 
been adopted, which treats the battery as a linear current storage. 

Power Estimation Procedure Overview. In the following paragraphs, the power 
consumption estimation methodology with the help of the proposed tool will be 
presented. First, the user selects the components of the node and their specific 
characteristics (e.g microcontroller frequency, RF required start-up time, operational 
state, etc.). Subsequently, the user selects the operational requirements of the node 
such as sampling rate, instructions executed per clock, and compression ratio. 

The user then enters the code that will be executed by the processing elements of 
the node. In order to estimate the microprocessor power component, a plug-in has 
been developed, which calculates power, by measuring the number of machine in-
structions that the code is expected to execute. The power consumption plug-in (fur-
ther PCPI) is essentially an interpreter, which produces an intermediate representation 
for a C input program and simulates its execution through a traversal of that represen-
tation. The overall power consumption can be estimated by summing up the expected 
power consumption of individual machine instructions. 

PCPI tool. The first part of PCPI is the front end of a C compiler/interpreter that we 
built from scratch, which analyzes a C program and produces a corresponding inter-
mediate representation. An intermediate representation based on the abstract syntax 
tree (AST) has been chosen, which allows an easy interpretation through a tree tra-
versal. Most features of the C programming language are supported, except for pre-
processor directives, which must be translated into C code, before the application of 
PCPI. Full type checking has been incorporated into PCPI, although not required for 
the purpose of this project, minimizing interpretation errors that would later appear 
due to incorrect source code. 

The second part of PCPI is a simulator that interprets a program given in the form 
of an AST-based intermediate representation. The execution environment is created, 
and the AST is traversed in the order dictated by the program execution. For each 
node visited, all necessary actions are taken to update the data space, and to estimate 
the power consumed by that node. 
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For the purpose of power estimation, a load-store architecture model is assumed, so 
that all data items are loaded from memory before, and stored back to memory after 
any operation on them. Nonetheless, operations within the same C expression com-
municate data through registers, i.e. with no memory access, unless there is a side ef-
fect that forces a memory update, or a function call that forces register spilling of val-
ues that must stay alive through the call. 

Individual machine instructions are divided into 12 types, depending on the opera-
tion they perform and the data type – integral or floating point – they involve. A user-
defined table provides estimated power consumption for all different types of machine 
instructions, in a way that allows power consumption estimation for different proces-
sor architectures. The power consumption of each memory and each branch operation 
includes an average expected cost for cache misses and branch mispredictions. The 
PCPI simulator emulates calls to all basic C library functions, in order to support I/O, 
string and heap operations. Power consumption is not modeled for those functions, 
though. 

An example run of PCPI on a C program, possible core of a cryptography applica-
tion, is shown in Figure 2. The source code is given in Figure 2a, whereas the PCPI 
output is given in Figure 2b. Power measurement is given in some abstract power 
units that show the relative consumption with a base unit corresponding to the power 
consumed by a single unconditional jump instruction. 

Fig. 2. Example run of PCPI 

 
Consequently, the number of instructions to be executed along with the calculated 

energy consumption and the initialization parameters defined by the user are  
forwarded to the power estimator. In this stage the power consumption at the compo-

unsigned char a[10000],c[10000];
unsigned long long k[9]; 
main(){ 
   unsigned long long *aull, *cull; 
   int i=0,j; 
   while (i<10000) { 
      aull = (unsigned long long*) &a[i]; 
      cull = (unsigned long long*) &c[i]; 
      for (j=0;j<9;j++) cull[j] = aull[j] ^ k[j]; 
      cull[9] = aull[9] ^ cull[8] ^ cull[0]; 
      i+=80; 
   } 
} 

(a) 

Simulation Statistics 
--------------------- 
8126 Integer ALU instructions; power = 24378 
1250 Unconditional jump instructions; power = 1250 
1376 Conditional jump instructions; power = 11008 
11626 Memory load instructions; power = 104634 
2877 Memory store instructions; power = 20139 
3625 Integer multiply instructions; power = 25375 
Total: 28880 instructions; 186784 power units 

(b) 
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nents defined by the user is computed and the results of the calculations are presented 
to the user in tabular and graphical form. At this point, the user can perform what-if 
analysis by modifying any user defined parameters prior to execution of the estimator, 
and visualize the new results in either graphical or tabular form. 

3   Case Study: A WSN for Perimeter Protection 

3.1   System Description and Architecture 

A surveillance network [4] is assumed, composed of three areas of interest, with a 
number of nodes deployed in each area. 

The node is equipped with a low power GPS (Global Positioning System) receiver, 
which is used at the early stages of deployment for the exact geolocation discovery of 
the node. Furthermore, the node has an A/D converter attached to the microcontroller 
unit, in order to convert analog sensed signals to digital, for further processing. For 
performing communication tasks, the nodes are equipped with an RF radio. Finally, 
the node has a microcontroller unit (MCU), a low-power storage unit and a power 
module (two rechargeable Lithium batteries). The footstep detection algorithm used, 
is based on [5] and was designed to require minimum computations and memory re-
sources; therefore, in order to complete its detection task, it requires only 840 instruc-
tions to be executed by the MCU, including the control instructions required by the 
protocol. 

3.2   Analysis of Energy Consumption 

In the following paragraphs the analysis capabilities of the proposed tool for a node as 
the one mentioned previously are exhibited. 

 
 
 
 
 

 
 
 
 

 
 
 
 
 

 

Fig. 3. Node’s total energy consumption per instruction executed at the MCU 
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Fig. 4. Energy consumed at the node vs. number of bits to transmit 

Power Consumption per Instructions to be Executed. The number of the instructions 
that the MCU is going to execute is proportional to the energy that the MCU is going to 
consume. As we can see in Figure 3, the power of the MCU increases linearly with the 
number of instructions executed. Thus, the importance of the development of power 
aware algorithms and protocols is obvious, because an increase of 10% in the number of 
instructions to be executed leads to an increase of 2% of the energy consumed at the 
node. 
 
Power Consumption per bit. The number of bits that a node must send in order to 
fulfill its task is highly affecting its power consumption, and as seen in Figure 4, the 
higher the number of bits to transmit, the more energy the node consumes. This fact 
correlated with the results of the analysis performed earlier, considering the impact of 
the total number of instructions to be executed to the power consumption of the MCU. 
 

 

 

 

 

 

 
 

Fig. 5. Energy consumed at the node vs. transmission bit rate 
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This can lead us to the conclusion that it is less energy consuming to process locally 
the sensed data and then to transmit the results of the processing, than to transmit raw 
or semi-processed data to other parts of the network. However, this is mitigated by the 
distance the signal needs to be transmitted 

Power Consumption vs. Bit Rate. As we can see from Figure 5, as the bit rate 
increases, the energy consumed by the node decreases. That is explained, if we 
consider that the bit rate affects the time that the RF works at its active state, which is 
the state of operation that the power consumption of the RF peaks. 

Power Consumption per Compression Ratio and Sampling Rate. As we can see 
from Figure 6a, as the compression ratio increases, the total amount of energy  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Energy consumed at the node vs. (a) compression ratio and (b) sampling rate 
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consumed at the node decreases. This happens, because the compression ratio affects 
the number of total bits that the node is going to transmit, and thus, as presented ear-
lier, the more bits the node transmits, the more energy it consumes. 

We have chosen to evaluate symmetric algorithms and hash functions due to their 
energy efficiency, especially when compared with the energy required to implement a 
public key security mechanism [6]. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Number of instructions and power needed to encrypt a 512KB file per encryption  
algorithm 

Sampling rate affects all the energy consuming components of the node, by pro-
longing the time that the MCU, the sensor, and the RF circuitry are required to stay in 
their active operation state, in which they consume the maximum energy (Figure 6b). 
Thus, when designing sensing algorithms, special provision must be taken to ensure a) 
sample at a slow rate until a predefined threshold is exceeded, and b) to sample at 
such a rate that satisfies the network sensing requirements. 

Power Consumption vs. Encryption Algorithm. Security is of fundamental 
importance for a variety of applications for which WSNs are deployed. For example, 
biomedical applications, security (including military) applications, industrial control 
applications and in general any application where strategic decisions are expected to 
be based on information gathered and processed by the sensor nodes. 

Our tool can calculate the energy required for encryption. The amount of energy 
consumed by a security algorithm is determined by the processor or DSP power con-
sumption on active state, on MCU frequency, and on the number of clock cycles 
needed by the processor to compute the security function. Figure 7 shows the number 
of instructions and the power consumption required encrypting a 512KB file. 
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4   Conclusions 

A novel tool for estimating the energy consumption of a sensor node along with its 
breakdown at the component level has been presented. The analysis is based on both 
the characteristics of the components, and on a number of user defined initialization 
parameters. 

The contribution of this work is that the main network operations and all node 
functions are linked to the physical layer and the actual implementation of the sensor 
node, providing accurate and reliable estimates, along with a new perspective on node 
design practices. The clear tradeoffs between local processing, raw data transmission, 
and communication range, as well as the relationships between all aspects of sensor 
network design and the total energy consumed are accounted for in AVAKIS. 

This enables designers to easily incorporate and validate energy saving features, 
specific to the application their sensor network will be used for, allowing reliable 
cross-layer optimizations. 
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Abstract. Loop scheduling has significant differences in multithreaded from 
other parallel processors. The sharing of hardware resources imposes new 
scheduling limitations, but it also allows a faster communication across threads. 
We present a multithreaded processor model, Coral 2000, with hardware exten-
sions that support Macro Software Pipelining, a loop scheduling technique for 
multithreaded processors. We tested and evaluated Coral 2000 on a cycle-level 
simulator, using synthetic and integer SPEC benchmarks. We obtained speed-
ups of up to 30% with respect to highly optimized superblock-based schedules 
on loops that exhibit limited parallelism. 

1   Introduction 

For more than thirty years the appearance of novel processor architectures has sig-
naled the introduction of new loop-scheduling techniques, at both the iteration and the 
instruction level, that attempt to exploit the respective hardware capabilities. The de-
velopment of multiprocessors, for instance, led to the design of iteration-level loop 
scheduling techniques in the 1970s. Likewise, the development of multiple-issue 
processors led to the design of instruction-level loop scheduling techniques in the 
1980s. 

Multithreaded processors support multiple hardware threads that share their re-
sources. Loop scheduling is significantly affected by multithreading at all code granu-
larity levels, from the coarse-grained iteration level, to the fine-grained instruction 
level. For instance, at the iteration level, loop scheduling through partitioning of the 
loop iteration space hurts data cache locality, since cache is shared among threads. At 
the instruction level on the other hand, a function call can be included in a software-
pipelined schedule and executed through a context switch to another thread, since the 
context switch will preserve the instruction schedule and the private register contents 
of the first thread. 
                                                           
† This work was supported in part by the National Science Foundation, the Office of Naval Re-

search, by a research grant from the National Security Agency and a research donation from 
Intel Corp. Most development and testing were done on the computers of the National Center 
for Supercomputing Applications at the University of Illinois. 
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In this paper we present our multithreaded processor model, Coral 2000, with ar-
chitectural support for Macro Software Pipelining (MSWP) [1], a multithreaded-
processor loop-scheduling technique that we have developed in an attempt to address 
the aforementioned issues. MSWP pipelines a loop at the task level, using the loop 
distribution transformation [2], and can be applied on loops with abundant, as well as 
with limited parallelism. Coral 2000 architectural support for MSWP includes: 

− A zero-cycle thread context-switch mechanism, based on the α-Coral concept at 
the University of Illinois [3], that allows threads to be frequently switched. 

− An inter-thread communication means, which enables threads to execute asynchro-
nously, when they are working on a common loop. 

− The ability to recognize branches at the fetch stage of the processor front end and 
to rapidly switch threads involved in branches. 

− Thread-level speculation that handles loop-carried dependencies and control flow 
abnormalities, like early loop exits and multithreaded recursion. 

− A thread scheduler with priorities, to boost non-speculative threads and minimize 
misspeculation overhead, and with a buffering mechanism that allows the front end 
to mix instructions from more than one thread within the same stage. 

    We tested and evaluated the architectural features of Coral 2000 on a cycle-level 
simulator that implements all the above multithreading support, using several syn-
thetic benchmarks, as well as an integer SPEC benchmark. 

This paper is organized as follows. Section 2 discusses multithreaded processor ar-
chitecture and loop scheduling at both the iteration and the instruction level. MSWP is 
briefly presented in Section 3. The following section presents Coral 2000, with all 
hardware support for multithreading. Section 5 discusses simulation results for a 
number of benchmarks. The last section summarizes our conclusions. 

2   Multithreaded Processor Architecture and Loop Scheduling 

2.1   Multithreaded Processor Architecture 

Multithreaded processors support multiple active threads in hardware, switching con-
text among them to exploit parallelism and utilize hardware resources. The inter-
leaved multithreaded architectures switch context at each cycle, whereas the blocked 
multithreaded architectures switch context on demand. 

Two early multithreaded processors were the Heterogeneous Element Processor 
(HEP) [4] and the Sparcle processor [5]. The HEP was interleaving threads at each 
cycle, in order to hide memory access latency. In the Sparcle, each thread was con-
tinuously fetching instructions until a miss on a remote memory access, or until a syn-
chronization failure, in which case context was switched to another thread. 

In the last decade, interleaved multithreaded processors have been enhanced with 
superscalar capabilities [6]. The Simultaneous MultiThreading (SMT) processor has 
further extended interleaved multithreading to allow multiple threads to be fetching 
instructions at the same time, in an attempt to fill the unused slots in the processor 
pipeline [7]. Recent work on SMT includes extensions for multiple-path branch-level 
speculation [8] and single-chip clustered SMT processors [9]. 
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Another approach to multithreading, closer to on-chip multiprocessors than to mul-
tithreaded processors though, has been the Multiscalar processor [10], which addi-
tionally supports thread-level speculation [11,12]. A combination of the SMT and the 
Multiscalar processor has also been considered [13]. 

2.2   Loop Scheduling and Parallelism Exploitation 

Program parallelism is mostly exploited within loops, either at coarse granularity level 
through loop parallelization, or at fine granularity level through code compaction. 

Traditional loop scheduling in parallel machines schedules different loop iterations 
on separate processors. In the absence of loop-carried dependencies [14], a loop is 
transformed to a completely parallel or doall loop. Otherwise, synchronization opera-
tions are inserted in the loop body, resulting in a partially parallel or doacross loop. 
Alternatively, the loop can be partitioned across tasks of the loop body, resulting in 
the dopipe loop. Loop transformations that attempt to remove dependencies and break 
dependence cycles can be utilized to optimize scheduling in all the above cases [15]. 

At the instruction level, on the other hand, the prevailing loop scheduling technique 
is Software Pipelining (SWP) [16]. Circular instruction reordering across multiple loop 
iterations is performed together with code compaction, in order to exploit instruction-
level parallelism (ILP). The minimum number of cycles between consecutive iteration 
schedules is called Minimum Initiation Interval (MII). A class of SWP algorithms that 
produce schedules with the MII is known as modulo scheduling [17]. Recently, super-
block scheduling [18], based on the principles of trace scheduling [19], has been com-
bined with modulo scheduling to schedule control-intensive loops [20]. 

Parallelism exploitation can be enhanced via speculation. Instructions can be 
speculatively scheduled, only with adequate hardware support to defer exceptions and 
state updates until speculation is committed [21]. More aggressive coarse-grained 
speculation at the task level requires extensive compiler and hardware support [22, 
23, 24]. 

3   Macro Software Pipelining 

Macro Software Pipelining (MSWP) is a four-step loop scheduling technique that si-
multaneously exploits both coarse- and fine-grained parallelism in the execution of a 
loop on a multithreaded processor [25]. 

MSWP has been based on the dopipe loop, rather than the doall or the doacross 
loop. By assigning different tasks of the loop body on separate threads, the loop is 
pipelined at the task level, and any iteration-level parallelism is exploited. Further-
more, the dissimilarity of code in the loop tasks results in a better exploitation of func-
tional and instruction-level parallelism. Any communication across tasks forces them 
to operate on the same or adjacent data sets, thus better exploiting cache locality. A 
further exploitation of parallelism at the iteration level can be achieved through task-
level speculation. 

At the instruction level, ILP can be independently exploited through the application 
of SWP within each task. In particular, by assigning function bodies or branch targets 
on separate threads, we can allow operations like function calls and unpredictable 
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branches, to be included in the schedule, and rely on the thread context-switch mecha-
nism to preserve the schedule, as well as the register state, of the SWP thread. 

3.1   The MSWP Scheduling Algorithm 

The four steps of the application of MSWP are briefly described next: 

Step 1. Partition the code into threads. Thread extraction is performed in a top-down 
manner, by applying loop distribution on outer loops, and moving recursively into 
inner loops. The selection of target loops is based on profile information. Code par-
titioning assumes a hierarchical representation of the input code, like the Hierar-
chical Task Graph (HTG) [26]. 

Step 2. Apply thread-level speculation. Each loop-carried dependence that involves 
multithreaded code is analyzed, to determine if a speculative calculation of the 
value carried is possible. In such a case, the thread at the dependence sink starts the 
next loop iteration speculatively, after executing the code for that calculation. Any 
compensation code necessary to handle misspeculation is inserted at this step. 

Step 3. Add inter-thread communication. New code is only inserted, if existing code 
cannot be used to satisfy communication requirements for data and control de-
pendencies. This step is highly dependent on the particular communication means 
supported by the underlying architecture. 

Step 4. Apply SWP within threads. With step 1, we have reduced the size of the loop 
body in each resulting loop. If the original loop could not be pipelined at the in-
struction level, it is now possible that several of the new loops will. 

4   Coral 2000: A Blocked Multithreaded Processor Architecture 

Our processor model, Coral 2000, is a blocked multithreaded architecture, built on 
top of a superscalar out-of-order issue microprocessor. Multithreading is exported to 
the processor instruction set, allowing several compiler-controlled thread operations, 
like thread creation and termination, as well as thread speculation start, commit, wait 
and abort. 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Coral 2000 Architecture 

The processor consists of three parts: The in-order front end includes the Fetch/ 
Decode/Rename (FDR) pipeline, the instruction cache and the thread controller. The 
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out-of-order part includes the window from which instructions are issued out of order, 
multiple integer and floating-point functional units, the memory access unit and the 
data cache. The in-order back end includes the reorder buffer, the register file and the 
instruction retirement unit. A block diagram of Coral 2000 is shown in Figure 1. 

In the rest of this section, we will focus on the multithreading support of Coral 
2000. Further details on Coral 2000 can be found in [25]. 

4.1   Threads in Coral 2000 

A hardware thread is defined as a processor state set that corresponds to a piece of 
code with sequential control flow and contains state from any stage of the processor 
pipelines, associated with instructions from that code. Any user code may spawn up to 
a certain number of hardware threads. 

Threads communicate with each other through registers or through memory. Some 
registers may be shared among threads, others are private to each thread. Speculative 
execution of conditional branches is supported within threads. Additionally, Coral 
2000 supports speculation at the thread level. 

4.2   Thread Context Switches in Coral 2000 

In the blocked multithreading paradigm, threads are switched on demand, after certain 
hardware events. In an attempt to eliminate the thread context-switch overhead, hard-
ware may provide support for pending instructions, i.e. instructions that have been 
suspended at a context switch and placed in an appropriate instruction queue, from 
where they can be later resumed [3]. 

In order to keep hardware cost low in Coral 2000, we provide support for pending 
instructions only in the FDR pipeline. This means that context switches that are trig-
gered at that part of the processor can be serviced with zero overhead, whenever there 
are ready threads with pending instructions in that pipeline. Service latency for other 
context switches is tolerated through the out-of-order execution mechanism. 

Most Coral 2000 context switches are requested at the rename stage of the FDR 
pipeline. Switches resulting from a rename failure suspend the corresponding thread. 
For example, an attempt to rename a memory load instruction with a full load buffer 
triggers such a switch. The rename stage may also request a context switch after suc-
cessfully renaming certain instructions, like long-latency arithmetic instructions. 

The only case context switches are requested at the fetch stage of the FDR pipeline 
appears at conditional branches. The instruction cache of Coral 2000 marks such 
branches through predecoding, and, at each branch, a context switch is requested. 
With at least one other ready thread, an immediate switch to that thread will eliminate 
any possible misprediction overhead. 

4.3   Thread Scheduling in Coral 2000 

All scheduling decisions in Coral 2000 are made by a centralized thread scheduler and 
are only applied to the FDR pipeline. A certain thread feeds each FDR pipeline stage 
at each cycle and is called the primary thread for that stage. Through the FDR support 
for pending instructions, up to two secondary threads may also supply a limited num-
ber of instructions to the FDR pipeline stages, in an attempt to fill its unused slots. 
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Using information collected at previous cycles, the scheduler selects ready threads 
to replace the primary and secondary threads, in each of the FDR pipeline stages. 
With thread priorities associated with speculative execution, it picks the threads with 
the highest priorities, or, in case of ties, the ones with the fewest unresolved condi-
tional branches. Selections are made at each cycle, even if there is no context switch 
request, to provide secondary threads for instruction mixing. Nevertheless, having a 
candidate always available allows a thread context switch to occur instantly. 

4.4   Thread Communication and the Coral 2000 Registers 

In Coral 2000, thread communication is performed mainly through shared registers. 
Two types of shared registers are implemented for each of two different communica-
tion paradigms. Each thread is also associated with a set of private registers. 

Shared Register Structures. The shared registers of the first type are called shared 
register structures (S-structures). Each S-structure is a short queue, holding a number 
of values that are read in the order they were written. S-structures simplify inter-
thread communication, because they automatically enforce data dependencies. By 
holding multiple values, they also allow communicating threads within a loop body to 
proceed asynchronously, thus reducing thread context-switch pressure. 

Accesses to S-structures are hardware controlled, so that a read will only succeed if 
the queue is not empty, and a write will only succeed if the queue is not full; other-
wise, the failed instruction will not leave the FDR pipeline and the accessing thread 
will be suspended. In order to eliminate overhead of read failures, S-structures support 
a delayed suspension of the reading thread that allows a failed read to be renamed; the 
corresponding write will later forward its value to the waiting operation. 

Both reads and writes change the state of an S-structure. Since any change in the 
processor state is only allowed at the final pipeline stage of the instruction involved, 
any change in the state of an S-structure before that stage must be reversible. For this 
reason, S-structure reads are speculative and are validated at instruction commit. 

The communication mechanism of the S-structures is based on communication ele-
ments with full/empty bits that appeared in older multithreading architectures, like the 
HEP, the Sparcle processor and a handful of other multithreaded architectures [27, 
28,29]. Similar queue structures have also been used in systolic communication  
[30, 31]. 

Global Shared Registers. The S-structures are not suitable for holding values of 
read-only shared variables in the execution of multithreaded code, because each value 
in the S-structure is valid for only one read. To remedy this, we added the second type 
of shared registers, the global shared registers, which are implemented as plain gen-
eral-purpose registers without any access control, and are visible by all threads. 

4.5   Thread Speculation in Coral 2000 

Coral 2000 supports thread-level speculation. Thread speculative instructions are al-
lowed to retire and store their result into the Coral 2000 registers. A special mecha-
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nism is employed in order to monitor and annul register updates in the case of mis-
speculation. Hardware support for effective thread speculation includes: 

− Deferral of speculative exceptions. 
− Consideration of thread speculation in the thread priority mechanism. 
− A speculation queue associated with each thread that allows nested speculation. 
− Deferral of speculative stores until the end of speculation. 
− Ability to transfer control to a user-specified address at any speculation abort. 

    Coral 2000 does not restore register contents in thread misspeculation. The com-
piler must produce compensation code that reverses any register content changes per-
formed by speculative threads. Nevertheless, there is provision for saving and restor-
ing the content of a single private register at each speculation start and abort, as well 
as for resetting shared register structures at each speculation abort. 

5   Experimental Results 

We tested and evaluated Coral 2000 together with MSWP on a cycle-level simulator 
that was based on the SuperDLX simulator, a general-purpose simulator of a MIPS-
like superscalar microprocessor [32]. 

We extended SuperDLX to match our model and implemented all multithreading 
support. Our experiments tried to cover all our work. However, since our research 
multiplexed loop scheduling and architecture issues, it was often hard to distinguish 
performance results due to scheduling, from results due to architecture. 

5.1   Benchmarks 

Goal of our testing was to prove that Coral 2000 and MSWP can successfully address 
the issues of loop scheduling on multithreaded processors. To this end, we based our 
experiments mostly on synthetic benchmarks. Nevertheless, we also tested MSWP on 
perl, an integer SPEC95 benchmark that exhibits limited parallelism. 

All synthetic benchmarks are described through the HTGs of Figure 2. For simplic-
ity, some nested conditional branches and loops are not shown. An outer loop is im-
plied in all synthetic benchmarks. More specifically: 

− do. The body of the outer loop of this program exhibits the dependencies shown in 
Figure 2a. Task T2 contains long latency integer operations. 

− loop. The body of the outer loop of this program exhibits the dependencies shown 
in Figure 2b. 

− func. The body of the outer loop of this program exhibits the dependencies shown 
in Figure 2c. Task T4 contains a function call, which is actually made in 50% of the 
loop iterations. 

− perl. This integer SPEC95 benchmark exhibits a highly sequential behavior, due to 
loop-carried dependencies and abnormal control flow. 
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Fig. 2. HTGs of the three synthetic benchmarks 

    The partitioning of all synthetic benchmarks into threads is shown in Figure 2, with 
the shaded compound task in func serving as a thread interface. In particular, perl was 
partitioned into four threads. 

5.2   Experiments 

In order to evaluate our research, we compared execution of multithreaded to execu-
tion of single-threaded code. In each comparison, we used codes as similar as possi-
ble, with differences that resulted only from multithreading and the application of the 
MSWP algorithm. In order to obtain the best possible single-threaded codes, we ap-
plied superblock-based SWP on many of those codes. 

The basic simulator configuration we used was that of a 3-way superscalar ma-
chine, with a reorder buffer of 40 entries and a store buffer of 36 entries. We assumed 
simple 32K L1 caches with one port, a hit time of 1 cycle and a miss time of 6 cycles. 
We ignored instruction misses, though. Finally, we used a single-level 2-bit dynamic 
branch prediction with a BTB of 512 entries. 

For each program tested, we obtained results from four modes of simulation, de-
pending on whether cache or dynamic branch prediction (dbp) was enabled. 

Synthetic benchmarks. Figure 3a-c shows the simulation results for the three 
synthetic benchmarks. More specifically: 

− Figure 3a depicts the execution times for do, using compiler-produced SWP codes, 
single-threaded (O3), 2-threaded with doall (2O3A), 4-threaded with doall (4O3A) 
and 3-treaded with MSWP dopipe (3O3P). 

− Figure 3b depicts the execution times for loop, using superblock-based SWP codes, 
single-threaded without and with 2 times unrolling (O2NU and O2U2), and 2-
threaded MSWP code without, with 2 and with 4 times unrolling (2O2NU, 2O2U2 
and 2O2U4). 
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− Figure 3c depicts the execution times for func, using superblock-based SWP codes, 
single-threaded without and with 2 times unrolling (O2 and O2U2), and 3-threaded 
MSWP code with 5 times unrolling (3O2U5C). In the last case, t2 is conditionally 
executing only those iterations that actually perform a function call. 

    In all the above cases we obtained speedups of up to 30% with respect to optimized 
single-threaded code. The unrolling factor used in each case was maximized, in order 
to obtain the optimal MII. Although do is inherently parallel and the rest are not, all 
three synthetic benchmarks provide a good evaluation of Coral 2000, due to their ex-
tensive use of Coral 2000 multithreading features, mainly its rapid context switches 
and its thread communication mechanism. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Benchmark execution times 

SPEC95 results. In experiments with perl, we varied machine configuration, from the 
basic (M1), to a 3-way superscalar with two (M2), a 4-way superscalar with one 
(M3), a 4-way superscalar with two (M4), and a 6-way superscalar with three memory 
ports (M5). Figure 3d shows the resulting execution times for perl, using a reduced ref 
input data set. We tested single-threaded (S) and 4-threaded (M) code, based on com-
piler-optimized code. 

The speedup we obtained was up to 25%, which would not have been possible 
without the architectural support of Coral 2000. This is mainly due to the limited par-
allelism available within perl that cannot be exploited by multithreading without rapid 
context switches, fast communication means, or thread speculation. Thread specula-
tion, in particular, was used both for loop-carried data dependencies and for abnormal 
control flow, along certain code paths that were selected through profiling. 
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6   Conclusions 

In this paper we identify issues in traditional loop scheduling techniques, at both the 
iteration and the instruction level, that can be addressed quite successfully with multi-
threading. With MSWP, we provide a loop scheduling technique that is suitable for 
multithreaded architectures. Coral 2000 proves to enhance performance of multi-
threaded loop scheduling through MSWP. In particular, the hardware support we pro-
posed has contributed to a significant speedup in the execution of loops with limited 
parallelism, the exploitation of which is usually outbalanced by multithreading over-
head. We plan to further validate the advantages of our multithreading model through 
additional measurements and simulations in a hardware description language. 
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Abstract. The H.264 video coding standard can achieve considerably higher cod-
ing efficiency than previous standards. The key to this high code efficiency are 
mainly the Intra and Inter prediction modes provided by the standard. However, 
the compression efficiency of the H264 standard comes at the cost of increased 
complexity of the encoder.  Therefore it is very important to design video archi-
tectures that minimize the cost of the prediction modes in terms of area, power 
dissipation and design complexity. A common aspect of the Inter and Intra Predic-
tion modes, is the Sum of Absolute Differences (SAD). In this paper we present a 
new algorithm that can replace the SAD in Intra Prediction, and which provides a 
more efficient hardware implementation.  

1   Introduction 

Video has always been the backbone of multimedia technology. In the last two dec-
ades, the field of video coding has been revolutionized by the advent of various stan-
dards like MPEG-1 to MPEG-4 and H.261 to H.263, each addressing different aspects 
of multimedia. The H.264 standard [1] pushes the envelope of video compression ef-
ficiency and provides a complete solution for a wide range of applications. The stan-
dard is being developed by the Joint Video Team(JVT) from the ISO/IEC and ITU-T. 
The primary goal of H.264 is to achieve higher compression while preserving video 
quality. The motivation of compression is to compensate for the ever present con-
straints of the limited channel capacity. This video coding technique follows a straight 
–forward “back to basics approach” providing flexibility to be used in low-delay real-
time applications.  

Each picture of a video, which can either be a frame or a field, is partitioned into 
fixed-size macroblocks that cover a rectangular picture area of 16×16 samples of the 
luma component and 8×8 samples of each of the two chroma components. All luma 
and chroma samples of a macroblock are either spatially or temporally predicted, and 
the resulting prediction residual is transmitted using transform coding. Therefore, 
each color component of the prediction residual is subdivided into blocks. The mac-
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roblocks are organized in slices, which generally represent subsets of a given picture 
that can be decoded independently. The H.264/AVC standard supports five different 
slice-coding types. The simplest one is the I slice (where “I” stands for intra). In I 
slices, all macroblocks are coded without referring to other pictures within the video 
sequence. On the other hand, prior-coded images can be used to form a prediction 
signal for macroblocks of the predictive-coded P and B slices (where “P” stands for 
predictive and “B” stands for bi-predictive). The remaining two slice types are SP 
(switching P) and SI (switching I), which are specified for efficient switching between 
bitstreams coded at various bit-rates. 

The H.264 standard uses block sizes of 4x4 and 16x16 pixels to compress I-
Macroblocks for intra-prediction. Intra coding refers to the case where only spatial re-
dundancies within a video picture are exploited. The resulting frame is referred to as 
an I-picture. I-pictures are typically encoded by directly applying spatial transform to 
the different macroblocks in the frame. As a consequence, encoded I-pictures are 
large in size since a large amount of information is usually present in the frame, and 
no temporal information is used as part of the encoding process. In order to increase 
the efficiency of the intra coding process in H.264, spatial correlation between adja-
cent macroblocks in a given frame is exploited. The idea is based on the observation 
that adjacent macroblocks tend to have similar properties. Therefore, as a first step in 
the encoding process for a given macroblock, one may predict the macroblock of in-
terest from the surrounding macroblocks, typically the ones located on top and to the 
left of the macroblock of interest, since those macroblocks would have already been 
encoded. After a prediction block P is formed based on previously encoded and re-
constructed blocks, it is subtracted from the current block prior to encoding. For the 
luma samples, the P block is formed for each 4x4 block or for a 16x16 macroblock. 
There are a total of nine optional prediction modes for each 4x4 luma block, four 
modes for a 16x16 luma block and four modes for the chroma components. The en-
coder typically selects the prediction mode for each block that minimises the differ-
ence between P and the block to be encoded. The selection is done by using SAD 
which indicates the magnitude of the absolute error. 

In the context of hardware implementation, the calculation of SAD for each block 
requires a significant number of additions. In an attempt to reduce encoder’s complex-
ity and power consumption, this paper introduces a new technique that replaces SAD, 
without having major effects in the quality of the encoded image and time required 
for encoding. This technique can easily be translated to a simple yet effective low 
power VLSI architecture for H.264 Intra Prediction. Based on the concept of com-
parison, the proposed architecture, instead of adding the differences between the pre-
dicted and the original pixels and then comparing the resultant sums, compares these 
differences. At the end of the comparisons the prediction mode with the minimum dif-
ference is selected. This new architecture results in a much more simple circuit, than 
that required for the complete calculation of SAD. Therefore, significantly reduction 
of the time required for Intra Prediction and low-power consumption will be achieved. 
In section 2 of the paper, we outline the H.264 intra prediction mode, and in section 3 
we discuss our algorithm and explain how it reduces the computational complexity of 
the intra prediction mode. In section 4, we present the experimental evaluation of our 
algorithm, and we conclude in section 5.  
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2   Intra Prediction for H.264 

The H.264 standard exploits the spatial correlation between adjacent macrob-
locks/blocks for Intra prediction. That is, the current macroblock/blocks is predicted 
using adjacent pixels in the upper and the left macroblocks/blocks that are decoded 
earlier. The H.264 standard offers a rich set of prediction patterns for Intra prediction, 
i.e. nine prediction modes for 4x4 luma blocks and four prediction modes for 16x16 
luma blocks. Each mode has its own direction of prediction and the predicted samples 
are obtained from a weighted average of decoded values of neighbourhood macrob-
locks/blocks [2].  

Suppose that we have a 4x4 luma block that is required to be predicted. The sam-
ples above and to the left, which are labelled A–M, have previously been encoded and 
reconstructed and are therefore available in the encoder and decoder to form a predic-
tion reference. The samples a, b, c, . . . , p of the prediction block P (Figure 1) are cal-
culated based on the samples A–M as follows. Mode 2 (DC prediction) is modified 
depending on which samples A–M have previously been coded; each of the other 
modes may only be used if all of the required prediction samples are available. Note 
that if samples E, F, G and H have not yet been decoded, the value of sample D is 
copied to these positions and they are marked as ‘available’. 
 

 

Fig. 1. Labeling of prediction samples 

In Figure 2 we can see a schematic representation of the nine available modes for 
intra prediction of a 4x4 block of luma samples. Table 1 gives us more details about 
how the nine modes predict the 4x4 block. 

 

Fig. 2. 4x4 luma prediction modes 
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Table 1. The nine 4x4 luma block Intra prediction modes in H.264 

Mode 0 (Vertical) 
 

The upper samples A, B, C, D are extrapolated 
vertically. 

Mode 1 (Horizontal) 
 

The left samples I, J, K, L are extrapolated hori-
zontally. 

Mode 2 (DC) 
 

All samples in P are predicted by the mean of 
samples A . . . D and I . . . L. 

Mode 3 (Diagonal Down-Left) 
 

The samples are interpolated at a 45· angle be-

tween lower-left 
Mode 4 (Diagonal Down-Right) 
 

The samples are extrapolated at a 45· angle 

down and to the right. 
Mode 5 (Vertical-Right)  
 

Extrapolation at an angle of approximately 26.6· 
to the left of vertical (width/height = 1/2). 

Mode 6 (Horizontal-Down)  
 

Extrapolation at an angle of approximately 26.6· 
below horizontal. 

Mode 7 (Vertical-Left)  
 

Extrapolation (or interpolation) at an angle of 
approximately 26.6· to the right of vertical. 

Mode 8 (Horizontal-Up)  
 

Interpolation at an angle of approximately 26.6· 
above horizontal. 

To decide which mode will be selected the Sum of Absolute Differences (SAD) is 
calculated for each mode. Intuitively speaking, a good prediction should produce a 
small value of the sum of absolute differences (SAD), which can be written as 

||
1

0

1

0
ijij

N

j

N

i

PCSAD −=
−

=

−

=

 (1) 

where C and P represent the current block and its prediction, respectively[3]. Accord-
ing to these, the mode which has the minimum SAD is the one to be selected. The 
SAD computations are very expensive because they require a large number of compu-
tations for each 4x4 block. Going down to hardware level the cost for this is not neg-
ligible. 

3   Proposed Intra-Mode Decision Algorithm 

In this section we introduce a new technique for approaching the problem of Intra – 
Mode decision. The base of this technique is to avoid the stage of addition, which 
augments significantly the cost in the hardware level. 

For a given 4x4 block, according to equation (1), a total of 16 subtractions and 15 
additions is needed in order to produce the SAD for one mode. Therefore for the nine 
modes we conclude to 144 subtraction and 135 additions. After computing all modes, 
a comparison between the results will give us the decided mode. Since all that is 
needed in this stage of Intra Prediction is to find the prediction mode, a qualitative 
approach may give the same results as a quantitative one.  

Based on the above observation, the proposal is, after calculating the differences 
among the predicted and the original pixels instead of adding them, to compare the 
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differences for the nine available modes. The comparison will conclude to the mode 
with the most minimum differences. In this way, the addition stage is completely by-
passed. 

We first calculate the absolute difference between the corresponding pixels for 
each mode. This can be written as 

|| kk PCM
ijijij

−=  (2) 

where M, C, P are 4x4 arrays and k (with 0   k  8) indicates the mode.  
After the nine 4x4 arrays are created, a comparison among two successive arrays is 

done. The array with the largest number of minimum values is chosen.  Lets assume 
that we have the following function, 

=
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+
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kk

kk
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where Mk is the array with the differences for mode k. According to equation (3) we 
chose Mk if Fk < Fk+1, otherwise we chose Mk+1. 

The above algorithm may be more easily understood if presented with a code-like 
form.  

for (k=0;k<NO_INTRA_PMODE;k++){ 

k1=0; 

 counter1=0; 

 counter2=0; 

 for (j=0;j<4;j++) {  

  for (i=0;i<4;i++) { 

   M[k][i][j] = abs(C[i][j] – P[k][i][j]); 

   k1=k+1; 

   M[k1][i][j] = abs(C[i][j] – P[k1][i][j]); 

   if (M[k][i][j]>= M[k1][i][j]) 

    Mode[next] = k; 

   else  

    Mode[next] = k+1;  

  } 

 } 

 k=k1; 

 next++; 

} 
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A total of 8 comparisons can produce the mode with the least number of differ-
ences from the original 9 candidates.  

Therefore for the proposed algorithm we have a total of 160 comparisons instead 
of 135 additions and 8 comparisons which are needed with the use of SAD. Neverthe-
less, when thinking about a hardware implementation, these results are quite inviting, 
especially if one takes into account the fact that the comparison is a stage which is 
also met into an implementation with SAD. 

4   Experimental Results 

The proposed mode decision scheme has been integrated with the H.264 JM9.3 codec 
for the performance evaluation. It is compared with the Intra mode decision of H.264 
(with SAD) in terms of the size of the file produced after the total encoding process 
and the average PSNR as a function of the frames encoded and as a function of the 
quantization parameter QP for the foreman test sequence recommended in [4]. Fig. 3 
shows the % difference of the size of the files produced by the encoder for the fore-
man sequence of various number of frames and various QPs at coding rate 15 
frames/sec. As one can notice the new algorithm only in one case causes a  % increase 
in the file size that exceeds 5%.  Fig. 4 shows the % difference of the average PSNR 
performance of the encoder for the foreman sequence of various number of frames 
various QPs at coding rate 15 frames/sec. The % difference in this case in negligible. 

The above results are produced by the values presented in Tables 2 and 3. Table 2 
shows the size of files (in bits) produced by the encoder for various numbers of 
frames and various QPs. Table 3 shows the average PSNR performance of the two 
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Fig. 3. Percentage of the increase in the file size produced by the encoder with the new algo-
rithm instead of SAD 
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Fig. 4. Percentage of the increase in PSNR produced by the encoder with the new algorithm in-
stead of SAD 

Table 2. File size( in bits) comparison 

S =SAD  Bits/File {Number of frames=15~74] 
P= Proposed  15 40 74 
QP= 15 S 587160 1520848 2955568 
  P 589160 1520752 2977432 
QP= 28 S 127208 317464 598776 
  P 130960 325816 617960 
QP= 41 S 28128 69640 133328 
  P 30496 72384 137472 

Table 3. PSNR Comparison 

S =SAD  PSNR (db) {Number of frames=15~74] 
P= Proposed  15 40 74 
QP= 15 S 45.83 45.83  45.75 
  P 45.83 45.83 45.74 
QP= 28 S 36.12 36.10  35.65 
  P 36.12 36.10 35.66 
QP= 41 S 27.32 27.38  26.97 
  P 27.38 27.47 27.07 
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compared algorithms for various numbers of frames and various QPs.  From the re-
sults presented it can be approved that the proposed algorithm achieves nearly the 
same efficiency as that of SAD, with a significant reduction in the complexity of the 
encoder.  

5   Conclusions 

To conclude, the proposed algorithm by replacing the addition presented in the SAD 
algorithm with simple comparison, can be implemented in a hardware architecture 
which, by reducing the complexity, can achieve quite smaller time of execution and a 
grate reduction in power consumption. The algorithm was integrated with the H.264 
JM9.3 codec for the performance evaluation, and the results show that the perform-
ance of the proposed algorithm is almost the same with that of SAD. 
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Abstract. Benchmarking a system can be a time consuming opera-
tion. Therefore, many researchers have developed kernels and micro-
benchmarks. Nevertheless, these programs are not able to capture the
details of a full application. One such example are the complex database
applications.

In this work we present a methodology based on a statistical method,
Principal Component Analysis, in order to reduce the execution time of
TPC-H, a decision support benchmark. This technique selects a subset
of queries from the original set that are relevant and may be used to
evaluate the systems. We use the subsets to determine the ranking of
different computer systems. Our experiments show that with a small
subset of 5 queries we are able to rank different systems with more than
80% accuracy in comparison with the original order and this result is
achieved with as little as 20% of the original benchmark execution time.

1 Introduction

Benchmarking is a common practice for the evaluation of new computer systems.
By executing certain benchmarks, the manufacturers are able to highlight the
characteristics of a certain system and also to rank the system against the rest. In
addition, benchmarking is widely used for computer architecture research where
the programs are executed on simulated proposed architectures. As more realistic
programs are used, the benchmarking process becomes more time-consuming.

Common benchmark programs are grouped into suites which represent a
specific class of applications. Common examples are the SPEC [1] benchmark
suite for scientific applications, EEMBC [2] benchmark suite representative of
applications for embedded systems, and TPC-C [3] and TPC-H [4] representing
database applications belonging to the class of online transaction and decision
support system, respectively.

Reduced benchmark suites have much value when analyzing computer perfor-
mance, especially in those cases where performance analysis is time-consuming,
which is the case in computer architecture research. For this purpose, the Minne-
SPEC reduced inputs were proposed for computer architecture research [5].
These inputs attempt to mimic the behavior of the SPEC benchmark suite while
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limiting instruction count. The MinneSPEC inputs were constructed manually
which is time-consuming and not very accurate [6,7].

Saavedra and Smith [8] analyze Fortran programs. They measure program
similarity by counting the types of operations in the programs. They interpret
these counts as the coordinates of the benchmark in the program space. They
apply cluster analysis techniques on these values to determine clusters of similar
programs. Their method seems to be restricted to Fortran programs.

Detecting program similarity was again taken up by Eeckhout, Vandieren-
donck and De Bosschere [9,10]. In this work, programs are characterized at the
ISA-level and lower levels by metrics such as instruction mix, branch prediction
accuracies and cache miss rates. These metrics are applied to select inputs for
benchmarks in order to limit simulation time without changing the characteris-
tics of the simulated program.

The data memory behavior of the SPEC benchmarks is analyzed in [11],
where it is shown that some benchmarks have characteristics that are strongly
different from the majority of benchmarks. Other benchmarks have a behavior
that varies strongly with small changes in the source code and/or input.

Yi and Lilja [12] present a statistically rigorous technique to determine the
relative importance of processor parameters such as issue width, reorder buffer
size, cache parameters, etc. The importance of these parameters varies over the
benchmarks and defines a fingerprint of the benchmarks, making them useful
to determine program similarity. These metrics have the benefit that they take
correlations between processor parameters into account, e.g., reorder buffer size
looses importance when the branch missprediction rate is high.

Vandierendonck and De Bosschere [13] have proposed a technique to compute
a subset of the SPEC benchmark suite, based on published SPEC measurements
for a wide range of computers. This method was further refined and analyzed
in [14] and a comparison to other clustering algorithms was made. The latter
paper also showed the importance of comparing the quality of a benchmark
subset to randomly generated subsets, as the randomly generated subsets may
already be quite good on the average.

In this paper we apply a similar technique as presented in [13] for finding
representative subsets of queries from the original set of queries from the TPC-H
decision support benchmark [4]. One challenge in our work is the fact that the
technique used for subsetting, the Principal Component Analysis (PCA) requires
more measurements than the number of programs being used for evaluation and
there are only a few measurements available while the original number of queries
is 22.

To test the proposed technique we use the results published in the Transac-
tion Processing Council (TPC) [15] to rank the different computer systems. The
experimental results show that a small subset of 5 queries can be used to produce
a rank that is 80% accurate with a cost of only 20% of the execution time of the
complete benchmark. The results also show that the method presented results
in subsets that may be significantly more accurate than randomly selected sets
thus guaranteeing a minimum level of accuracy on the query subsets.
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This paper is organized as follows: Section 2 briefly describes the TPC-H
benchmark, Section 3 presents the method used for subsetting queries, Section 4
discusses the results obtained, and in Section 5 we present the conclusions to
this work.

2 TPC-H Benchmark

TPC-H is a decision support benchmark that consists of a suite of business
oriented queries. Both the queries and the data that populate the database
were carefully chosen in order to keep the benchmark’s implementation easy but
at the same time to be relevant. The benchmark is composed of 22 read-only
queries and 2 update queries. These queries are performed on considerably large
amounts of data, have a high degree of complexity, and were chosen to give
answers to critical business questions. The queries represent the activity of a
wholesale supplier that manages, sells, or distributes a product worldwide.

Both the queries and data are provided by TPC. In particular, queries are
created by a program named qgen while data is generated by a program called
dbgen. The data size ranges from 1GB up to 100000GB. The data is loaded and
the queries are executed on a regular DBMS system.

As with other benchmarks, in the case of TPC-H, the results obtained from
the execution of the benchmark on a particular computer system are published
by the manufacturers of the system and found on the TPC website [15].

3 Query Subsetting

3.1 Principal Component Analysis

Principal components analysis (PCA) is a multi-variate data analysis technique
that reduces the dimensionality of a data set, without removing a significant
amount of information, i.e., variation between data points [16]. Hereto, it trans-
forms the axes of the multi-dimensional space such that some axes contain most
of the variation and most axes contain little variation. The axes with little vari-
ation can be removed without significantly impacting the overall variation.

Starting from the initial dimensions, PCA computes a new set of dimensions,
called the principal components. The p original dimensions Xi, i = 1, . . . , p are
linearly transformed into p principal components Zi, i = 1, . . . , p with Zi =∑p

j=1 aijXj, i = 1, . . . , p. The principal components are constructed such that
they are sorted in order of decreasing variance (V ar[Zi] ≥ V ar[Zj ] if i < j)
and are uncorrelated (Cov[Zi,Zj] = 0 if i �= j). One typically finds that s small
number of principal components has high variance, i.e., they explain a large
fraction of the information in the data set, while others have almost no variance.

All points in the space described by the original dimensions Xi can be mapped
in the space described by the new dimensions Zi without loss of information.
By removing the least important principal components, the dimensionality of
the data set is reduced. Note that the user has control over the amount of
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information that is removed this way by selecting an appropriate number of
principal components to retain.

3.2 Clustered PCA

One limitation with the applicability of the PCA method described in the pre-
vious Section is that in order for the algorithm to work it requires a number of
samples larger than the number of dimensions. In the case of the TPC-H queries
though, the total number of queries is 22 but the results reported for each dif-
ferent data size are always less than 22. Consequently, we propose to use PCA
on clusters of queries of size n out of an original set of N queries. The algorithm
works as shown in Figure 1.

Pick a random set of n queries from the original N
For (N-n) elements do the following:

Run PCA on the n set
Select the query with the lowest PCA rank and replace it

with another one from the (N-n) set
Endfor

Fig. 1. Clustered PCA

Given the heuristic used for removing at each step the lowest ranked query,
we are able to effectively find the n most relevant queries.

In our experiments we tested this algorithm with three different cluster sizes:
5, 10, and 15 queries.

3.3 Evaluating the Subsets

After determining the query subsets we need to evaluate and categorize them. It
is relevant to notice that with this technique we use a smaller query subset to test
the different systems and produce a rank that is accurate enough compared to the
original rank obtained using all the queries. Therefore, we evaluate the subsets
based on the similarity of the rank obtained with the subset and the original one
reported on TPC’s website. We call this rank quality metric the rank accuracy.
This metric is based on the correlation metric proposed by Kendall [17] and
known as Kendall’s Tau. To analyze the rank we have to analyze each different
pair of elements that is on the rank. For any pair (A,B) of elements in the
rank, if their relative position on both the original and subset ranks is the same,
i.e. if A is higher than B or B is higher than A in both, this pair accounts as
a Concordance. If the case is that the relative positions do not agree on both
ranks, i.e. A is higher than B on one rank and B is higher than A on the other
rank, than the pair accounts as a Discordance. Considering these definitions,
Kendall’s Tau correlation may be defined as follows:

KendallTau =
∑

Concordances−∑Discordances∑
Pairs
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The rank accuracy as mentioned in the rest of this work is determined as the
Kendall’s Tau correlation, described above.

4 Results

In this Section we present the evaluation of the query subsetting technique, as
described in the previous section, for a 5, 10, and 15 query cluster.

The data used for these experiments was collected from the results published
on the TPC website [15]. In particular, this data corresponds to the bench-
marking results for 17 computer systems tested with a standard database of 100
GByte. The data can be found in Appendix A.

In the first three charts (Figure 2) we present the results of the PCA query
subsetting for the cases where the cluster of 5, 10, and 15 queries is used, respec-
tively. In each chart we can see two lines. The top one (AVG Accuracy) represents
the rank accuracy obtained using Kendall’s Tau correlation. The lower line (AVG
Execution) represents the execution time required to perform the benchmark us-
ing a reduced number of queries, normalized to the sum of the execution time
for all queries. Notice that both lines represent the average of the results for five
different subsets obtained by applying PCA to five distinct randomly selected
initial sets. For each point of the line we represent y-bars which represent the
range from the lowest to highest value of both rank accuracy and execution time
for the tested subsets. On the X-axis we represent the number of queries in the
subsets.

From the three charts it is possible to observe that, as expected, as we increase
the number of queries in the subset, the rank accuracy and the execution time
both increase. The interesting fact is that for a subset of 5 queries and clustering
of 10 queries, the rank accuracy reaches levels higher than 80% with only 20%
of the total execution time. It is also relevant to notice that comparing the
clustering sizes 5, 10, and 15, the rank accuracy achieves higher values for the
clustering of 15 queries. Also, in general, the error bars for the clustering of 15
queries are smaller. One fact to notice is that while the rank accuracy achieves
a very high value (93%) for a set of 15 queries for the clustering of 15, the
execution time cost becomes too high (69%). Therefore, such a subset is not
very interesting, in terms of reduced execution time.

Overall, we believe that we can significantly reduce the benchmarking cost
by using this technique as with a subset of only 5 queries it is possible to achieve
a rank accuracy higher than 80% at an execution time cost of only 20% of the
original one. Also, performing the PCA analysis with larger clusters seems to
result in higher values for the rank accuracy, for the same subset size.

The chart in Figure 3 compares the results of the rank accuracy obtained
using the PCA method for different cluster sizes and the results that could be
achieved with a random selection for a subset of the same size. We represent the
random subset as the area between two lines: the worst and best subset. Due
to the large number of possible combinations for subsets with more than two
queries, we present an approximation to the absolute worst and best results.
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Fig. 2. Rank accuracy and execution time for PCA subsetting for: (a) 5, (b) 10, and
(c) 15 query cluster
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Fig. 3. PCA for 5, 10, and 15 query cluster versus random selection subset

For this approximation we used a heuristic based on the ordering of the queries
obtained for a subset with a single query. Let’s assume that for the subset of a
single query we obtained the following results, where the first query (Q0) is the
one achieving the highest rank accuracy and the last one (Qn) the lowest: Q0,
Q1, ..., Qn−1, Qn. Consequently, we apply the simple heuristic that the subset
with two queries that will achieve the best result should be the subset with the
two best queries from the single subset (Q0 and Q1). Analogous, the subset with
two queries that achieves the worst results according to the heuristic is the one
composed by the two queries at the end of the list from the single query analysis
(Qn−1 and Qn).

It is relevant to notice that although the lower bound for the results obtained
with the random subset improves significantly for subsets larger than five queries
and is very close to the upper bound for subsets larger than twelve queries, the
PCA results are always at a much higher value than the worst random and very
close to the best random. From the same Figure it is also important to notice
that the larger the cluster size used with the PCA method, the better the results
obtained. The rank accuracy for subsets of the same size obtained with a cluster
of 15 queries is most of the times higher than the one obtained with a cluster of
10 queries. This result is a consequence of the clustered PCA method used and
described in Section 3.2. As on every iteration of the clustered method we select
the lowest ranked query to evict from the cluster, in order to add a new query
to the evaluation, the smaller the cluster, the smaller the difference between
the best and worst query within the cluster. This may result to selecting wrong
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queries to be evicted as the selection set may be too limited. In larger clusters
this problem is not as relevant.

Overall, it is possible to conclude that the subsetting methodology presented
in this paper is effective, as a small subset (five queries out of 22) can achieve
a high rank accuracy at a low execution time. In addition, results show that
the PCA subset can achieve much higher rank accuracy than most cases of the
random selection subset. The subsetting methodology presented in this paper
not only results in higher accuracy but also in a guarantee that the values will
be closer to the best possible subset.

5 Conclusions

Benchmarking is becoming a time-consuming operation as programs become
more complex. This is a serious problem for computer architecture research as
the benchmark programs are executed on a simulated architecture which usually
executes orders of magnitude slower than real execution.

In this work we proposed a technique to reduce the execution of the complex
TPC-H database benchmark. We do this by using a statistical method in order
to reduce the number of queries to a small subset of the original ones. Our
experiments showed that with the proposed technique, we were able to obtain
query subsets with only 5 out of the original set of 22 queries, which may be
used to rank the computer systems with an accuracy of more than 80%. It is
important to notice that this was achieved with only 20% of the execution time
of the complete benchmark. Also relevant is the fact that the subsets obtained
with this technique are considerably better than if the subset was obtained with
a random selection of queries.
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A Collected TPC-H Results for a 100 GByte Database

Table 1. Systems tested for TPC-H 100GB

PowerEdge 6650/2.0/8GB SysA

HP ProLiant DL580G2 4P SysB

HP Proliant DL580 G2 SysC

HP Proliant DL760 G2 8P SysD

HP ProLiant ML370 G3 2P SysE

HP ProLiant DL580 G2 4P SysF

HP ProLiant DL 760 G2 8P SysG

IBM eServer xSeries 445 8P SysH

IBM eServer OpenPower 720 w/DB2 UDB SysI

IBM eServer xSeries 346 SysJ

IBM eServer 325 SysK

Langchao SP3000 SysL

MAXDATA Platinum 9000-4R SysM

SunFire V440 SysN

SunFire V440 SysO

SunFire V250 SysP

SunFire V240 Server SysQ
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Table 2. TPC-H Results for 100GB

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11

SysA 1925.7 183.4 562.6 976.3 1153.5 339.4 781.7 954.6 2998.8 1027.6 151.1

SysB 1549.7 202.4 648.7 688.6 1144.8 164.8 844.6 962.1 3369.5 485.9 161.8

SysC 2620.8 291.5 1280.2 989.2 1285.1 460.8 1045.9 737.8 5192.7 1193.3 621.2

SysD 959.0 162.0 431.6 494.8 784.0 145.2 484.6 575.0 2063.2 344.3 185.0

SysE 1968.7 386.2 680.1 635.0 1326.8 82.9 999.5 4658.8 2568.6 735.9 1391.7

SysF 1174.9 291.3 503.6 664.7 937.3 110.3 673.8 737.8 2451.7 352.8 251.1

SysG 737.1 146.1 310.9 343.6 637.9 88.5 368.9 394.9 1047.5 200.0 87.9

SysH 534.3 89.8 95.8 63.1 261.6 90.2 346.7 357.2 1022 137.8 95.6

SysI 603.4 53.4 73.0 35.3 253.9 43.8 301.7 204.0 798.5 206.6 53.7

SysJ 601.8 163.6 102.2 997.0 2787.4 67.9 1214.2 3724.2 1170.3 1404 134

SysK 117.2 15.9 21 12.2 84.5 12.9 114.3 97.4 414 55.4 40.5

SysL 570.68 168.46 71.74 60.12 355.52 61.06 295.54 384.42 1077.32 188.26 85.28

SysM 1187 95.1 62.6 87.3 316 57 466.9 220.9 1076.8 305.4 156.2

SysN 3050.5 38.46 289.2 387.34 351.18 103.9 295.43 253.73 774.57 877.39 72.21

SysO 3508.4 22 307 359.5 385.3 80.1 370.1 211.5 929.8 837.6 56.1

SysP 4703.2 48.7 643 2025.9 858.2 164.7 1124.3 355 2370.5 1435.7 128

SysQ 6407.6 57.6 1123.4 2817.1 1233.4 237.7 1391.4 651.6 3414.5 1751.9 200.9

Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21 Q22

SysA 1264.6 1456.1 669 1463.1 538.6 294.8 4424.9 211.3 1060.2 2943.3 119.2

SysB 407.9 2174.2 817.1 1598.3 483.5 339.2 5039.3 327.0 180.6 2544.9 132.6

SysC 1303.3 1629.0 690.2 1520.4 629.9 428.2 4964.4 221.3 224.7 3226.9 151.2

SysD 260.1 1039.6 745.1 1285.2 307.9 145.9 2670.0 95.2 75.3 1608.0 73.2

SysE 586.8 1382.4 118.2 1576.8 389.7 1316.9 4441.8 543.4 1453.1 2694.1 134.1

SysF 265.1 1182.7 814.8 1193.7 334.8 370.2 3857.5 327.9 180.0 2251.9 102.6

SysG 181.7 626.1 375.5 1289.8 219.7 150.2 2307.9 64.7 425.1 1191.4 44.4

SysH 123.3 567.4 35.2 83.2 137.7 613.7 934.9 698.8 206.5 2007.1 197.4

SysI 51.6 995.3 49.5 214.7 216.5 334.3 1368.5 256.0 83.3 1071.3 301.5

SysJ 1690.4 706.7 51.4 402.2 196.8 657.5 2111.3 667.6 1093.4 1879.2 192.0

SysK 24.8 218.9 16.4 62.2 73 123.6 449.8 117.9 31.2 445 56.9

SysL 160.16 471.3 50.12 82.28 372.7 516.08 1103.4 547.86 329.4 1705.18 240.04

SysM 151.7 1171 76.9 215.3 254.3 358.5 2971.5 314.2 265.5 2374.9 286.5

SysN 210.55 880.67 180.16 187.04 260.03 249.83 2178.4 393.5 326.8 1457.48 150.24

SysO 215.4 1173.9 128.1 191.5 259.6 167.6 2657.5 329 190.7 2493.2 161.6

SysP 444.3 2720.7 274.9 368.9 390.2 210.1 5816.3 641.8 354.6 5022.8 318.6

SysQ 660.3 4596.6 415.1 615.2 471.6 336.3 8711.2 971.7 611.4 6928.1 516.1
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Abstract. PDAs and other handheld devices are commonly used for
processing private or otherwise secret information. Their increased usage
along with their networking capabilities raises security considerations
for the protection of the sensitive information they contain and their
communications.

We present CryptoPalm, an extensible cryptographic library for
the PalmOS. The library integrates a large set of cryptographic al-
gorithms and is compatible with the IEEE P1363 standard. Further-
more, the library offers performance comparable with that of inde-
pendent, application-centric implementations of the cryptographic algo-
rithms. CryptoPalm is beneficial for PalmOS software developers, since
it provides established cryptographic algorithms as an infrastructure for
meeting their applications’ security requirements.

1 Introduction

The PalmOS platform is a well-known and wide-spread PDA platform. It has
been used by PalmOne (formerly Palm Inc.), Sony, and Handspring for PDAs of
varying capabilities. PalmOS dominated the market of PDAs, reaching a world-
wide penetration of 68% by 1999. Nowadays, the PalmOS operating system is
incorporated in smartphones i.e., mobile phones with PDA capabilities.

The increasing use of PDAs for processing private information and for se-
curely accessing enterprise information drives the need for support of crypto-
graphic operations in them. Furthermore, PDAs are complete computing sys-
tems that can interface with larger systems through communication ports like
infrared ports, modems, and wireless network cards. Combined with their “per-
sonal” character, PDAs can be an attractive means for two-factor authentication
methods.

Given the large installation base of PalmOS-based devices and the numer-
ous applications, it is desirable to have a cryptographic library that incorpo-
rates most common operations, like public and secret-key algorithms and cryp-
tographic hashing functions.

In this paper, we introduce CryptoPalm, an extensible library of crypto-
graphic operations for the PalmOS. The library incorporates some unique char-
acteristics. At first, it implements all the aforementioned algorithm families un-
der a common programming interface, allowing a developer to choose the best
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algorithm for his needs from a set of available ones. At second, it offers com-
patibility with the IEEE P1363 standard for public-key cryptography, ensuring
the correctness and validity of the implementation [1]. At third, it provides an
extensible platform, where more algorithms can be incorporated, under the same
programming interface, if needed. At fourth, it achieves comparable performance
with that of independent implementations of specific algorithms. Finally, the li-
brary is compatible with all PalmOS versions, from 3.0 up to 6.0.

The paper is organized as follows. Section 2 provides a short presentation
of the PalmOS platform and a review of previous attempts of cryptography
implementation on the PalmOS platform. Section 3 provides an analysis of the
implementation of the CryptoPalm library and the performance optimizations
we incorporated, while Section 4 provides a comparison between the CryptoPalm
library and independent implementations of specific algorithms. Finally, Section
5, presents the conclusions and the directions of this work.

2 Cryptography in the PalmOS

Palm PDAs are small-factor, battery-operated devices, in the size of a wallet.
They offer functionalities such as calendaring, todo lists, and addressbook. The
first generation of PDAs are based on the Motorola M68000 processor family,
operate at 16 and later 33 MHz and have 512KB–32MB of memory. The word
size is 16 bit, stored in big-endian form. They do not have a hard disk or a
file system and communicate with a personal computer for data synchronization
through a serial port. The second generation of Palm PDAs are based on the
ARM 4T processor family, operating in much higher frequencies. The word size
is now 32 bit, stored in little-endian form.

Palm PDAs run PalmOS, an operating system with a pre-emptive mutlitask-
ing kernel. The user applications run, until PalmOS 6, as a single task and thus,
no more than one user applications can run concurrently. PDAs based on the
PalmOS enjoyed high market penetration. The manufacturer provides all neces-
sary programming tools to third parties for developing new applications on top
of the operating system. By the end of 2002, more than 20 million PalmOS-based
devices have been sold and more than 10,000 third-party applications have been
developed.

Among these applications, there have been attempts to implement various
cryptographic algorithms for the PalmOS. The cryptographic algorithms are
used for encrypting private information stored in the device and for supporting
the SSH protocol over TCP/IP connections. The latter was based on pilotSSL,
an attempt to port the SSLeay library to the PalmOS [2],[3]. Both SSLeay and
pilotSSL have ceased development for quite some years now; the pilotSSL is far
from a complete cryptographic library. Daswani and Boneh experimented on the
capability of the Palm devices for supporting secure electronic transactions [4].
They conclude that there are some functions, like RSA key generation, that are
not feasible to run on PalmOS and support the view that cryptography in such
environments should be based on elliptic curve cryptography. To support this
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view, they provide comparisons between the pilotSSL library and a commercial
SDK for elliptic curve cryptography. Lately, Copera Inc. has introduced AESLib,
a high-performance implementation of the AES algorithm for the PalmOS [5].

Previous attempts to implement cryptography on the PalmOS can be char-
acterized as application-centric. The cryptographic algorithms are built as part
of larger applications and their maintainance is tight to that of the applica-
tion. Furthermore, algorithms implemented in an application cannot be reused
by another application. It is our view that cryptographic operations are a re-
quirement for the majority of applications handling sensitive, private data on a
PalmOS-based device and thus, they should be implemented as a library acces-
sible from all applications. Thus, all applications can benefit from the existence
of a correctly-implemented and high-performance library. PalmOS 5 headed for
this option by providing a “Cryptography Provider Manager” in the operating
system. However, currently it supports only two algorithms, namely RC4 for
encryption and SHA-1 for hashing. In the next sections we present CryptoPalm,
an attempt to provide a unified cryptographic library supporting all the popular
algorithms under a common API for the PalmOS.

3 The CryptoPalm Library

The CryptoPalm is a complete cryptographic library for the PalmOS operat-
ing system. The CryptoPalm library provides implementations for the following
algorithms:

– RSA public key algorithm. The implementation is compatible with the IEEE
P1363 standard.

– symmetric key algorithms: DES, and two implementations of AES.
– ECC algorithms: ECDSA, compatible with the IEEE 1363 standard and

supporting operations over primary and binary fields (GF (p) and GF (2m)).
– Hashing algorithms: SHA-1 and MD5.

The CryptoPalm cryptographic library is based on the MIRACL big number
library 1. The MIRACL library is a collection of optimized routines for handling
multi-precision arithmetic, with emphasis on cryptographic operations.

The selection of the MIRACL library was driven by the fact that it offers a
well-tested set of cryptographic operations and all the necessary primitives for
implementing new algorithms. Furthermore, MIRACL has the following advan-
tages for the PalmOS platform:

– There are no available general-purpose cryptographic libraries for the Pal-
mOS. The available port of the SSLeay library to the PalmOS has ceased
development for some years now and the port was made for supporting spe-
cific operations.

– MIRACL is known to be one of the top high-performance libraries for cryp-
tographic operations [6].

1 MIRACL library is available from http://indigo.ie/~mscott/.
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– The library is developed with portability in mind, which was expected to
ease the port to the PalmOS platform.

– The library supports both big and little endian architectures, which is a
desirable feature, given that the Motorola M68000 processor family follows
a big endian architecture.

The development of CryptoPalm library consisted of the following steps: i.
Porting the MIRACL library to the PalmOS environment, ii. Implementation of
public key algorithms compatible with the IEEE P1363 standard, iii. Integration
of symmetric-key and hashing algorithms, iv. Implementation of algorithmic
optimizations, and v. Development of a static and a shared library for use by
other programs.

3.1 Port of the MIRACL Library to PalmOS

The MIRACL library provides the necessary support for big number arithmetic.
It has been actively developed since 1988 and currently version 4.85 is available.
The library is available in source code and executable forms for various processors
and is free for academic and non-profit use. The library is characterized by its
compactness, portability, and efficiency. Various processor families are supported
and optimizations in the form of assembly code are provided for specific families.

The Motorola M68000 processor family is not currently supported, so the
first step was to port the MIRACL library to this processor family. The first
step of porting the library to a new environment is to correctly structure the
MIRACL Definitions header file mirdef.h. The required changes for supporting
the PalmOS environment were:

– Define a word size of 16 bits and big-endian storage.
– Disable support for optimized assembly code, since no assembly code is avail-

able for the M68000 processor.
– Disable support for standard I/O and file I/O, since the PalmOS platform

neither has standardized input/output functions, e.g. ANSI C printf() and
scanf(), nor a file system.

There are some points that must be taken into account when creating a li-
brary in the PalmOS environment. A first point is to decide if the library is
built as a static or dynamic one. A static library introduces less overhead and
the linker, if it supports it, can integrate into the application only the func-
tions of the library that are called. This results to smaller programs. However,
if the library code is updated, all programs that are linked with the previous
version of the library must be upgraded too, in order to incorporate the neces-
sary updates. Dynamic libraries can be built and installed only once in a Palm
device. Programs that use the library have the extra overhead of opening the
library and calling the necessary functions. The advantages of dynamic libraries
are the maintainability and the fact that programs can break the 64 KB barrier
(dynamic libraries can be 64 KB each).
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Another point of attention is the code model, which specifies the type of
jumps within the code. There are three approaches to this option: use absolute
addresses for calling functions (large model), use only small addressing (small
model) and use a mixed model of absolute and relative addresses (smart model).
The second approach results in faster code, since it introduces minimum overhead
(one jump instruction). However, code jumps must not exceed 32 KB forward or
backward (as the jump instruction takes a 16 bit offset value as a parameter).
Therefore, a careful link order must be defined for the use of the small model
without hitting the jump limit.

The previous work allowed the creation of a static library version of Cryp-
toPalm. The static library comes as a standalone file, PalmMir.lib, that contains
all the necessary functionality for implementing cryptographic computations. It
can be integrated with third-party code. We also developed a shared library
version of CryptoPalm, in order to further assist developers of cryptographic
software. Since PalmOS shared libraries must not exceed the 64 KB limit, Cryp-
toPalm is composed of four smaller libraries; one for algebraic operations (includ-
ing the P1363 RSA Implementation), one for elliptic curve operations (including
the P1363 ECDSA Implementation), one containing the symmetric ciphers (DES
and AES) and the hash functions (SHA-1 and MD5), and one containing Brian
Gladman’s AES Code. All four PRC files can be transferred to the the PDA
during a HotSync operation and can be manipulated like any other Palm OS
Shared library.

3.2 Public-Key Algorithms

The implementation of public key algorithms has been standardized in the IEEE
P1363 standard [1]. The standard defines all the necessary steps for implement-
ing a public-key algorithm, from the generation and validation of keys, to the
encryption, decryption, signing, and signature verification functions. The MIR-
ACL library provides “wrapper” functions for implementing only the public-key
cryptography primitives.

We independently implemented a large set of IEEE P1363 functionality, sup-
porting all cryptographic operations for both RSA (IFEP-RSA, IFDP-RSA) and
Elliptic Curves (ECSP-DSA, ECVP-DSA). The implementation was validated
for conformance with the standard, using the provided test vectors and checking
for correct output.

3.3 Secret-Key and Hashing Algorithms

The symmetric-key algorithms implemented in the CryptoPalm library are DES
and two versions of AES. The MIRACL library contains only an implementation
of AES. As to support DES, we ported Eric Young’s software DES implemen-
tation. This implementation is considered the fastest one in software currently
freely available [6]. We also ported to the CryptoPalm library Brian Gladman’s
implementation, which is considered the most optimized software implementa-
tion of AES [7].
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CryptoPalm provides the MD5 and SHA-1 hashing algorithms [8,9]. We
ported to the PalmOS the reference implementation of MD5 provided in [8].
The SHA-1 implementation is contained in the MIRACL library.

Initial performance measurements suggested that the public-key algorithms
did not achieve comparable performance with the ones provided in the litera-
ture. We further examined the implementations in order to seek for areas of
improvements.

3.4 RSA Optimizations

Profiling the RSA implementation revealed that the computation of the modular
exponentiation operation xy (mod n) was the dominant one in time, accounting
for over 99.5% of the time. Careful inspection of execution traces revealed four
areas of algorithmic optimization [10]:

– Usage of the Chinese Remainder Theorem (CRT).
– Improving the exponentiation computation.
– Improving the modular multiplication computation.
– Improving the multiplication operation.

Usage of the CRT theoretically contributes an improvement by a factor of
four. A comparison of methods for exponentiation verified that MIRACL is al-
ready using the best available method, that is of an adaptive sliding window
of 5 bits. The modular multiplication method used in MIRACL, the Mont-
gomery reduction, is almost optimal, since it is 2.5% slower than the table
lookup method [10]. We opted for Montgomery reduction, since it requires less
space and allows for the next optimization. The multiplication operation can be
enhanced by combining the Karatsuba-Ofman multiplication method with the
Montgomery reduction for the modular multiplication. The combination of the
two methods offers an asymptotic improvement from O(n2) to O(n1.58), where
n is the number of binary digits of the modulo.

In summary, CryptoPalm contains an optimized RSA implementation using
the Chinese Remainder Theorem, an adaptive sliding window exponentiation
of 5 bits and the combination of Montgomery reduction and Karatsuba-Ofman
method for the modular multiplication operation. CryptoPalm with this setup
achieved an significant improvement by a factor of 5 compared to the default
implementation.

3.5 Elliptic Curve Optimizations

Profiling the Elliptic Curve Cryptography implementation revealed that the com-
putation of the scalar product of a number with a point of a curve was the most
time consuming task, accounting for over 98% of the time. The scalar multipli-
cation can be improved in four areas:

– Improving the multiplication algorithm.
– Improving the doubling and addition operation.
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– Improving the modular multiplication algorithm.
– Improving the multiplication method.

The analysis of the profiling revealed that the computations could be im-
proved by using the Brickell method [11]. This applies to both primary and
binary fields. The improvement is almost halving the required time for the com-
putation. Furthermore, for computations over prime fields, it is possible to use
the combined Karatsuba-Ofman multiplication method and the Montgomery re-
duction method as before, along with the Brickell method. All combined, we
achieved an improvement by an order of magnitude for the computations over a
prime field.

4 Performance Analysis

In this section we present performance diagrams for the algorithms supported by
CryptoPalm. All performance measurements were taken in the PalmOS Profiler,
a special version of the PalmOS Emulator (POSE) [12]. The Profiler provides
detailed timing analysis of application execution with high accuracy. For shake
of comparison with other works, we provide diagrams of the performance on the
Motorola Dragonball 16 MHz processor. We note that we took measurements
for other processors too (Dragonball EZ 20 MHz, VZ 20 MHz, VZ 33 MHz),
and on a real device (Handspring Visor Pro having a Motoral Dragonball VZ 33
MHz processor). All measurements indicate that cryptographic operations are
processing-bounded (performance improves linearly with the speed of processor).
Furthermore, performance on the POSE and the real device are identical, fur-
ther supporting the confidence on the POSE measurements. All measurements
presented are the weighted average of 100 experiments.

Table 1 provides a comparison between the CryptoPalm optimized RSA im-
plementation and the one provided by the pilotSSLeay for encryption and de-
cryption. The two implementations provide almost identical performance; for
decryption pilotSSLeay is slighty better, for encryption CryptoPalm is slightly
better. This is rather encouraging, since pilotSSLeay implements the time-critical
functions in assembly code, while CryptoPalm does not.

Table 1. RSA (n=512, e=17) performance on DragonBall 16 MHz

pilotSSLeay CryptoPalm

Decryption 7028 ms 7343 ms
Encryption 1376 ms 1338 ms

Table 2 provides a comparison between the CryptoPalm optimized ECC im-
plementation and the Certicom Security Builder SDK 2.1 for PalmOS, as re-
ported in [4]. Clearly, the commercial product is achieving better performance
(4–5 times faster). This is an area of improvement for the CryptoPalm library.
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We should note however that the commercial product contains highly-optimized
code in assembly language, while CryptoPalm is written entirely in ANSI C.

Table 2. ECC (160/163 bit) performance on DragonBall 16 MHz

pilotSSLeay CryptoPalm

Key generation 597 ms 3465 ms
Signature generation 776 ms 3684 ms
Signature verification 2448 ms 10084 ms

Table 3 provides a comparison between DES and AES of CryptoPalm. The
AES algorithm is considered more secure than the DES algorithm; the results
indicate that it is also provides higher performance, so there is no practical
reason to prefer DES rather AES.

Table 3. DES and AES performance (bytes/sec)

DES AES 128 AES 192 AES 256

Dragonball 16 MHz 4343 7547 6501 5710
Dragonball EZ 16 MHz 4343 7547 6501 5710
Dragonball EZ 20 MHz 5305 9217 7940 6975
Dragonball VZ 33 MHz 8705 15123 13019 11429

Table 4 provides a comparison between three AES implementations: the one
contained in MIRACL and ported to PalmOS, Brian Gladman’s ANSI C code
ported in the CryptoPalm library, and AESLib, a commercial product using also
Gladman’s code along with assembly language optimizations. We note that the
performance for AESLib is taken by the manufacturer, so actual performance
may slightly differ from the one reported. In any case, our port and AESLib offer
comparable performance.

Table 4. AES 128 encryption performance on DragonBall 16 MHz (bytes/sec)

MIRACL Gladman AESLib

Encryption 7733 8316 10296

Table 5 provides a comparison for various input sizes for the performance
of the SHA-1 and the MD5 algorithms, as implemented in CryptoPalm. The
authors are not aware of other implementations of the two algorithms for the
PalmOS in order to make a comparison. From the table, it is clear that there is
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a logarithmic relationship between input size and time to complete a hash op-
eration. We also note that for input sizes smaller than 256 bits the performance
is the same in both cases, due to padding (the input is padded to 256 bits and
then hashed). Furthermore, it is clear that MD5 is about four times faster than
SHA-1.

Table 5. SHA-1 and MD5 performance (time, in milliseconds)

Input size (bits) 160 256 512 1024 2048 4096

SHA-1, DragonBall 16 MHz 9223 9210 16991 24737 40229 71212
SHA-1, DragonBall VZ 33 MHz 4605 4598 8483 12350 20085 28749
MD5, DragonBall 16 MHz 2843 2843 4722 6468 9944 16894
MD5, DragonBall VZ 33 MHz 1423 1423 2367 3233 4963 8424

5 Discussion and Future Work

We have presented CryptoPalm, a high-performance cryptographic library for
the PalmOS platform. The library is compatible with the IEEE P1363 stan-
dard, a unique characteristic for the specific platform that further raises the
confidence for the correctness of the implementation. The library achieves high-
performance on the platform; the performance of the algorithms is comparable
with other works that focus exclusively on a specific algorithm or family of them.
Furthermore, CryptoPalm offers a unified API for accessing all algorithms, which
is a highly desirable feature and incorporates a set of algorithms for each funda-
mental operation. Thus, it allows the developer to choose the algorithm that best
matches his needs, without requiring to learn and install another library. Cryp-
toPalm remains an extensible platform, where new cryptographic algorithms can
be added.

There are some areas of improvement for the library that we plan to work
in the future. One direction is the inclusion of more cryptographic algorithms
in the library. Another direction is the further optimization of the code, by im-
plementing computational-intensive parts in assembly language, where possible.
Finally, it is desirable to further port natively the library on the PalmOS 5
and 6 platform. The library now can run as-is on these platforms through the
PACE compatibility layer provided by the newer versions of the operating sys-
tem. However, this layer introduces some unavoidable overhead that we would
like to overcome. Newer versions of the operating system include a limited cryp-
tographic library by incorporating licensed technology from other companies.
It would be interesting to compare the performance of CryptoPalm and the li-
censed libraries in the new operating systems. Furthermore, newer versions of
the PalmOS operating system are not supported by the emulator and the pro-
filer, thus it is necessary to develop a new testbed environment and methodology
for performance measurements on this platform.
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Abstract. In this paper we examine the impact of various levels of (par-
tial) hardware acceleration levels on a software based Network Intrusion
Detection System. While complete hardware solutions are possible and
have been studied extensively, they are costly and may suffer from scal-
ability and flexibility limitations. The flexibility of software is attractive
to address these concerns. We show in this paper that (unexpectedly) a
modest amount of hardware acceleration such as simple header classifi-
cation can achieve respectable and cost-effective system throughput. We
also find that further acceleration in the form of approximate filtering
offers very small incremental improvement.

1 Introduction

With the proliferation of high-speed and always-on Internet connections, the de-
mand for network security is steadily increasing. Network Intrusion Detection
Systems (NIDS) such as SNORT [9] attempt to detect and prevent attacks from
the network using pattern-matching rules in a way similar to anti-virus soft-
ware. NIDS systems running in general purpose processors can only achieve up
to a few hundred Mbps throughput [2]. Given this limitation, considerable effort
has been invested in accelerating NIDS systems in hardware. Researchers have
proposed complete systems [8], or have focused on the pattern matching aspect
of NIDS [4,5,10]. These designs vary in cost and performance ranging from a
few to more than 10Gbps throughput, usually at a considerable area cost. Com-
plete hardware solutions must leave enough free resources to accommodate the
constant additions of new rules. Furthermore, the handling of IP fragments, is
difficult without reassembling the packet, at considerable complexity. Therefore
it is desirable to have a software layer in the system to handle the difficult or
exceptional cases and to perform the actual reporting or other rule matching
actions.

To deal with the size limitations, hardware/FPGA-based approximate filter-
ing has been proposed. The idea is to device a filter (for example a Bloom filter
[6]) that guarantees that a negative answer is correct, but that may give “high
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probability” positive answers, allowing for a small fraction of false positives. The
existence of false positives unless is extremely infrequent, requires the presence
of a verification mechanism, most probably in software.

This paper addresses two concerns: First is to address criticism on earlier re-
search (including from our own research group) that ignored the header matching
portion of packet processing and concentrated on the payload string matching;
we wanted to implement a full header matching sub-system and evaluate its cost
and performance. Second and most important, to quantify the effects of hard-
ware acceleration on the system performance. Our goal was (a) to verify several
assumptions made by ourselves and other researchers in the field regarding the
actual cost of header matching in hardware-based NIDS, and (b) to quantify the
impact of various acceleration levels on the software and system performance. To
do so, we implemented a full-fledged Snort-like intrusion detection system we call
T-Gate, and we modify it to accept processed and annotated input stream from
a potential hardware accelerator. We performed experiments with synthesized
traffic varying the header- and payload- match probabilities to evaluate scenarios
for approximate filtering, the performance of which depends on the characteris-
tics of the input stream. We show that the most important preprocessing step
is header classification, which accounts for 55% - 80% of the processing time
for typical network traffic Then, if the software is instructed about the matching
header group, it can perform the payload search very quickly. We also found that
additional preprocessing using approximate filtering does help, but only when
false positives answers are very infrequent. We implemented hardware header
classification on a Xilinx FPGA for the entire SNORT rule set (2060 rules), and
found that the cost is in the order of 1750 slices, or about 0.86 slices per rule.
We achieved an operating frequency of 230/390 MHz (depending on the device)
and a throughput of 7/12 Gbits per second, processing 4 bytes per cycle. This
cost is very affordable and in a modest device leaves ample space for the ever
growing rule set.

This paper is organized as follows: Sections 2 and 3 describe the functionality
of Snort, and our implementation, the T-Gate. In Section 4 we evaluate T-Gate,
and in Section 5 we present and evaluate the FPGA-based implementation of
the header classification module. Finally in Section 6 we offer some conclusions.

2 SNORT Network Intrusion Detection

Snort [9] is one of the fastest and most effective Intrusion Detection Systems. It
is an open-source, lightweight and reliable platform with constant support, and
is claimed to be capable of inspecting network connections at speeds of several
Gigabits per second.

Snort’s operation is based on rules, which specify what is considered as suspi-
cious network traffic. Snort inspects the header of each incoming packet in order
to find an applicable set of rules. If a matching set exist, the packet body is
checked (if needed) for suspicious strings. Snort rules are written using a simple
language:
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alert tcp $EXTERNAL NET !80 -> $10.20.30.0/24 any (msg: ".", sid: .)

The part up to the opening parenthesis specifies the rule header and indicates
which packets are of interest in this rule, while the part inside the parentheses
specifies the rule options, i.e. what we are looking for inside the packet. Each
rule header is formed from up to 7 specific fields, which are (From left to right):
(i) action: what to do if this rule is verified, (ii) protocol, (iii-iv) source IP and
port number, (v) simple (->) or bidirectional (<>) rule, and (vi-vii) destination
IP and port number.

Rule options are written in a less strict form, using a set of keywords that
specify additional packet header fields (e.g. the ’ttl’ field), suspicious strings or
regular expressions contained in the payload of the packet, etc. A packet matches
a rule when it matched all of the rule’s options.

3 The T-Gate NIDS Implementation

T-Gate is an in-house, C++ implementation of the Snort intrusion detection
functionality that consists of a total of 7,600 lines of code. T-Gate operates in
two phases: the setup and the inspection phase. The setup phase occurs once and
creates the data structures necessary for the subsequent inspection of network
traffic. Then the inspection phase begins and is repeated for every incoming
packet, scanning the header and possibly the payload of incoming packets for
intrusion signs. The major components of T-Gate are:

Rule classification: After reading the Snort’s rule specification files we use
the rule header parameters to classify each rule into a proper rule set: we use its
protocol, source and destination IP addresses and the following protocol-specific
fields: (i) TCP and UDP: source and destination ports, (ii) ICMP: ICMP type,
and (iii) IP: transport protocol id. All rules with identical classification values
are combined into a single rule set.

Rule set optimization: Many times some rule sets which are proper sub-
sets of other sets. A trivial example of this would be rule set A: ‘‘alert tcp
$EXTERNAL NET any -> HOME NET any’’ and rule set B: ‘‘alert tcp any any
-> any any’’‘. Rule set optimization is to avoid scanning a packet’s payload
more than once. This is accomplished by finding all the pairs of rule sets where
one is a proper subset of the other and including the rules of the larger set into
the smaller one. Thus, if the header of a packet matches rule set A we compare
the payload once against the rules in set A and all supersets of A.

Rule set sorting: We assign a “generality index” to each rule set, and we
sort the contents of each of the four rule set arrays (one for each protocol) in
increasing order of their generality indices.

Conflict Definition. A packet header may match two different rule sets where
each set is not a subset of the other. This is a conflict between rule sets and in
this case the packet must be checked against the rules contained in both sets.

Algorithm Selection. Each rule set is paired with one of four string matching
algorithms:
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– Boyer-Moore-Horspool (BMH) [7]: simplification of the classic Boyer- Moore
[3] algorithm. Very fast average case but useful only for a single string.

– Aho-Corasick (AC) [1]: offers guaranteed linear search cost. All strings are
combined into a single finite state machine and the text is processed one
character at a time.

– Wu-Manber (WM) [11]: an evolution of the BMH algorithm, capable of con-
current searching for a set of signatures. Fast on the average but only if the
length of the shortest string is not very small (less than 4).

– Hybrid Aho-Corasick-Boyer-Moore: our combination of the BMH shift abil-
ity with the AC fsm. All strings are used to create a single shift table, which
contains in each position the minimum value for all the strings. Much like in
the BMH algorithm, we use the shift table to jump over segments of the text.
Whenever the shift table gives us a value of 0, we move back m-1 characters
and apply the AC fsm, where m is the length of the shortest string in the
set. We keep using the fsm until it returns to its initial state, at which point
we leap over m characters and start using the shift table again.

We select which algorithm for a specific rule set based on (i) the number of
rules in the set which require string matching and (ii) the length of the short-
est string. We found experimentally that it is best to use AC when we have a
minimum length of two characters or less, BMH when the set contains only one
string, ACBM when the set has less than 50 strings and WM in all other cases.

Packet Header Classification. The first level of inspection is applied to all
packets. From the packet header we extract the necessary data (protocol, source
and destination IP, ports, etc) and perform a sequential comparison with all the
rule sets for the specific protocol. Should the packet header match a rule set, we
will also have to check the payload.

Payload Scanning. After we find a matching rule set, the payload is examined
for suspicious strings using the algorithm assigned to this set. The algorithm re-
turns a list containing the id’s of the strings that were located inside the payload
and the positions where those strings were discovered. If no strings are found, we
compare the packet’s header with the entries inside the list of possible conflicts
of the rule set that initially matched. If this comparison produces another set
which matches the packet then the payload is scanned again.

4 T-Gate Evaluation

First we compare the speed and effectiveness of T-Gate with that of Snort. We
used Snort v. 2.1.3 with all included rule files. Measurements were performed on
an 1.2 GHZ Athlon processor with 256 KB cache and 256 MB RAM under very
light load conditions.

for the comparison we generated a large number of traces, each containing
250,000 packets with a protocol ratio of 70% TCP and 30% UDP, and described
by three variables: the mean packet size, the probability h by which a packet
header will match with at least one rule set, and the probability p by which a
packet matching the header of a rule set will also contain a string indicated in
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one of the set’s rules. We ran experiments with mean packet length values: 300,
560 and 1000. Due to space limitations we show results only for average size of
300 bytes which is representative of the average internet traffic. The results for
larger packet sizes offer similar comparisons and conclusions.

4.1 T-Gate Performance

T-Gate was designed as a simple NIDS and supports only one ’content:’ option
per rule as well as the ’nocase’ option for case insensitive string matching. To
perform a fair comparison we processed all the rule files used in Snort and T-
Gate so that all rule options are removed except ’msg:’, ’sid:’, ’ip proto:’, ’itype:’
and the first ’content:’ and ’nocase’. Also, we disable all preprocessors of Snort
as well as checksum verification. In addition, we disable event logging and alert
generation in Snort since they are computationally expensive. Finally, all rules
with an “any any -> any any” header were omitted since all packet headers
would match the equivalent rule set (giving a probability h of 100%).

Figure 1 plots the total execution time of the two systems when processing
identical traces of packets with an average size of 300 bytes. By default Snort
uses the Wu-Manber string matching algorithm, but we also plot Snort using
the Aho-Corasick algorithm.
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Fig. 1. Execution time for T-Gate and both cases of Snort, with a mean packet size of
300 bytes and varying trace characteristics h and p

It is interesting to observe that in several traces for Snort with AC (not
shown in Figure 1) and in all traces for T-Gate, the execution time is practically
stable regardless of the amount of matching headers and payload strings. This
is due to the cost of reading the large traces files from the hard drive. Packet
processing is done so quickly that an increase of the processing time due to the
h and p parameters goes unnoticed due to the slow disk access. We modified
T-Gate to measure the time spent exclusively on packet processing, we found
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that the packet processing time reaches at most 54% of the total execution time,
supporting the hypothesis that packet processing and disk accesses are done in
parallel and that disk access time dominates over that of packet processing.

The second observation is that T-Gate is significantly faster than Snort under
conditions of “attack” traffic, i.e. traces with h being 100% and a large p. The
execution time for Snort increases significantly under these conditions, while the
execution time of T-Gate remains almost constant. We also performed exper-
iments with additional traces with an average packet length of 560 and 1000
bytes. The resulting curves were of similar form as those of Figure 1. T-Gate is
also more memory efficient, requiring about 17 MB while Snort required about
35 MB for the WM algorithm and 180 MB for the AC algorithm. The above facts
suggest that T-Gate achieves comparable or better performance than Snort us-
ing less than 10% of the memory of Snort, making T-Gate a good platform to
evaluate the effects of hardware acceleration.

4.2 Impact of Hardware Acceleration

We now investigate how a software IDS could benefit by the use of relatively
simple hardware filters. We came up with two hardware filters that could be
used to reduce both the number of packets processed by the software and the
process time for each packet.

The first filter we consider is a packet header classification filter, since software-
based header classification represents a significant portion of the total processing
time: for a mean packet length of 300, header classification time represents more
than 28% of the total processing time and can often surpass 50%.

This filter contains the header part of all the rule sets as well as the order
in which the software checks them against incoming packets. When receiving a
new packet, the filter classifies its header and transmits the serial number of the
matching rule set to the software. Should more than one rule sets match, the
hardware sends the smallest index number, which also corresponds to the most
specific matching rule set. If no rule sets match with the packet’s header then
the packet is obviously safe and need not be examined by the software.

The second hardware filter we consider is an approximate string match filter.
Such a filter could reduce the number of computationally expensive payload scans
performed by the software. This filter is used in conjunction with the header
classification filter described previously. After a packet has been classified, the
packet along with the classification data arrives at the approximate string match
filter. The filter then selects a specific group of strings which contains all strings
of the matching rule set as well as all the strings of all possibly conflicting rule
sets. The filter then performs a scan of the payload using an approximate string
matching method (e.g. Bloom filter [6]) and responds either with an accurate
negative answer indicating a clean packet, or a possibly incorrect positive answer,
which means that most probably a string was located in the payload. If we receive
a negative answer there is no need for the software to perform a payload scan, and
the probability of false positives depends on the quality of the implementation.
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To perform a quick exploration of the design space we developed simple
theoretical models for the two filters, using the h and p probabilities, f , the
probability of receiving a false positive answer, and the average processing time
for header and payload processing of a packet. For The predicted execution times
from the model were within 6.5% from the actual measured values.

The operation of both filters was simulated by properly preprocessing the
traces we used and generating the information that the software IDS would
receive if the filters were actually implemented. Figure 2 shows the impact of
the two hardware accelerators on the processing time of T-Gate. From Figure
2 we can easily see that the packet header classification filter can significantly
reduce processing time, and that the addition of a approximate string match
filter reduces the processing time even further, but by a much smaller amount.
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Fig. 2. Packet processing times for a mean packet length of 300 bytes and varying trace
characteristics h and p

Figure 3 shows the total achieved operating bandwidth. We see that during
normal operation the software-only system can achieve less that 500Mbps. Hard-
ware acceleration helps dramatically under normal operation or light matching
conditions. When the matches become very common, the involvement of the
software negates any possible acceleration benefits.

5 FPGA-Based Header Matching and Classification

To establish the cost of header matching and classification for hardware/FPGA
based NIDS, we implemented a full such system. The organization of the sub-
system is simple and is shown in Figure 4. A single input feeds packet (header)
data into the first module that performs header delineation, and field separation.
For header classification, only six of all the possible header fields are necessary:
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Throughput for mean packet length 300 bytes
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figure more readable.
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source and destination IP address and ports, the protocol type and the ICMP
type. Here we have to make two observations: (a) these fields involve the IP
header as well as the TCP/UDP headers (source and destination ports), and the
ICMP header, and (b) additional header fields can be used in the Snort rules,
but are not used for the header classification, so as to avoid excessive number of
small groups.

The six header fields are registered and forwarded to the rule set comparator
module. The output of this module is a bitmask indicating all possible matching
rules. The matches are strictly prioritized, as mandated from the software (Snort
and T-Gate). Therefore, the rule match indications are fed to a priority encoder
to identify the most significant matched rule and to provide its encoding along
with the packet data to the next processing level. All the modules are pipelined
in fine-grain stages in order to achieve the best performance. Processing is per-
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formed 4 packet bytes per cycle and we use parallel comparators in order to
process all the required header fields concurrently.

5.1 Pipelined Comparator Module

To achieve high operating frequency we implemented the comparator module
using fine-grained pipeline, and to reduce the area cost of our implementation,
we took advantage of the repeated instances of same comparators for various
rules. These repetitions occur from similar rules that for example distinguish
different addresses within the same domain, etc. We exploit comparator sharing
at any level of the comparator tree at the minimum logic size, which is a 4-bit
LUT, or even final result of the entire field value. The last case occurs when some
rules have common sub-rules, for example when looking for the same destination
address in a header.

Figure 5 shows both the four fine-grained pipeline stages and sketches the shar-
ing of comparator’s portions across different rules. In this diagram the light gray
portions are removed and the corresponding results are obtained by shared logic
cells. At the first pipeline level rule X compares against the hex value 0xABCD, rule
Y compares against 0xEBFD, and rule Z compares against 0xABCD. Rule Z has
more common parts with rule X not shown for space limitations. In the optimized
implementation, rule Y shares two LUTs with rule X, and rule Z shares the output
of stage three with rule X, with a total benefit of eight LUTs.

5.2 Performance Evaluation

For the evaluation of our design we used Xilinx Core generation tool for the
multiplexer used in the encoder and the Xilinx ISE 6.2 tools for synthesis and
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Table 1. Header Classification Area Cost with and without optimizations

Module F/Fs LUTs Slices
Header Field Extractor 120 49 64

Comparators 1152 778 886

Priority encoder 1295 704 750

Control 112 112 56

Total Optimized 2679 1643 1756
No Optimizations 8904 7003 5120

Area Improvement (%) 332 426 291

Table 2. Utilization and operating frequency for three small Xilinx devices

Family Device Utilization (%) Frequency (MHz)
Virtex2Pro x2vp4 58 388

Virtex2 x2v500 57 388

Spartan3 x3s200 91 229

place and route operations. We used three devices from different FPGA families:
a Virtex 2PRO x2vp4, a Virtex 2 x2v500 and a Spartan3 x3s200. The internal
cell structure of these devices is similar and the results both for the area cost
are practically identical. Table 1 lists the area lists the cost of our design in
terms of flip-flops, LUTs and total device slices. The total cost is dominated
by the Flip-Flops, and for the entire Snort rule set is 2679 FFs, that fit into
1756 slices. Table 1 also offers a break-down of this area cost per module, and as
expected the majority of the FFs and logic is consumed by the field comparators
and the priority encoder, i.e. the parts of our design that scale with the number
of rules. In Table 1 we also show results without any LUT and FF sharing
optimization: the number of FFs jumps to 8904 and the number of LUTs to
7003! This corresponds to a net increase of about 3 times in area.

Table 2 lists the area utilization and operating frequency for three devices
we used in our experiments. We selected these small devices so as to keep design
density in realistic levels. The operating frequencies we achieved are almost 390
MHz for the Virtex devices and about 230 MHz for the Spartan device. Since
our design is capable of processing 4 packet bytes per cycle, these frequencies
correspond to a processing throughput exceeding 12 and 7 Gbps respectively. It
is clear that the header classification is both small and fast, and will not be a
bottleneck when used in a larger design.

6 Conclusions

A complete hardware solution is by far superior in performance, and a very ef-
fective acceleration approach. However, if a software component is necessary for
some reason (handling of fragments, approximate filtering, etc.), then a signifi-
cant portion of the acceleration is lost, and the software becomes the bottleneck.
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We discovered that in that context, a simple and small header classification is a
very effective hardware acceleration technique, offering significant performance
improvement with few resource demands. Using a modest personal computer
together with header classification acceleration we were able to achieve (few)
Gigabit software processing throughput when the system is not under attack.

To our surprise we also discovered that more sophisticated acceleration mech-
anisms such as approximate filtering offered limited additional performance gain
because the software was the actual bottleneck.

These results offer evidence that guide us towards complete hardware/FPGA
based NIDS systems, either (a) using exact matching techniques, or (b) using
approximate matching techniques but accepting the fact that false positives exist
and not attempting to verify whether they were actually false or not.

Header classification essentially “prunes” the search space, distinguishing
between active and inactive groups of search strings. We plan to investigate
ways to exploit this property and disabling a large part of the content search
circuits in order to achieve hopefully significant power consumption savings.
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Abstract. Graphs are useful data structures capable of efficiently repre-
senting a variety of technological and social networks. They are therefore
utilized in simulation-based studies of new algorithms and protocols. In-
spired by the popular tgff (Task Graphs For Free) toolkit, which creates
task graphs for embedded systems, we present the ngce, an easy to use
graph generator that produces structures for the study of the propaga-
tion of viral agents in complex computer networks.
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1 Introduction

The design and evaluation of robust network protocols and algorithms is a diffi-
cult and tedious problem, mainly due to the effort and the economic cost required
to deploy a prototype system in a large scale network in order to test the pro-
posed designs. Moreover, some cases cannot conceivably be studied in vivo. For
example, when studying malicious software or biological infectious agents, it is
not possible to examine the spread of worms or viruses simply by releasing live
viral code to the Internet or virulent strains to the society. The scientific commu-
nity addresses these problems primarily by making extensive use of simulations.

The most accurate results come from simulations that utilize real-data
topologies, but since most of the time these data are not available [1], syn-
thetic graphs are used instead. Unfortunately the creation of artificial graphs
imposes an additional effort, because they have to be built from scratch. Fur-
thermore, as a result of the burden of constructing graph structures, researchers
are forced to build only a small number of them in order to study their ideas.
We believe that the existence of an easy to use graph generator will help the
scientific community to evaluate the proposed algorithms under a broader scope
using multiple topologies. This approach would offer the opportunity to gain in-
sights on the weighted algorithms and to uncover their strengths and weaknesses
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in a much finer granularity than by using a single example or a limited number
of graphs. The paper [2] showed the impact of graph generators in simulation
outcomes, and [3] pointed out the correlation between the physical infrastructure
and the problem under investigation during the design of graph models. Most of
the recent research related to the generation of network graphs has focused on
routing, resource preservation, and performance problems. On the contrary, to
the best of our knowledge, little attention has been paid to the development of
graph generation tools specially crafted for the study of the spread of malicious
applications.

Another important issue concerns the difficulties that different research
groups face in comparing their results because of the absence of a standard set of
graphs or an application capable of constructing reproducible graphs. Given that
it is quite difficult to generate a single set of graphs large enough to cover all needs,
our goal was to introduce a tool that could regenerate graphs with predefined and
repeatable properties. We focus on malcode propagationdynamics, because we be-
lieve that it represents a situation where alternative study methodologies, besides
the use of simulations, are limited and not acceptable. Moreover, some studies take
place during the outbreak of an epidemic, leaving insufficient time for the prepara-
tion of various graph topologies. We believe that this kind of support tool will be
useful to speed up the research on the spread of viral code, especially during crisis
situations. The embedded systems design community benefited a lot from the ex-
istence of tools such as the tgff [4], which are able to generate specially crafted
reproducible task-graphs for embedded systems. We hope that similar gains will
also arise for the worm containment community.

Our decision was to incorporate within this application the most common
topologies that have been and are still widely used to simulate the virulent
activity of malware. We presume however, that this tool may also be useful for
other studies related to social and technological networks as it is quite easy to
add new topologies by developing appropriate plug-ins.

The rest of this paper is organized as follows. In section 2 we survey the most
representative network topologies and we present their applications in a number
of different circumstances. In section 3 we summarize the available graph gen-
erators. Section 4 describes the design of our tool and discusses various aspects
of its implementation, while section 5 analyzes the graphs produced by our tool
and comment on their characteristics. In section 6 we present possible use-case
scenarios for the ngce tool. Finally section 7 concludes this paper.

2 Network Graph Topologies

Although graphs have been widely used thoroughly to study a variety of inter-
esting theoretical problems, only a small percentage of them are appropriate for
network related problems and have been utilized in this scope. The most suit-
able topologies for this type of research are homogenous graphs, random graphs,
random graphs with fixed connectivity, scale-free graphs and some variations of
them that we will discuss below.
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2.1 Homogeneous Graphs

Homogeneous or fully connected graphs were for many years the epidemiologists’
preferred choice for describing the spread of infectious diseases. This topology
has been recently adapted to model the growth of computer viruses and worms
[5,6,7,8,9,10,11,12,13,14,15]. ngce supports homogeneous graphs because they
offer significant advantages. First, analytical mathematical models can be easily
applied to them; second, they provide a good abstraction of very large networks
when the majority of the susceptible hosts are accessible from an infectious agent
and third, performing simulations using a homogeneous graph and comparing
their outcomes with the mathematical analytical results is an excellent way to
ensure that implementation details did not corrupt the simulation model. Ho-
mogeneous graphs can be built as follows.

1. Start with N vertices and no edges.
2. Connect each vertex with all the other vertices.

A homogeneous graph with N nodes will always end up with (N2−N)/2 edges.

2.2 Random Graphs

Until recently, it was believed that random graphs provide a good approximation
to very large networks such us the Internet. Barabási et al [16] proved however,
that the connectivity of the Internet, along with that of many other technical and
social networks, obeys a power law distribution forming scale-free graphs. Prior
to these findings, a large number of simulations that investigated the spread
of malicious code, had been performed on random graphs [6,7,8,17,15]. Due to
this fact, and, more importantly, in order to allow the comparison between older
and current studies, we decided to include them in our tool. Since numerous
algorithms have been proposed to construct random graphs, we selected to im-
plement the most widely adopted one, in particular the Erdős-Rény algorithm
[18] or the Gilbert algorithm according to others [19]. The algorithm works as
follows.

1. Start with a graph with N nodes and no edges.
2. Connect each pair of two nodes with probability Per.

This results in an Erdős-Rény graph. The shape of the connectivity distribution
however is highly dependent on the value of the Per probability.

2.3 Scale-Free Graphs

Scale-free structures exist in a stunning range of heterogeneous systems ranging
from biological and social to purely technological [20] networks such as the World
Wide Web (WWW) [21,22,23], the physical connectivity of the Internet [24,25]
or the network of people connected by e-mail [26]. Studies have explored the
spread of malicious code in scale-free computer networks with interesting but
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conflicting results [27,15,28] while [29] investigated the resilience of the Inter-
net to random breakdowns. We assume that, in light of these recent evidences,
simulation research will increasingly be based on scale-free topologies and thus
we support them in the ngce tool. Barabási and Albert demonstrated that the
creation of scale-free networks should include two definitive characteristics: In-
cremental growth and preferential connectivity. Incremental growth is the process
of adding new nodes to an existing graph. Preferential connectivity or preferen-
tial attachment describes the tendency of a newly added node to be connected
with highly connected nodes. The elimination of either of these properties lead
to graphs with temporal scale-free characteristics. Under certain circumstances
it is possible to construct scale-free graphs without enforcing growth and prefer-
ential connectivity simultaneously. We felt that the inclusion of a flexible model
that allows the experimentation with either of these modes or a combination of
them would leverage the development of a larger variety of scale-free graphs.

Preferential connectivity. In order to construct a BA (Barabási and Albert)
graph working with a fixed number of nodes without the incremental growth
property, but with the preferential connectivity, we have to use a limited number
of edges [30]. The algorithm consists of the following phases.

1. If the number of edges is less than the number of nodes, select randomly a
vertex and connect it with probability

P (ki) =
ki∑
j kj

(1)

to the vertex i.
2. Repeat step 1.

If the number of edges is approximately equal to the number of nodes the con-
structed graph exhibits scale-free characteristics.

Incremental Growth. One, but not sufficient ingredient, of the scale-free net-
works is the incremental growth property, but without the preferential connec-
tivity option; as new nodes are added to the graph the scale-free nature of the
network diminishes. We thought that it would be best, if we enabled the con-
struction of graphs based solely on the incremental growth for further study and
experimentation. The algorithm has the following structure.

1. Create a pool K and add to it mo initial nodes.
2. Create a pool L of all the other nodes.
3. Remove randomly a node i from the pool L and connect it to a randomly

chosen node from the pool K.
4. Add node i to the pool K.
5. While the pool L is not empty, repeat step 3.

It is also possible to connect a node with m > 1 other nodes from pool K as
long as the size of the pool K is larger than m.



676 V. Vlachos et al.

Complete Model. By combining both of the incremental growth and preferen-
tial connectivity properties our system will approximate the BA model as closely
as possible. The algorithm is constituted by two major parts. For the first mo

nodes:

1. Create a pool K and add to it mo initial nodes.
2. Create a pool L of all the other nodes.
3. Remove randomly a node l from the pool L and connect it to a randomly

chosen node from the pool K.
4. Add node l to the pool K.

And for the rest of the nodes, we follow closely the BA’s algorithm.

1. Remove randomly a node i from the pool L.
2. Select randomly a vertex from the pool K and connect it with probability

P (ki) =
ki∑
j kj

(2)

to the vertex i.
3. Add i to the pool K.

The first part of the algorithm is arbitrary since Barabási and Albert, did not
describe how to connect the mo + 1 node.

To verify that the produced graphs obey the power law distribution nec-
essary to characterize a graph as scale-free, we developed scripts to parse the
constructed graph and extract the connectivity probabilities in a gnuplot format
file.

2.4 Random Graphs with Fixed Connectivity

Random graphs with fixed connectivity constitute a nontrivial network topology
that is often encountered in grid systems. Considering the significant importance
of such systems and the fact that older studies have been based on them [6,8],
we also included these structures in our ngce tool. We implemented a custom
algorithm for the creation of random graphs with fixed connectivity. In our
approach, the user chooses the number of nodes and the number of edges each
node should contain. Then the algorithm works as follows.

1. Create an unconnected graph with N nodes.
2. Add all nodes to a pool L.
3. Pick randomly a vertex v and a vertex u from the pool L, if the pool L has

at least two elements, else exit.
4. Connect vertex v with vertex u and decrease their available connectivity by

one.
5. If vertex’s v or vertex’s u available connectivity is 0, remove it from the pool

L.
6. Repeat step 3.
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2.5 Custom Graphs

Sometimes it is necessary to measure the effects of various algorithms in non-
standard graphs. We therefore added an option to our system that gives the
ability to an experienced user to create non-typical graphs with custom proper-
ties based either on the random graph algorithm or on the scale-free algorithm.

3 Network Graph Generators

The recent evidence from Barabási and Albert regarding the scale-free nature of
the World Wide Web and the Internet [24] raised a number of issues concerning
the structure of other technological networks. Several researchers proposed algo-
rithms that provide improved models for the representation of these networks or
uncover insufficiencies of the current models, such as [31,32] for the Internet or
[22] for the World Wide Web. Despite these interesting advances, little effort has
been put into developing tools to automate the creation of graphs in an efficient
and reproducible way.

The Georgia Tech Internetwork Topology Models (gt-itm)[33] is a widely
used tool to generate random and hierarchical graphs that model the topological
structure of networks. gt-itm requires some knowledge of graph theory and is
operable only via the command line. Furthermore, the types of the constructed
graphs are more suitable for studying network-related problems (routing, re-
source reservation), rather than the spread of malicious software. Many of these
concerns have been addressed by [34], which added visualization capabilities
and optimized the graph creation algorithms. The gt-itm work however is still
focused on routing policies.

Inet[35] is an effective tool that aims to construct Internet topologies. While
it produces sufficiently good results that approximate closely the actual Inter-
net structure, it works only in the Autonomous Systems (as) level leaving out
finer-grain topologies, as the ip connectivity. Furthermore, Inet doesn’t handle
Wide Area Networks (wan) often found in large enterprises and doesn’t produce
random or homogeneous graphs, which are important for the study of the spread
of viral code.

Closest to our work is the brite [36,37] system, because of the similar archi-
tectural design with ngce. brite clearly separates the Graphical User Interface
from the main application and allows the development of specific plug-ins in
order to have other topologies covered. Additionally, brite provides an analysis
engine to process the constructed graphs and to extract their properties. Over-
all, brite is a very effective and mature tool that efficiently covers the majority
of Internet related researches. Even so, it will need some further fine-tuning to
produce some popular topologies for the study of malware epidemics.

Dreier [38] presented a user-friendly graphical graph generator which builds
scale-free graphs based on the Barabási and Albert model. The main shortcoming
of this tool is that is not designed to handle any other topologies.
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4 Design and Implementation

ngce tool is written in Java. It consists of 15 Java classes, with more than 5000
lines of code besides the 150 lines of scripts.

Various scripts calculate the probability distribution function P (k), which
gives the probability that a node has exactly k edges. After the completion of
this step, P (k) is automatically plotted using the gnuplot program. Every plot
is displayed graphically, but is also stored in the Encapsulated PostScript (EPS)
format. In addition, the title of each plot is created dynamically, in the form of
an opaque Uniform Resource Identifier (URI) [39].

The title is adequate to provide all the necessary information of the plot-
ted graph. Thus, every graph built and analyzed by ngce can be easily recon-
structed. Especially in the case of random graphs, besides the experimental data,
the expected theoretical distribution function is plotted as well.

We believe that the most important instrument to analyze the output graphs
is the extraction of their statistical properties via ngce’s embedded scripts.
On the other hand, we are aware that a visual representation of the generated
graphs would provide additional means to researchers to decide whether a graph
meets their needs. In order to add this type of functionality to ngce, we took
advantage of the popular Pajek [40] tool, which is able to draw graphs in a
variety of different 2 and 3-dimensional plots. To accomplish this task, we made
ngce’s output graph files compatible with the Pajek tool.

(a) (b)

Pajek Pajek

Fig. 1. Custom random and scale-free graphs visualized by the Pajek tool

ngce’s design is modular, based on a general-purpose Graph class that pro-
vides the main functionality for all the graph operations such as adding, removing
and counting edges1. For each different graph topology a specific plug-in has been
developed to implement the appropriate algorithm, making the development of
new algorithms as separate plug-ins extremely easy.
1 The base Graph class was based on L. Li “Java Data Structures and Programming”

[41] book’s source code used with the author’s kind permission.
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5 Analysis

In this section we analyze and comment on the graphs produced by the ngce
tool and evaluate them against the expected theoretical results.

1. Random Graphs and Custom Random Graphs. Following Barabási
and Albert’s reasoning [42], we expect the distribution connectivity of a
random graph to fit well within a Poisson distribution. Indeed, numerous
different random graph generation experiments confirmed our intuition, as
can be see in Figure 2a. The degree distribution of the constructed graphs,
in all cases, was close to the following Poisson distribution, which is valid for
sufficiently large N .

P (k) = e−pN (pN)k

k!
(3)

2. Scale-Free Graphs and Custom Scale-Free Graphs. A large number
of experimental runs indicated that the graphs built with the preferential
attachment and incremental growth behavior follow closely the BA model
(Figure 3a). The connectivity distribution of these graphs follows a power law
with an exponent approximately equal to 3, as it was predicted by Barabási
and Albert. Note the capability of this algorithm to produce stationary scale-
free graphs; on the other hand, the model which is solely based on the pref-
erential attachment factor exhibits temporal scale-free behavior (Figure 2b).
Finally, the observed results indicate that when only the incremental growth
property is enabled (Figure 3b) the scale-free characteristics of the graph
tend to be diminished as the number of nodes increases. Our results are in
alignment with [42], which also used numerical simulations to conclude that
this model exhibits power-law scaling in its early stages where N is close
to T .

(a) (b)
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Fig. 2. Random graph based on the Erdős-Rény algorithm, 10000 nodes (left) and
scale free graph with preferential connectivity only, 10000 nodes (right)
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Fig. 3. Scale free graph with incremental growth and preferential attachment, 10000
nodes (left) and scale-free graph with incremental growth only, 30000 nodes (right)

6 Applications in Epidemiological Research

Our primary target for the ngce tool was its use as a graph generator suite for
research groups focused on computer epidemiology.

The comparison of the results between recent and older simulation-based
studies can be a source of significant insight. The main drawback of this ap-
proach is the required effort to build identical or similar graphs in order to
perform meaningful comparisons. Especially if an older study is based on differ-
ent graph topologies, then the necessary additional work becomes prohibitive.
As a result, very few research papers contain detailed comparisons between dif-
ferent algorithms on different graph topologies. ngce’s goal is to fill this gap in
an efficient and effective way. We selected four of the most cited papers in the
area of the computer epidemiology and reconstructed with ngce, as close as we
could, various graphs of their experiments. The outcome of this effort has been
made available in the ngce’s web site for further evaluation and inspection.

We used ngce to create most of the graph topologies which were found
in Kephart’s remarkable paper “How Topology Affects Population Dynamics”
[8] with minimal effort. Building the homogeneous graph required only a few
clicks in the ngce’s GUI or editing 3 lines in the configuration file. On the
other hand, constructing Kephart’s random graphs was a considerably more
difficult problem, because the applied algorithm was not named or described.
The author did provide, however, the statistical properties of the constructed
graphs. By taking advantage of the graph analysis functions of our tool we were
able to produce similar graphs. In the future, researchers can avoid such pitfalls
by providing the ngce’s graph URI in their work.

Another well cited paper is “On Computer Viral Infection and the Effect of
Immunization” [27] . The author describes the testbed simulation environment
as a clustered topology which is typical of many transportation and energy-
control networks. The above cases are among the most characteristic examples
of scale-free networks, which lead us to build a scale-free graph of equal size.
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Pastor-Satorras and Vespignari presented their seminal paper ”Epidemic
spreading in scale-free networks” [28], in which they used the Barabási-Albert
algorithm to construct scale-free graphs for their experiments. We built a com-
parable graph using the scale-free model of our application.

Concluding this section, we note that we generated a number of graphs for
own usage, as we plan to evaluate malcode containment algorithms. Specifically,
we simulated the spread of a worm using the S-I [43] epidemiological model
in various graphs. Where it was possible, the analytical results were evaluated
against the experimental outcome of our simulator to ensure the correctness of
our implementation of the algorithm and that of the underlying topology.

7 Conclusions

The source code of the ngce tool as well as an extended version of this paper
with additional results and figures are available at http://istlab.dmst.aueb.
gr/∼vbill/ngce/ .

The ngce tool has been designed to allow the development of the most
utilized network graph topologies in an easy and reproducible way. Our aim is
to assist scientists from related fields to create and use graphs without detailed
knowledge of graph theory, and give them the possibility to compare their results
with previous or current studies without additional effort. We are convinced
that with tools, such as the ngce, researchers can concentrate their efforts on
developing efficient algorithms and understand complex system dynamics, rather
than trying to build testing infrastructure.
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Abstract. Security incident management is one of the critical areas that offers 
valuable information to security experts, but still lacks much development. 
Currently, several security incident database models have been proposed and 
used. The discrepancies of such databases entail that worldwide incident 
information is stored in different formats and places and, so, do not provide any 
means for Computer Security Incident Response Teams (CSIRTs) 
collaboration. This paper presents an architecture based on advance database 
techniques, able to collect incident related information from different sources. 
Our framework enhances the incident management process by allowing the law 
enforcement units to (a) collect the required evidence from incident data that 
are spread through a number of different incident management systems; (b) 
transform, clean, and homogenize them; and, finally, (c) load them to a central 
database management system. Such architecture can also be beneficial by 
minimizing the mean time between the appearance of a new incident and its 
publication to the worldwide community.  

1   Introduction 

Today’s incidents sought the need for collaboration. This can be easily proven when 
one thinks of the number of steps, actors and internet sites that modern security 
incidents use. Today’s hacking community posses a huge number of tools that redirect 
hackers’ IP packets, the method is called proxying, from a number of Internet sites in 
order to hide, their true identity. Along with this, experience hackers usually gain 
unauthorized access to unprotected computer terminals (e.g. usually university 
terminals) and use those to forward their attacks to their final target. 

One requirement regarding the usability of an incident structure is cooperation. 
Most of the time fighting against incidents includes the cooperation of many different 
Computer Security Incident Response Teams (CSIRTs) around the globe. Such 
cooperation enables the tracking of the path an incident followed. This assists CSIRTs 
in identifying the potential originating source of the attack and even helps them to 
prosecute the perpetrator. Providing a structure and an underline system that allows 
the sharing of incident information in a secure and controlled way is a vital 
requirement.  
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Unfortunately, operating such a system is not likely using today’s approaches. 
Modern incident management systems use different approaches and mechanisms to 
store incident related information (i.e. databases, text files, log files). Enterprises usually 
deploy their own internal incident management system and most public available 
CSIRTs use their own models and languages to describe and store incident related data. 
The semantics of each database differ substantially. The discrepancies of such databases 
entails that worldwide incident information is stored in different formats and places and, 
so, does not provide any means for CSIRTs collaboration. Unfortunately, providing a 
common incident structure is not an easy task. Such an observation is based on the fact 
that CSIRTs are built for different purposes (i.e., enterprise, department, or country 
level) and follow different social and technical rules.  

At the moment, incident data collection and exchange is usually performed in 
semi-automated ways; e.g., telephone, email or transport of text files. Such techniques 
delay the process and usually affect the integrity of the incident data. Deploying a 
system able to automatically gather, and correlate incident information from a number 
of places is vital for the security of many organizations.  

In this paper, we present a novel centralized incident management system based on 
advance Extraction Transformation Loading (ETL) database techniques. The 
proposed system provides a framework for CSIRT collaboration, by shaping the 
balkanized model that current approaches use into federated model on which each 
different incident management teams may hold their own databases, but the system is 
able to collect and correlate information stored on them. This is performed by 
allowing the fully automated extraction of incident data from different CSIRTs and 
storing these in a central incident database. Moreover, while the incident information 
is stored in a common format, it is possible to further manipulate it, in order to 
produce full incident descriptions. 

In brief, the main contributions of this paper are as follows. 

- We employ advance database techniques to tackle the problem of designing a 
centralized incident database management system. 

- We identify the main problems that are underlying the population of a central 
incident database.  

- We propose a method based on ETL workflows for the incremental 
maintenance of such a centralized database. 

- We present a framework for incident correlation in order to keep track of a full 
attack that its component incidents are stored in different databases. 

Outline. Section 2 presents the state of the art concerning incident databases. In 
section 3, we describe a method for the collection of incidents for different databases 
and their propagation to a central one. Section 4 presents the technology of 
Extraction-Transformation-Loading workflows. In Section 5, we describe the system 
architecture for the incident management. Finally, in section 6, we conclude our 
discussion with a prospect to the future. 

2   Related Work  

Currently, there are a number of research efforts that propose data models able to 
store information related to a security incident. These efforts have been developed and 
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used either for internal use by specific organizations or as a common centralized 
incident database solution. Example of the former efforts include the IBM’s VULDA 
[1] incident database that has been developed and used exclusively by the IBM’s 
Global Security Analysis Lab (GSAL), the IDB from the Ohio State University 
(OSU) [10] which stores only high level incident information that are based on the 
TCP/IP protocol, and the numerous databases that are developed to support the 
CSIRTs around the world (i.e. CERT/CC).   

Along with the previous models there is a number of proposals that have been 
developed as worldwide centralized incident database solutions. The European project 
S2003 proposed a simple data model that can be used to build a library of security 
incidents [9]. This model can be used by European Computer Security Incident 
Response Teams (CSIRTs) as the means of storing data collected from security 
incidents. 

The Incident Data Model [4] provides a centralized incident model that allows both 
managerial and technical incident related information to be stored while considering 
an incident a collection of steps.  

Another paradigm of a vulnerability database is the Internet – Categorization of 
Attacks Toolkit (ICAT) developed by NIST [19]. The ICAT database is a Microsoft 
Access database that can be found on the Internet and includes a number of 
vulnerability descriptions.  

Based on the second category the CERIAS Incident Response Database (CIRDB) 
[22] from Purdue University provides a database that can be either access on-line or 
be downloaded and installed for enterprise internal use.  

One of the most interesting efforts is the Incident Object Description and Exchange 
Format (IODEF) [6] developed by the Incident Taxonomy and Description Working 
Group (TF-CSIRT) which is based on the Intrusion Detection Exchange Format Data 
Model (IDEFDM). The model was created to assist CSIRTs exchange incident data 
presented in an XML form. The work on this model has now been concluded and the 
results have been superseded by the FINE (Format of Incident Report Exchange) 
model, which is developed by the IETF INCH (Extended Incident Handling) working 
group [7, 5].  

The Open Vulnerability and Assessment Language (OVAL) [21] provides a 
common ground on which vulnerability assessment tools can be developed. OVAL 
comprises three different XML schemas: (a) the System Characteristics Schema 
records the characteristics of a system; (b) the Definition Schema stores specific 
vulnerabilities, patches and compliance definitions; and (c) the Results Schema keeps 
track of the information produced by the vulnerability analysis. The OVAL 
community has already produced a Definition Interpreter which gathers the specific 
characteristics of a system and compares them against an OVAL Definition in order 
to produce a Result File that contains specific vulnerabilities of the aforementioned 
system. OVAL results are used to allow the exchange of the security related 
information among experts and system developers. Such a common understanding of 
system and vulnerability specifics enhance the sharing of security related information 
and accelerate the incident response process.  

Unfortunately, the use of current designs, with possibly the exception of the 
IODEF and the OVAL, leaves little, if any opportunities for collaboration among 
different incident management teams. Clearly, the current luck of cooperation greatly 
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delays the process of identifying the perpetrators that organized an attack. The 
existent ways of performing such collaboration is using manual procedures, which 
inherit many problems. These are associated with the facts that not all people are 
native English speaking and that humans usually use different expressions to express 
the same incident. The integrity of an incident record could be greatly jeopardized by 
the previous facts. 

3   Incident Collection  

Collecting incident information from different databases includes providing solutions 
to a number of challenges. These challenges relate with several technicalities of a 
database system; e.g., the type and size of database fields, as well as, with further 
logic on deciding the incidents that can be grouped as steps in a common incident 
record.  

 

Fig. 1. Collecting and correlating incident information 

To motivate our discussion consider the case depicted in Fig. 1 that involves 
incident records of two different incident management systems S1 and S2, and a 
centralized incident database C. The first record stored in an incident database S1, is 
presented as it is recorded in the ‘European S2004 Incident Database’. The second 
one stored in a flat file S2, is presented as it is recorded in the ‘CIRDB’ database. 
This scenario concerns the population of C by collecting data from both S1 and S2. 
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The centralized database C contains homogenized incident information. Thus, it is 
eligible to apply further business analysis with data mining techniques in order to 
discover similarities and relations between the incident records.  

In summary, by collecting, cleaning, transforming, and homogenizing distinct 
incident records from different incident sources, the system is able to identify that 
some of these are actually steps of the same incident. For instance, in Fig. 1 the 
correlation of the two source incident records results to the existence of an instance 
that involves a hacker nickname Poykos which emails an infected attachment with 
the I Love you virus to a company named TechSol LTD and more specific to the 
company’s Exchange server with IP address 192.168.0.211. Then, this server 
retransmits the infected email two minutes later to a company named Consultants 
LTD. The overall cost of the incident is estimated up to 5970€.  

A careful examination of such scenarios results in a list of problems that we have 
to deal with, in order to populate a centralized incident database. In terms of the 
transformation tasks, we can categorize the problem in two main classes of problems 
[17]: conflicts and problems at the schema level, and, data level transformations (i.e., 
at the instance level). In more detail, we have to tackle the following problems. 

1. Naming conflicts. The same name is used for different objects (homonyms) or 
different names are used for the same object (synonyms). Observe in Fig. 1, 
that attributes Impact Metrics (S2004) and Cost (CIRDB) represent the 
same real world entity that describes the cost of a certain incident. 

2. Structural conflicts. One must deal with different representations of the same 
object in different sources. 

3. Data formatting. Equivalent data values are stored in different format into the 
incident databases. Observe in Fig. 1 the cost values: S2004 incident database 
stores costs as a range of values in Euro currency, while CIRDB stores costs as 
single values in Dollars. 

4. String Problems. A major challenge is the cleaning and the homogenization of 
string data, e.g., data that stands for addresses, acronyms, names etc. Usually, 
the approaches for the solution of this problem include the application of 
regular expressions (e.g., using Perl programs) for the normalization of string 
data to a set of ‘reference’ values. For instance, consider the cases of ‘Hewlett 
Packard’, ‘HP’ or even ‘Hioulet Pakard’ where their respective value in the 
centralized database for all three cases can be ‘HP’.  

In addition, there are a lot of variations of data-level conflicts across sources: 
duplicated or contradicting records, different value representations, different 
interpretation of the values (e.g., measurement units Dollar vs. Euro), different 
aggregation levels (e.g., attacks per company department vs. attacks per company) or 
reference to different points in time (e.g. current attacks as of yesterday for source 1 
vs. as of last week for source 2). The list is enriched by low-level technical problems 
like data type conversions, applying format masks, assigning fields to a sequence 
number, substituting constants, setting values to NULL or DEFAULT based on a 
condition, or using simple SQL operators; e.g., UPPER, TRUNC, and SUBSTR. 

Moreover, a crucial issue is that the population of the centralized database should 
be executed in an incremental fashion. Obviously, the time window for the population 
of the centralized database is rather too small to repeat the same job more than once. 
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Thus, instead of extracting, transforming, and loading the same data, we choose to 
employ this procedure only on those incident records that have been changed during 
the last execution of the process. So, this means that we are interested only to the (a) 
newly inserted, (b) updated, and (c) deleted incident data. 

In order to deal with such problems, we use advance database techniques. The 
Extraction-Transformation-Loading (ETL) workflows can be used to facilitate the 
population of a centralized incident database from several different incident 
databases. Thus, before proceeding to the presentation of system architecture that 
concretely deals with the aforementioned problems, we present in brief the 
technology of the ETL workflows. 

4   Extraction – Transformation – Loading (ETL) Workflows 

The integration of data from several sources to a centralized database management 
system is a well-studied subject in the field of databases [17]. The practice in real-
world environments has shown that the integration problem is more complicated and 
involves complex operational processes, in order to clean, homogenize and customize 
the data as the management requirements demand. Recently, both researchers [11, 24, 
25, 28] and practitioners [16] have started to study the problem of the collection of 
data from several sources (e.g., databases, flat files, web), their transformation and 
cleaning, and finally, their loading to a central database called Data Warehouse (DW) 
in order to facilitate business analysis in large organizations.  

These operational processes normally compose a labor intensive workflow and 
constitute an integral part of the back-stage of data warehouse architectures, where the 
collection, extraction, cleaning, transformation, and transport of data takes place, in 
order to populate the central database. To deal with this workflow specialized tools 
are already available in the market, under the general title ETL tools [13, 14, 18, 20].  

Extraction-Transformation-Loading (ETL) tools are pieces of software responsible 
for the extraction of data from several sources, their cleansing, their customization, 
their transformation in order to fit business needs, and finally, their loading into a 
central database. To give a general idea of the functionality of these tools we mention 
their most prominent tasks, which include: (a) the identification of relevant 
information at the source side; (b) the extraction of this information; (c) the 
transportation of this information to the Data Staging Area (DSA), where all the 
transformations take place; (d) the transformation, (i.e., customization and 
integration) of the information coming from multiple sources into a common format; 
(e) the cleaning of the resulting data set, on the basis of database and business rules; 
and (f) the propagation and loading of the data to the central data warehouse. 

In Fig.2, we abstractly describe the general framework for ETL workflows. In the 
left side, we can observe the original data stores (Sources) that are involved in the 
overall process. Typically, data sources are relational databases and files. The data 
from these sources are extracted by specialized routines or tools, which provide either 
complete snapshots or differentials of the data sources. Then, these data are 
propagated to the data staging area (DSA) where they are transformed and cleaned 
before being loaded into the data warehouse. Intermediate results, again in the form of 
(mostly) files or relational tables are part of the data staging area. The central database 
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DW is depicted in the right part of Fig. 2 and comprises the target data stores. The 
loading of the central warehouse is performed from the loading activities depicted in 
the right side before the DW data store. 

Fig. 2. The environment of Extraction-Transformation-Loading workflows 

Several research efforts stress the fact that ETL workflows can be used to an area 
broader than just the data warehousing. Specifically, in [25, 26, 27] the authors 
describe ETL workflows as a generic framework, called ARKTOS II, capable to 
represent any process that can be modeled as an ETL workflow, through a 
customizable and extensible model that comprises a design tool, template 
transformations, a metadata repository, and an optimizer. In this work, we built upon 
the state of the art concerning ETL workflows. We reuse the modeling constructs of 
ARKTOS II upon which we subsequently proceed to build our contribution. 

5   System Architecture 

The management system proposed is based on the Common Object Request Broker 
Architecture (CORBA) architecture. Currently a number of research publications 
have proposed the use of CORBA to access databases [3, 2, 8]. Using CORBA the 
system allows for a number of client applications to access the incident database. The 
ability of adding new services and allow clients to dynamically discover them using 
the CORBA’s DII is crucial.  

A vital requirement for any such incident management system is security [12]. 
Such incident information could become a valuable tool for adversaries all over the 
world. For the current stage of this research, it has been agreed that only law 
enforcement units will be able to access the incident database. In later stages, the 
system will became available to the public in a way that does not sacrifice the 
confidentiality or the integrity of the incident data.   

The system provides access control and encryption using the SSL/TLS protocol. 
TLS is selected because it is an already widely deployed security protocol and the 
computing community already has a number of implementations. The protocol in 
conjunction with client and server side certificates allows for strong access control, 
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confidentiality and integrity to be applied. Along with this there are a number of the 
CORBA Security implementations based on the SSL/TLS protocol.  

Every CSIRT wishing to participate must obtain a digital certificate. Both client 
and server side certificate are exchanged to force authentication and access control. 
The CSIRTs certificates (Fig.3) are used to ensure that data are collected only from 
trusted sources and thus the integrity and non repudiation properties are ensured.  
During the initiation of the ETL process a handshake agreement is performed. The 
handshake is performed using the digital certificates enabling the authentication and 
key exchange process work. The incident data are then encrypted/decrypted using a 
session key (Skey). The X.509 certificates include the access rights that the holder 
posses on the incident data. 

Registered law enforcement organisations can contact the DBMS system to access 
full incident records stored in the database, by sending their digital certificates (Fig.3). 
This can be performed through a WEB based interface or through custom developed 
clients. To enable access through the WEB, law enforcement units need to download 
a java client from the system’s WEB site. The client will then perform CORBA’s 
structured requests to the Incident management system. The process of accessing the 
system is described below:  

1. Web Browser downloads HTML page. In this case, the page includes 
references to embedded java applets. 

2. Web browser retrieves Java applet from HTTP server. The Http server 
retrieves the applet and downloads it to the browser in the form of byte codes. 

3. Web Browser loads applet. The applet is first run through the java run –  
time security engine (i.e. checks the applet for suspicious code) and then  
 loaded into memory.   

4. Applet invokes CORBA server Objects. The Java applet can include IDL-
generated client stubs, which let it invoke objects on the ORB server. 
Alternatively, the applet can use the CORBA DII to generate server requests 
“on-the-fly”. The session between the Java applet and the CORBA server 
objects will persist until either side decides to disconnect 

The Certification Server is responsible for creating, signing and revoking the 
certificates. To revoke certificates the pull model is used. Each client and the server 
have to pull the Certification Revocation List (CRL) from the server.  

We model the collection of data from a number of incident databases and their 
propagation to a centralized incident database as an ETL workflow.  

It is possible to determine typical tasks that take place during the transformation 
and cleaning phase of the population of a central database. We adopt the approach of 
[23] and we further detail this phase in the following tasks: (a) incident data analysis; 
(b) definition of transformation workflow and mapping rules; (c) verification; (d) 
transformation; and (e) backflow of cleaned incident data. 

After, collecting the incident data from the databases and store them in a common 
format, the system has to decide if and which of these belong to a specific incident, 
and which aren’t. This decision is based on the fact that attacks belonging to the same 
incident have common fields, especially in the section of the target and source IP 
addresses. To facilitate this procedure, further business analysis with the application 
of data mining techniques can be applied. 
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central incident database, in the sense of [15], for different levels of authorization 
allowing not just the law enforcement units, but, also, a number of different user types 
to access part of the stored incident data. 
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Abstract. An easy method of computing the number of 1′s and 0′s
(balancedness) as well as the number of runs (run quantification) in the
sequence obtained from a LFSR-based pseudorandom patter generator
has been developed. The procedure is a deterministic alternative to the
traditional application of statistical tests. The computation method
allows one to check deviation of balancedness and run distribution
goodness from standard values. As a straight consequence of the above
procedure, simple rules to design pattern generators with adequate
pseudorandomness properties are also derived.

Keywords: Deterministic approach, pattern generator, algorithm, cryp-
tography.

1 Introduction

Confidentiality makes use of an encryption function currently called cipher that
converts the plaintext into the ciphertext. Ciphers are usually divided into two
large classes: stream ciphers and block-ciphers. Stream ciphers are very fast (in
fact, the fastest among the encryption procedures) so they are implemented in
many technological applications e.g. algorithms A5 in GSM communications [3]
or the encryption system E0 used in the Bluetooth specifications [1]. Stream
ciphers try to imitate the ultimate one-time pad cipher and are supposed to
be good pseudorandom pattern generators capable of stretching a short secret
seed (the secret key) into a long sequence of seemingly random bits. This binary
sequence is then XORed with the plaintext in order to obtain the ciphertext.
Most generators with application in stream ciphers are based on Linear Feedback
Shift Registers (LFSRs) [4]. The pseudorandom output sequence is a periodic
sequence generated as the image of a nonlinear Boolean function in the LFSR
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stages. Desirable properties for such sequences can be enumerated as follows: 1)
large period, 2) large linear complexity, 3) good statistical properties. There are
well-known proposals ([6], [9], [11], [12]) for which conditions 1) and 2) above are
perfectly satisfied. Nevertheless, how to generate sequences with good statistics
is a feature that even now remains quite diffuse. Balancedness and adequate
distribution of 1′s and 0′s in the output sequence are necessary (although not
sufficient) conditions that every pseudorandom pattern generator must satisfy.
Roughly speaking, a binary sequence is balanced if it has approximately the same
number of 1′s as 0′s. On the other hand, a run of 1′s (0′s) of length k is defined as
a succession of k consecutive 1′s (0′s) between two 0′s (1′s). The runs of 1′s are
called blocks while the runs of 0′s are called gaps. According to second postulate
of Golomb [4], in a pseudorandom binary sequence of period T there are T/2
runs distributed as follows: half the runs have length 1, one quarter of the runs
length 2, one eighth of the runs length 3, and so forth. Moreover, half the runs
of any length are gaps, the other half are blocks. In brief, in a pseudorandom
binary sequence the number and distribution of digits is perfectly quantified.

Due to the long period of the output sequence (� 1050), it is unfeasible to
produce an entire cycle of such a sequence and then analyze the number and
distribution of 1′s and 0′s. Therefore, in practice, portions of the output se-
quence are chosen randomly and different statistical tests [9](monobit test, run
test, poker test, serial test ... ) are applied to all these subsequences. Neverthe-
less, passing the previous tests merely provides probabilistic evidence that the
LFSR-based pattern generator produces a sequence with certain characteristics
of pseudorandomness.

In this work, deterministic expressions to compute the degree of balanced-
ness and number of runs in one period of the output sequence are proposed. If
the computed values are not in the expected range, then the generator must be
rejected. The procedure here presented is based on the expansion of the gen-
erating function in global minterms. As a straight consequence of this method,
simple rules to design generators with good balancedness and run distribution
are also derived. Some illustrative examples complete the work.

2 Fundamental Concepts and Basic Notation

Any L-variable Boolean function can be expressed canonically in terms of its
minterms [5], that is the logic product of the L variables (a1, a2, ..., aL) where
each variable can be in its true or complementary form. Examples of minterms
of L variables are:

a1a2 ... aL, a1a2 ... aL, a1a2 ... aL

where the superposition of variables represents the logic product. In addition,
any L-variable Boolean function can be uniquely expressed in Algebraic Normal
Form (A.N.F.) or Muller expansion [10] by means of the sum exclusive-OR of
logic products of different orders in the L variables. A simple example of Boolean
function in A.N.F. is:
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f(a1, a2, ..., aL) = a1a2 ⊕ a2aL−1 ⊕ aL

where ⊕ represents the exclusive-OR logic operation.
In mathematical terms, a LFSR-based generator is a L-variable nonlinear

Boolean function, F : GF (2)L → GF (2), whose L input-variables are the stages
of the LFSRs. At each clock pulse the LFSRs generate new stage contents that
will be the new input-variables of F . In this way, the generator produces the
successive bits of the output sequence or generated sequence. A LFSR-based
pseudorandom pattern generator is nothing but a nonlinear Boolean function F
given in its A.N.F. Moreover, the LFSRs involved in this kind of generator are
maximal length-LFSRs ([4]), that is LFSRs whose characteristic polynomials are
primitive. In this case, their output sequences are called PN-sequences.

Let A be an arbitrary maximal length-LFSR of length LA and ai (i =
1, ..., LA) the binary content of the i-th LFSR stage. A minterm of LA vari-
ables is denoted by Ai...j whether such a minterm includes the variables ai ... aj

in their true form while the other variables are in complementary form.
Let ΛL denote the set of L-variable Boolean functions in A.N.F. and ΦF the

minterm function of F . In fact, ΦF : ΛL → ΛL such that, given F , the function
ΦF substitutes every term of F by its corresponding minterm. For a nonlinear
function in A.N.F., e.g. F (a1, a2, a3) = a1 a2 a3 ⊕ a1 a3 ⊕ a2 ⊕ a3, we have:

ΦF = A123 ⊕A13 ⊕A2 ⊕A3.

On the other hand, every minterm considered as a generator applied to the
LA stages of A generates a canonical sequence [11] with an unique 1 and period
T = 2LA−1. Let us see for a simple example the particular form of the minterms
and their corresponding canonical sequences.

Example 1: For a LFSR of L = 3 stages, characteristic polynomial P (D) =
D3 + D + 1 and initial state (1, 1, 0) we have:

A123 = a1 a2 a3 ←→ {0, 0, 0, 0, 0, 0, 1}
A23 = a1 a2 a3 = a1 a2 a3 ⊕ a2 a3 ←→ {0, 0, 0, 0, 0, 1, 0}
A13 = a1 a2 a3 = a1 a2 a3 ⊕ a1 a3 ←→ {0, 0, 0, 0, 1, 0, 0}
A2 = a1 a2 a3 = a1 a2 a3 ⊕ a2 a3 ⊕ a1 a2 ⊕ a2 ←→ {0, 0, 0, 1, 0, 0, 0}
A3 = a1 a2 a3 = a1 a2 a3 ⊕ a2 a3 ⊕ a1 a3 ⊕ a3 ←→ {0, 0, 1, 0, 0, 0, 0}
A1 = a1 a2 a3 = a1 a2 a3 ⊕ a1 a2 ⊕ a1 a3 ⊕ a1 ←→ {0, 1, 0, 0, 0, 0, 0}
A12 = a1 a2 a3 = a1 a2 a3 ⊕ a1 a2 ←→ {1, 0, 0, 0, 0, 0, 0}.

The left column represents the ordered succession of the corresponding minterms
while the right column shows their generated sequences. The expansion of each
minterm in A.N.F. is perfectly typified [7] in what form and number of terms
are concerned. The cyclic succession of minterms is computed by increasing the
previous minterm indexes by 1 and applying the linear recurrence relationship
of the LFSR. Indeed, a1 a2 a3 → a2 a3 a4 = a2 a3(a2 ⊕ a1) = a1 a2 a3; a1 a2 a3 →
a2 a3 a4 = a2 a3 (a2 ⊕ a1) = a1a2 a3 ... and so forth. Thus, the ordered minterm
succession is:

A123, A23, A13, A2, A3, A1, A12.
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Once the nonlinear function F given in its A.N.F. has been converted into its
minterm expansion, the basic ideas of this work can be summarized as follows:

1. The number of minterms in the representation of F equals the number of 1′s
in the output sequence as every minterm provides the generated sequence
with an unique 1.

2. The contiguity of such minterms in the ordered minterm succession deter-
mines the run distribution in the output sequence.

Let us now generalize the previous statements to more than one LFSR.
Let A, B, ..., Z be LFSRs whose lengths are respectively LA, LB, ... , LZ (sup-
posed (Li, Lj) = 1, i �= j). We denote by ai (i = 1, ..., LA), bj (j =
1, ..., LB), ... , zk (k = 1, ..., LZ) their corresponding stages. The global minterms
associated with the generator have now LA + LB + ... + LZ variables and are
of the form, e.g. Aij Bpqr ... Zs , that is to say the ordered product of the indi-
vidual minterms of each LFSR. As before every global minterm considered as
a generator applied to the stages of the LFSRs generates a sequence with an
unique 1 and period T = (2LA − 1)(2LB − 1) ... (2LZ − 1) [11]. In brief, every
LFSR-based generator can be expressed in terms of its global minterms as well
as global minterms determine balancedness and run distribution in the output
sequence.

3 Conversion from A.N.F. to Global Minterm Expansion

Previously to the conversion algorithm, the following facts are introduced:

Fact 1: For every Boolean function F the following equality holds [7]

F = ΦF ◦ ΦF (1)

where the symbol ◦ denotes the composition of functions.
Fact 2: For every LFSR A, the exclusive-OR of all the minterms [8] is:

A12...LA ⊕A12...LA−1 ⊕ ...⊕A2...LA ⊕ ...⊕ALA ⊕ ...⊕A2 ⊕A1 = 1. (2)

The previous equation can be rewritten as:

A
′
1 ⊕A1 = 1. (3)

On the other hand, the total number of terms in (2) is:
LA∑
i=1

(
LA

i

)
= 2LA − 1 (4)

while the number of terms in A1 = a1a2 ... aLA is [7]:

Nt (A1) = 2LA−1. (5)

Thus, the number of terms in A
′
1 will be:

Nt (A
′
1) = 2LA−1 − 1. (6)

Appropriate notation will be used for the rest of LFSRs.



A Deterministic Approach to Balancedness and Run Quantification 699

3.1 Conversion Algorithm

Input: NZ (number of LFSRs), LA, LB, ..., LZ (lengths of the LFSRs) and a
nonlinear function F in A.N.F.

For instance, NZ = 2, LA = 2, LB = 3 and F (a1, a2, b1, b2, b3) = a2 b3.

– Step 1: Compute ΦF

ΦF = A2 B3.

– Step 2: Substitute every minterm by its corresponding function in A.N.F.
and cancel common terms

ΦF = (a1 a2 ⊕ a2)(b1 b2 b3 ⊕ b1 b3 ⊕ b2 b3 ⊕ b3) =

a1 a2 b1 b2 b3 ⊕ a1 a2 b1 b3 ⊕ a1 a2 b2 b3 ⊕ a1 a2 b3⊕
a2 b1 b2 b3 ⊕ a2 b1 b3 ⊕ a2 b2 b3 ⊕ a2 b3.

– Step 3: Compute F (ai, bj) = ΦF ◦ ΦF

F (ai, bj) = ΦF ◦ ΦF = A12 B123 ⊕A12 B13 ⊕A12 B23 ⊕A12 B3⊕

A2 B123 ⊕A2 B13 ⊕A2 B23 ⊕A2 B3.

Output: F expressed in terms of its global minterms.
Once the function F has been expressed in terms of its minterms, balanced-

ness and run distribution in the output sequence can be analyzed.

4 Balancedness in the Output Sequence

The number of 1’s in the generated sequence coincides with the number of global
minterms in the expression of F or, equivalently, the number of terms in ΦF (Step
2 ). An illustrative example of application of such a procedure to a well-known
generator is presented.

4.1 A Numerical Example

Let A,B,C be three LFSRs of lengths LA, LB, LC respectively. The generating
function is chosen:

F = a1b1 ⊕ a1c1 ⊕ b1c1, (7)

that corresponds to the Threshold’s generator with three LFSRs [13]. Next, the
minterm function ΦF is computed:

ΦF = A1B1 ⊕A1C1 ⊕B1C1

= A1B1(C′
1 ⊕ C1)⊕A1(B′

1 ⊕B1)C1 ⊕
⊕(A′

1 ⊕A1)B1C1

= A1(B1C
′
1 ⊕B′

1C1)⊕ (A′
1 ⊕A1)B1C1 .
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The number of 1′s in the output sequence N1 can be directly obtained by
counting the number of terms in ΦF via the equations (5) and (6). In fact,

N1 = 2LA−1(2LB−1(2LC−1−1)+(2LB−1−1)2LC−1)+(2LA−1)2LB−12LC−1 (8)

which gives us a general expression for the number of 1’s in the sequence ob-
tained from a Threshold’s generator with three LFSRs. Remark that the pre-
vious expression is function exclusively of the lengths of the LFSRs. In a prac-
tical range, we say Li � 120, and keeping in mind that the sequence period is
T = (2LA − 1)(2LB − 1)(2LC − 1), the number of 1′s in the output sequence is:

N1 � T/2.

Consequently, the output sequence can be considered as a balanced sequence.

5 Run Distribution in the Output Sequence

The ordered minterm succession of a maximal length-LFSR of length L can be
treated as a PN -sequence. Indeed, if the minterms including an arbitrary index
i are replaced by 1 and the minterms not including the index i are replaced by
0, then the resulting binary sequence is the reverse version of the PN -sequence
generated by the LFSR. This fact is a straight application of the LFSR linear
recurrence relationship given by its characteristic polynomial [11]. Now, keep in
mind the following remarks:

1. The number of runs of any length of a PN -sequence is perfectly quantified.
2. Each m-gram (that is every one of the 2m possible configurations of m bits

(m = 1, ..., L)) in a PN -sequence will appear exactly 2L−m times.
3. In the global minterm succession each m-gram of any LFSR will coincide

once with each one of the m-grams of the other LFSRs.

In order to simplify the notation, Y denotes an arbitrary minterm including
the index i while N denotes an arbitrary minterm not including the index i.
Based on these considerations, the computation of runs in the output sequence
can be carried out as it is shown in the following algorithm.

Input: A nonlinear function F in the stages of the LFSRs A,B, ..., Z, (A being
the shortest LFSR).

Step 1: From F , compute the minterm formation rule in Y/N format.
Step 2: For j = 1, ..., LA − 2 :

2.1 Determine the minterm configurations generating a block of length j.
2.2 Compute the number of each one of the previous configurations.
2.3 Repeat (2.1) and (2.2) for gaps.

Output: The final number of blocks and gaps of length j (j = 1, ..., LA − 2)
for the given generator.

Let us see an illustrative example.
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Table 1. Global minterm formation rule for F in Example 2

SecB SecA Output bit

Y Y 1
N Y 0
Y N 0
N N 0

Example 2 : For two LFSRs, A and B, of lengths LA and LB respectively (LA

< LB) and generating function F = a1b1, the previous steps are:

ΦF = A1B1 = (a1 ⊕ a1a2 ⊕ . . .⊕ a1a2 . . .aLA)(b1 ⊕ b1b2 ⊕ . . .⊕ b1b2 . . . bLB)

F = ΦF ◦ ΦF = (A1 ⊕ A12 ⊕ . . .⊕A12...LA)(B1 ⊕B12 ⊕ . . .⊕B12...LB )

The minterm formation rule appears in Table 1.It is clear that an 1 in the output
sequence corresponds to a minterm product Y Y (for example, A1B12) while a 0
in the output sequence corresponds to the minterm products Y N, NY or NN
(for example, A1B2,A23B13 or A3B2).

Runs of Length 1
Blocks: They are runs of the form ”0 1 0”. The different configurations of
minterms able to generate a block of length 1 are depicted in Table 2 at columns
with heading ”Configurations”. The columns with heading ”No. of config.” show
the number of times that such configurations appear on their corresponding
minterm sequences. The symbol ∗ denotes Y or N . The 3-gram NY N will ap-
pear 2LA−3 times in SecA and 2LB−3 times in SecB, the 2-gram NY ∗ will
appear 2LA−2 times in SecA and 2LB−2 times in SecB, and so forth. Thus,

Table 2. Configurations of minterms producing blocks of length 1

Configuration No. of config. Configuration No. of config.

SecB ∗ Y ∗ 2LB −1 ∗ Y N 2LB −2

SecA N Y N 2LA −3 N Y Y 2LA −3

SecB N Y ∗ 2LB −2 N Y N 2LB −3

SecA Y Y N 2LA −3 Y Y Y 2LA −3

the number of blocks of length 1 will be the sum of all suitable configurations
multiplied by the number of times that such configurations appear

NB(1) = (2LB −1 + 2 · 2LB −2 + 2LB −3) 2LA −3 . (9)

Gaps: They are runs of the form ”1 0 1”. The different configurations of minterms
able to generate a gap of length 1 are depicted in Table 3.
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Table 3. Configurations of minterms producing gaps of length 1

Configuration No. of config. Configuration No. of config.

SecB Y N Y 2LB −3 Y ∗ Y 2LB −2

SecA Y Y Y 2LA −3 Y N Y 2LA −3

Table 4. Configurations of minterms producing blocks of length n

Configuration No. of config. Configuration No. of config.

SecB N Y . . . Y N 2LB −(n+2) ∗ Y . . . Y N 2LB −(n+1)

SecA Y Y . . . Y Y 2LA −(n+2) N Y . . . Y Y 2LA −(n+2)

SecB N Y . . . Y ∗ 2LB −(n+1) ∗ Y . . . Y ∗ 2LB −n

SecA Y Y . . . Y N 2LA −(n+2) N Y . . . Y N 2LA −(n+2)

Thus, the number of gaps of length 1 will be the sum of all suitable configu-
rations multiplied by the number of times that such configurations appear

NG(1) = (2LB −3 + 2LB −2) 2LA −3 . (10)

Runs of Length n
The procedure can be generalized to compute the number of runs of length n
(n = 1, ..., LA − 2).

Blocks: They are runs of the form ”0 1 . . . 1 0” (with n consecutive 1′s). The
different configurations able to generate a block of length n and their number
are depicted in Table 4.

Thus, the number of blocks of length n will be:

NB(n) = (2LB −(n+2) + 2 · 2LB −(n+1) + 2LB −n) 2LA −(n+2) . (11)

Gaps: They are runs of the form ”1 0 . . . 0 1” (with n consecutive 0′s). Notice
that in SecA there will be 2n different configurations able to generate a gap
of length n ranging from Y N . . . N Y up to Y Y . . . Y Y . Some of such
configurations and their number are depicted in Table 5.

Thus, the number of gaps of length n will be:

NG(n) = (
n∑

i=0

(
n
i

)
2LB −(n+2−i) ) · 2LA −(n+2). (12)

Therefore, the number of runs of any length up to LA − 2 can be easily
computed in the proposed example. Equations (11) and (12) give us the exact
number of blocks and gaps that can be found in the output sequence. Remark
that NB and NG depend exclusively on the LFSR’s lengths (LA, LB) and on
the run length (n). There is no dependency on the characteristic polynomials.
Consequently, different LFSRs of the same length will produce output sequences
with the same number of blocks and gaps.



A Deterministic Approach to Balancedness and Run Quantification 703

Table 5. Configurations of minterms producing gaps of length n

Configuration No. of config. Configuration No. of config.

SecB Y ∗ . . . ∗ Y 2LB −2 Y N . . . N Y 2LB −(n+2)

SecA Y N . . . N Y 2LA −(n+2) Y Y . . . Y Y 2LA −(n+2)

Table 6. Numerical example

n No. of blocks %Deviation(blocks) No. of gaps %Deviation(gaps)

1 4608 13,8 % 1536 62,0 %
2 1152 43,1 % 1152 43,1 %
3 288 71,5 % 864 14,6 %
4 72 85,7 % 648 28,1 %
5 18 92,8 % 486 92,1 %

According to these expressions, it can be seen that the analyzed function
F does not match the expected values. For a numerical example LA = 7 and
LB = 8, see results in Table 6. For n = 1, NB > NG. For n = 2, equations (11)
and (12) coincide. For n ≥ 3, NB < NG. As expected, there are more gaps than
blocks because the formation rule in Table 1 is not balanced.

The upper limit LA − 2, LA being the length of the shortest LFSR, follows
from the fact that blocks and gaps of length n include n + 2 bits but we can
only guarantee the presence of at most LA-grams. At any rate, the designer
of binary pseudorandom pattern generators is basically interested in the runs of
low length (e.g. up to length 15) while in cryptographic applications every LFSR
length takes values in the range Li � 120.

5.1 Simple Design Rules

The nonlinear function F is a compensated function if for every minterm se-
quence the number of symbols Y’s (N’s) corresponding to bits 1 equals the
number of symbols Y’s (N’s) corresponding to bits 0 in the output sequence.
Moreover, for general balanced formation rules the more the formation rule is
compensated the better the output sequence matches the standard distribution
of runs. For a binary sequence generator with N LFSRs there will be 22N

possi-

ble formation rules of which
(

2N

2N−1

)
will be balanced. So, simple design rules

can be enumerated as follows:

1. Choose one of the balanced formation rule (as compensated as possible).
2. Determine its corresponding minterm function ΦF .
3. Compute the generating function F by means of the composition of ΦF .

In this way, the output sequence of the obtained LFSR-based pattern generator
will exhibit the desired characteristics of pseudorandomness. At the same time
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and following the same procedure as before, specific expressions for the number
of 1′s and number of runs in the output sequence can be obtained.

6 Conclusions

A method of computing the number of 1′s and 0′s as well as the run distribution
in the output sequence of LFSR-based pattern generators has been developed.
The procedure allows one to reject the generators not satisfying expected values
of balancedness and run distribution goodness.

The method here described has been applied exclusively to nonlinear com-
bining functions. Nevertheless, these ideas concerning the analysis of the global
minterms seem to be suitable for more general pattern generators. Consider, for
instance, the multiple-speed generators that can be expressed in terms of a more
complex generating function or the shrinking generator whose global minterms
can be obtained by removing certain individual minterms from the selector reg-
ister. In both cases, the developed method can be adapted and applied to these
schemes in order to evaluate certain aspects of pseudorandomness in the gener-
ated sequences.
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Abstract. The ever-increasing use of the Internet and file sharing applications 
based on Peer to Peer networks has alarmed content authors, providers and resel-
lers of digital content. Techniques proposed for protecting digital media include 
watermarking, use of metadata and self-protection and self-authentication. In this 
paper we review the most important of these methods and analyse their potential 
use in Digital Rights Management systems. The main focus is on IPR manage-
ment through watermarking for digital images coded with the new and a lot prom-
ising compression standard: JPEG2000.  

1   Introduction 

According to recent studies, the amount of information produced and digitized in the 
last three years is equal to that produced in all the previous years of human history. 
Pervasive digital media distribution through the Internet has increased the cases of 
digital media unauthorised use. The loss of profits for the media industry is already 
calculated in billions of euros [1].  

Economic loss has alarmed content authors, distributors, providers and resellers 
alike and has created an initial movement for the development of advanced and cost-
effective techniques for IPR (Intellectual Property Rights) management and protection 
of digital media. Although IPR protection is currently considered a strategic goal for 
many organisations, vendors are not willing to invest substantial resources to achieve 
it [2]. Following the initial enthusiasm from research and private organisations about 
the potentials of IPR protection and the use of advanced information systems for their 
management, cost effectiveness seems to be the major requirement for using them [3].  

The two main strategies proposed for achieving IPR for digital media include a 
priori protection (copy prevention) and a posteriori protection (copy detection). Ini-
tially, IPR focused on security and encryption as a means of solving the issue of unau-
thorized copying. The shortcomings of CD/DVD copy prevention systems have 
shown that a priori protection alone is still not as effective as predicted. A posteriori 
protection mechanisms, such as digital watermarking, are considered as a valid solu-
tion for multimedia data in a networked environment. New trends such as self-
protecting content, metadata embedding or linking in digital artifacts are proposed or 
used for right management purposes. New coding standards such as JPEG2000 and 
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metadata standards such as MPEG7 have already shown significant potential in terms 
of flexibility, interoperability and cost-effectiveness. 

IPR protection is closely linked to IPR management since digital media are pro-
duced, reselled, transferred through vendor channels. The need for advanced man-
agement of digital property rights has spawned an entire race of new information 
systems called Digital Rights Management systems (DRM systems). These systems 
make use of, among other technologies, IPR protection techniques in order to effi-
ciently and flexibly manage property rights.  

In this paper we review the most important IPR protection techniques for digital 
images, namely watermarking and metadata with a special focus on the new 
JPEG2000 coding standard, and self-protecting content. We also analyse the basic 
characteristics of a DRM system and how the above mentioned techniques can be 
efficiently embedded in them.  

The rest of this paper is organised as follows: section 2 introduces DRM systems 
and briefly discusses security policies while section 3 describes the concept of water-
marking, current developments for the JPEG2000 standard and metadata enabled IPR 
protection methods. Section 4 briefly discusses the new proposition for self-protecting 
content and finally, section 5 draws the conclusions. 

2   DRM Systems: An Overview of Basic Concepts and Enabling 
Technologies 

Digital Rights Management is a set of technologies that enables the management of 
licenses for media artifacts throughout their lifecycle. In other words it provides a 
complete set of functionalities for managing IPR. The area of DRM is unique in the 
sense that it involves many diverse sub-areas: cryptography, legal and social aspects, 
signal processing, information theory, and business analysis, just to mention a few.  

DRM systems rely on licenses which specify the content usage rules. Content is 
distributed with or without licenses but it cannot be used without them. Rules can be 
either attached or embedded to content, or delivered independently [4,18]. 

Modern DRM systems cover the full range of IPR management including the de-
scription, identification, trading, protection, monitoring and tracking of all forms of 
rights’ usage. They are applied over both tangible and intangible assets including 
rights workflow and rights owner relationships [5]. The information architecture of a 
classic DRM system is depicted in figure 1. 

The typical business model of a DRM system is presented in figure 2. The creator 
produces the digital content and provides the usage rules to a third party (authority) 
which is responsible for supervising its proper use. Distributors receive the content 
from the creators and distribute it through the appropriate channels (e.g. e-shops) to 
the end-users (buyers). In order for the buyer to use the content, the appropriate li-
cense must be obtained by the authority. This happens after the appropriate request is 
sent to the authority by the buyer. The transaction is concluded when the authority 
pays royalties to the creator. 

Encryption, a key technology for any DRM system, is used to ensure that public-
key certificates owned by the Buyer and the Distributor are digitally signed by the 
Authority. A handshake protocol makes sure that both sides have the secret keys that 
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correspond to the public keys described in the license to use the digital media. This 
approach is called ‘Crypto101’. Newer approaches such as broadcast encryption avoid 
the costly, in terms of data transmitted, two-way handshake with single way broadcast 
of public keys [6].   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The Information architecture of a classic DRM system (modified from [5]) 

 

Fig. 2. The common business model of DRM systems 

An interesting variation of DRM systems uses special plug-ins in order to decode 
digital information and communicate with the creator or the content provider. Never-
theless, this model suffers from the obvious lack of interoperability since there is no 
common framework for encoding the information prior to its use. This situation has 
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led to a number of different plug-ins which are used with specific DRM systems only 
and thus are inflexible. Plug-ins are usually content viewers and players [7]. 

DRM systems provide persistent content protection meaning that they need to do 
more than simply manage digital licenses to authorized users. Restrictions of the con-
tent usage rights have to be maintained after the content is delivered to the end user 
including data protection to protect against unauthorized interception and modifica-
tion, unique identification of recipients to enable access control for the digital content, 
and effective tamper-resistant mechanisms to process protected data and enforce con-
tent usage rights [16].  

There is a large number of security methods used by DRM systems to protect IPR 
of digital content artifacts, among them: 

 Password protection: it is used mainly for access control. 
 Symmetric and Asymmetric Encryption: the content is encrypted using a 

symmetric key algorithm (digital signatures, one-way hash functions, or 
both). It is used mainly for access control and pirate prevention. 

 Digital Certificates: used to authenticate or verify the identity of the parties 
involved in the distribution of the content 

 Individualization: some new DRM systems rely on unique identification of 
user devices. 

 Watermarking: used for binding (embedding) information to digital content, 
such as content owners, the buyer of the content and payment information 
(annotation watermarks).  

Recent studies [2] have shown that, apart from standard security technologies such 
as password protection and encryption, most current DRM implementations use wa-
termarking as well. Several commercial systems offer special crawling functions that 
scan the Internet for finding instances of the protected (watermarked) artifacts and 
produce usage reports. Although this method works only for on-line content, it might 
be successful in preventing piracy [21]. 

One of the major problems of DRM systems is interoperability and transfer across 
different platform (including mobile devices) [2,16]. This is a major requirement for 
wider DRM adoption which will rely upon the adoption of common media standards. 
JPEG2000 seems to concentrate all the requirements for still digital images (see sec-
tion 3.1). Watermarking will be discussed with more details in the following sections.  

Rights management, a basic function of a DRM system, is possible via RELs 
(Rights Expression Language). After numerous proposals, XrML was chosen for 
wider adoption since it was adopted as the REL for the MPEG21 standard. 

There is a plethora of DRM business models: pay as you use, try first buy later, pay 
per view etc. Payment rules are closely connected to the way the content is supposed 
to be used and as such they are described in rules. A useful analysis of DRM business 
models, standards and core technologies can be found in [21]. 

3   IPR Protection and JPEG2000 

Watermarking and authentication for digital images are relatively new technologies a 
posteriori, descendants of the last decade. The main reason for their introduction was 
the fact that digital images are quite easy to duplicate, forge or misuse in general. 
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Watermarking is mainly focused towards the protection of the images' copyright 
while authentication aims to the verification of the content, investigate if an image is 
tampered or not and if it is, to identify the locations that the alterations have occurred. 
For both technologies to succeed, side information needs to be embedded and/or 
linked with the original image file. That is obviously the reason why lossy compres-
sion schemes are often difficult to be used. Part of the watermarking or authentication 
information is discarded along with insignificant parts of the original image's informa-
tion to achieve better compression.  

Digital watermarking has been proposed as a valid solution to the problem of copy-
right protection for multimedia data in a networked environment [8]. The two most 
important characteristics a watermarking scheme should provide are imperceptibility 
and robustness. A digital watermark is usually a short piece of information, that is 
difficult to erase, intentionally or not. In principle, a digital watermark is an invisible 
mark inserted in digital media such as digital images, video and audio so that it can be 
detected at a later stage as evidence of copyright or it can generally be used against 
any illegal attempt to either reproduce or manipulate the media.  

Watermarking has been extensively researched in the past few years as far as 
common image formats are concerned. By identifying the rightful creator/owner, 
watermarks may be used to prevent illegal use, copy or manipulation of digital con-
tent, as proof of ownership or tampering [9]. The problem that these techniques have 
to encounter is the robustness of the watermark against common processing tasks. 
Any attempt to remove the ownership information from the original image is called an 
attack. Some common attacks for still images include filtering, compression, histo-
gram modification, cropping, rotation and downscaling. Image watermarking tech-
niques can generally be divided in two main groups, depending on the processing 
domain of host image that the watermark is embedded in. The first one is the spatial 
domain group of techniques, according to which the intensity values of a selected 
group of pixels are modified. The other is the frequency domain group, where a group 
of the transform coefficients of the image are altered. Up to date, frequency domain 
approaches have been proved more successful for image watermarking. The trans-
forms usually employed are the discrete versions of the Fourier, Cosine and Wavelet 
transform (DCT, DFT and DWT) [9,10]. In these schemes, the image is being trans-
formed via one of the aforementioned frequency transforms and watermarking is 
performed by altering the resulting transform coefficients of the image.  New stan-
dards such as JPEG2000 create new possibilities for the IPR protection industry and 
have already attracted much attention by the scientific community. In the next subsec-
tions we review the basic characteristics of the coding standard and the most impor-
tant watermarking and metadata-enabled techniques proposed so far.  

3.1   The JPEG2000 Image Compression Standard  

Since the mid 1980s, both ITU (International Telecommunications Union) and ISO 
(International Organization for Standardization) have joined their efforts to establish 
an international Standard for compression of greyscale and colour still images. The 
result of this process has been called “JPEG” (Joint Photographic Experts Group) and 
become an International Standard in 1991. Very soon, the JPEG image format (jpg) 
has become the most commonly used format. However, the development of a stan-
dard is a continuous process. Thus it was reasonably expected that a new standard 



710 B. Vassiliadis et al. 

 

should appear to satisfy the increased needs and requirements of today for multimedia 
and Internet applications. Under these circumstances, almost a decade later, 
JPEG2000 emerged. The new standard provided a unified coding system for different 
types of still images (bilevel, gray scale, colour, multi-component) with different 
characteristics (natural, medical, remote sensing etc.) allowing different imaging 
models (client/server, real time transmission, image library archival etc.) [11]. The 
system performs better than older standards by achieving great compression ratios 
while retaining image quality at the same level. Part I of the standard (depicted in 
figure 3) can be used on a royalty and fee-free basis. All these lead to the conclusion 
that it is only a matter of time before JPEG2000 will become widely accepted.  

 
 
 
 
 
 
 
 

 

Fig. 3. JPEG2000 encoding process 

The new standard has come to serve a wide variety of applications like the Internet, 
mobile communications, medical imagery, remote sensing, colour facsimile, printing 
and scanning, digital photography, e-commerce, digital libraries and many more. 
Each of these areas, imposes certain requirements that the new standard should fulfil 
in the best possible way. The implementation of JPEG2000 provides the following: 

 Superior low bit-rate performance: JPEG2000 performs superior to its prede-
cessors for very low bit-rates. Internet and mobile communications, as well 
as network applications greatly benefit from this feature. 

 Continuous-tone and bi-level compression: Various kinds of images are sup-
ported by the new compression system. The encoding algorithm is capable of 
compressing images of various dynamic ranges (e.g. from 1 to 16 bpp for 
each colour component). This benefits a variety of applications like com-
pound document compression, facsimile, graphics and images with binary 
and near to binary regions, alpha and transparency planes. 

 Lossless and lossy compression: The new standard provides both kinds of 
compression within the same codestream. There are applications like medical 
imaging, digital libraries and prepress imagery, in which image information 
loss can not be tolerated. In these cases, the lossless part of the codestream is 
used while in the other cases (web browsing, network transmission over cli-
ent/server applications) the lossy part can be used instead. JPEG2000 also al-
lows progressive lossy to lossless buildup. 

 Progressive transmission and decoding: It is possible to transmit images pro-
gressively and decode at the receiver with increasing pixel accuracy or spa-
tial resolution. This a valuable feature for web browsing and digital libraries. 
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 Regions of Interest: In almost every image, there are regions that contain 
more important information content than others. In JPEG2000 one can define 
these regions of interest (ROI) and allocate more bits for their coding than 
for the rest of the image.  

 Open Architecture: JPEG2000 allows optimization for different image types 
and applications. 

 Error resilience: The new standard provides robustness to bit errors that may 
cause catastrophic decoding failures. This is essential, especially when im-
ages are transmitted over noisy channels (e.g. wireless networks). 

 Fixed-rates, fixed-sizes, limited workspace memory: It is possible to specify 
the exact number of bits allocated for a group of consecutive pixels or for the 
whole codestream. Except for the profound advantage of this feature, it is 
also possible for devices of limited memory (like scanners and printers) to 
function with the new format. 

3.2   Watermarking and JPEG2000 

Watermarking against lossy compression has always been an interesting challenge. 
Most of the existing literature techniques are not very efficient against the JPEG stan-
dard. With the new JPEG2000 standard, superior quality for the same compression 
ratio can be achieved or similar quality for higher compression ratio, may be used 
depending on user needs. Since it is easier now to retain quality by achieving smaller 
file sizes, this is quite desirable. Thus compression ratios of less than 0.5bpp will 
become common practice. The problem is, that although these images will be visually 
pleasant, watermarking methods have to evolve in order to survive such high com-
pression. Is the watermarking community ready to undertake this challenge? 

Very few works directly relate watermarking with JPEG2000. In the majority of 
the literature, the new standard is considered as yet another attack. Others examine the 
effects that the various JPEG2000 coding parameters cause to the watermark’s detec-
tion. There is also a third category that proposes incorporating watermarking into the 
JPEG2000 coding pipeline or using it as an important factor in the marking/retrieval 
process. These may be few but they are of great practical interest. Significant research 
effort has addressed watermarking in the wavelet domain. Since the heart of the new 
standard is the wavelet transform, these works may be seen as the pioneers of water-
marking in the JPEG2000 domain. Some of these categories will be briefly discussed 
in this section.  

The first wavelet based watermarking schemes appeared around 1995. As far as 
embedding is concerned, the approximation image is selected. For a 3-level wavelet 
decomposition, this band of coefficients is actually a miniature of the original image 
(dimensions are 1/8 of the originals). This way, traditional spread spectrum and spa-
tial techniques can be easily used since these methods do not exploit the special fea-
tures that the wavelet decomposition provides. Examples of these works can be found 
in [12-13]. 

Detail based methods [17] are a bit different. Coefficient distribution in the detail 
bands is different when compared to the approximation. There are only a few coeffi-
cients large enough to carry the watermark and a careful selection strategy is required. 
To define a selection threshold, the level of decomposition, orientation and subband 
energy can be utilized. Since the number of appropriate coefficients in each band is 
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small, usually contribution is gathered from all the detail bands in all decomposition 
levels. An advantage of this practice is that if the watermark is found in one of them, 
there’s no need to search the others, thus reducing the detection’s computational cost. 
This characteristic makes such methods appealing for real time applications. There 
are also techniques that use all of the bands, approximation and details for additional 
robustness [18].  

Usually, when watermarking methods are tested for lossy compression, the pa-
rameter involved is compression ratio. In JPEG2000, compression ratio is only one of 
the available options to the coder. Other equally important parameters include the 
filter kernels used, regions of interest, levels of decomposition, tile size and many 
more. Such an advanced (and consequently complex) compression algorithm, is defi-
nitely multi-parametric and it is not wise to ignore all these parameters during the 
testing procedure. 

In a category of works, JPEG2000 is simply considered as yet another attack. No 
special care is taken during the algorithm’s design which is simply tested against 
compression with various bit rates. One of the two publicly available versions of the 
encoder is usually used, JJ2000 or Jasper. Testing is always based on the bit rate pa-
rameter. The lowest the bit rate, the worst the detectors perform. It seems that 0.3-0.1 
bpp is the range in which the watermarks start finding great difficulties to survive and 
under 0.1 bpp the majority of the methods easily fail (speaking of blind detection 
algorithms). By far, the most complete comparative study of various schemes for 
different bit rates can be found in Meerwald’s webpage [19]. 

3.3   Metadata-Enabled IPR Protection and JPEG2000 

JPEG2000 coding standard offers features such as Region of Interest Coding, Scal-
ability, Error Resilience, Visual Frequency Weighting. Although all of the above 
mentioned features of the compression standard are very important, the application of 
watermarking in JPEG2000 compressed images is closely related with its IPR capa-
bilities. These capabilities include the embedding of XML-formatted information into 
the image file in order to annotate/link image data with metadata. These metadata are 
associated with the image vendor, the image properties, the existence of IPR informa-
tion in the image data etc. The new format (JP2) [11] gives the opportunity to accom-
pany the data that correspond to the image with extra metadata but it doesn’t replace 
the watermarking mechanisms that are used today for copyright protection and au-
thentication, provided through watermarking process. It rather complements them. 

In order to address the increasing need for security, the international community is 
already researching the incorporation of IPR protection characteristics within the 
JPEG2000 standard. This initiative will produce JPEG 2000 Secured (JPSEC) also 
known as Part 8 of JPEG2000 [14]. Applications addressed by JPSEC include, among 
others encryption, source authentication, data integrity, conditional access, ownership 
protection etc. It is expected that the new standard will be available by 2007. 

In a different approach, metadata may be linked and not directly inserted in an im-
age. For this purpose, a special kind of watermarking is used: annotation watermark-
ing. Watermarks, combined with digital signature methods, may contain information 
about proprietary, copyright, the author, the user, the number of copies and/ or other 
important information. The insertion of multiple watermarks for the identification of 
distribution channels is also possible. It must be noted however that there is an upper 
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limit for the number of watermarks that can be embedded in an image, before the 
quality of reproduction is significantly altered. In order to maintain a high Quality of 
Service, a consensus must be found between multiple watermarking and its percepti-
bility in the digital object. Multiple watermarks can be inserted at the production 
level, for the identification of the distribution path and/or to identify the end-user 
path. 

4   Self Protecting Content 

Self protecting content was recently suggested as a solution to the ever-increasing 
problem of DRM interoperability and immature economics. This type of content in-
cludes special logic which can decide by itself how it will be used by the client ma-
chine which provides only basic functionality [15]. For example, an image encoded 
with a self protecting standard is loaded in a palmtop. The logic is loaded into the 
palmtop, reads the appropriate information (ID, user acquired licenses etc.) and de-
cides whether it will be viewed in full or reduced resolution, whether it will be copied 
or reproduced etc. It is obvious that apart from the logic encapsulated into the content, 
appropriate mechanisms need to be available to the user machine. These mechanisms 
should at least include a virtual machine for the code to run and a ROM for storing 
keys and licenses. If the end-user machine is a personal computer there is no obvious 
disadvantage but what happens when it is a CD-player or a home DVD device?  

Although the notion of self-protecting content is extremely innovative and attrac-
tive in many aspects, several shortcomings of technological, cultural and economic 
nature exist: there are no standards for encoding logic into content, what happens to 
the size of the media artifact when code is added to it, are the manufacturers of player 
devices willing to add new machinery to their products, are content creators willing to 
pay for new content creation tools?  Although the self protecting content idea has 
already attracted criticism, it remains to be seen if it will be adopted in the future [20].   

5   Conclusions 

The extensive use of digital media in networked applications increases security re-
quirements. The protection of the IPR of digital media is increasingly considered as 
one of the most important areas of e-commerce. Increased concern by companies and 
academia has led to the development of numerous methods and techniques that man-
age and protect IPR. DRM is one of the most important and complete frameworks that 
enable end-to-end management of digital rights through the media lifecycle. Enabling 
technologies for DRM systems include, among other, watermarking, an information 
hiding technique. Watermarking can be used for embedding or connecting usage rules 
in/with the content itself.  

New standards, such as JPEG2000 offer new possibilities for IPR protection and 
DRM systems that use watermarking and may lead to the development of more ad-
vanced security services. In this work we surveyed recent development in watermark-
ing for the JPEG2000 domain which is currently a very promising research area. 

JPEG2000 offers many places in its coding pipeline in which the watermarks can 
be embedded. There are various arguments about the place of embedding: into the 
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transform, after it, in the quantization stage, in the coding stage. Each of these cases 
has specific advantages and disadvantages. Experiments justify the suspicion that the 
parameters used during encoding are very important for the detector’s expected per-
formance, however there are many more aspects of such a complex compression stan-
dard like JPEG2000 that still need to be investigated. In conclusion, it seems that in 
the next years the field of watermarking of digital images coded with the JPEG2000 
standard will attract even more the interest of the research community and the upcom-
ing format will be supported with powerful protection mechanisms. 
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Abstract. Optimal image mosaicing has large computational complex-
ity, that becomes prohibitive as the number of sub-images increases. Two
methods are proposed, which require less computation time by perform-
ing mosaicing in pairs of two sub-images at a time, without significant
reconstruction losses, as evidenced by simulation results.

1 Introduction

Very high resolution digital image acquisition is a process that stresses the lim-
its of acquisition devices. Even high-end CCD devices can not offer the level
of detail that is required in certain applications. To overcome this obstacle,
digitization structures have been proposed that utilize observation of different,
albeit overlapping, fields of view (sub-images), sometimes with the aid of sen-
sor/detector arrays, and positioning mechanisms. Mosaicing is a process which is
used to reconstruct or re-stitch a single, continuous image from a set of overlap-
ping images. Several mosaicing techniques have been proposed in the literature
[1,2,3,4,5]. Image mosaicing is essential for the creation of high-resolution large-
scale panoramas for virtual environments. Image mosaicing is also important
in other areas that include image-based rendering, creation of high resolution
digital images of architectural monuments and works of art (especially of those
with considerable dimensions like frescoes and large-size paintings) for archival
purposes (Fig. 1) and digital painting restoration, medical imaging [1] aerial and
satellite imaging etc [2]. If the field of view is split into M1 rows of M2 images,
it should be trivial to show that an M1M2-fold increase in resolution may be
attained, compared to sensor resolution.

The mosaicing process may be broken down into two steps. The first step in-
volves the estimation of optimal displacement of each sub-image with respect to
each neighboring one (assuming only translational camera motion and no rota-
tion or zooming). This represents the most computationally intensive part of the
entire process. In the general case of an M1 by M2 image mosaic, a search should
be performed in a m-dimensional space, where m = 2(2M1M2−M1−M2). The
term in parenthesis represents the number of all pairs of neighboring sub-images.

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 716–724, 2005.
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Fig. 1. (a) A M1 = 3 by M2 = 2 sub-image acquisition of a painting. (b) Reconstructed
images after STM processing. (c) Reconstructed images after SGSTM processing.

Since these are 2-d searches, this term is multiplied by two. It is evident that
computation cost becomes prohibitive, as the number of sub-images increases.
Optimal displacement is researched, under the assumption that acquired images
are not free of distortions [3]. The second step of the mosaicing process utilizes
the previously generated displacement information in order to combine each pair
of neighboring sub-images with invisible seams.

This paper shall focus on the first step. The proposed methods attempt to
reduce the number of computations required to compute the sub-image displace-
ments. Despite the fact that the methods are illustrated for the particular case
where sub-images are only displaced (translated) with respect to each other, the
proposed matching methodology is applicable to more complex cases, e.g. cases
that involve camera rotation or zooming.
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2 Mosaicing Techniques for Two Images

Before we proceed to the general case of mosaicing an arbitrary number of sub-
images, the case of two images should be studied first, since it provides significant
insight to the problem. In the following it is assumed that the displacement vector
d is constrained to take values in the following set:

d ∈ {[d1 d2]T : di ∈ {dimin , . . . , dimax}, i = 1, 2} (1)

If Ij(n), j = 1, 2, is the intensity of the j-th image at pixel coordinates
n = [n1 n2]T ∈ W (d), where W (d) denotes the overlap area, then a quantita-
tive expression for the matching error E(d), which is associated with a specific
displacement d, can be derived as follows:

E(d) =

∑
n∈W (d)

|I1(n)− I2(n)|p

||W (d)|| (2)

where ||W (d)|| denotes the number of pixels in the overlap area W (d). For
p = 1, 2 (2) expresses the Matching Mean Absolute Error EMMAE and the
Matching Mean Square Error EMMSE , respectively. Subsequently, an optimal
value dopt for the displacement can be estimated as follows:

dopt = argmin
d

E(d) (3)

From (1) and (3) it should be evident that this minimization process requires
a repeated evaluation of (2) over all possible values of d. Since matching error
calculation is the most computationally intensive part of the mosaicing process,
alternative forms of (3) should be researched. Block matching techniques can
be employed in order to avoid the computation cost which is associated with
the exhaustive minimization procedure, which is implied by (3). In this context,
procedures such as the 2-d logarithmic search, the three-point search and the
conjugate gradient procedure may be utilized for this purpose [6]. These proce-
dures may provide estimates d̂opt of the optimal displacement value dopt. The
2-d logarithmic search was employed throughout our simulations.

3 Spanning Tree Mosaicing of Multiple Images

Let us suppose that M1 ×M2 sub-images should be mosaiced. In this case, a
displacement matrix D plays a role similar to that of the displacement vector
d of Sect. 2. The 2M1M2 −M1 −M2 columns of D are 2-dimensional vectors,
each one corresponding to a displacement value between two neighboring sub-
images. An expression for the quality of matching, similar to the two-image case,
can be derived in the multiple image case, by substituting d with D in (2) and
extending the summation over all neighboring images. The optimal value Dopt

of the displacement matrix can be derived from the following expression:

Dopt = argmin
D

E(D) (4)
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Unfortunately, (4) imposes prohibitive computational requirements, since the
search is now performed in a much larger space. Indeed, let us suppose that
for each one of the column vectors of D, eq (1) holds. It can be shown that
D may assume ((d1max − d1min + 1) (d2max − d2min + 1))2M1M2−M1−M2 different
values. Thus, computational complexity increases exponentially. Additionally,
calculation of E(D) poses other computation problems, since the overlap area
W is now a multi-dimensional set.

In order to avoid this exhaustive matching process, certain constraints can be
imposed on the way images are matched. Indeed, a faster method may be devised
by performing simple matches only, i.e. matches between an image and one of
its neighbors. The proposed method may be easily understood with the aid of a
mosaicing example. In Fig. 2 (a) a mosaic of M1 = 2 by M2 = 2 sub-images is
depicted. By associating each image with a graph node and each local matching
of two sub-images with an edge, the mosaicing of the four images can be described
by the graph of Fig. 2 (b). Computation of Dopt requires an exhaustive search
in 8-dimensional space. To avoid this complexity, the entire mosaicing process is
decomposed into simpler steps of mosaicing two images at a time. Spanning trees
offer an elegant representation of the possible mosaicing procedures, under this
constraint. Figs. 2 (c)-(f) illustrate the four spanning trees that correspond to
the graph of Fig. 2 (b). For example, in the case depicted in Fig. 2 (c) three two-
image matches should be performed: image A to B, A to C, and C to D, while in
Figs. 2 (d)-(f) the other three possible mosaicing procedures are illustrated. The
final resulting image is the one produced by the procedure which is associated
with the smallest matching error. It should be obvious that this sub-optimal
procedure offers a significant decrease in computational complexity. The number
of trees of a graph can be calculated by the matrix-tree Theorem [7]:

Theorem 1 (Matrix-Tree Theorem). Let G be a non-trivial graph with ad-
jacency array A and degree array C. The number of the discrete spanning trees
of G is equal with each cofactor of array C−A.

Both A and C are matrices of size (M1M2)× (M1M2). If node vi is adjacent to
node vj , A(i, j) = 1, otherwise A(i, j) = 0. Additionally, the degree matrix is of
the form:

C = diag(d(v1), . . . , d(vM1M2)) (5)

where d(vi) denotes the number of nodes adjacent to vi.
The spanning tree mosaicing (STM) procedure is outlined below:

1. For each pair of neighboring images, calculate the optimal displacement and
the associated matching error. Notice, that each pair of neighboring images
corresponds to an edge of the graph.

2. For each spanning tree that is associated with the specific graph, calculate
the corresponding matching error, by summing the local matching errors
which are associated with the two-image matches depicted by the given tree.

3. Select the tree that is associated with the smallest matching error.
4. Perform mosaicing of two images at a time, following a route of the selected

spanning tree.
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Fig. 2. (a) A labelled mosaic of M1 = 2 by M2 = 2 sub-images, (b) the corresponding
graph, (c)-(f) the four possible spanning trees

It should be clarified that sub-optimal results are obtained when the STM
approach is followed. Specifically, an approximation D̂opt of the optimal matrix
is computed. However, this is contemplated by the speed gains provided by the
algorithm.

As will be shown in Sect. 5, similar results are obtained by using either the
MMAE or the MMSE criterion. Thus, MMAE may be preferred since it is faster
to compute.

4 Sub-graph STM

The number of trees that correspond to graphs of sizes up to 5 by 5 images are
tabulated in Table 1. Unfortunately, for large values of M1 and M2 this method
can not be utilized, since the number of trees grows very fast with respect to
grid size.

Sub-graph STM (SGSTM) may, partially, address this issue. In SGSTM, a
graph may be partitioned into sub-graphs, by a process that splits the original

Table 1. Number of spanning trees in a graph-grid of size M1 × M2

M2

1 2 3 4 5
1 0 1 1 1 1
2 1 4 15 56 209

M1 3 1 15 192 2415 30305
4 1 56 2415 100352 4140081
5 1 209 30305 4140081 5.6 × 108
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graph vertically and/or horizontally. In Fig. 3, a sample partitioning of this form
is depicted. By splitting vertically first and then horizontally, four sub-graphs
are created. STM can be applied separately to each one of the four sub-graphs
of Fig. 3 (d). Using data of Table 1, it can be easily shown that a total of
192+ 1+ 0+ 1 = 194 spanning trees should be examined. Since four images will
be produced by the STM process (one for each sub-graph), a further STM step
will be required, in order to produce the final image. Thus, 4 more trees should
be added to the 194 trees examined in the previous step, to produce a total of
198 trees. In contrast, an STM of the original image set would require matching
error calculations in 100352 cases.

(b)

(c) (d)

(a)

Fig. 3. (a) A graph of M1 = 4 by M2 = 4 image mosaic. (b) Vertical split of (a). (c)
Horizontal split of (b). (d) Resulting partition of graph.

If the original graph is of size M ×M (M = 2ν), the image can be gradually
mosaiced by decomposing the original graph into an appropriate number of 2×2
sub-graphs, performing STM on each one, decompose once more the resulting
M
2 × M

2 graphs and so on, until one image emerges. After mosaicing a partition’s
sub-graphs, new displacement matrices should be calculated that correspond to
the resulting sub-images. It is obvious that the number of 2×2 graphs is equal to
M
2

M
2 + M

4
M
4 + . . .+1 = M2−1

3 . Since four spanning trees exist for a 2× 2 graph,
the matching error of only 4M2−1

3 trees should be evaluated. Speedup values are
depicted in Fig. 4. It is obvious that SGSTM represents a vast improvement over
the STM approach, in terms of computation needs. The results of both methods
on an image consisting of 6 sub-images can be seen in Fig. 1. Obviously, SGSTM
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Fig. 4. Theoretical speedup of SGSTM compared to STM, for M ×M (M = 2ν) graphs

mosaicing quality may be inferior to the one provided by STM, since a smaller
number of possible sub-image displacements is examined.

5 Simulation Results

Simulations were carried out in order to assess the performance of the proposed
methods, on several image sets. In the following, comments and results are pre-
sented for one of these sets, consisting of 12 sub-images, which were arranged
in a grid of M1 = 4 rows of M2 = 3 sub-images each. Each sub-image had a
resolution of 951× 951 pixels. For this graph 2415 spanning trees exist.

For each one of the 2M1M2 − M1 − M2 = 17 pairs of neighboring sub-
images, matching errors were calculated under both the MMAE and the MMSE
criteria. The 2-d logarithmic search was utilized in order to obtain the optimal
displacement. Subsequently, for each one of the 2415 spanning trees, the total
matching error (MMAE and MMSE) was calculated.

The total time that was required to find all spanning trees that correspond to
the given graph, calculate optimal neighboring image displacements under a spe-
cific criterion, and output the overall matching error of each tree is tabulated in
Table 2, in seconds. Results are included for both STM and SGSTM approaches.
In the SGSTM case, the graph was decomposed into four sub-graphs: two 2× 2
and two 2× 1, which required the calculation of overall error for 14 trees, com-
pared to the 2415 of STM. It is evident that SGSTM is more than an order
of magnitude faster than STM. More specifically, the speedup provided by the
SGSTM method over the STM method was 13.9 when the MMSE criterion was
used and 11.4 for the MMAE criterion, albeit with a significant increase in the
matching error. Furthermore, the use of MMAE proved to be faster than that of
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the MMSE. Sample minimum, maximum, mean and variance of matching error,
over the entire spanning tree set for the STM approach, are recorded in Table 3.

Table 2. STM and SGSTM performance results under the MMAE and MMSE criteria

MMAE MMSE
Method Error Time Error Time
STM 6.4 782.7 107 1265
SGSTM 9.7 68.9 228 91

Table 3. STM matching error statistical measures

Measure MMAE MMSE
Maximum 10.7 378
Minimum 6.4 107
Mean 7.9 186
Variance 0.45 1771

By studying the spanning trees that exhibited the lowest MMAE scores the
following observations were made:

– MMAE optimality is closely related to MMSE optimality. Indeed, the trees
that exhibited the lowest MMAE figures, exhibited also the lowest MMSE
figures.

– The most characteristic feature of the trees with the lowest error figures was
that optimal matching began from the center and proceeded outwards. In
other words, the central nodes of the graph were connected in the best per-
forming trees. Currently, it is assumed that matching quality of the central
nodes is more crucial to the overall mosaicing quality, than matching quality
of the other nodes. This issue is currently under investigation.

6 Conclusions

In this paper two novel methods that can be used for the mosaicing of large
images were proposed. Spanning trees are utilized for describing the order of the
mosaicing process. Since matches are performed between pairs of neighboring
images, an exhaustive search for the optimal placement of sub-images with re-
spect to each other is avoided. The SGSTM method offers significant speedup,
when compared to the STM method. Despite the fact that this performance im-
provement comes at the cost of increased matching error, SGSTM can be utilized
for fast visualization of mosaicing results (e.g. mosaic previews).
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Abstract. MPEG-7 has emerged as the standard for multimedia data
content description. As it is in its early age, it tries to evolve towards
a direction in which semantic content description can be implemented.
In this paper we provide a number of classes to extend the MPEG-7
standard so that it can handle the video media data, in a more uniform
and anthropocentric way. Many descriptors (Ds) and description schemes
(DSs) already provided by the MPEG-7 standard can help to implement
semantics of a media. However, by grouping together several MPEG-7
classes and adding new Ds, better results in the video production and
video analysis tasks can be produced. Several classes are proposed in
this context and we show that the corresponding scheme produce a new
profile which is more flexible in all types of applications as they are
described in [1].

1 Introduction

Digital video is the most essential media nowadays. It is used in many multimedia
applications such as communication, entertainment, education etc. It is very easy
to conclude that video data increase exponentially with time and researchers are
focusing on finding better ways in classification and retrieval applications for
video databases. The way of constructing videos has also changed in the last
years. The potential of digital videos gives producers better editing tools for a
film production. Several applications have been proposed that help producers
in doing modern film types and manipulate all the film data faster and more
accurately. For a better manipulation of all the above, MPEG-7 standardizes the
set of Ds, DSs, the description definition language (DDL) and the description
encoding [ ]-[5]. Despite its early age, many researchers have proposed several
Ds and DSs to improve MPEG-7 performance in terms of semantic content
description [6], [7].

In this paper we will try to develop several Ds and DSs that will describe
digital video content in a better and more sophisticate way. Our efforts originate
from the idea that a video entity is a part of several objects prior to and past

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 725–734, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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to the editing process. We incorporate information provided by the preproduc-
tion process improve semantic media content description. The structure of the
remainder of this paper is as follows. In Section 2 we describe the Ds and DSs.
Section (3), we give some examples of use of real data. Finally in Section 4, a
conclusion and future work directions are described.

2 MPEG-7 Video Descriptors

In the MPEG-7 standard several descriptors are defined which enable the imple-
mentation of video content descriptions.We believe that MPEG-7 must provide
mechanisms that can propagate semantic entities from the preproduction to the
postproduction phase.Table 1 illustrates a summary of all the classes that we
propose in order to assure this connectivity between the pre and the post pro-
duction phases.

Before going any further in providing the classes’ details, we explain the
characterization of those classes and their relations (figure 1). Three types of
classes are introduced: container, object and event classes. Container classes,
as indicated by their name, contain other classes. For instance, a movie class
contains scenes that in turn contain shots or takes, which in turn contain frames
(optionally). This encapsulation can therefore be very informative in the relation
between semantics characteristics of those classes, because parent classes can
propagate semantics to child classes and vice versa. For example, a scene which is
identified as a night scene, can propagate this semantic entity to its child classes
(Take or Shot). This global approach of semantic entities not only facilitates
the semantic extraction, but also gives a research framework in which low-level
features can be statistically compared very fast in the semantic information
extraction process. The object oriented interface (OOF) which is applied in this
framework provides flexibility in the use and the implementation of algorithms

Table 1. Classes introduced in the new framework in order to implement semantics in
multimedia support

Class Name Characterization

Movie Class Container Class
Version Class Container Class
Scene Class Container Class
Shot Class Container Class
Take Class Container Class
Frame Class Object Class
Sound Class Container Class
Actor Class Object CLass

Object Appearance Class Event Class
High Order Semantic Class Container Class

Camera Class Object CLass
Camera Use Class Event Class

Lens Class Object Class
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High Level Semantics

PREPRODUCTION

INFORMATION

Movie

SceneScene Scene

TakeTakeTake

Actor

Constant

Attributes
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Sound 1

Camera

Constant

Attributes

Camera 1 Camera 3

Camera 1

Implemented

Version

Sound 2

POST PRODUCTION

Fig. 1. The interoperability of all the classes enforce semantic entities propagation and
exchange in the preproduction phase

for high semantic extraction. On the other hand, object classes are constant
physical objects or abstract objects that interact with the media. Any relations
of the form “this object interacts with that object” are implemented within this
interface. For example a “specific actor is playing in a specific movie”, or “a
specific camera is used in this take”, or “a specific frame is contained by this
take or shot”. Finally, the events classes are used to implement the interaction
of the objects with the movie. An example of this is “the specific camera object
is “panning” on this take”. From the examples we can clearly conclude that high
semantics relation can be easily implemented with the use of those classes. More
specifically:

The Movie Class is the root class of the hierarchy. It contains all other classes
and describes semantically all the information for a piece of multimedia
content. The movie class holds what can be considered as static movie in-
formation, such as crew, actors, cameras, director, title etc. It also holds
the list of the movie’s static scenes where different instances of the Scene
class(described later) are stored. Finally, the movie class combines different
segments of the static information in order to create different movie versions,
within the Version class.

The Version Class encodes (contains) the playable versions of a movie. A
movie can be built using this class. It makes references to the static informa-
tion of the movie in order to collect different movie parts (take fragments)
and construct a shot sequence (figure 2). It can also reference a part of an
already defined version’s scene. For instance, a movie resume (summary) can
be made out of the director’s scenes.

The Scene Class contains low-level information with respect to timing, like
the start and end timecode of a scene and the duration. A scene theme tag
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High Level Semantics

Implemented Version

SceneScene Scene

ShotShotShotObject 1

Object 2 Object 3
Object 1

Camera 1 Camera 3

Camera 1

Sound 1

Sound 2

Fig. 2. Implemented versions collect static movie information in order to make a se-
quential playable movie. This can be achieved either with references from the static
movie parts (Takes from pre production phase) or with new instantiated shot classes.

is made in order to make possible a semantic definition of each scene. The
High Semantic tag is an instance of the High Order Semantic Class(described
later), which gives the possibility to describe semantic actions and events by
means of semantic data from the audiovisual content. It correlates higher-
level information to provide a narrative description of the scene. Expert
systems can be used to provide information for those tags. A sound array
tag has also been introduced in a sense that sound and scene are highly
correlated in a film. The sound array stores all instances of sounds that are
present in a scene. The sound array, as we will see later in more detail, along
with low-level information holds high level information, such as the persons
that are currently talking or the song that is actually playing or the ambient
sounds. Additionally the sound array also captures timecode information for
every sound that is heard within the scene. Timecodes can of course overlap
(for example flirting while dancing in a fine tune) and this information can
be used for extraction of high level scene features. The take and shot array
are restricted fields of the scene class, which means that one of them can
be active for a particular instance. That class can be used for both pre and
postproduction levels. The takes are used in the preproduction environment
and the shots in the postproduction environment (within the Version Class).

The Shot Class holds semantic and low-level information about the shot. Two
versions are proposed: one with frames and one without. In the second ver-
sion, we consider the shot as the atom of the movie, which means that it is
the essential element of a movie that cannot be divided any further. Several
attributes of this class are common in both versions, like the serial number of
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the shot, the list of appearance and disappearance of an actor, the camera use,
and others. The frameless version has a color information tag and a texture in-
formation tag, which give information about the color and the texture within
the shot. The version with frames provides this feature within the frame class.

The Take Class implements the description of a take. Low-level and high level
information is gathered within this class to provide semantic feature extrac-
tion, content description and also to facilitate the implementation of a pro-
duction tool. A take is actually a continuous shot from a specific camera.
In the production room the director and his/her colleagues segment takes in
order to create a film version. This implementation tries to provide the users
with editing ability, as well as assists the directors. For instance, if a director
stores all the takes in a multimedia database and then creates an MPEG-7
file with this description scheme he/her will have the ability to easily op-
erate on his film. The ”Synchronized With” tag holds information about
simultaneous takes. For example in a dialog scenario, where three takes are
simultaneous, but taken from different cameras. Algorithms can be built to
easily extract the simultaneous takes from a already produced film.

The Frame Class is the lowest level where feature extraction can take place.
Within the frame class there are several pieces of information that we would
like to store. In contrast with all other classes the frame is a purely spatial
description of a video instance. No time information is stored in it. There is,
of course, the absolute time of the frame and the local (in take / in shot)
time of the frame but whatever information is associated with actor position,
actor emotions, dominant color etc. does not have a time dimension. The
non-temporality of the frame can be used for low-level feature extraction
and also in a production tool for a frame-by-frame editing process (figure 3).

The Sound Class interfaces all kind of sounds that can appear in multime-
dia. Speech, music and noise are the basic parts of what can be heard in a
movie context. This class holds also the time that a particular sound started
and ended within a scene, and attributes that characterize this sound. The
speech tag holds an array of speakers within the scene and also the general
speech type (narration, monolog, dialog etc). The sound class provides useful
information for high level feature extraction.

The Actor Class & The Object Appearance Class: The actor class im-
plements all the information that is useful to describe an actor and also gives
the possibility to seek one in a database, based on a visual description. Low-
level information for the actor interactions with shots or takes is stored in the
Object Appearance Class. This information include the time that the actor
enters and leaves the shot. Also, if the actor re-enters the shot several times
this class holds a list of time-in and time-out instances in order to handle that.
A semantic list of what the actor/object is actually doing in the shot, like if
he/she is running or just moving or killing someone, is stored for high-level
feature extraction in the High Order Semantic Class. The Motion of the ac-
tor/object is held as low-level information. The Key Points List is used to de-
scribe any possible known Region Of Interest (ROI), like the bounding box,
the convex hull, the features point etc. For instance, this implementation can
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Fig. 3. Frames can be used with Take and Shot classes for a deeper analysis, giving
rise to an exponential growth of the MPEG-7 file size

provide the trajectory of a specific ROI like the eye or a lip’s lower edge etc.
The pose estimation of the face and the emotions of the actor (with an in-
tensity value) within the shot can also be captured. The latter three tags can
be used to create high-level information automatically. The sound class also
holds higher-level information for the speakers and in combining the informa-
tion we can generate high-level semantics based also in the sound content of
the multimedia to provide instantiations of the High Order Semantic Class.
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Fig. 4. Low-level features space is captured by human perception algorithms and this
mechanism will produce the semantic content of the frame

The High Order Semantic Class organizes and combines the semantic features,
which are derived from the audiovisual content. For example, if a sequence
of actors shaking hands is followed by low volume crowd noise and positives
emotions this could probably be a countries leaders handshake. The Object’s
Narrative Identification hosts semantics of actors and objects in a scene con-
text, for example (Tom’s Car) and not only the object identification like (Tom,
Car). The Action list refers to actions performed by actors or other objects
like “car crashes before a wall” or “actor is eating”. The events list holds in-
formation of events that might occur in a scene like “A plane crashes”. Finally,
the two semantic tags, Time and Location, define semantics for narrative time
(night, day, exact narrative time etc) and narrative location (indoor, outdoor,
cityscape, landscape etc).

The Camera & The Camera Use Class: The camera class holds all the in-
formation of a camera, such as manufacturer, type, lenses etc. The Camera
Use class, which contains the camera’s interaction with the film. The latter is
very useful for low-level and high-level feature extraction from the film. The
camera motion tag uses a string of characters that conform to the traditional
camera motion styles. New styles have no need to re-implement the class.
The current zoom factor and lens is used for feature extraction as well.

The Lens Class implements the characteristics of several lenses that will be
used in the production of a movie or documentary. It is useful to know
and store this information in order to better extract low-level features from
the movie. Also for educational reasons one can search for movies that are
recorded with a particular lens.

This OOF essentially constitutes a novel approach of digital video processing.
We believe that in a video retrieval application one can post queries in a form
that only simple low-level features cannot answer yet. Also, video annotation,
has been proven [6]to be non productive, because of the objectivity of the anno-
tators and the time consuming annotation process. The proposed classes have
the ability to standardize the annotation context and they are defined in a way
that low-level features can be integrated, in order to enable an automatic ex-
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traction of those high-level features. In figure 4 one can see the relation between
semantic space and technical (low-level) features space. The proposed classes are
an amalgam of low-level features, like histograms, FFTs etc, and high semantic
entities, like scene theme, person recognition, emotions, sounds qualification, etc.
Nowadays researchers are very interested in extracting high semantic features
[8],[9],[10]. Having this in mind, we believe that the proposed template can give
the genre of a new digital video processing approach.

3 Examples of Use

3 types of examples, will be provide in this section . These include one for
preproduction environment, one for postproduction and the combination of pre-
production and postproduction.

– In preproduction environment the produced xml will have a movie class in
witch takes,scenes,sound information and all the static information of the
movie will be encapsulated. In Figure 5, one can visualize the encapsulation
of those classes. Applications can handle the MPEG-7 file in order to produce
helpful tips for the director while he/she is in the editing room or better assist
him in editing with a smart agents application.

Fig. 5. Shots exist only in the post-production phase as fragments of takes from the
pre-production phase, and inherite all semantic and low-level features extracted for the
takes in the pre-production phase.This constitutes the semantic propagation mecha-
nism. Several versions can be implemented without different video data files.
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– In the second type of application all the types of the pull and push appli-
cations, as defined in the MPEG-7 standard[1] can be realized or improved.
Retrieval application, will be able to handle in a more uniform way all kinds
of request whether the latter are associated with low-level features or high
semantic entities.

– Finally the 3d type of application, is the essential reason for implementing
such a framework. In such an application a total interactivity with the user
can be established, by providing even the ability to reediting a film and create
different film version with the same amount of data. For example, by saving
the takes of a film and altering the editing process, the user can reproduce the
film from scratch and with no additional storage of heavy video files.Creating
different permutation arrays of takes and scenes results in different versions
of the same film. Nowadays media supports (DVD,VCD,etc) can hold a very
large amount of data. Such an implementation can be realistic, if we consider
that already produced DVDs provides users something more than just a
movie e.g. (behind the scene tracks, or director’s cuts, actors’ interviews
etc).Media Interactivity in media seems to gain a big share in the market,
the proposed OOF can provide a very useful product. It is obvious that such
a tool can give rise to education programs, interactive television and all the
new revolutionary approaches of multimedia world.

4 Conclusion and Further Work Areas

As a conclusion we underline the fact that this framework can be very useful for
the new era of image processing witch is focusing in semantic feature extraction
and we believe that it can provide specific research goals. Having this in mind,
in the future we will concentrate our research in filling automatically the classes’
attributes. On going research has already underdevelopment tools for extraction
of high semantic feature.
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Abstract. In this paper, a detection system to support medical diagnosis and 
detection of abnormal lesions by processing endoscopic images is presented. 
The endoscopic images possess rich information expressed by texture. Schemes 
have been developed to extract texture features from the texture spectra in the 
chromatic and achromatic domains for a selected region of interest from each 
colour component histogram of images acquired by the new M2A Swallowable 
Capsule. The implementation of an advanced neural network scheme and the 
concept of fusion of multiple classifiers have been also adopted in this paper. 
The preliminary test results support the feasibility of the proposed method. 

1   Introduction  

In medical practice, endoscopic diagnosis and other minimally invasive imaging 
procedures, such as computed tomography, ultrasonography, con-focal microscopy, 
computed radiography, or magnetic resonance imaging, are now permitting 
visualisation of previously inaccessible regions of the body. Their objective is to 
increase the expert’s ability in identifying malignant regions and decrease the need for 
intervention while maintaining the ability for accurate diagnosis. For more than 10 
years, flexible video-endoscopes have a widespread use in medicine and guide a 
variety of diagnostic and therapeutic procedures including colonoscopy, 
gastroenterology and laparoscopy [1]. Conventional diagnosis of endoscopic images 
employs visual interpretation of an expert physician. Since the beginning of computer 
technology, it becomes necessary for visual systems to “understand a scene”, that is 
making its own properties to be outstanding, by enclosing them in a general 
description of an analysed environment. Computer-assisted image analysis can extract 
the representative features of the images together with quantitative measurements and 
thus can ease the task of objective interpretations by a physician expert in endoscopy. 
Endoscopic images possess rich information, which facilitates the abnormality 
detection by multiple techniques. However, from the literature survey, it has been 
found that only a few techniques for endoscopic image analysis have been reported 
and they are still undergoing testing. In addition, most of the techniques were 
developed on the basis of features in a single domain: chromatic domain or spatial 
domain. Applying these techniques individually for detecting the disease patterns 
based on possible incomplete and partial information may lead to inaccurate 
diagnosis. For example, regions affected with bleeding and inflammation may have 
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different colour and texture characteristics. Parameters in the spatial domain related 
with lumen can be used to suggest the cues for abnormality. For instance, small area 
of lumen implies the narrowing of the lumen which is often one of the symptoms for 
lump formation and not the presence of possible bleeding. Therefore, maximizing the 
use of all available image analysis techniques for diagnosing from multiple feature 
domains is particularly important to improve the tasks of classification of endoscopic 
images. Krishnan, et al.[2] have been using endoscopic images to define features of 
the normal and the abnormal colon. New approaches for the characterisation of colon 
based on a set of quantitative parameters, extracted by the fuzzy processing of colon 
images, have been used for assisting the colonoscopist in the assessment of the status 
of patients and were used as inputs to a rule-based decision strategy to find out 
whether the colon's lumen belongs to either an abnormal or normal category. The 
analysis of the extracted quantitative parameters was performed using three different 
neural networks selected for classification of the colon. The three networks include a 
two-layer perceptron trained with the delta rule, a multilayer perceptron with back-
propagation (BP) learning and a self-organizing network. Endoscopic images contain 
rich information of texture. Therefore, the additional texture information can provide 
better results for the image analysis than approaches using merely intensity 
information. Such information has been used in CoLD (colorectal lesions detector) an 
innovative detection system to support colorectal cancer diagnosis and detection of 
pre-cancerous polyps, by processing endoscopy images or video frame sequences 
acquired during colonoscopy [3]. It utilised second-order statistical features that were 
calculated on the wavelet transformation of each image to discriminate amongst 
regions of normal or abnormal tissue. A neural network based on the classic BP 
learning algorithm performed the classification of the features. CoLD integrated the 
feature extraction and classification algorithms under a graphical user interface, which 
allowed both novice and expert users to utilise effectively all system’s functions. The 
detection accuracy of the proposed system has been estimated to be more than 95%.  

Intra-operative endoscopy, although used with great success, is more invasive and 
associated with a higher rate of complications. Though the gastrointestinal (GI) 
endoscopic procedure has been widely used, doctors must be skilful and experienced 
to reach deep sites such as the duodenum and small intestine. The cleaning and 
sterilisation of these devices is still a problem leading to the desire for disposable 
instruments. In GI tract, great skill and concentration are required for navigating the 
endoscope because of its flexible structure. Discomfort to the patient and the time 
required for diagnosis heavily depend on the technical skill of the physician and there 
is always a possibility of the tip of the endoscope injuring the walls. Standard 
endoscopic examinations evaluate only short segments of the proximal and distal 
small bowel and barium follow-through has a low sensitivity and specificity of only 
10% for detecting pathologies. Hence, endoscopic examination of the entire small 
bowel has always been a diagnostic challenge. Limitations of the diagnostic 
techniques in detection of the lesions located in the small bowel are mainly due to the 
length of the small intestine, overlying loops and intra-peritoneal location. This 
caused also the desire for autonomous instruments without the bundles of optical 
fibres and tubes, which are more than the size of the instrument itself, the reason for 
the objections of the patients. The use of highly integrated microcircuit in bioelectric 
data acquisition systems promises new insights into the origin of a large variety of 
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health problems by providing lightweight, low-power, low-cost medical measurement 
devices. At present, there is only one type of microcapsule which has been introduced 
recently to improve the health outcome. This first swallowable video-capsule for the 
gastroenterological diagnosis has been presented by Given Imaging, a company from 
Israel, and its schematic diagram is illustrated in Fig. 1 [4]. 

 

Fig. 1. Given Imaging Capsule 

The system consists of a small swallowable capsule containing a battery, a camera 
on a chip, a light source, and a transmitter. The camera-capsule has a one centimetre 
section and a length of three centimetres so it can be swallowed with some effort. In 
24 hours, the capsule is crossing the patient's alimentary canal. For the purpose of this 
research work, endoscopic images have been obtained using this innovative 
endoscopic device. They have spatial resolution of 171x151 pixels, a brightness 
resolution of 256 levels per colour plane (8bits), and consisted of three colour planes 
(red, green and blue) for a total of 24 bits per pixel. The proposed methodology in this 
paper is considered in two phases. The first implements the extraction of image 
features while in the second phase an advanced neural network is implemented / 
employed to perform the diagnostic task. Texture analysis is one of the most 
important features used in image processing and pattern recognition. It can give 
information about the arrangement and spatial properties of fundamental image 
elements. Many methods have been proposed to extract texture features, e.g. the co-
occurrence matrix, and the texture spectrum in the achromatic component of the 
image. The definition and extraction of quantitative parameters from endoscopic 
images based on texture information in the chromatic and achromatic domain is been 
proposed. This information is initially represented by a set of descriptive statistical 
features calculated on the histogram of the original image. Additionally, in this study 
an alternative approach of obtaining those quantitative parameters from the texture 
spectra is proposed both in the chromatic and achromatic domains of the image. The 
definition of texture spectrum employs the determination of the texture unit (TU) and 
texture unit number (NTU) values. Texture units characterise the local texture 
information for a given pixel and its neighbourhood, and the statistics of the entire 
texture unit over the whole image reveal the global texture aspects. For the diagnostic 
part, the concept of multiple-classifier scheme has been adopted, where the fusion of 
the individual outputs was realised using fuzzy integral. An intelligent classifier-
scheme based on the methodology of Extended Normalised Radial Basis Function 
(ENRBF) neural networks has been implemented. 
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2   Image Features Extraction   

A major component in analysing images involves data reduction which is 
accomplished by intelligently modifying the image from the lowest level of pixel data 
into higher level representations. Texture is broadly defined as the rate and direction 
of change of the chromatic properties of the image, and could be subjectively 
described as fine, coarse, smooth, random, rippled, and irregular, etc. For this reason, 
we focused our attention on nine statistical measures (standard deviation, variance, 
skew, kurtosis, entropy, energy, inverse difference moment, contrast, and covariance) 
[5]. All texture descriptors are estimated for all planes in both RGB {R (Red), G 
(Green), B (Blue)} and HSV {H (Hue), S (Saturation), V (Intensity)} spaces, creating 
a feature vector for each descriptor Di=(Ri,Gi,Bi,Hi,Si,Vi). Thus, a total of 54 features 
(9 statistical measures x 6 image planes) are then estimated.  

 

Fig. 2. Selected endoscopic images of normal and abnormal cases 

For our experiments, we have used 70 endoscopic images related to abnormal 
cases and 70 images related to normal ones [6]. Fig. 2 shows samples of selected 
images acquired using the M2A capsule of normal and abnormal cases. Generally, the 
statistical measures are estimated on histograms of the original image (1st order 
statistics). However, the histogram of the original image carries no information 
regarding relative position of the pixels in the texture. Obviously this can fail to 
distinguish between textures with similar distributions of grey levels. We therefore 
have to implement methods which recognise characteristic relative positions of pixels 
of given intensity levels. An additional scheme is proposed in this study to extract 
texture features from texture spectra in the chromatic and achromatic domains, for a 
selected region of interest from each colour component histogram of the endoscopic 
images. 

2.1   NTU Transformation  

The definition of texture spectrum employs the determination of the texture unit (TU) 
and texture unit number (NTU) values.  Texture units characterise the local texture 
information for a given pixel and its neighbourhood, and the statistics of all the 
texture units over the whole image reveal the global texture aspects. Given a 
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neighbourhood of δ δ×  pixels, which are denoted by a set containing δ δ×  elements 

0 1 ( ) 1{ , ,...., }P P P Pδ δ× −= , where 0P  represents the chromatic or achromatic (i.e. intensity) 

value of the central pixel and { 1,2,...,( ) 1}iP i δ δ= × −  is the chromatic or achromatic 
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The element iE occupies the same position as the thi pixel. Each element of the 

TU has one of three possible values; therefore the combination of all the eight 
elements results in 6561 possible TU's in total. The texture unit number (NTU) is the 
label of the texture unit and is defined using the following equation: 
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Where, in our case, 3δ = . The texture spectrum histogram ( ( ))Hist i is obtained as 

the frequency distribution of all the texture units, with the abscissa showing the NTU 
and the ordinate representing its occurrence frequency. The texture spectra of various 
image components {I (Intensity), R (Red), G (Green), B (Blue), H (Hue), S 
(Saturation)} are obtained from their texture unit numbers. The statistical features are 
then estimated on the histograms of the NTU transformations of the chromatic and 
achromatic planes of the image (R,G,B,H,S,V). 

3   Image Features Extraction   

Recently, the concept of combining multiple classifiers has been actively exploited 
for developing highly reliable “diagnostic” systems [7]. One of the key issues of this 
approach is how to combine the results of the various systems to give the best 
estimate of the optimal result. A straightforward approach is to decompose the 
problem into manageable ones for several different sub-systems and combine them 
via a gating network. The presumption is that each classifier/sub-system is “an 
expert” in some local area of the feature space. The sub-systems are local in the sense 
that the weights in one “expert” are decoupled from the weights in other sub-
networks. In this study, six subsystems have been developed, and each of them was 
associated with the six planes specified in the feature extraction process (i.e. R, G, B, 
H, S, & V). Each subsystem was modelled with an appropriate intelligent learning 
scheme. In our case, a neuro-fuzzy scheme has been proposed.  

Such scheme provides a degree of certainty for each classification based on the 
statistics for each plane. The outputs of each of these networks must then be 
combined to produce a total output for the system as a whole as can be seen in Fig. 3. 
While a usual scheme chooses one best subsystem from amongst the set of candidate 



740 V.S. Kodogiannis et al. 

 

subsystems based on a winner-takes-all strategy, the current proposed approach runs 
all multiple subsystems with an appropriate collective decision strategy. The aim in 
this study is to incorporate information from each plane/space so that decisions are 
based on the whole input space. The adopted in this paper methodology was to use the 
fuzzy integral concept. 

 

 
 

 

Fig. 3. Proposed fusion scheme and the neural classifier 

Fuzzy integral (FI) is a promising method that incorporates information from each 
space/plane so that decisions are based on the whole input space in the case of multiple 
classifier schemes. FI combines evidence of a classification with the systems 
expectation of the importance of that evidence. By treating the classification results a 
series of disjointed subsets of the input space Sugeno defined the λg -fuzzy measure [8]. 

( ) ( ) ( ) ( ) ( )g A B g A g B g A g BU λ= + + ;  

( )1,λ ∈ − ∞                          (3) 

Where the λ  measure can be given by solving the following non-linear equation. 
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The { }, 1,...,ig i K∈  values are fuzzy densities relating to the reliability of each of 

the K feature networks and satisfy the conditions of fuzzy sets laid out by Sugeno.  

3.1   Extended Normalised RBF Network 

The first classification scheme utilised here is an artificial neural network known as 
an Extended Normalised Radial Basis Function Network (ENRBF) [9], which utilises 
a series of linear models instead of the linear combiner in an RBF network. Fig. 3 
illustrates its structure. We propose in this paper a supervised training method for this 
scheme that is fully supervised and self organising in terms of structure. The method 
incorporates training techniques from Bayesian Ying-Yang (BYY) [10] training 
which treats the problem of optimisation as one of maximising the entropy between 
the original non-parametric data distribution based on Kernel estimates or user 
specified values and the parametric distributions represented by the network. This is 
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achieved through the derivation of a series of Expectation Maximisation (EM) update 
equations using a series of entropy functions as the Q function or log-likelihood 
function. The ENRBF network can be represented by the following equations.  
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Where z is the output of the network z Z∈ , x is an input vector x X∈ , 

[ ], ,W c θΘ = are the network parameters and [ ],mθ = Σ are the parameters of the 

Gaussian activation functions given by: 
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The BYY method attempts to maximise the degree of agreement between the 
expected value of z from the network and the true value of z from the training data. It 
is guaranteed to lead to a local optimum and unlike the original EM algorithm for 
learning the parameters of Gaussian functions this method encourages coordination 
between the input and output domains. Like the EM algorithm this method is also 
very fast in terms of the number of iterations needed for the parameters to converge. 
However, as BYY is an EM based technique it is still susceptible to locally maximal 
values. The Split and Merge EM (SMEM) concept for Gaussian Mixture Models 
(GMM) proposed initially by Ueda, has been applied to the ENRBF scheme. The 
original SMEM algorithm is able to move neurons from over populated areas of the 
problem domain to underrepresented areas by merging the over populated neurons 
and splitting the under-populated. The use of Eigenvectors to split along the axis of 
maximum divergence instead of randomly as in original SMEM has been proposed 
recently. The SMEM algorithm suffers from the fact that before terminating all 
possible combinations of Split and Merge operations must be examined. Although 
many options can be discounted, the training time still increases exponentially with 
network size and again suffers from problems inherent with k-means and basic EM in 
that it is essentially unsupervised. In this work we incorporate the supervised nature 
of BYY training with improved statistical criteria for determining the neurons which 
poorly fit their local areas of the problem domain.   

4   Results   

The proposed approach was evaluated using 140 clinically obtained endoscopic M2A 
images. For the present analysis, two decision-classes are considered: abnormal and 
normal. Seventy images (35 abnormal and 35 normal) were used for the training and 
the remaining ones (35 abnormal and 35 normal) were used for testing. The extraction 
of quantitative parameters from these endoscopic images is based on texture 
information. Initially, this information is represented by a set of descriptive statistical 
features calculated on the histogram of the original image. The ENRBF scheme is   
incorporated into a multiple classifier scheme, where the structure of each individual 
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(for R, G, B, H, S, & V planes) classifier is consisted of 9 input nodes (i.e. nine 
statistical features) and 2 output nodes. In a second stage, the nine statistical measures 
for each individual image component are then calculated though the related texture 
spectra after applying the (NTU) transformation. 

4.1   Performance of Histograms-Based Features 

The multiple-classifier scheme using the ENRBF network has been trained on the six 
feature spaces. The network trained on the R feature space and it then achieved an 
accuracy of 94.28% on the testing data incorrectly classifying 2 of the normal images 
as abnormal and 2 abnormal as normal ones. The network trained on the G feature 
space misclassified 2 normal images as abnormal but not the same ones as the R 
space. The remaining 3 images were misclassified as normal ones.  

Table 1. ENRBF Performance 

 
 

 

 

 

 

The B feature space achieved an accuracy of 94.28% on the testing data with 4 
misclassifications, i.e. 3 abnormal as normal ones and the remaining one image as 
abnormal ones. The network trained on the H feature space achieved 91.43% 
accuracy on the testing data. The network trained on the S feature space achieved an 
accuracy of only 88.57% on the testing data. Finally, the network for the V feature 
space misclassified 2 normal cases as abnormal and 2 abnormal as normal ones, 
giving it an accuracy of 94.28% on the testing data.  

Histogram- ENRBF

0
0.2
0.4
0.6
0.8

1

1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69
Normal /Abnormal cases

P
er

fo
rm

an
ce

 

Fig. 4. Histogram-based Performance for ENRBF 

ENRBF Accuracy (70 testing patterns) 
Modules Histogram-based NTU-based 

R 94.28% ( 4 mistakes) 92.85% (5 mistakes) 
G 92.85% (5 mistakes) 97.14% (2 mistakes) 
B 94.28% (4 mistakes) 95.71% (3 mistakes) 
H 91.43% (6 mistakes) 94.28% (4 mistakes) 
S 88.57% (8 mistakes) 91.43% (6 mistakes) 
V 94.28% (4 mistakes) 97.14% (2 mistakes) 

Overall 94.28% (4 mistakes) 95.71% (3 mistakes) 
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The fuzzy integral (FI) concept has been used here to combine the results from each 
sub-network and the overall system misclassified 1 normal cases as abnormal and 3 
abnormal as normal ones, giving the system an overall accuracy of 94.28%. These 
results are illustrated in Fig. 4, while Table 1 presents the performance of individual 
components. It can be shown that in general the confidence levels for each correct 
classification is above 0.6. 

4.2   Performance of NTU-Based Features 

In the NTU-based extraction process, the texture spectrum of the six components (R, 
G, B, H, S, V) have been obtained from the texture unit numbers, and the same nine 
statistical measures have been used  in order  to extract new features from each 
textures spectrum. In a similar way, a multi classifier consisting of ENRBF networks 
with 9 input nodes and 2 output nodes was trained on each of the six feature spaces. 
The NTU transformation of the original histogram has produced a slight but 
unambiguous improvement in the diagnostic performance of the multi-classifier 
scheme. Table 1 illustrates the performances of the network in the individual 
components. The ENRBF network trained on the R feature space and it then achieved 
an accuracy of 92.85% on the testing data incorrectly classifying 3 of the normal 
images as abnormal and 2 abnormal as normal ones. The network trained on the G 
feature space misclassified 2 normal images as abnormal but not the same ones as the 
R space. The B feature space achieved an accuracy of 95.71% on the testing data with 
3 misclassifications, i.e. 2 abnormal as normal ones and the remaining one image as 
abnormal one. The network trained on the H feature space achieved 94.28% accuracy 
on the testing data. The network trained on the S feature space achieved an accuracy 
of only 91.43% on the testing data. Finally, the network for the V feature space 
misclassified 1 normal case as abnormal  and 1 abnormal as normal one, giving it an 
accuracy of 97.14% on the testing data.  
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Fig. 5. NTU-based Performance for ENRBF 

The fuzzy integral (FI) concept has been used here to combine the results from 
each sub-network and the overall system provided an accuracy of 95.71%. More 
specifically, 1 normal case as abnormal and 2 abnormal as normal ones provide us a 
good indication of a “healthy” diagnostic performance. However the level of 
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confidence in this case was slight less than the previous case (i.e. the histogram), that 
is 0.54 as shown in Fig. 5.  

However, medical diagnostic tests are often perceived by physicians as providing 
absolute answers or as clarifying uncertainty to a greater degree than is warranted. 
When a diagnosis turns out to be at variance with the results of a diagnostic test, the 
clinician’s assumption may be that the test was either misinterpreted or that the test is 
no good. Such a binary approach to the interpretation of diagnostic testing, i.e., 
assuming a clearly positive or negative result (like an off-on switch), is too simplistic 
and may be counterproductive in the workup of a patient. Instead, the results of a 
diagnostic test should be viewed on a continuum from negative to positive and as 
giving the likelihood or probability of a certain diagnosis. The performance of a 
neural network is usually expressed in terms of its estimation and prediction rates, 
that is, the number of correctly classified objects in the train and prediction sets, 
respectively. While these estimators may be adequate in certain instances, e.g., 
general classification tasks, they should not be employed when medical data is 
involved [11]. This is because such variables give only a measure of overall 
performance. In the case of human beings it is crucial to assess the capacity of a test 
to distinguish between people with (true positive) and without (true negative) a 
disease, as those individuals may or may not be subjected to further evaluations that 
may be stressing, costly, etc., depending upon the result of the test. In these cases, the 
sensitivity and the specificity are more adequate. The performance of all the 
classification tools evaluated in the present work was thus assessed in terms of these 
variables which are estimated according to [11]: 
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However, although sensitivity and specificity partially define the efficacy of a 
diagnostic test, they do not answer the clinical concern of whether a patient does or 
does not have a disease. These questions are addressed by calculating the predictive 
value of the test 

  

       

true positive a larm s
predictab ility
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=

+
 

The above methodologies were verified through the calculation of these parameters: 
sensitivity, 97.05%, specificity, 94.44% and predictability 94.28% for the NTU case. 

5   Conclusions   

The major contribution of the proposed system in the process of medical diagnosis is 
that it can provide additional information to physicians on the characterization of the 
endoscopic images / tissues, by exploiting its textural characteristics, which are 
consequently used for the classification of the corresponding image regions as normal 
or abnormal. An approach on extracting texture features from endoscopic images 
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using the M2A Given Imaging capsule has been developed. Statistical features based 
on texture are important features, and were able to distinguish the normal and 
abnormal status in the selected clinical cases. The multiple classifier approach used in 
this study with the inclusion of an advanced neural network algorithm provided 
encouraging results. Two approaches on extracting statistical features from 
endoscopic images using the M2A Given Imaging capsule have been developed. In 
addition to the histogram-based texture spectrum, an alternative approach of obtaining 
those quantitative parameters from the texture spectra is proposed both in the 
chromatic and achromatic domains of the image by calculating the texture unit 
numbers (NTU) over the histogram spectrum.  Future studies will be focused on further 
development of this “diagnostic” system by incorporating additional features, 
investigation of algorithms for reduction of input dimensionality as well as the testing 
of this approach to the IVP-endoscopic capsule which is under development through 
the “IVP- Intracorporeal Videoprobe” European research project.  
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Abstract. A popular framework for the interpretation of image sequences is
based on the layered model; see e.g. Wang and Adelson [8], Irani et al. [2].
Jojic and Frey [3] provide a generative probabilistic model framework for this
task. However, this layered models do not explicitly account for variation due to
changes in the pose and self occlusion. In this paper we show that if the motion
of the object is large so that different aspects (or views) of the object are visible at
different times in the sequence, we can learn appearance models of the different
aspects using a mixture modelling approach.

1 Introduction

We are given as input a set of images containing views of multiple objects, and wish to
learn appearance models of each of the objects. A popular framework for this problem
is the layer-based approach which models an image as a composite of 2D layers each
one modelling an object in terms of its appearance and region of support or mask, see
e.g. [8] and [2].

A principled generative probabilistic framework for this task has been described
in [3], where the background layer and the foreground layers are synthesized using a
multiplicative or alpha matting rule which allows transparency of the objects. Learning
using an exact Expectation-Maximization (EM) algorithm is intractable and the method
in [3] uses a variational inference scheme considering translational motion of the ob-
jects. An alternative approach is that presented in [9] where the layers strictly combine
by occlusion and learning of the objects is carried out sequentially by extracting one
object at each stage.

Layered models do not explicitly represent variation in object appearance due to
changes in the pose of the object and self occlusion. In this paper we describe how the
generative model in [9] can be properly modified so that the pose of an object can vary
significantly. We achieve this by introducing a set of mask and appearance pairs each
one associated with a different viewpoint of the object. Such a model learns a set of
different views (or aspects, [4]) of an object.

To learn different viewpoint object models we consider video training data and we
first apply approximate tracking of the objects before knowing their full structure. This
provides an estimate of the transformation of the object in each frame so that by re-
versing the effect of the transformation (frame stabilization) the viewpoint models for
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that object can be learned using a mixture modelling approach. The tracking algorithm
finds first the background while moving foreground objects are tracked at later stages.
For the foreground objects our tracking algorithm is based on a dynamic appearance
model of the object (appearance and mask) which is updated recursively as we process
the frames.

The structure of the remainder of the paper is as follows: In section 2 we describe
the layered generative model which can learn a single aspect for each foreground object.
In section 3 we extent this model so that to learn multiple views of the same object. In
section 4 we describe an algorithm for tracking multiple objects in image sequence.
In section 5 we show some results in two video sequences and we conclude with a
discussion in section 6.

2 Generative Layered Model

For simplicity we will present the generative model assuming that there are two layers,
i.e. a foreground object and a static background. Later in this section we will discuss
the case of arbitrary number of foreground layers and a moving background.

Let b denote the appearance image of the background arranged as a vector. As-
suming that the background is static, b will have the same size as the data image size
(although note that for moving backgrounds, b will need to be larger than the image
size). Each entry bi stores the ith pixel value which can either be a grayscale intensity
value or a colour value. In our implementation we allow coloured images where bi is
a three-dimensional vector in the RGB space. However, for notation convenience next
we assume that bi is a scalar representing a grayscale value.

In contrast to the background, the foreground object occupies some region of the
image and thus to describe this layer we need both an appearance f and mask π. The
foreground is allowed to move so there is an underlying transformation j that e.g. cor-
responds to translational or affine motion and a corresponding transformation matrix
so that Tjf and Tjπ is the transformed foreground and mask, respectively. We assume
that the foreground and background strictly combine by occlusion, thus a pixel in an
observed image is either foreground or the background. This is expressed by a vector
of binary latent variables s, one for each pixel drawn from the distribution [9]

P (s|j) =
P∏

i=1

(Tjπ)si

i (1− Tjπ)1−si

i . (1)

Note that each variable si is drawn independently so that for pixel i, if (Tjπ)i � 0, then
the pixel will be ascribed to the background with high probability, and if (Tjπ)i � 1, it
will be ascribed to the foreground with high probability. Note that s is the binary mask
of the foreground object in an example image, while π is the prior untransformed mask
that captures roughly the shape of the object stored in f .

Selecting a transformation j using an uniform prior Pj over J possible values and
a binary mask s, an image x is drawn by a Gaussian

p(x|j, s) =
P∏

i=1

N(xi; (Tjf)i,σ
2
f )siN(xi; bi,σ

2
b )1−si , (2)
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where each pixel is drawn independently from the above conditional density.
To express the likelihood of an observed image p(x) we marginalise out the latent

variables which are the transformation j and the binary mask s. Particularly, we first
sum out s using (1) and (2) and obtain

p(x|j) =
P∏

i=1

(Tjπ)iN(xi; (Tjf)i,σ
2
f ) + (1− Tjπ)iN(xi; bi,σ

2
b ). (3)

Using now a uniform prior over the transformation Pj , the probability of an observed
image x is p(x) =

∑J
j=1 Pjp(x|j). Given a set of images {x1, . . . ,xN} we can adapt

the parameters θ = {b, f , π,σ2
f ,σ2

b} maximizing the log likelihood using the EM al-
gorithm.

This model can be extended so that to have a moving background and L fore-
ground objects. For example, for two foreground layers with parameters (f1, π1,σ

2
1)

and (f2, π2,σ
2
2) and also a moving background the analogous of equation (3) is

p(x|j1, j2, jb) =
P∏

i=1

(Tj1π1)iN(xi; (Tj1f1)i,σ
2
1) + (1− Tj1π1)i×

[
(Tj2π2)iN(xi; (Tj2f2)i,σ

2
2) + (1− Tj2π2)iN(xi; (Tbb)i,σ

2
b )
]
, (4)

where j1, j2 and jb denote the transformation of the first foreground object, the second
foreground object and the background, respectively.

Applying an exact EM algorithm to learn the parameters of the above model is in
general intractable. For example, for the case of L foreground objects that can be trans-
formed in J ways, there exist JL+1 configurations that can generate an observed image,
which grows exponentially with the number of objects. For this reason approximate al-
gorithms should be considered, e.g. in [3] an approximate variational method has been
applied.

3 Incorporating Multiple Viewpoints

In this section we generalize the layer-based model for multiple moving objects so that
the viewpoint of each foreground object can arbitrarily change. Section 3.1 describes the
generative layered model for changeable viewpoints and section 3.2 discusses training
the model.

3.1 Multiple Viewpoints

The layered model presented in section 2 assumes that each layer can change mainly
due to a 2D planar motion. However, in many video sequences this assumption will
be hardly true e.g. a foreground object can undergo 3D rotation so that at different
times we may see the object from different viewpoints. For example, Figure 2a shows
three frames of a sequence capturing a man walking; clearly the man’s pose changes
substantially during time. Next we generalize the layered model so that the appearance
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of a foreground object can be chosen from a set of possible appearances associated with
different viewpoints.

Assume again that there are two layers: one static background and one moving
foreground object. We introduce a discrete latent variable v, that can obtain V possible
values indexed by integers from 1 to V . For each value v we introduce a separate pair
of appearance fv and mask πv defined as in section 2. Each pair (fv, πv) models the
appearance of the object under a certain viewpoint.

To generate an image x we first select a transformation j and a viewpoint v using
uniform prior probabilities Pj and Pv respectively. Then we select a binary mask s from
the distribution

P (s|j, v) =
P∏

i=1

(Tjπ
v)si

i (1− Tjπ
v)1−si

i , (5)

and draw an image x from the Gausssian

p(x|j, v, s) =
P∏

i=1

N(xi; (Tjfv)i,σ
2
f )siN(xi; bi,σ

2
b )1−si . (6)

Note the similarity of the above expression with equation (2). The only difference is
that now the appearance f and mask π are indexed by v to reflect the fact that we have
also chosen a viewpoint for the foreground object.

To express the probability distribution according to which an image is generated we
sum first out the binary mask and the viewpoint variable and obtain

p(x|j) =
V∑

v=1

Pvp(x|j, v), (7)

where p(x|j, v) is given as in (3) with f and π indexed by v. Notice how the equation
(7) relates to equation (3). Clearly now p(x|j) is a mixture model of the type of model
given in (3). For example, if we choose to have a single viewpoint the latter expression
reduces to the former one.

It is straightforward to extent the above model to the case of L foreground layers
with varying viewpoints. In this case we need a separate viewpoint variable v� for each
foreground object and a set of appearance and mask pairs: {fv�

� , πv�

� }, v� = 1, . . . ,V�.
For example, when we have two foreground objects and a moving background the con-
ditional p(x|j1, j2, jb, v1, v2) is given exactly as in (4) by introducing suitable indexes
to the foreground appearances and masks that indicate the choices made for the view-
point variables.

3.2 Learning the Model

Training the above model using an exact EM algorithm is intractable. For L foreground
objects and a moving background, each one undergoing J transformations and assum-
ing V aspects for each foreground object, the time complexity is O(JL+1V L). Approx-
imate training methods such as the variational EM algorithm of [3] or the one-object-at-
a-time method of [9] could be applied. However, it is clear that adding V views of each
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object will complicate the training process, and there is a danger of confusion between
views of one object and different objects.

A reliable method for training the model can be based on two stage learning frame-
work. In the first stage we compute the 2D planar transformations of a foreground object
in images, while in the second stage we learn the different viewpoint models by carrying
out simple clustering. Particularly, we first approximate the transformation of an object
in each frame, which is simply a motion according to which this frame is matched to
a reference frame. Given these transformations it is easy to reverse their effect so as to
transform each image into a reference frame where the viewpoint models for that object
can be learned using a mixture model. Intuitively, what is happening here is that we
are transforming the video so as to stabilize a given object; this greatly facilitates the
learning of the viewpoint models for that object.

Assuming a set of training images {x1, . . . ,xN} the steps of this algorithm are the
following:

1. Track first the background b in order to approximate the transformation jn
b of each

image xn and then learn the background by maximizing the log likelihood

Lb =
N∑

n=1

log pb(xn|jn
b ) =

N∑
n=1

log
P∏

i=1

pb(xn
i ; (Tjn

b
b)i) (8)

and pb(xi; (Tjb
b)i) is given by equation (12).

2. Compute all the planar transformations{jn
� } of a foreground object � using tracking

(see section 4)
3. Learn the parameters of the object by maximizing the log likelihood

L� =
N∑

n=1

log
V�∑

v�=1

Pv�
p(x|jn

� , jn
b , v�). (9)

In (9) the conditional density p(x|jn
� , jn

b , v�) is given by

p(x|jn
� , jn

b , v�) =
P∏

i=1

(Tj�
πv�

� )ipf�
(xi; (Tj�

fv�

� )i) + (1− Tj�
πv�

� )ipb(xi; (Tjn
b
b)i),

(10)
where we have replaced the Gaussian foreground and background pixel densities by the
following robustified counterparts

pf (xi; fi) = αfN(xi; fi,σ
2
f ) + (1− αf )U(xi). (11)

and
pb(xi; fi) = αbN(xi; bi,σ

2
b ) + (1− αb)U(xi). (12)

Here U(xi) is an uniform distribution in the range of all possible pixel values and αf

and αb express prior probabilities that a foreground (resp. background) pixel is not oc-
cluded. This robustification allow us to deal with occlusion caused by all the other fore-
ground objects except the �th object. Clearly, these objects can occlude the background
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and sometimes also the foreground object of interest. Thus, any time a foreground or
background pixel will be occluded that will be explained by the uniform component
U(xi) [5,9].

It is straightforward to maximize the log likelihood in (9) using the EM algorithm to
deal with the missing information concerning the viewpoint variable, the binary mask s
and the indicators of the outlier process. Once models for all objects have been learned
in this fashion it is possible to refine the masks and appearances by optimizing them
jointly, using an analogue of equation (4).

So far we have not discussed how we learn the background and approximate the
transformations of the foreground objects. We doing this based on tracking that is de-
scribed in the next section.

4 Tracking the Objects

In this section we present a tracking algorithm that applies to a sequence of frames
(x1, . . . ,xN ) and approximates the corresponding set of transformations (j1, . . . , jN)
that describe the motion of a single object.

We wish first to track the background and ignore all the other motions related to
the foreground objects. To introduce the idea of our tracking algorithm assume that
we know the appearance of the background b as well as the transformation j1

b that
associates b with the first frame. Since motion between successive frames is expected
to be relatively small we can determine the transformation j2

b for the second frame by
searching over a small discrete set of neighbouring transformations centred at j1

b and
inferring the most probable one, i.e. the one giving the highest likelihood pb(x2|j2

b ) (see
equation (8)), assuming a uniform prior. This procedure can be applied recursively to
determine the sequence of transformations in the entire video. However, the background
b is not known in advance, but we can still apply roughly the same tracking algorithm
by suitably initializing and updating the background b as we process the frames. This
algorithm is described in detain in [7]. Once tracking of the background is completed
we can learn its full structure by maximizing the log likelihood (8).

Assume now that the background has been learned. The pixels which are explained
by the background in each image xt are flagged by the background responsibilities
rt(jt

b) computed by the equation

ri(jb) =
αbN(xi; (Tjb

b)i,σ
2
b )

αbN(xi; (Tjb
b)i,σ2

b ) + (1− αb)U(xi)
. (13)

Clearly the mask rt(jt
b) = 1 − rt(jt

b) roughly indicates all the pixels of frame xt that
belong to the foreground objects. By focusing only on these pixels we wish to start
tracking one of the foreground objects through the entire video sequence and ignore for
the moment the rest foreground objects.

Our algorithm tracks the first object by simultaneously updating its mask π1 and
appearance f1. The mask and the appearance are initialized so that π1 = 0.5 ∗ rt(jt

b)
and f1 = x1, where 0.5 denotes the vector with 0.5 values1. Due to this initialization

1 The value of 0.5 is chosen to express our uncertainty about whether these pixels will ultimately
be in the foreground mask or not.
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we know that the first frame is untransformed, i.e. j1
1 is the identity transformation.

To determine the transformation of the second frame and in general the transformation
jt+1
1 , with t ≥ 1, of the frame xt+1 we find the most probable value of jt+1

1 according
to the posterior

R(jt+1
1 ) ∝ exp

{
P∑

i=1

(wt+1
1 )i log

(
(Tjt+1

1
πt

1)i×

pf (xt+1
i ; (Tjt+1

1
f t
1)i)+(1− Tjt+1

1
πt

1)iU(xt+1
i )

)}
, (14)

where wt+1
1 = rt+1(jt+1

b ). R(jt+1
1 ) measures the goodness of the match at those pixels

of frame xt+1 which are not explained by the background. Note that as the objects
will, in general, be of different sizes, the probability R(jt+1

1 ) over the transformation
variable will have greater mass on transformations relating to the largest object. Recall
that pf (xt+1

i ; (Tjt+1
1

f1)i) includes an outlier component so that some badly misfit pixels
can be tolerated.

Once we determine jt+1
1 we update both the mask π1 and appearance f1. The mask

is updated according to

πt+1
1 = πt

1 + βπ

(
T−1

jt+1
1

[st+1(jt+1
1 )]− πt

1

)
, (15)

where T−1 denotes the inverse transformation and βπ takes values in the range [0, 1].
The vector st+1(jt+1

1 ) expresses the segmentation of the object in the frame xt+1 so
that each st+1

i (jt+1
1 ) stores the probability

st+1
i (jt+1

1 )=
(Tjt+1

1
πt

1)ipf1(x
t+1
i ; (Tjt+1

1
f t
1)i)

(Tjt+1
1

πt
1)ipf1(x

t+1
i ; (Tjt+1

1
f t
1)i) + (1− Tjt+1

1
πt

1)ipb(xt+1
i ; (Tjt+1

b
b)i)

,

(16)
for the pixel i. The update (15) defines the new mask as a weighted average of the
stabilized segmentation in the current frame (i.e. T−1

jt+1
1

[st+1(jt+1
1 )]) and the previous

value of the mask. βπ is the weight of the stabilized segmentation in each current frame,
e.g. if βπ = 1, then πt+1

1 = T−1
jt+1
1

st+1(jt+1
1 ). The update for the foreground appearance

f1 is given by

f t+1
1 = f t

1 + βf

(
T−1

jt+1
1

[s(jt+1
1 ) ∗ rt+1(jt+1

1 ) ∗ xt+1]− f t
1

)
, (17)

where y ∗ z denotes the element-wise product of the vectors y and z. The vector
rt+1(jt+1

1 ) is defined similarly to equation (13) and stores the probabilities that the
pixels of the object in the current frame have not changed dramatically (e.g. due to oc-
clusion). Again the above update is very intuitive. For pixels which are ascribed to the
�th foreground (i.e. st+1(jt+1

1 ) ∗ rt+1(jt+1
1 ) � 1), the values in xn are transformed

by T−1
jt+1
1

into the stabilized frame which allows the foreground pixels found in the cur-

rent frame to be averaged with the old value f t in order to produce f t+1. Notice that f1
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adapts slowly to large changes of the object appearance (caused e.g. by occlusion) due
to the semantics of the vector rt+1(jt+1

1 ). Note also that as the frames are processed
tracking becomes more stable since π1 approximates the mask of a single object and f1
will contain a sharp and clear view for only the one object being tracked while the rest
of the objects will be blurred; see Figure 1b for an illustrative example.

Once the first object has been tracked we learn the different viewpoint models for
that object as explained in section 3.2. When these models has been learned we can
go through the images to find which pixels are explained by this object. Then we can
remove these pixels from consideration by properly updating each wt vector which
allows tracking a different object on the next stage. Note also that the new mask π�

when we track the �th object is initialized to 0.5 ∗ wt
�+1, while the appearance f� is

always initialized to the first frame x1.

5 Experiments

We will consider two video sequences: the Frey-Jojic (FJ) sequence available from
http://www.psi.toronto.edu/layers.html (see Figure 1) and the man-
walking (see Figure 2). We will also assume that the number of different aspects that
we wish to learn for each foreground object is known.

The FJ sequence consists of 44 118 × 248 images (excluding the black border); it
was also used in experiments shown in [3,9]. Three frames of this sequence are dis-
played in Figure 1a. This sequence can be well modelled by assuming a single view
for each of the foreground objects, thus we set V = 1 for both objects. The results in
Figure 1c were obtained using a 15 × 15 window of translations in units of one pixel
during the tracking stage. This learning stage requires EM which converged in about
30 iterations. Figure 1b shows the evolution of the initial appearance and mask (t = 1)
through frames 10 and 20 as we track the first object (Frey). Notice that as we process
the frames the mask focuses on only one of the two objects and the appearance remains
sharp only for this object. The real running time of our MATLAB implementation for
processing the whole sequence was 3 minutes.

The man-walking sequence consists of 85 144 × 360 coloured images. Figure 2a
displays three frames of that sequence. We assume that the number of different aspects
of the foreground object that we wish to learn is five, i.e. V = 5. Figure 2b shows the
learned appearance and mask pairs of the different viewpoint models for the foreground
object. When we applied the tracking algorithm we used a window of 15× 15 transla-
tions in units of one pixel. Notice that each different pair of mask and appearance has
modelled a different pose of the man. However, some of the masks are noisy. We hope
to improve on that by adding spatial continuity constraints (e.g. using a MRF for the
binary variable s). Processing the whole video took about 20 mins, where the most of
the time was spent in fitting the mixture model for learning the object views.

6 Discussion

Above we have extended the generative model for learning multiple moving objects so
that to deal with large viewpoint variation. Particularly, we introduced multiple view-
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(a)

t = 1 t = 10 t = 20
(b)

(c)

Fig. 1. Panel (a) shows three frames of the Frey-jojic sequence. Panel (b) shows the evolution of
the mask π1 (top row) and the appearance f1 (bottom row) at times 1, 10 and 20 as we track the
first object (Frey). Notice how the mask becomes focused on one of the objects (Frey) and how
the appearance remains clear and sharp only for Frey. Panel (c) shows the mask and the element-
wise product of the mask and appearance model (π ∗ f ) learned for Frey (first column from the
left) and Jojic (second column) using the algorithm described in the text. The plot in the third
column shows the learned background.

point models for each foreground object. These models are learned using a mixture
modelling approach applied to the stabilized frames. To stabilize the frames we approx-
imate the transformations of each object in the video using a tracking algorithm.

The mechanism for dealing with multiple viewpoints using mixture models has been
considered before in [1]. However, in this method they consider a single object present
in the images against a clutter background and only appearance images of different
poses of the object are learned (not masks). In contrast, our method can be applied to
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(a)

(b)

Fig. 2. Panel (a) shows three frames of the man-walking sequence. Panel (b) shows the the pairs
of mask and the element-wise product of the mask and appearance model (showing against a grey
background) for all different viewpoint models.

images with multiple objects and learn the background as well as the appearances and
masks of the foreground objects.

Regarding tracking methods for learning moving layers, the method of [2] is much
relevant to ours. They do motion estimation using optical flow by matching the current
frame against an accumulative appearance image of the tracked object. Although they
do not take into account issues of occlusion, so that if a tracked object becomes oc-
cluded for some frames, it may be lost. The work of [6] is also relevant in that it deals
with a background model and object models defined in terms of masks and appear-
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ances. However, note that the mask is assumed to be of elliptical shape (parameterised
as a Gaussian) rather than a general mask. The mask and appearance models are dy-
namically updated during tracking, however the initialization of each model is handled
by a “separate module”, and is not obtained automatically.

Some issues for further work include dealing with objects that have internal vari-
ability, and modelling non-articulated moving objects. Another issue is to automatically
identify how many views are needed to efficiently model the appearance of each object
and also to determine the number of objects in the images.
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Abstract. This paper presents the robust feature vector selection for
multiple frontal face detection based on the Bayesian statistical method.
The feature vector for the training and classification are integrated by
means, amplitude projections, and its 1D Harr wavelet of input image.
And the statistical modeling is performed both for face and nonface
classes. Finally, the estimated probability density functions (PDFs) are
applied by the proposed Bayesian method to detect multiple frontal faces
in an image. The proposed method can handle multiple faces, partially
occluded faces, and slightly posed-angle faces. Especially, the proposed
method is very effective for low quality face images. Experiments show
that detection rate of the propose method is 98.3% with three false de-
tections on SET3 testing data which have 227 faces in 80 images.

1 Introduction

Face detection is becoming a key task in many applications such as authen-
tication, video surveillance, and video conferencing and so on. Also it is the
first step in any automated system. For the face detection, several applications
and researches have been developed in recent years and categorization of face
detection methods was clearly summarized by Yang and Kriegman [1]. Among
the face detection methods, the one based on learning algorithms have attracted
much attention recently and have demonstrated excellent results. Scheneiderman
and Kanade described a naive Bayes classifier to estimate the joint probability
of local appearance and position of face patterns at multiple resolutions [2].
But one of the problems of the statistical method is the dimensionality for the
learning algorithm and dimensionality reduction is usually carried out for the
sake of computation efficiency and detection efficacy. Liu presented a Bayesian
discriminating features method based on the learning algorithms and feature
vectors were composed of the input image, its 1D Harr wavelets, and its am-
plitude projections [3]. And principal component analysis (PCA) was applied
for the dimensionality reduction in his paper. In this paper, a new method for
feature vectors of the input image is proposed for robust face detection and the
dimensionality of feature vectors is reduced by proposed method while the per-
formance of the face detection is the same or better for occluded face patterns

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 757–764, 2005.
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than that of other statistical methods. For the training, 1200 frontal faces from
the BioID face database and 5,000 nonface images from the natural scene images
were used for nonface class modeling. First, the feature vectors are selected with
input images, its vertical and horizontal amplitude projections, and its 1D Harr
wavelet. Instead of using the whole amplitude projections of input image and 1D
Harr wavelet, we selected the half of vertical and horizontal amplitude projec-
tion and half of 1D Harr wavelet. In the computer simulation, we found that the
half part of the horizontal and vertical amplitude projections is good enough to
be the important information of the face. Also only half of 1D Harr wavelet of
vertical and horizontal direction is used for feature vectors. With these vectors,
the feature vectors are formed to be the criterion of face and nonface class by the
proposed method. After feature vectors are formed, the covariance matrixes of
face and nonface class are calculated for classification. Second, the naive Bayes
classifier is applied to classify the face and nonface class. And PCA method to
reduce the dimensionality was used to reduce computational complexity of the
covariance matrix.

2 Proposed Feature Vector Composition

The training image for face and nonface image is resolution of 16× 16. For the
face training, BioID face database was used for face training and natural images
for nonface training were used shown in Fig. 1. We extracted 1,200 frontal faces
from the BioID face database and 5,000 face-like images are chosen from the
natural images.

The Harr wavelet is effective for human face [4] and amplitude projections of
input image present the vertical and horizontal characteristics of human face [3].
In this paper, we use half parts of the Harr wavelet and amplitude projections
of the input images instead of whole parts of those. Let I(i, j) represent an
input image with resolution 16× 16 shown and Fig. 2 shows the block diagram
of the proposed feature vector composition and training process of each class.
And amplitude projections of and 1D Harr wavelet vectors of each vertical and
horizontal direction are defined as follow, respectively:

(a)

(b)

Fig. 1. Face and nonface images with resolution of 16 × 16. (a) Examples of face data
from BioID face database (b) Nonface examples from natural images.
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Fig. 2. The block diagram of feature vector composition and training process of each
class

Xah(i) =
16∑

i=1

I(i, j) 1 ≤ i ≤ 8 (1)

Xav(j) =
16∑

j=1

I(i, j) 1 ≤ j ≤ 8 (2)

XH h(j) = I(i + 1, j)− I(i, j) 1 ≤ i ≤ 16, 1 ≤ j ≤ 8 (3)

XH v(i) = I(i, j + 1)− I(i, j) 1 ≤ i ≤ 8, 1 ≤ j ≤ 16 (4)

After each vector is acquired, normalization by subtracting the means of their
component and dividing by their standard deviation is performed before form-
ing the feature vector Y . After that, the feature vector Y is obtained after the
normalized procedure mentioned above.The feature vector Ŷ is defined as follow:

Ŷ = (X̂t X̂t
ah X̂t

av X̂t
H h X̂t

H v)
t (5)

where t is transpose of matrix and the dimensionality of the vector Y is 512.
In this paper, we use only half part of the amplitude projections and 1D

Harr wavelet vectors and this makes dimensionality reduction of vectors. And
also the detection performances of the low quality face images and the occluded
faces detection are better than [3]. The amplitude characteristics of face are
shown in Fig. 3 and we choose only 8 rows and 8 columns from upper and left
side, respectively.
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(a) (b)

Fig. 3. An example of amplitude characteristics of face after normalization. (a) Hori-
zontal characteristic and (b) vertical characteristic.

3 Feature Classification

The classification based on the statistical methods is to estimate the conditional
PDFs and we use the Liu’s method [3] in this paper for the classification. The
conditional PDF of the face and nonface class is modeled as a multivariate normal
distribution:

p (Y
∣∣Wf ) =

1

(2π)N/2∣∣∑
f

∣∣1/2 exp
(
− 1

2
(Y −Mf)t

∑−1

f
(Y −Mf )

)
(6)

p (Y
∣∣Wn) =

1

(2π)N/2∣∣∑
n

∣∣1/2 exp
(
− 1

2
(Y −Mn)t

∑−1

n
(Y −Mn)

)
(7)

where N is dimensionality of Y . And Mf and Mn are mean vector of face and
nonface, respectively. Also

∑
fand

∑
n are covariance matrix of each class.

The equation (6) and (7) can be expressed as log formations:

ln
[
p (Y

∣∣Wf )
]

= −1
2

(
(Y −Mf )t

∑−1

f
(Y −Mf )

+N ln(2π) + ln
(|∑

f
|)) (8)

ln
[
p (Y

∣∣Wn)
]

= −1
2

(
(Y −Mn)t

∑−1

n
(Y −Mn)

+N ln(2π) + ln
(|∑

n
|)) (9)

The covariance matrix can be decomposed by PCA and only small components
are used to calculate the PDFs of the input images [5]:
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∑
f

= Φf Λf Φf , Φf Φt
f = Φt

f Φf = IN (10)

∑
n

= Φn Λn Φn, Φn Φt
n = Φt

n Φn = IN (11)

where Λf = diag{λf
1 , λf

2 , λf
3 , . . . ,λf

N} and Λn = diag{λn
1 , λn

2 , λn
3 , . . . ,λn

N}.
In equation (10) and (11), Φ is an orthogonal eigenvector matrix and Λ is

a diagonal eigenvalue matrix with diagonal elements in decreasing order (λ1 ≥
λ2 ≥ λ3 ≥ . . . ≥ λN ). And IN is an identity matrix and principal components
are defined as follow:

Cf = Φt
f (Y −Mf), Cn = Φt

n(Y −Mn) (12)

From the equation (12), only first M principal components are used to estimate
the conditional PDFs for each class and the remaining N −M eigenvalues for
Cf and Cn are estimated by [5], respectively:

ρf =
1

N −M

N∑
k=M+1

λf
k , ρn =

1
N −M

N∑
k=M+1

λn
k (13)

where we set M =10 and N is 512. Finally, from (8), (9), (10), (11), (12), and
(13), the conditional PDFs for face and nonface class are obtained as follow
forms for classification:

ln
[
p (Y

∣∣Wf )
]

= −1
2

{ M∑
i=1

Cf
i

λf
i

+
‖Y −Mf‖ −

∑M
i=1(C

f
i )2

ρf

+ ln
( M∏

i=1

λf
i

)
+ (N −M) ln(ρf ) + N ln(2π)

}
(14)

ln
[
p (Y

∣∣Wn)
]

= −1
2

{ M∑
i=1

Cn
i

λn
i

+
‖Y −Mn‖ −

∑M
i=1(C

n
i )2

ρn

+ ln
( M∏

i=1

λn
i

)
+ (N −M) ln(ρn) + N ln(2π)

}
(15)

where Cf
i and Cn

i are the components of Cf and Cn , respectively.
And a posterior probability for each class can be obtained by the Bayes

theorem:

P (Wf |Y ) =
P (Wf )p(Y |Wf )

p(Y )
, P (Wn|Y ) =

P (Wn)p(Y |Wn)
p(Y )

(16)

From (8),(9), and (16), the decision rule is defined:

Y is

{
face if (σf < 500) and (σf + 50 < σn)
nonface otherwise

}
(17)
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Feature vector
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Input image
16X16

I(i, j) Y
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Bayes classifier & PCA

       face          if ( f < 500) & ( f+50< n)Y is{ nonface   otherwise

Fig. 4. The block diagram of the detection process

where σf and σn are defined as follows:

σf = −1
2

{ M∑
i=1

Cf
i

λf
i

+
‖Y −Mf‖ −

∑M
i=1(C

f
i )2

ρf

+ ln
( M∏

i=1

λf
i

)
+ (N −M) ln(ρf )

}
(18)

σn = −1
2

{ M∑
i=1

Cn
i

λn
i

+
‖Y −Mn‖ −

∑M
i=1(C

n
i )2

ρn

+ ln
( M∏

i=1

λn
i

)
+ (N −M) ln(ρn)

}
(19)

The block diagram of the detection process is shown in Fig. 4 and the resolution
of input image is 16 × 16. And to detect the variable size of face and rotated
face, the image is rescaled and rotated at the predefined angles.

0 10 20 30 40 50 60 70
0

500

1000

1500

2000

Fig. 5. An example of the value σf and σn. The box shapes represent the σf and circle
represents the σn. The two lines with max vertical-value represent the location of faces
in the image.
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(a) (b)

(c)

(d)

Fig. 6. Examples of the face detection
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4 Experiments and Discussion

The training samples are 1,200 frontal faces obtained from BioID databases and
5,000 training samples generated from the natural images are used for nonface
in this paper. To compare the performance, we use SET3 from the MIT-CMU
test sets [6] and Fig. 4 shows the example of value σf and σn. In Fig. 5, the
location of face is detected when σf < 500 and the condition, σf + 50 < σn, is
chosen for better performance. The threshold 50 is chosen empirically. And also
the predefined rotation degrees are chosen such as ±5◦, ±10◦, ±15◦, and ±20◦

to detect the slightly rotated faces in the input image. And the trained images of
face and nonface have the standard resolution of 16× 16 and each input image
needs to be rescaled to detect the variable size of the faces. Fig. 6 shows the
results of the face detection from the SET3 test images and the bottom-left face
in Fig. 1(a) and the old man’s face in Fig. 1(c) (upper-left) are detected by the
propose method while those are missed in [3]. And the false detection is shown
in Fig. 1(d).

The performance of face detection is compared with Liu’s and experiments
shows that detection rate of the propose method is 98.3% on SET3 testing data
which have 227 faces in 80 images while Liu’s detection rate is 97.4% on the
same testing date set. And also the dimensionality of the input feature vector
is 512 in the proposed method but Liu’s is 768. And with this advantage, we
reduce the dimensionality of the matrix by using the proposed feature selection
together with PCA. But during the experiments on SET3, we have three false
detections although while Liu’s have one false detection. In the future research,
the optimal threshold value is needed to reduce the false detection.
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Abstract. In this paper a new Soft Input - Soft Output (SISO) equal-
izer of linear complexity is developed. The algorithm can be used in the
so-called Turbo Equalization scheme as a low cost solution in place of
the Maximum A-Posteriori (MAP) equalization algorithm which has a
prohibitive complexity for most real world applications. The proposed
equalizer consists of two parts, namely, a Soft Interference Canceller
(SIC) and a pre-processing part which is a new Variable-Threshold Deci-
sion Feedback Equalizer (VTDFE). The main difference in the proposed
equalizer as compared to the SIC is that the input to the cancellation
filter is computed not only using a-priori probabilities, but information
from the received signal as well. Simulation results have shown that the
proposed turbo equalizer exhibits a superior performance as compared
to the turbo equalization scheme based on the conventional SIC as well
as other linear complexity SISO equalizers.

1 Introduction

Turbo Equalization [1] was motivated by the breakthrough of Turbo Codes [2],
and has emerged as a promising technique for drastical reduction of the in-
tersymbol interference effects in frequency selective wireless channels. A Turbo
Equalization procedure, in its generic form, exhibits the following two traits [3]:
a) the decoder and the equalizer exchange soft information between each other,
with this soft information being interpreted as a-priori probability information,
and b) the decoder and the equalizer exchange extrinsic information, that is,
their output at time instant n should not directly rely on their soft input for the
same time index but only on information gained by using the soft information
about symbols at adjacent (past and future) time instants.

Unfortunately, the trellis-based turbo equalizer of [1] can be a heavy com-
putational burden for wireless systems with limited processing power, especially
in cases the wireless channel has long delay spread. For such reasons, a number
of low complexity alternative equalization methods that can be properly incor-
porated in the generic Turbo Equalization scheme have been proposed, offering
good complexity/performance trade-offs.

In this context, it was proposed in [4] to replace the trellis-based equalizer
by an adaptive Soft Interference Canceller with linear complexity. In [5], an im-
proved extension of the algorithm of [4] was presented. In [3] an MMSE-optimal

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 765–775, 2005.
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equalizer based on linear filters was derived and it was proved that several other
algorithms (such as the one in [4]) could be viewed as approximations of this
one.

The SIC of [4] and its fixed (i.e. non-adaptive) version studied later in [3],
turn out to be good choices for easy to medium difficulty channels at relatively
high SNR. The aim in this work is mainly to improve the above fixed SIC by
means of a suitable pre-processor so that it may be applicable to hostile channels
with severe ISI and low SNR as well. The role of the pre-processor is to extract
information from the received signal and combine this information with the a-
priory probabilities coming from the decoder. The proposed pre-processor is a
Variable-Threshold DFE (VTDFE) of linear complexity whose decisions’ thresh-
olds are varying by using a Bayesian classification rule that incorporates a-priory
probabilities coming from the decoder. The information extracted from the re-
ceived sequence via the VTDFE and the a-priori probabilities coming from the
decoder, are combined by computing the conditional expectation of the trans-
mitted symbols given the a-priory probabilities and the output of the VTDFE.
This combined information is subsequently entering the SIC’s cancellation fil-
ter. The overall turbo equalization scheme based on the so-called VTDFE-SIC
equalizer exhibits a superior performance as compared to the turbo equalization
scheme based on the conventional SIC as well as other linear complexity SISO
equalizers.

The rest of this paper is organized as follows: In section 2, the communication
system model is formulated. In section 3, the MMSE Soft Interference Canceller,
which is a constituent part of the new scheme, is briefly reviewed. In section 4,
the new VTDFE-SIC equalizer is derived concerning BPSK modulation and in
section 5 we include some notes on the extension of the proposed equalizer to
higher order modulations. Finally, in section 6, simulation results verifying the
performance of the proposed equalizer are provided.

Binary
Source

Convolutional
Encoder Π Conversion

to Symbols

ISI
Channel

+

Equalizer

Π-1

Decoder

Π

bi cj cm xn

zn

wn

L
(E)
e (cm)L

(E)
e (cj)

L
(D)
e (cj) L

(D)
e (cm)

b̂i

Fig. 1. The Model of Transmission
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2 System Model

Let us consider the communication system depicted on Figure 1. The system
transmits blocks of data, with each block containing a number of S information
bits. A discrete memoryless source generates binary data bi, i = 1 . . . S. These
data, in blocks of length S, enter a convolutional encoder of rate R, so that new
blocks of S/R bits (cj , j = 1 . . . S/R) are created, where S/R is assumed integer
and we do not use trellis termination. The output of the convolutional encoder
is then permuted by an interleaver, denoted as Π , so as to form the block of bits
cm, m = 1 . . . S/R. The output of the interleaver is then grouped into groups
of q bits each (with S

Rq also assumed integer) and each group is mapped into a
2q-ary symbol from the alphabet A = {α1,α2, . . . ,α2q}. The resulting symbols
xn, n = 1 . . . S

Rq are finally transmitted through the channel.
We assume that the communication channel is frequency selective and con-

stant during the packet transmission, so that the output of the channel (and
input to the receiver) can be modelled as

zn =
L2∑

i=−L1

hixn−i + wn , (1)

where L1, L2 + 1 denote the lengths of the anti-causal and causal parts, respec-
tively, of the channel impulse response. The output of the multipath channel is
corrupted by complex-valued Additive White Gaussian Noise (AWGN) wn.

At the receiver, we employ an equalizer to compute soft estimates about the
transmitted symbols. Part of the equalizer is also a scheme that transforms the
soft estimates of the symbols into soft estimates of the bits that correspond to
those symbols. The output of the equalizer is the log likelihood L

(E)
e (cm), m =

1 . . . S/R, where the subscript stands for ”extrinsic” and the superscript denotes
that they come from the equalizer. The operator L(·) applied to a binary random
variable y is defined as

L(y) = ln
(

P r(y = 1)
P r(y = 0)

)
.

In the sequel, the log likelihoods L
(E)
e (cm) are deinterleaved so as to give the log

likelihoods L
(E)
e (cj) and enter a soft convolutional decoder, implemented here as

a MAP decoder. We stretch the fact that the convolutional decoder operates on
the code bits cj of the code and not on the information bits bi. The extrinsic log
likelihoods L

(D)
e (cj) at the output of the decoder, after interleaving, enter the

SISO equalizer as a-priori probabilities information and the iterative procedure
is repeated until a termination criterion is satisfied. Here we choose to use a
fixed number of iterations. At the last iteration, the decoder operates on the
information bits bi and delivers the hard estimates b̂i.

For the rest of this paper, BPSK modulation (q = 1) with alphabet A =
{+1,−1} and real valued white noise is mainly assumed. In section 5, the exten-
sion of the proposed algorithm to higher order constellations is briefly discussed.
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3 The Fixed SIC

In this section we first briefly review the conventional Soft Interference Canceller
which is a constituent part of the proposed equalizer. The SIC [4], [3] consists
of two filters, the matched filter

p = [p−k · · · p0 · · · pl]T , M = k + l + 1 (2)

and the cancellation filter

q = [q−K · · · q−1 0 q1 · · · qN ]T . (3)

The input to filter p is the sampled output of the channel at the symbol rate,
whereas the input to the cancellation filter consists of past and future symbols.
The output sn of the SIC is the sum of the outputs of the two filters, i.e.,

sn = pHzn + qHxn , (4)

where zn = [zn+k · · · zn · · · zn−l]T and xn is a vector whose entries are past
and future symbol estimates. If we choose to minimize the mean square error
E[|sn − xn|2] and assume that the cancellation filter contains correct symbols,
then the involved filters are given by the equations

p =
1

σ2
w + Eh

Hd , (5)

and
q = −HHp + ddT HHp (6)

where N = l + L2, K = L1 + k, Eh = dT HHHd is the energy of the channel
and H is the channel convolution matrix. H and d are defined as

H =

⎡
⎢⎢⎢⎢⎣

h−L1 · · · hL2 0 · · · 0

0
. . . hL2−1 hL2 · · · 0

...
. . . . . . . . . . . .

...
0 · · · 0 h−L1 · · · hL2

⎤
⎥⎥⎥⎥⎦ , (7)

d = [01×k+L1 1 01×l+L2 ]
T . (8)

Up to this point the SIC is identical to the classical canceller. It is the incorpo-
ration of a-priori information from the decoder which mainly differentiates SIC
from classical canceller. Incorporation of a-priori information is achieved if the
input to the cancellation filter is not the detected symbols but the corresponding
expected values of the symbols, which in turn depend on the constellation used
and the a-priori probabilities coming from the channel decoder. For BPSK, it
can be seen that xn = tanh(L(D)

e (cm)/2). For the first iteration, where no a-
priori information is available, it is common to use another equalizer to initiate
the iterative procedure. For example, a DFE has been used in [5].
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Table 1. Summary of the SIC equalization method

Input: h, L1, L2, σ
2
w, L

(D)
e (cm) = L

(D)
e (xn), zn, k, l m, n = 1 . . . S/R

Output: L
(E)
e (cm) = L

(E)
e (xn) m,n = 1 . . . S/R

1. Compute p, q from (5), (6)

2. xn = tanh(L
(D)
e (xn)/2) n = 1 . . . S/R

3. vn = 1 − x2
n n = 1 . . . S/R

4. μ = Eh
σ2

w+Eh

5. for n = 1 . . . S/R
zn = [zn+k · · · zn · · · zn−l]

T

xn = [xn+K · · · xn · · · xn−N ]T

sn = pHzn + qHxn

Vn = diag([vn+K · · · vn · · · vn−N ])

σ2
n = σ2

wpHp + qHVnq
L

(E)
e (xn) = 2μsn/σ2

n

The SIC can produce soft outputs in the form of log likelihood ratios using
the assumption that its output sn is normally distributed. For BPSK, the desired
mapping is

L(E)
e (cm) = L(E)

e (xn) = ln
(

p(sn|xn = +1)
p(sn|xn = −1)

)
=

2μsn

σ2
n

(9)

where p(x|xn = ai) is the p.d.f. of the soft output of the SIC given xn = ai. The
parameters μ and σ2

n that correspond to symbol +1 can be computed via the
relations1

μ =
|α1|Eh

σ2
w + Eh

, σ2
n = σ2

wpHp + qHVnq (10)

where |α1| is the amplitude of the symbol α1, (here set to +1) and Vn is a
diagonal covariance matrix defined by:

Vn = Cov[xn,xH
n ] = diag([vn+K · · · vn · · · vn−N ])

where the variances vn (for BPSK) are given by

vn = E[x2
n]− E2[xn] = 1− x2

n .

From the above formulation, it is clear that the output log likelihood ratios are
extrinsic, since neither sn nor μ and σ2

n depend on L
(D)
e (xn). The SIC equaliza-

tion method as described above, is summarized in Table 1.

1 To compute these statistics it is assumed that the output zn of the channel is random
and distributed as dictated by the a-priori probabilities and the p.d.f. of the noise.



770 D. Ampeliotis and K. Berberidis

4 The New SIC Technique

4.1 Enhancing the A-Priori Information

It has been proved [3] that the SIC is the MMSE optimal soft equalizer for Turbo
Equalization in the case of perfect a-priori information (i.e. |L(D)

e (xn)| → ∞, or
equivalently, as assumed earlier, the cancellation filter is fed by correct sym-
bols). On the other hand, in the presence of weak a-priori information (i.e. low
SNR and/or initial iterations) the SIC becomes suboptimal and its performance
deteriorates significantly. To alleviate this problem we seek a way to enhance
the a-priori log likelihood ratios L

(D)
e (xn) coming from the decoder. This can

be achieved by incorporating information from sequence zn in addition to using
the a-priori probabilities coming from the channel decoder. Furthermore, for the
sake of computational complexity, we choose to use a linear complexity device
in order to ”extract” such additional information from zn.2 To this end, a linear
complexity equalizer which processes sequence zn and yields a soft estimate s′n
can be employed. In the sequel, s′n is combined with a-priori probabilities so as
to replace E[xn] (computed only using a-priori probabilities) by E[xn|s′n]. For
BPSK, the conditional probabilities

P r{xn = ±1|s′n} =
P r{xn = ±1}φ(s′n|xn = ±1)

φ(s′n)

correspond to the conditional (superscript ”C”) log likelihood ratio

L(C)(xn) = ln
(

P r{xn = +1}φ(s′n|xn = +1)
P r{xn = −1}φ(s′n|xn = −1)

)
= L(D)

e (xn) + L(P )
e (xn)

where φ(x|xn = αi) is the p.d.f. of the soft output of the pre-processor given
xn = ai, P r{xn = ai} stand for the a-priori probabilities coming from the
decoder and the superscript ”P” denotes that the respective quantity comes
from the pre-processor.

The pre-processor we propose to use here for the computation of s′n is a
Variable Threshold Decision Feedback Equalizer (VTDFE) described in the next
section. The block diagram of the combined scheme, so-called VTDFE-SIC, is
depicted on Figure 2.

For this modification to be valid we have to ensure that the output of the
SIC remains extrinsic. Clearly, L(C)(xn+K), . . . , L(C)(xn+1) and L(C)(xn−1), . . .,
L(C)(xn−N ) should not depend on L

(D)
e (xn), because otherwise these LLRs, via

the cancellation filter of the SIC, will contribute to L
′(E)
e (xn) at the output of

the VTDFE-SIC scheme.

2 If computational complexity is a design goal less important than performance, one
can use all available information from zn by designing an optimal estimator. This
option, not studied here, currently under investigation.
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VTDFE SIC

+
L

(D)
e (xn)

L
(P )
e (xn)

zn

L(C)(xn)

L
′(E)
e (xn)

Fig. 2. The proposed VTDFE-SIC equalizer

4.2 A Variable Threshold DFE

In deriving the DFE we will use a similar notation as in the previous section.
The feedforward and the feedback filters are denoted as

a = [a−k′ · · · a0 · · ·al′ ]T , M ′ = k′ + l′ + 1

and
b = [b1 · · · bN ′ ]T

respectively. As in standard DFE the input to a is the sampled output of the
channel, while the input to b are past detected symbols. The soft output of the
DFE is

s′n = aHz′n + bH x̂n . (11)

where z′n = [zn+k′ · · · zn · · · zn−l′ ]T and x̂n is a vector whose entries are past
hard symbol estimates. Hard decisions about the transmitted symbols are taken
by passing s′n through a decision device. The optimal filter coefficients that
minimize the mean square error E[|s′n − xn|2], given the assumption that the
feedback filter contains correct symbol estimates (optimal DFE) are given by
the relations [6]:

a =
(
H1HH

1 + σ2
wI
)−1

H1d′ (12)

and
b = −HH

2 a (13)

with matrix H1 containing the first L1 + k′ + 1 columns and matrix H2 the
rest L2 + l′ columns of H. We also assume N ′ = L2 + l′. Vector d′ is given by
d′ = [01×(k′+L1) 1]T .

In the standard DFE, hard decisions x̂n are made by comparing s′n to a
threshold equal to zero and subsequently are fed back to filter b. Such a strategy,
however, would deteriorate the performance of the succeeding SIC. To alleviate
this problem we suggest using time-varying thresholds for the decision device
by using a Bayesian classification rule which incorporates a-priory probabilities
coming from the decoder. In particular the threshold tn used for the decision x̂n

is found as the solution of

P r{xn = +1}φ(x|xn = +1) = P r{xn = −1}φ(x|xn = −1) (14)
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which becomes

tn = −σ′2L(D)
e (xn)
2μ′ (15)

if we assume that the output of the DFE is Normally distributed with variance
σ′2 and mean corresponding to symbol +1 equal to μ′. For higher order mod-
ulations (q > 1), the equalizer must be supplied with the a-priori probabilities
P r{xn = αi}, i = 1 . . . 2q. Then, the decision rule consists in calculating all
P r{xn = αi}φ(x|xn = αi), ∀i = 1 . . . 2q given x = sn, and then deciding in favor
of the symbol aj that yields the maximum value. Clearly, in the presence of
perfect a-priori information the VTDFE is identical to the optimal DFE, while
for weak a-priori information it combines both information from the channel and
a-priori probabilities.

The soft output s′n can be mapped to LLRs using

L(P )
e (xn) = ln

(
φ(s′n|xn = +1)
φ(s′n|xn = −1)

)
=

2μ′s′n
σ′2 . (16)

Concerning the parameters μ′ and σ′2 of the VTDFE output, first we assume
μ′ = α1 (here +1) i.e. the VTDFE is an unbiased estimator of the unknown
symbols, which is true for high SNR, while for the variance σ′2, we have:

σ′2 = σ2
waHa + bCnbH

where Cn is the covariance matrix of the contents of the feedback filter, which
is zero only when the filter contains the correct symbols. Here we choose to
approximate Cn by:

Cn ≈ c · vI
where v is the mean value of all vn and c is a positive constant smaller than
unity. Estimating the variance by the above relation, reveals that in the limiting
case where |L(D)

e (xn)| → +∞ (and vn → 0), only the feedforward filter of the
DFE inserts variance term in the output s′n. In any other case, the variance
of s′n is greater, amounting for the fact that the feedback filter may contain
erroneous symbols. The addition of the constant c, which is smaller than unity,
reflects the fact that (on the average) the variance of s′n is somewhat smaller
than the variance v since we expect that the VTDFE increases the reliability of
the symbol estimates. All these approximations will be verified (to some extend)
by the simulation results presented in Section 6.

The pre-processing performed by the VTDFE reveals clearly that L
(P )
e (xn+1),

. . ., L
(P )
e (xn+N ) depend on the decision x̂n whose computation in turn depends

on L
(D)
e (xn) (that was used to determine the threshold tn). It can be seen,

however, that this dependence is very weak, due to the use of hard decisions.
Therefore, we deduce that, using the VTDFE as a preprocessing stage the output
of the SIC remains extrinsic. This would not be the case if another soft equalizer
were used at the pre-processing stage. Table 2 summarizes the VTDFE pre-
processor.
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Table 2. Summary of the VTDFE pre-processor

Input: h, L1, L2, σ
2
w, L

(D)
e (xn), zn, k′, l′ n = 1 . . . S/R

Output: L
(P )
e (xn) n = 1 . . . S/R

1. Compute a and b from (12) and (13)
2. μ′ = α1, σ′2 = σ2

waHa + c · vbHb
3. for n = 1 . . . S/R

z′
n = [zn+k′ , . . . , zn−l′ ]

T

x̂n = [x̂n−1, . . . , x̂n−N′ ]T

s′
n = aHz′

n + bH x̂n

if (s′
n ≥ tn) x̂n = +1 else x̂n = −1

L
(P )
e (xn) = 2μ′s′

n/σ′2

5 Extension to Higher Order Modulations

In this section, we study the extension of the proposed equalizer to higher order
modulations (q > 1) with general symbol alphabets A. We assume that symbol
xn is given by the function:

xn = A(c(n−1)·q+1, c(n−1)·q+2, . . . , c(n−1)·q+q)

and that the mapping from bits to symbols is αi = A(βi,1,βi,2, . . . ,βi,q). The
SISO equalizer is supplied with L

(D)
e (cm), m = 1, . . . ,S/R and must provide soft

information L
′(E)
e (cm).

Firstly, based on the assumption that the bits cm are independent, we have

P r{xn = αi} =
q∏

j=1

P r{c(n−1)·q+j = βi,j}

where the latter probabilities come from the decoder after converting log likeli-
hood ratios to bit probabilities. As we have already mentioned, the VTDFE has
now to compute all

P r{xn = αi|s′n} =
P r{xn = αi}φ(s′n|xn = αi)

φ(s′n)
, i = 1, . . . , 2q (17)

and make the decision x̂n = argmax(P r{xn = αi|s′n}). The value of the p.d.f.
φ(s′n|xn = αi) is equal to N (αi,σ

2
waHa + c · vbHb)|s′

n
and

φ(s′n) =
2q∑

i=1

P r{xn = αi}φ(s′n|xn = αi)

The input to the cancellation filter, is simply computed as the conditional
expectation, which in turn is based on the conditional probabilities of (17), i.e.:

E[xn|s′n] =
2q∑

i=1

αiP r{xn = ai|s′n}
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The soft information about bits on the output of the SIC, is computed as

L′(E)
e (cm) = L′(E)

e (c(n−1)·q+j) = ln
(

P r{c(n−1)·q+j = 1|sn}
P r{c(n−1)·q+j = 0|sn}

)

= ln

(∑
βi,j=1 P r{xn = ai|sn}∑
βi,j=0 P r{xn = ai|sn}

)

= ln

(∑
βi,j=1 P r{xn = ai}p(sn|xn = ai)/p(sn)∑
βi,j=0 P r{xn = ai}p(sn|xn = ai)/p(sn)

)

where the term p(sn) can be eliminated from nominator and denominator. Note
that when computing P r{xn = ai} in the nominator and denominator we must
set the probability of bit j to unity. Also, p(sn|xn = ai) = N (μ,σ2

n)|sn , with μ
and σ2

n given from (10).

6 Simulation Results and Conclusion

To test the performance of the proposed VTDFE-SIC technique we performed
some typical experiments. Information bits were generated in bursts of S =
2048 bits. Then an R.S.C. code with generator matrix G(D) = [1 1+D2

1+D+D2 ] of
rate 1/2 was applied, and the resulting bits were BPSK modulated. The 4096
symbols per burst were interleaved via the use of a random interleaver and
then transmitted over a channel whose impulse response was set either h−1 =
0.407,h0 = 0.815,h1 = 0.407 (channel B of [7]) or h−2 = 0.227,h−1 = 0.46,h0 =
0.688,h1 = 0.46,h2 = 0.227 (channel C of [7]).

We have compared the new VTDFE-SIC with the so-called APPLE scheme
[8] which has a comparable computational complexity, and the conventional SIC
[3] where a linear equalizer was used for the first iteration. The performance
of the VTDFE alone has been tested as well, and we have set c = 0.7. The
performance curves depicted in Figures 3(a) and 3(b) have been taken after 5
iterations and for at least 1000 symbol error events.

As shown in Figure 3(a) the VTDFE-SIC scheme has a superior performance
compared to the other linear complexity schemes approaching the performance of
the AWGN channel. The SIC performance is poor for low SNRs but it achieves
the AWGN bound at higher SNRs. The APPLE and the VTDFE equalizers
exhibit poor performance at all SNR regions.

As we can see in Figure 3(b) the MAP equalizer performs best followed by the
VTDFE-SIC scheme and the APPLE. The VTDFE scheme approaches the perfor-
mance of the APPLE at high SNR, while the SIC cannot achieve good results.

Concluding, the performance of the Soft Interference Canceller has been
improved by modifying its input Log-Likelihood ratio via the use of a new
low-complexity DFE. The so-called VTDFE equalizer seems to be a good pre-
processor for this task. The resulting overall scheme has linear complexity and
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Fig. 3. (a) Performance results over the Proakis B channel. (b) Performance results
over the Proakis C channel.

attains better performance than equalizers with comparable complexity. Future
work will focus on unknown and time varying channels.
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Abstract. This paper reports work in which modified expressions for
the bit error rate (BER) calculation of DS-CDMA systems with weighted
despreading sequences (WDS) in the presence of Rayleigh fading and
power-control error are proposed. The focus of the modified expressions is
based on a simple equality which was proposed in the open literature. The
major benefit from using the proposed expressions which are obtained
for both coherent and noncoherent receptions is that they require less
definition about the spreading sequences for the BER calculation.

1 Introduction

Direct sequence-code division multiple access (DS-CDMA) is a promising mul-
tiplexing approach where a number of users simultaneously and asynchronously
access a common channel. In DS-CDMA communications, the users are multi-
plexed by separate spreading sequences, rather than by orthogonal frequency
bands, as in frequency-division multiple access (FDMA), or by orthogonal time
slots, as in time-division multiple access (TDMA). For secure communications,
DS-CDMA signals are hard to detect by unauthorized users and have good re-
sistance against intentional jamming. Other main features of DS-CDMA are
efficient spectrum utilization, narrowband interference rejection, higher voice
quality in noisy environment, low transmission power and soft hand-off capacity
[1]-[8].

Three major factors that limit the bit error rate (BER) performance and
capacity of DS-CDMA systems are multipath fading, multiple access interfer-
ence (MAI) and imperfect power control. Most performance analyses of CDMA
systems in the open literature are based on the assumption that the received
signals from all users are equal and constant using a perfect power control as-
sumption [9]-[18]. In practice, an equal and constant received power level can
not be achieved because of imperfect power control.

A recent paper by Huang and Ng [19] analyzes the BER performance of a DS-
CDMA system with imperfect power control for both coherent and noncoherent
receptions operating over a multipath Rayleigh fading channel. The receivers
considered in [19] employ exponentially weighted despreading sequences (WDS)

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 776–786, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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optimized for MAI rejection. The chip weighting waveforms employed are de-
termined by only one parameter that leads to easy tuning of the waveforms in
practice to achieve the best performance. It is useful to note that the derived
closed-form solutions, which enable to calculate the BER in [19], require perfect
definition of the spreading sequences for the signals of all active users. Also, a
number of computational efforts are needed to define the parameters of each
spreading sequence. Therefore, a simple expression for the BER calculation is
always desirable.

In this paper, we show how the performance expressions derived in [19] can
be modified to further simplify the BER calculations. An overview of the orga-
nization of this paper is as follows: In Section 2, some technical preliminaries,
including the transmitter model, channel model and receiver model used in this
work are described. In Section 3, the BER performance expressions derived for
both coherent and noncoherent receptions in [19] are reviewed. In Section 4,
the modified performance expressions for the BER calculation are developed
with the help of the simple equality proposed in [20] and [21]. In Section 5, the
conclusion is presented.

2 Preliminaries

2.1 Transmitter and Channel Models

In the following, transmitter and channel models for a DS-CDMA system pre-
sented in [19] are briefly reviewed. It is assumed that there are K users assigned
to the phase-shift keyed DS-CDMA system and that the kth user’s transmitted
signal is given by

Sk(t) = (2P )1/2 Gkak(t)bk(t) cos(ω0t + θk) (1)

where the transmitted power P and the carrier frequency ω0 are common to all
users and θk is the phase angle introduced by the kth modulator. The parameter
Gk represents the power control error for the kth user and is modeled as a
random variable uniformly distributed in [1 − εm, 1 + εm] where εm represents
the maximum value of power control error for all users. The kth user’s data
signal, bk(t), is given by

bk(t) =
∞∑

j=−∞
b
(k)
j PTb

(t− jTb) (2)

where b
(k)
j is the data sequence of the kth user and PTb

(·) is a unit rectangular
pulse of duration Tb. The kth user’s data sequence can take on values +1 or -1,
with probability 1/2 each. The kth user’s spreading signal, ak(t), is given by

ak(t) =
∞∑

j=−∞
a
(k)
j PTc(t− jTc) (3)
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where a
(k)
j ε {−1,+1} and Tc is the chip duration. It is assumed that the spread-

ing sequence is periodic with period N = Tb/Tc, that is, a
(k)
j = a

(k)
j+N .

The channel is assumed to be a frequency selective multipath channel for the
uplink. The equivalent complex lowpass representation of the channel for the
kth user is given by

hk(t) =
Lp−1∑
l=0

βklδ(t− τkl)ejηkl (4)

where random variables βkl, τkl and ηkl are the lth path gain, delay and phase,
respectively, for the kth user. In this study, the following assumptions are con-
sidered as in [19]:

i) For different users and paths in each link, the random variables {βkl},
{τkl} and {ηkl} are all statistically independent,

ii) The random phases {ηkl} are uniformly distributed over [0, 2π] and the
path delays tkl are uniformly distributed over [0, Tb],

iii) There are Lp paths for each user and these different paths are separated
in time from each other by more than 2Tc,

iv) For each user, the path gain βkl, is a random variable with Rayleigh
distribution,

v) The fading rate in the channel is slow compared to the bit rate, so that the
random parameters associated with the channel do not vary significantly over
two consecutive bit intervals.

The received waveform at the central station is given by r(t) = n(t) + m(t),
where n(t) denotes additive white Gaussian noise (AWGN) with 2-sided spectral
density N0/2, and m(t) denotes the multiple-access component of the received
waveform. As a result, the received waveform r(t) can be represented by

r(t) = (2P )1/2
K∑

k=1

Lp−1∑
l=0

Gkβklak(t− τkl)bk(t− τkl) cos(ω0t + φkl)

+nc(t) cos ω0t− ns(t) sin ω0t

(5)

where φkl = θk+ηkl−ωcτkl , and the terms nc(t) and ns(t) are lowpass equivalent
components of the AWGN n(t).

2.2 Receiver Model

For BPSK modulation, the structure of one of the paths of a RAKE receiver
using coherent detection [19] is shown in Fig. 1.

In order to reject the MAI, a bank of single-path matched filters, each of
which is matched to different paths, have the same impulse response matched
to 2âk(t) cos(ω0t)PTb

(t) where âk(t) is the weighted despreading function with
details given below. The outputs of all single-path matched filters represented
by ξkl(κ), l ε [0, LR − 1] where LR is the order of diversity, are weighted by the
corresponding path gains and then summed to form a single decision variable
ξk(κ) .
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Fig. 1. Path l ’s matched filter structure for the kth user

The weighted despreading function of the kth user’s RAKE receiver can be
expressed as

âk(t) =
∞∑

j=−∞
a
(k)
j w

(k)
j

(
t− jTc

∣∣∣{c
(k)
j , c

(k)
j+1

})
(6)

where c
(k)
j = a

(k)
j−1a

(k)
j and w

(k)
j (t\{c(k)

j , c
(k)
j+1} , for 0 ≤ t ≤ Tc, is the jth chip

weighting waveform for the kth receiver, conditioned on the status of three
consecutive chips {c(k)

j , c
(k)
j+1} = {a(k)

j−1a
(k)
j , a

(k)
j a

(k)
j+1}. The jth conditioned chip

weighting waveform for the kth user is defined as

w
(k)
j

(
t
∣∣∣{c

(k)
j , c

(k)
j+1

})
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

cw1(t) if c
(k)
j = +1 and c

(k)
j+1 = +1

cw2(t) if c
(k)
j = −1 and c

(k)
j+1 = −1

cw3(t) if c
(k)
j = −1 and c

(k)
j+1 = +1

cw4(t) if c
(k)
j = +1 and c

(k)
j+1 = −1

(7)

with the elements of the chip weighting waveform vector {cw1(t), cw2(t), cw3(t),
cw4(t)} selected as

cw1(t) = e−γ/2PTc(t)
cw2(t) = e−γt/TcPTc/2(t) + e−γ(1−t/Tc)PTc/2(t− Tc/2)
cw3(t) = e−γt/TcPTc/2(t) + e−γ/2PTc/2(t− Tc/2)
cw4(t) = e−γ/2PTc/2(t) + e−γ(1−t/Tc)PTc/2(t− Tc/2

(8)

where γ ε [0,∞] is the parameter of the chip weighting waveforms. For DPSK
modulation, the structure of path l of kth user’s RAKE demodulator that em-
ploys noncoherent detection [19] is shown in Fig. 2. In this case, the outputs
of all single-path receiver Re[ϑkl(κ)ϑ∗

kl(κ − 1)], l = 0, 1, ..., LR − 1, are directly
summed to form a single decision variable ϑk(κ).
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Fig. 2. Path l’s noncoherent receiver structure for the kth user

3 Review of Previous Performance Expressions

According to the detailed analyses in [19], the performance expressions which
enable to calculate the BER for coherent ([19], eq. (38)) and noncoherent ([19],
eq. (55)) reception can be given as

P (k)
e =

1
2
−

LR∑
d=1

(
2d− 2
d− 1

)
22dεmH̄(2d− 3)

{(
b2 + 1

)(3−2d)/2 − (a2 + 1
)(3−2d)/2

}
(9)

(for coherent reception)

P (k)
e =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
1

4εmH̄

)
arctan

(
a−b
1+ab

)
, LR = 1

(
1

2εmH̄

) LR−1∑
k=0

(
LR − 1 + k

k

)
LR+k∑
q=LR

(−1)q−LR
( 1

2

)q ( k
q − LR

)

·
{( 1

22q−3

)(2q − 3
q − 1

)
arctan

(
a−b
1+ab

)
+ 1

2q−1

q−1∑
n=1

[
q

(q−n)22n

]

·
(

2q
q

)[
a

(a2+1)q−n − b
(b2+1)q−n

]/(2q − 2n
q − n

)}
, LR ≥ 2

(10)
(for noncoherent reception)

where a = (1+εm)H̄ , b = (1−εm)H̄ , and H̄ is the average signal to interference
plus noise ratio per channel, given by ([19], eq. (36))
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H̄ =
{

γ[(N̂k/N)(1−e−γ )+γ[1−(N̂k/N)]e−γ ]
γ̄b[2(N̂k/N)(1−e−γ/2)+γ[1−(N̂k/N)]e−γ/2]2

+

(KLp−1)(1+ε2
m/3)Ξ(e)(Γ{c

(k)
j },γ)

N[2(N̂k/N)(eγ/2−1)+γ[1−(N̂k/N)]]2

}−1/2 (11)

where,
γ = parameter of the exponential chip weighting waveforms,
N̂k = random variable which represents the number of occurrences of c

(k)
j = −1

for all j ε [0, N − 1],
N = processing gain,
γ̄b = signal to noise ratio (in dB),
K = number of active users,

Ξ(e)(Γ{c
(k)
j }, γ) in (11) is defined as ([19], eq. (20))

Ξ(e)
(

Γ c
(k)
j , γ

)
= 1

N

{
Γ(k)
{−1,−1,−1}

[
4 + 12

γ − 16eγ/2

γ + 4eγ

γ

]

+
(
Γ(k)
{−1,−1,1} + Γ(k)

{1,−1,−1}
) [

5
2 − γ

4 + γ2

24 + 19
2γ + e

γ
2 − 12eγ/2

γ + 5eγ

2γ

]
+
(
Γ(k)
{−1,1,1} + Γ(k)

{1,1,−1}
) [
− 3

2 − 3γ
4 + 19γ2

24 − 1
2γ + eγ/2 + eγ

2γ

]
+Γ(k)

{−1,1,−1}
[
−3− 3γ

2 + 7γ2

12 − 1
γ + 2eγ/2 + eγ

γ

]
+ Γ(k)

{1,−1,1}
[
1− γ

2 + γ2

12 + 7
γ + 2eγ/2 − 8eγ/2

γ + eγ

γ

]
+ Γ(k)

{1,1,1}
[
γ2
]}

(12)

where Γ(k)
{v1,v2,v3} is the number of occurrence of {c(k)

j−1, c
(k)
j , c

(k)
j+1} = {v1, v2, v3}

for all j in the kth user’s spreading sequence and each vn, n ε [1, 2, 3], takes
values +1 or -1 with equal probabilities.

For the simplicity in presentation, let

Γ(k)
a = Γ(k)

{−1,−1,−1}

Γ(k)
b =

(
Γ(k)
{−1,−1,1} + Γ(k)

{1,−1,−1}
)

Γ(k)
c =

(
Γ(k)
{−1,1,1} + Γ(k)

{1,1,−1}
)

Γ(k)
d = Γ(k)

{−1,1,−1}

Γ(k)
e = Γ(k)

{1,−1,1}

Γ(k)
f = Γ(k)

{1,1,1}

(13)

As can be seen from (11), the following computations are required for a random
spreading sequence to calculate the BER of a DS-CDMA receiver:
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{Γk
a,Γ

k
b , ...,Γ

k
f} and N̂k

Based on the definitions given above, there is a need to scrutinize the entire
chips of a random spreading sequence to determine both the Γ(k)

{v1,v2,v3} and N̂k

for using in the calculation of the BER. Clearly, it is not easy to compute these
occurrences in practice when the spreading codes have large length.

4 Proposal of Modified Performance Expressions

Since the N̂k can be determined by summing the Γ(k)
a , Γ(k)

b and Γ(k)
e , there is

no need for scrutinizing the chip transitions in a random spreading sequence to
compute the N̂k.

In order to simplify the BER calculation, let us first briefly mention the
following equality introduced in [20] and [21]:

N̂k = Γ(k)
a + Γ(k)

b + Γ(k)
e (14)

In order to summarize the validity of the equality, various spreading sequences
are considered. Table 1 shows the calculated number of {Γ(k)

a ,Γ(k)
b , ...,Γ(k)

f } and

(Γ(k)
a + Γ(k)

b + Γ(k)
e ) belonging to spreading sequences selected [22]. The N̂ks

which are determined by scanning each code are also included in this table. As
the results indicate, for each of the sequences, (Γ(k)

a +Γ(k)
b +Γ(k)

e ) is equal to N̂k.
As a result, the required knowledge belonging to a code for the user of interest
is only the number of {Γ(k)

a ,Γ(k)
b , ...,Γ(k)

f } (Table 2). Detailed information about
the derivation of the equality can be found in [20] and [21]. Substitution of (14)
into (11), H̄ can now be rearranged as

�

H =
{

γ[ςk(1−e−γ )+γ(1−ςk)e−γ ]
γ̄b[2ςk(1−e−γ/2)+γ(1−ςk)e−γ/2]2

+ (KLp−1)(1+ε2
m/3)Ξ(e)(Γ{c

(k)
j },γ)

N[2ςk(eγ/2−1)+γ(1−ςk)]2

}−1/2 (15)

where, ςk = (Γ(k)
a +Γ(k)

b +Γ(k)
e )/N . As a result, the BER performance expressions

given in (9) and (10), can then be modified as follows:

�

P
(k)

e =
1
2
−

LR∑
d=1

(
2d− 2
d− 1

)

22dεm

�

H(2d− 3)

{(
�

b
2

+ 1
)(3−2d)/2

−
(

�
a

2
+ 1
)(3−2d)/2

}
(16)

(for coherent reception)
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Table 1. Calculated number of {Γ(k)
a , Γ

(k)
b , ..., Γ

(k)
f } , (Γ

(k)
a + Γ

(k)
b + Γ

(k)
e ) and N̂k for

random spreading sequences with various code lengths

N Γ
(k)
a Γ

(k)
b Γ

(k)
c Γ

(k)
d Γ

(k)
e Γ

(k)
f Γ

(k)
a + Γ

(k)
b + Γ

(k)
e N̂k

16 6 4 2 1 0 2 10 10
16 0 4 6 1 2 2 6 6
16 2 4 4 2 2 1 8 8
16 4 4 4 0 0 3 8 8
16 4 6 4 1 0 0 10 10
31 1 6 14 1 5 4 12 12
31 9 10 10 1 1 0 20 20
31 5 10 6 3 1 6 16 16
31 3 6 6 7 7 2 16 16
31 2 8 8 2 2 9 12 12
63 4 8 24 4 12 11 24 24
63 18 20 12 6 2 5 40 40
63 8 16 16 8 8 7 32 32
63 2 12 12 10 10 17 24 24
63 12 24 8 12 4 3 40 40
127 28 32 32 12 12 11 72 72
127 12 24 40 12 20 19 56 56
127 22 28 36 10 14 17 64 64
127 10 28 36 14 18 21 56 56
127 14 28 36 18 22 9 64 64
511 76 136 104 76 60 59 272 272
511 64 128 128 64 64 63 256 256
511 84 136 136 52 52 51 272 272
511 52 120 136 60 68 75 240 240
511 60 104 136 60 76 75 240 240

Table 2. Comparison of the BER performance expressions

BER
PerformanceExpressions

Γ
(k)
a , Γ

(k)
b , . . . . , Γ

(k)
f N̂k

P
(k)
e (introduced in [19] for coher-

ent reception)
Required Required

�

P
(k)

e (proposed in this paper for
coherent reception)

Required Not required

P
(k)
e (introduced in [19] for non-

coherent reception)
Required Required

�

P
(k)

e (proposed in this paper for
coherent reception)

Required Not required
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�

P
(k)

e =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
1

4εm

�
H

)
arctan

(
�
a−�

b

1+�
a

�
b

)
, LR = 1

(
1

2εm

�
H

)
LR−1∑
k=0

(
LR − 1 + k

k

)
LR+k∑
q=LR

(−1)q−LR
( 1

2

)q ( k
q − LR

)

·
{( 1

22q−3

)(2q − 3
q − 1

)
arctan

(
�
a−�

b

1+�
a

�
b

)
+ 1

2q−1

q−1∑
n=1

[
q

(q−n)22n

]

·
(

2q
q

)[
�
a

(�
a

2
+1)q−n

−
�
b

(
�
b

2
+1)q−n

]/(
2q − 2n

q − n

)}
, LR ≥ 2

(17)
(for noncoherent reception)

where

�
a = (1 + εm)

�

H (18)

and

�

b = (1− εm)
�

H (19)

5 Conclusions

Performance analyses of CDMA systems in the open literature are mainly based
on the assumption that the received signals from all users are equal and constant
using a perfect power control assumption. In practice, an equal and constant
received power level can not be achieved because of imperfect power control. In
this paper, modified expressions for the BER calculation of DS-CDMA systems
with weighted despreading sequences in the presence of Rayleigh fading and
power-control error are introduced. The focus of the modified expressions is
based on a simple equality which was proposed in the open literature. As a
conclusion, a major benefit from using the proposed expressions is that they
require less definition about the spreading sequences for the BER calculation.
The method proposed in this paper move in the areas of BER calculation for
DS-CDMA receivers with weighted despreading sequences one step further.
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Abstract. A new method for simultaneous order estimation and parameter iden-
tification of a multivariate autoregressive (AR) model is described in this paper.  
The proposed method is based on the well known multimodel partitioning the-
ory.  Computer simulations indicate that the method is 100% successful in se-
lecting the correct model order in very few steps.  The results are compared 
with another two established order selection criteria the Akaike’s Final Predic-
tion Error (FPE) and Schwarz’s Bayesian Criterion (BIC). 

1   Introduction 

In real world applications it is often assumed that a multivariate (MV) autoregressive 
(AR) process is used to generate a given set of time series.  Based on that assumption 
one can model and use the data generation process, for example, for predicting future 
values of the considered variables.  The problem of fitting a multivariate autoregres-
sive (AR) model to a given time series is an essential one in system identification and 
spectral analysis.  Moreover, it arises in a large variety of applications, such as multi-
channel data analysis, EEG and ECG analysis, geophysical data processing, clutter 
suppression in airborne radar signal processing, etc [1], [2]. 

An m-variate AR model of order  [AR( ) model] for a stationary time series of 
vectors   observed at equally spaced instants n is defined as: 

RvvE,vyAy T

i
=+= −

=
][ nnninin

1
 (1) 

where the m-dimensional vector vn is uncorrelated random noise vector with zero 
mean and covariance matrix R, and A1,…,A  are the m × m coefficient matrices of the 
AR model.  

The problem can be described as follows:  given a set of samples from a discrete 
time process {y (k), 0   k   N – 1}, it is desired to obtain the set of coefficients {Ai} 
which yields the best linear prediction of  y(N) based on all past samples: 

 N - iy N / N - y
i=

=
1

1 )()(ˆ i  (2) 

where ( N / N – 1) denotes the predicted value of  y(N) based on the measurements up 
to and including  y( N – 1). 
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It is obvious that the problem is twofold.  The first task is the successful determina-
tion of the predictor’s order  and the second is the computation of the predictor’s 
matrix coefficients Ai.  Determining the order of the AR process is usually the most 
delicate and crucial part of the problem.  Over the past years substantial literature has 
been produced for this problem and various different criteria, such as Akaike’s [3], 
Rissanen’s [4], [5], Schwarz’s [6], Wax’s [7] have been proposed to implement the 
AR order selection process (for a survey see [8]).  

The multivariate AR model order estimation problem is an extension of the scalar 
case.  Recently, Broesrsen and Waele [9], introduced a new order selection criterion, 
based on the calculation of an optimal penalty factor, a “trade off” of underfit and 
overfit. Also Neumaier and Schneider [10] proposed a stepwise least squares algo-
rithm for order and parameter estimation of vector AR models. 

Once the model order selection task is completed, one proceeds with the identifica-
tion of the prediction coefficients.   

The above mentioned criteria are not optimal and is also known to suffer from de-
ficiencies; for example, Akaike’s information criterion suffers from overfit.  Also 
their performance depends on the assumption that the data are Gaussian and upon 
asymptotic results.  In addition to this, their applicability is justified only for large 
samples; furthermore, they are two pass methods, so they cannot be used in an on line 
or adaptive fashion. 

The problem of simultaneous selection of the AR model order and of the AR pa-
rameters identification was first considered for the scalar case in [11], where a new 
method for scalar AR models was introduced, that overcomes these deficiencies. 

In this paper, a new method for multivariate AR model order selection and parame-
ter identification is presented, as an extension to the one proposed in [11] for scalar 
AR models. The method is based on the well known adaptive multimodel partitioning 
theory [12] – [13], it is not restricted to the Gaussian case, it is applicable to on 
line/adaptive operation and it is computationally efficient.  Furthermore, it identifies 
the correct model order very fast.  

This paper is organized as follows:  in Section 2 the AR model order selection 
problem is reformulated so that it can be fitted into the state space under uncertainty 
estimation problem framework.  In the same section the multimodel partitioning filter 
(MMPF) is briefly described and its application to the specific problem is discussed.  
In Section 3, simulation examples are presented, which demonstrate the performance 
of our method in comparison with previously reported ones.  Finally, Section 4 sum-
marizes the conclusions. 

2   AR Model Order Selection Reformulated 

If we assume that the model order fitting the data is known and is equal to , we can 
re-write equation (1) in standard state-space form as: 

)()( kxkx =+1  (3) 

)()()()( kvkxkhky T +=  (4) 
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where x(k) is made up of the matrices A1...A , and hT(k) is the observation history of 
the process {y(k)} up to the time k - . 
 
x(k)  = [A1  A2 … A ]T , 

where the general form of the matrix A  is 

mmm

m

aa

aa

θθ

θθ

L

MOM

1

111
...

. 

hT (k) = [ y1(k-1) × I  … ym(k-1 ) × I … ym(k-i ) × I ] 
 
where I is the m × m identity matrix and i = 1,2,  … .  
 

In this case, where the system model and its statistics are completely known, the 
Kalman filter (KF), in its various forms is the optimal estimator in the minimum vari-
ance sense.  

Remarks 
1) Notice that hT(k) cannot be defined for k< , unless values are assumed for y(k), 

k < . To enable us to define it, we assume that y(k) = 0 for k < .  This technique is 
well known as “pre – windowing.” 

2) In the case where the prediction coefficients are subject to random perturbations 
(1), (3) become respectively 

)()()()( i kvikykAky
i

+−=
=1

 (5) 

)()()( kwkxkx +=+1  (6) 

Now, Ai has been replaced by Ai(k), to reflect the possibility that the coefficients are 
subject to random perturbations of the form  

iii v(k)A1)(kA +=+  (7) 

and v(k), w(k) are independent, zero–mean, white processes, not necessarily Gaussian. 
 Let us now consider the case where the system model is not completely known. 

he adaptive multimodel partitioning filter (MMPF) is one of the most widely used 
approaches for similar problems.  This approach was introduced by Lainiotis in [12] - 
[13] and summarizes the parametric model uncertainty into an unknown, finite di-
mensional parameter vector whose values are assumed to lie within a known set of 
finite cardinality.  A non - exhaustive list of the reformulation, extension and applica-
tion of the MMPF approach as well as its application to a variety of problems by 
many authors can be found in [16] and [18] – [21].  In our problem assume that the 
model uncertainty is the lack of knowledge of the model order . Let us further as-
sume that the model order  lies within a known set of finite cardinality:  1 ≤     ≤  
M.  The MMPF operates on the following discrete model: 
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    +    +=+ )()()()( kwkx, k /  k  F   k x 11  (8) 

)()()()( kvkxk /   h kz T   +   =  (9) 

where  is the unknown parameter, the model order in this case and F the state transi-
tion matrix.  A block diagram of MMPF is presented in Fig.  1.   

                   

 

 
 

 
 

 
 
 

 

Fig. 1. MMPF Block Diagram 

A finite set of models is designed, each matching one value of the parameter vec-
tor.  If the prior probabilities p for each model are already known, these are assigned 
to each model. In the absence of any prior knowledge, these are set to 1/M where M is 
the cardinality of the model set.            

A bank of conventional elemental filters (non adaptive, e.g Kalman) is then ap-
plied, one for each model, which can be run in parallel.  At each iteration the MMPF 
selects the model which corresponds to the maximum posteriori probability as the 
correct one.  This probability tends to one, while the others tend to zero.  The overall 
optimal estimate can be taken either to be the individual estimate of the elemental 
filter exhibiting the highest posterior probability, called the maximum a posteriory 
(MAP) estimate , in [15], which is the case used in this paper, or the weighted average 
of the estimates produced by the elemental filters, as described in Eq (10).  The 
weights are determined by the posterior probability that each model in the model set 
is in fact the true model.   
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The optimal inimum Mean Square Error (MMSE) estimate of x(k) is given by 

=
=

M

i
dkpkkxkkx

1
)/();/(ˆ)/(ˆ  (10) 

The probabilities are calculated on – line in a recursive manner as follows: 

1)k/p(
d1)k/p()k;/k(L

)k;/k(L
k)/p(

M

1i

−
−

=

=

 
(11) 

where 

{ })()(~)( ;1k/kzP;1k/kz1/2exp
1/2

);1k/k(zPk;/kL −−⋅−−⋅−= 1

 
(12) 

and Pz-1 is given by the Kalman filter equations. 
Remarks 
1) An important feature of the MMPF is that all the Kalman filters needed to im-

plement can be independently realized.  This enables us to implement them in paral-
lel, thus saving us enormous computational time [15]. 

2) Equations (10), (11) refer to our case where the sample space is naturally dis-
crete.  However in real world applications, ’s probability density function (pdf) is 
continuous in , and an infinite number of Kalman filters have to be applied for the 
exact realization of the optimal estimator.  The usual approximation considered to 
overcome this difficulty is to somehow approximate ’s pdf by a finite sum.  Many 
discretization strategies have been proposed at times and some of them are presented 
in [14], [16] and [17].   

3   Examples 

In order to assess the performance of our method, simulation experiments were con-
ducted.  All of these experiments were conducted 100 times (100 Monte Carlo Runs – 
MCRs).  The models used were that of (3) and (4), with noise covariance R = 

7.60.35

0.350.02
 and cardinality M = 10 .   

Example 1: The data generating process is a first order MV AR (AR(1)) model of the 

form y(k) = A1 y(k-1) + v(k), where =
0.77089-0.80610-

 10*8.805120.99101-
A

-3

1 .   

Table 1   summarizes our results as well as those obtained by the BIC and the FPE 
order selection criteria.  Estimated AR parameters and the Root Mean Square Errors 
(RMSE) are shown in Table 2.  Fig.  2 shows a data set (for 1 MCR, Sample Size 35), 
which includes a random noise sequence, used for the order determination and pa-
rameter estimation and also the posterior probabilities associated with each value of .  
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                                                                                                       Example 1
                State 1, 2 is the system response without noise. X1+noise, X2+noise, is the simulation data used (1 MCR, Sample Size 35) 

Posterior Probabilities for one sample run (Model Order = 1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Example 1, Simulation Results 

From Fig 2. is obvious that the presence of the noise changes significantly the sys-
tem’s response. The results presented in Table 1 demonstrate that the MMPF is 100% 
successful in selecting the correct model order either using a small, or a larger data 
record set and it does so very fast; it needs only two iterations, as can be seen in Fig.  
2, which depicts the posterior probabilities of all the proposed models for only one 
sample run.  BIC is almost as efficient as MMPF for this case, there is an 8% differ-
ence for the sample size of 35.  On the other hand, FPE is not able to reach the per-
formance of the former criteria and obviously suffers from overfit. 

 
Example 2: A second order data generating process of the form y(k) = A1 y(k-1) + A2 

y(k-2) + v(k), is used with: =
1.99446-4.08017-

0.080170.67285-
A1 , 

=
1.588683.48119

0.20746-0.19968-
A2 .  
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                                                                                        Example 2
State 1, 2 is the system response without noise. X1+noise, X2+noise, is the simulation data used (1 MCR, Sample Size 35)
 

Posterior Probabilities for one sample run (Model Order = 2) 

Table 1. Frequencies of Estimated Order in 100 Monte Carlo Runs for AR(1), with sample 
sizes 35, 50 (in parenthesis) and 100 (in square brackets) 

Estimated Order 
Criterion 0 1 2 3 4 5-10 
FPE 0 60 (84) [87] 13 (5) [7] 2 (4) [0] 3 (2) [1] 22 (5) [5] 

BIC 0 92 (100) [100] 3 (0) [0] 0 (0) [0] 0 (0) [0] 5 (0) [0] 

MMPF 0 100 (100) [100] 0 (0) [0] 0 (0) [0] 0 (0) [0] 0 (0) [0] 

Table 2. Estimated Parameters and RMS Error for AR(1)  Model, Sample size 100 

AR Parameters Estimated Parameters RMS Error 
-0.9910 
-0.8061 
 0.0088 
-0.7709 

-0.8458 
-1.4682 
 0.0022 
-0.7484 

0.1452 
0.6621 
0.0066 
0.0225 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Example 2, Simulation Results 
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Table 3 summarizes the comparison results between the three criteria.  Estimated 
AR parameters and the Root Mean Square Errors (RMSE) are shown in Table 4.  

The results presented in Table 3 demonstrate that the MMPF is like before 100% 
successful in selecting the correct model order (which is two in this case) either using 
a small, or a larger data record set and it does so very fast; it needs only four itera-
tions, as can be seen in Fig.  3, which depicts the posterior probabilities of all the 
proposed models for only one sample run.  BIC is also efficient, when using a sample 
size of 50 samples or more.  Once more FPE is not able to reach the performance of 
the former criteria and its performance can be considered acceptable in the cases for 
the sample sizes of 50 and 100. 

 
Example 3: A third order data generating process of the form y(k) = A1 y(k-1) + A2 

y(k-2) + A3 y(k-3) + v(k), is used with: =
0.28740.0391

0.06150.0819
A1 , 

=
0.04980.0870

0.32910.1851
A2 , =

0.04710.0449

0.57950.3220
A3 . 

Table 5 summarizes the comparison results of AR(3) between the three criteria.  
Estimated AR parameters and the Root Mean Square Errors (RMSE) are shown in 
Table 6.  Fig.  4 shows a set of data (1 MCR, Sample Size 35) used for the simulation 
and also the posterior probabilities associated with each value of . 

The MMPF was again infallible for all lengths of the data record set (Table 5).  
Once more, it converges to the correct model order very fast; only seven iterations are 
enough to do so (Fig.  4). BIC obviously requires the 50 sample data record length in  
in order to achieve performance comparable to that of the MMPF, while the FPE even 
when using the largest data record length is not 100% successful, due to overfit. 

Table 3. Frequencies of Estimated Order in 100 Monte Carlo Runs for AR(2), with sample 
sizes 35, 50 (in parenthesis) and 100 (in square brackets) 

Estimated Order 
Criterion 0 1 2 3 4 5-10 
FPE 0 0 (0) [0] 41 (79) [78] 8 (12) [15] 7 (1) [3] 44 (8) [4] 

BIC 0 0 (0) [0] 75 (100) [100] 5 (0) [0] 0 (0) [0] 20 (0) [0] 

MMPF 0 0 (0) [0] 100 (100) [100] 0 (0) [0] 0 (0) [0] 0 (0) [0] 

Table 4. Estimated Parameters and RMS Error for AR(2)  Model, Sample size 100 

AR Parameters Estimated Parameters RMS Error 
-0.6728 
-4.0802 
 0.0802 
-1.9945 
 0.1997 
-3.4812 
 0.2075 
-1.5887 

-0.6233 
-3.1855 
 0.0887 
-1.8291 
 0.2467 
-2.6474 
 0.2166 
-1.4149 

0.0612 
1.0194 
0.0118 
0.1954 
0.0591 
0.9763 
0.0127 
0.2078 
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                                                                                        Example 3
State 1, 2 is the system response without noise. X1+noise, X2+noise, is the simulation data used (1 MCR, Sample Size 35)
 

 Posterior Probabilities for one sample run (Model Order = 3)

Table 5. Frequencies of Estimated Order in 100 Monte Carlo Runs for AR(3), with sample 
sizes 35, 50 (in parenthesis) and 100 (in square brackets) 

Estimated Order 
Criterion 0 1 2 3 4 5-10 
FPE 0 0 (0) [0] 0 (0) [0] 52 (81) [84] 7 (6) [8] 49 (13) [8] 

BIC 0 0 (0) [0] 0 (0) [0] 70 (100) [100] 5 (0) [0] 25 (0) [0] 

MMPF 0 0 (0) [0] 0 (0) [0] 100 (100) [100] 0 (0) [0] 0 (0) [0] 

Table 6. Estimated Parameters and RMS Error for AR(3)  Model, Sample size 100 

AR Parameters Estimated Parameters RMS Error 
0.0819   
0.0391   
0.0615   
0.2874 

0.1851   
0.0870   
0.3291   
0.0498 

0.3220   
0.0449   
0.5795   
0.0471 

 0.0781   
-0.0064   
0.0603   
0.2422 

0.1856   
0.0823   
0.3261   
-0.0056 

0.3196    
0.0091    
0.5810    
0.0326 

0.0193   
0.2447   
0.0148   
0.1291 

0.0198   
0.2343   
0.0127   
0.1361 

0.0170   
0.2062   
0.0145   
0.1560 

 

 

 

 

 

 

 

 

 
 

Fig. 4. Example 3, Simulation Results 
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4   Conclusions 

A new method for simultaneously selecting the order and for estimating the parame-
ters of a multivariate autoregressive (AR) model has been developed.  The proposed 
method is 100% successful in selecting the correct model order in very few steps for 
the presented MV AR models. The results were compared to other established order 
selection criteria such as the Akaike’s Final Prediction Error (FPE) and the Schwarz’s 
Bayesian Criterion (BIC), in order to demonstrate the efficiency of the proposed 
method. As it was shown MMPF needs the smallest data set for successful order iden-
tification for all the simulated models, while the other two criteria require a larger 
data set as the model order increases in order to achieve a performance comparable to 
that of MMPF.  Bearing in mind the high level of the noise used in these simulations 
it can be said that the RMSE of the estimated AR parameters lies in an acceptable 
range.   
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Abstract. Based on nonlinear dynamic method, mean Kolmogorov entropy (KE) 
is introduced to analyze and localize the cortical lateralization. The results 
indicate that: 1) the lateralization determined by Kolmogorov entropy of EEG 
proposed in this paper is consistent with previous known studies. But this method 
is more sensitive to cortical lateralization. This method can identify the 
differences of cortical lateralization between different brain function areas. 2) 
The dominant hemisphere is not always the same one for some particular task. 3) 
The cortical lateralization may involve in several different cortical areas 
synchronously and for different brain areas the lateralizations of the same mental 
task may be not on the same side. 4) To analyze and localize cortical 
lateralization, mean Kolmogorov entropy based on spontaneous EEG is a good 
method. 

1   Introduction 

It is well known that certain higher cortical abilities are distributed quite unequally 
between the two halves of the forebrain. A number of functional cerebral asymmetries 
are recognized to exist in humans. Current understanding of lateralization and of how 
the cerebral hemispheres interact is surprisingly limited. For example, in spite of a 
century of experimental research, it remains unclear today which recognized 
underlying cortical asymmetries (regional size, connectivity, neurotransmitter levels, 
etc.) actually lead to cerebral specialization, whether the overall influence of one 
hemisphere on the other is excitatory or inhibitory, and the extent to which the intact 
contralateral hemisphere contributes to recovery following cortical damage [1, 2]. 
There are many different views on cortical lateralization. Based on early neurological 
observations, it has been postulated that only one hemisphere is functional during 
particular cognizance. Some researchers consider that both hemispheres are equipped 
with the same mechanisms and the hemispheres are like horses involved in a race, the 
faster one would win and perform the task [3]. Some propose that the dominant 
hemisphere is not always the same one for some particular task [4]. There is also the 
proposal that the hemispheres inhibit each other [5]. At present, it is not clear what 
physiological mechanisms are responsible for individual lateralization of functions.  

The cortical lateralization can be confirmed through experiments such as injecting 
sodium amytal into a hemisphere (Wada test), measuring RT (Radioisotope Tracer), 
the split brain, hemispherectomy, and so on. Neuroimaging studies (PET, FMRI, CT, 
SPECT) have also help localize lateralization effects in specific cortical areas [6, 7]. 
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The Wada test, the split brain, hemispherectomy, measuring RT (Radioisotope Tracer) 
and other techniques have been used in clinic for several decades and they are invasive 
testing. Functional magnetic resonance imaging (fMRI) measures may provide a 
practical and reliable substitute strategy for invasive test in recent years [6]. If the 
cerebral asymmetries are not obvious enough, fMRI may be not useful. In other 
words, fMRI may be not sensitive to some potty cerebral asymmetries. A promising, 
noninvasive, substitute strategy for invasive test may have been the subject of 
investigation for many years. 

A common practice in estimating humain brain activity during performance of a 
mental task is to process the electroencephalogram (EEG) in order to detect signal 
changes that could be related to mental processes. Quantified analysis of the EEG 
(q-EEG) can also be used to characterize specific cortical areas that are activated 
under experimentally controlled conditions. Techniques that are used to investigate 
EEG lateralization include power analysis, coherence analysis and interelectrode 
correlation of activity [8]. These techniques seek out synchronicity between pairs of 
bilateral homologous EEG recording sites. Another EEG analysis technique proven 
useful to characterize EEG hemispheric specialization is the study of lateralization 
coefficients. This is obtained by computing the ratio of EEG power recorded in right 
over left homologous recording sites. Lateralization coefficients represent the 
capacity of EEG neural substrates to generate equipotent signals in homologous 
bilateral EEG recording sites. In this paper, we present a new q-EEG method, 
Kolmogorov entropy, to analyze and localize specific cortical lateralization areas. 

Babloyantz [9] pointed out that brain activities manifested chaos. EEG signals can 
be considered to be chaotic. So nonlinear dynamics and deterministic chaos theory 
may supply effective quantitative descriptors of EEG dynamics and of underlying 
chaos in the brain [10]. Recently nonlinear dynamics analysis, as a powerful feature 
extraction method for nonlinear time series analysis, has been successfully applied to 
EEG data. Kolmogorov entropy (KE) is one of widely used measures of chaotic 
behavior and it describes the rate at which information about the state of the dynamic 
process is lost with time. Based on nonlinear dynamic theory, here we have 
introduced mean Kolmogorov entropy within one second and have used mean 
Kolmogorov entropy to study spontaneous EEG in order to: (1) investigate the 
probability of analysis and localization cortical lateralization with nonlinear dynamics 
methods, (2) investigate whether the dominant hemisphere is always the same one for 
some particular task, (3) investigate whether the dominant hemisphere only exists in 
one brain area. 

The rest of the paper is organized as follows. Section 2 explains the methods 
proposed in this paper. Experiment task and data collection are described in section 3. 
Data analysis is in section 4. Conclusions are in section 5. Discussion is given in 
section 6. 

2   Methods 

Kolmogorov entropy (KE) describes the rate at which information about the state of the 
dynamic process is lost with time. The calculation of KE from a time series typically 
starts from reconstructing the system’s trajectory in an embedding space. The EEG 
signals generated from brain can reflect the status of brain activity. The EEG can be 
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represented by projections of all variables in a multi-dimensional state space. Let xi, 
Ni ,,1L= be a sample series of EEG. It is a discrete time series. Then, a 

m-dimensional time delay vector (in an N-dimensional space) X(n) can be constructed 
as follows: 

)})1((,),2(),(),({)( τττ −+++= mnxnxnxnxnX L . (1) 

Where τ  is the time delay and m is the embedding dimension of the system. Then we 
can calculate the correlation sum Cm(e) introduced by Grassberger and Procaccia [11]: 
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where Θ  is the Heaviside step function, ( ) 0xΘ =  if 0x ≤  and ( ) 1xΘ =  for x>0. 

e is a given distance in a particular norm. If an attractor is presence in the time series, 

then, the values ( , )m mC e N  should satisfy ( , ) D
m mC e N e∝  for small e and large m 

and Nm, where D is the correlation dimension of the attractor and given by: 
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The correlation dimension is a tool to quantify self-similarity when it is known to be 
present. If e is small enough and dm does not vary with m, then Kolmogorov entropy 
(KE) can be calculated as follows: 
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+
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Higher and finite positive KE suggests that the system would be chaos. KE=0 implies 
an ordered system, KE= ∞  corresponds to a totally stochastic situation. The higher the 
KE, the more close to a stochastic the system is. 

Eckmann [16] proved fundamental limitation for estimating dimensions and 
Lyapunov exponents in dynamical system. That is: 

max

210
md

mN ≥ . (7) 

dm could be considered unchanged if  |dm+1-dm| ≤ 0.01. 
In practical applications the proper choice of the delay time t is quite important. If it 

is too small, then there is almost no difference between the different elements of the 
 



 Cortical Lateralization Analysis by Kolmogorov Entropy of EEG 801 

delay vectors, such that all points are accumulated around the bisectrix of the 
embedding space. If t is very large, the different coordinates may be almost 
uncorrelated. In this case the reconstructed attractor may become very complicated, 
even if the underlying ‘true’ attractor is simple. Actually, t can be determined by 
auto-covariance function c(t): 
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A reasonable way is to choose t=τ  when the autocorrelation function decays to 1/e 
[12]. 

Actually, EEG signal is always changing with time. So the KE of EEG is not a 
constant over time. To measure the unorderly degree of EEG signal, mean Kolmogorov 
entropy within one second is introduced: 

Mean 
1

1
( )

N

n

KE KE n
N =

=  (10) 

In the following of this paper the time series indicate EEG time series and KE refers the 
mean KE of EEG. 

3   Experiment Tasks and Data Collection 

The EEG data in this paper was from Keirn and Aunon [13]. (The data is available 
online at http://www.cs.colostate.edu/~anderson.). In this paper we choose the EEGs of 
four subjects to study. All subjects are mail. Subjects 1 and 2 were employees of a 
university. Subject 1 was left-handed and aged 48. Subject 2 was right-handed and aged 
39. Subject 3 and subject 4 were right-handed college students. Subjects were placed in 
a dim, sound controlled room. The electrodes were placed at O1, O2, P3, P4, C3 and C4 
reference to the 10-20 system. The impedances of all electrodes were kept below 5 K . 
Recordings were made with reference to electrically linked mastoids A1 and A2. Fig. 1 
shows the placement of electrodes. The data was sampled at 250 Hz and signals were 
recorded for 10 s during each task, so each segment gave 2500 samples per channel. In 
this paper, EEG segments from four subjects performing three different mental tasks 
are used. The electrodes were connected through a bank of Grass 7P511 amplifiers 
whose bandpass analog filters were set at 0.1~100 Hz. The data were recorded using an 
IBM-AT controlling a Lab Master analog to digital converter with 12 bits of accuracy. 
The following is a description of the tasks. 
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Fig. 1. Electrode placement 

 

Fig. 2. Example of one of the figures used for the geometric figure rotation task 

Task 1-Baseline Measurements 

The subject was asked to simply relax and try to think of nothing in particular. This task 
was used as a control and as baseline measure of electroencephalogram. 

Task 2-Complex Problem Solving 

The subject was given a nontrivial multiplication problem to solve and, as in all of the 
tasks, was instructed not to vocalize or make over movements while solving the 
problem. 

Task 3-Geometric Figure Rotation 

The subjects was given 30 s to study a drawing of a complex three dimensional block 
figure after which the drawing was removed and the subject was instructed to visualize 
the object being rotated about an axis. An example is shown in Fig. 2. The EEG was 
recoded during the mental rotation period. 
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4   Data Analysis 

In order to obtain the data of spontaneous EEG signals, a FIR with bandpass filter 
0.5-30 Hz was used. At the beginning of calculation KE of four subjects’ EEG signal 
piece by piece, first 4 seconds (1000 sample) data are chosen as basic data and step 
length is 25 samples (the samples within 0.1s). To compare the effects of left 
hemisphere and right hemisphere during different mental tasks, the mean KE of 5th, 6th, 
7th, 8th, 9th, 10th second of every subject in different channel are calculated respectively. 
For the same time interval, the same task and the same subject, the left channel’s mean 
KE and the right channel’s mean KE of each cortical function area consist of a pair of 
data. So for each brain function area (Central, Parietal and Occipital) under the different 
mental task, every subject has 6 pair of KE data.  

The properties of KE for different types of dynamics are: KE=0 implies an ordered 
system, KE= ∞  corresponds to a totally stochastic situation. The higher the KE, the 
closer to a stochastic the system is. So for the bilateral of the same cortical function, the 
small value of KE corresponds to the dominant hemisphere. 

4.1   Task 1-Baseline Measurements  

For each cortical area (Central, Parietal and Occipital), four subjects have 24 pair of KE 
data (shown in Fig. 3). During task 1, the KEs in P3 channel (left) are obviously smaller 
than that in P4 channel (right). It means that all subjects presented significant left 

parietal lateralization for the total frequency spectrum ( d =3.2722, Sd=3.0124, n=24, 
t=5.3215, p<0.001). From Fig. 3, it can also be found that sometime the mean KE on 
the left (P3) is larger than that on the right (P4). This indicates that sometime the right 
half may be the dominant hemisphere and sometime the dominant hemisphere may 
change from one hemisphere to the other for some particular task. There are no 
significant lateralization in the central area and occipital area. 
 

 

Fig. 3. Comparison of KE between P3 and P4 during Task 1 (all subjects) 

4.2   Task 2-Complex Problem Solving 

Fig. 4 shows the 24 pair of KE data in parietal area for all subjects during task 2. From 
Fig. 4, it can be seen that the KEs in P4 channel (right) are obviously greater than that in 
P3 channel (left). It means that all subjects presented significant left parietal 

lateralization for the total frequency spectrum ( d =2.0714, Sd=3.352, n=24, t=3.0274, 
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0.01<p<0.05). It can also be found from Fig. 4 that sometime the mean KE on the left 
(P4) is smaller than that on the right (P4) and this indicate that sometime the right half 
may be the dominant hemisphere. There are no significant lateralization in the central 
area and occipital area, too. 
 

 

Fig. 4. Comparison of KE between P3 and P4 during Task 2 (all subjects) 

4.3   Task 3-Geometric Figure Rotation 

Fig. 5, Fig. 6 shows the pairs of KE data in central and occipital area during task 3 
respectively. From Fig. 5 and Fig. 6 it can be seen that the KEs in left channels (C3 and 
O1) are obviously greater than that in right (C4 and O2) in central and occipital area. It 
means that all subjects presented significant right central lateralization and right 

occipital lateralization for the total frequency spectrum (For central area: d =5.7585, 

Sd=4.6901, n=24, t=6.015, p<0.001; For occipital area: d =1.8117, Sd=4.0335, n=24, 
t=2.2004, 0.02<p<0.05). It can also be found that right central lateralization is more 
obvious and significant than right occipital lateralization. 

 

Fig.5. Comparison of KE between C3 and C4 during Task 3 (all subjects) 

 

Fig. 6. Comparison of KE between O1 and O2 during Task 3 (all subjects) 
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Fig. 7. Comparison of KE between P3 and P4 during Task 3 (right-handed subjects) 

 

Fig. 8. Comparison of KE between P3 and P4 during Task 3 (left-handed subject) 

With regard to parietal area, there is obvious difference for right-handed and 
left-handed. Fig. 7 shows the pairs of KE data in parietal area for all right-handed 
subjects. It can be seen from Fig. 7 that the KEs in left channel (P3) are obviously 
greater than that in right (P4) in parietal area. This means that all right-handed subjects 
presented significant right parietal lateralization for the total frequency spectrum 

( d =1.5119, Sd=2.4163, n=18, t=2.6547, 0.01<p<0.02). In parietal area, the 
left-handed subject is contrary to the right-handed. Fig. 8 shows the pairs of KE data of 
the left-handed in parietal area during task 3. It can be seen from Fig. 8 that the KEs in 
left channel (P3) are obviously smaller than that in right (P4) and this indicates that the 
left-handed presented significant left parietal lateralization for the total frequency 

spectrum ( d =2.327, Sd=1.6969, n=6, t=3.359, 0.02<p<0.05). 
During task 3, the phenomena of lateralization exist in three different brain areas 

synchronously. But the right central lateralization is the most obvious and significant. 
This can be seen from Fig. 5 to Fig. 8. 

From Fig. 5 to Fig. 8, it can also be found that sometime the dominant hemisphere 
changes from one lateral to the contralateral. 

5   Conclusions 

Cortical lateralization analysis by Kolmogorov entropy of EEG is based on brain neural 
activity and nonlinear dynamics theory. From analysis above, the following results can 
be educed: 

1) The lateralization determined by Kolmogorov entropy of EEG proposed in this 
paper is consistent with previous known studies [14,15, 8]. But this method is more 
sensitive to cortical lateralization. This method can identify the differences of 
cortical lateralization between different brain function areas. 
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2) The dominant hemisphere is not always the same one for some particular task 
3) The cortical lateralization may involve in several different brain areas 

synchronously and for different brain areas the lateralizations of the same mental 
task may be not on the same side. 

4) To analyze and localize cortical lateralization, mean Kolmogorov entropy based 
on spontaneous EEG is a good method. 

6   Discussion 

A new method to analyze and localize cortical lateralization of mental activity has been 
described, based on the statistical comparison of left and right mean Kolmogorov 
entropy of EEG. With the new method, investigations explore some interested and 
meaningful phenomena. 

First, the dominant hemisphere is not always the same one for some particular 
mental task. For the mean KE pairs of bilateral homologous EEG recordings, the 
dominant hemisphere is not always smaller than that of the non-dominant. Sometime 
the mean KE of the dominant hemisphere is larger than that of the non-dominant. All 
subjects in this study presented this characteristic. This indicates that the dominant 
hemisphere is not always the one that actuall controls performance on a particular 
task.  

Second, the lateralization for some particular mental task may involve in several 
brain areas synchronously. On the task of geometric figure rotation all subjects 
presented significant right central lateralization, right occipital lateralization and 
parietal lateralization synchronously. But the degree of lateralization is different. 
Adock J. E. had found the phenomena in patients with temporal lobe epilepsy [6]. It is 
possible to explore the dominant lateralization of different brain area on a particular 
mental task with this method proposed in present study.   

Third, for different brain areas the lateralizations of the same mental task may not be 
on the same side. Cortical lateralization has been used in scientific reports and in daily 
life. Whether the cortical areas involved in a particular mental task present the same 
side laterlization, which has not been investigated yet. Moreover, it is not known that 
how many brain areas involve in a particular mental task. In present study, the 
left-handed subject may present right central lateralization, right occipital lateralization 
and left parietal lateralization synchronously on the task of geometric figure rotation. 
So we think that the view of ‘the lateralization in some brain area’ is more exact than 
that of ‘the cortical lateralization’. 

The method to analyze and localize cortical lateralization of mental activity based on 
Kolmogorov entropy and spontaneous EEG may provide new, promising, noninvasive 
test for lateralization in clinic 
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Abstract. In this paper, we propose a novel heuristic algorithm for con-
structing a minimum cost multicast tree. Our work is based on a directed
asymmetric network and shows an improvement in terms of network cost
for general random topologies close to real networks. It is compared to
the most effective scheme proposed earlier by Takahashi and Matsuyama
(TM) [18]. We have experimented comprehensive computer simulations
and the performance enhancement is up to about 4.7% over TM. The
time complexity of ours is O(kn2) for an n-node network with k members
in the multicast group which is comparable to those of previous works
[12,18].

1 Introduction

The advances in high-speed Internet technology coupled with the advent of high-
speed desktop computing, data processing, and data storage technology have
resulted in the rapid development of large-scale computing and communication
systems to support multimedia applications. These applications usually require
large bandwidth, stringent delay and delay-jitter, and multireceiver connections.
And there is an urgent need to design and implement efficient routing algorithms
with quality-of-service (QoS) support.

Multicasting refers to the data transmission from a node (called a source)
to a group of selected nodes (called members or destinations) in communica-
tion networks. Multicast routing uses trees, called multicast routing trees, over
the network topology for transmission to minimize resource usage such as cost
and bandwidth by sharing links. Data generated by the source flow through the
multicast tree, traversing each tree edge exactly once. As a result, multicast-
ing is more resource-efficient and is well-suited to applications such as video
distributions.
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The multicast routing problem is well-studied in the area of computer net-
works and graph theory. Depending on the performance criterion including cost,
delay, and bandwidth etc., the problem could be of varying levels of complexity
[19]. The Steiner tree studied extensively earlier is very useful in representing a
solutions to such problems, and deals with the cost minimization for a multi-
cast routing tree [8,21]. It has a natural analog of the general multicast tree in
computer networks [9,11,20].

The Steiner tree problem is known as NP-complete [7,8,10,21], and has a vast
literature on its own [1,2,6,8,12,18,14,21]. Two most popular polynomial-time al-
gorithms called KMB and TM are proposed in [12] and [18], respectively. Also, an
interesting polynomial-time algorithm for a fixed parameter has been proposed in
[14], wherein an overview of several other approximation algorithms are also pro-
vided; distributed algorithms based on Steiner heuristics are provided in [1].

In this paper, we propose a new heuristic algorithm for the Steiner tree prob-
lem. It is based on the efficient selection of intermediate nodes with potentially
low cost on each phase which eventually affects overall multicast tree cost. Ex-
tensive simulations are carried out to compare the performance of our proposed
algorithm with TM. The empirical evaluation has shown that the new algorithm
generates more efficient multicast tree than that of TM in terms of tree cost. Also
the time complexity of our algorithm is analyzed. The rest of this paper is orga-
nized as follows. In Section 2, we state the network model for the multicasting,
and Section 3 presents details of the proposed algorithm. Then in Section 4, we
evaluate our proposition by the simulation model. Finally, Section 5 concludes
this paper.

2 Preliminaries

2.1 Network Model for Multicasting

A network is modeled as a directed asymmetric simple graph G = (V, E) with
a node set V and an edge set E. Each edge (i, j) ∈ E has a link cost cij > 0.
We shall denote a path in G by a sequence of nodes, u1,u2, ...,up, such that for
all k, 1 ≤ k < p, (uk,uk+1) ∈ E. We shall say that the path is from u1 to up

and its path cost is
p−1∑
k=1

cukuk+1 . A minimum cost path from u1 to up is a path

from u1 to up whose cost is minimal among all the possible paths from u1 to up.
P (u1,up) denotes the minimum cost path from u1 to up and C(u1,up) denotes
the path cost of P (u1,up). Let P ∗(W, n) denote a path whose cost is minimum
among all minimum cost paths from each node in W to a node n where W ⊆ V
and n /∈ W . Denote by C∗(W, n) the path cost of P ∗(W, n).

A tree T = (V T, ET ) of G is a connected subgraph of G such that the re-
moval of any edge in ET will make it disconnected. And the tree cost CT (T )
is

∑
(i,j)∈ET

cij . Given a network topology G = (V, E), let D ⊂ V be a set of
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destination nodes, and s ∈ V \D be the source node. The minimum cost multicast
routing problem is that of finding a directed routing tree T (V T, ET ) which spans
the source node s and destination nodes in D, satisfying the requirement to
minimize CT (T ).

2.2 Related Works

The Steiner tree is very effective on solving multicast routing problems. It is
employed mostly when there is just one active multicast group and the minimum
cost tree is wanted. Here, we discuss the most efficient heuristic for the Steiner
tree problem. This is compared to our proposed algorithm in Section 4.

The TM [18] which has a resulting tree cost practically within 5% to that
of the optimal one [5,14,17] is a shortest path based algorithm and is further
studied and generalized in [14]. It generates a multicast tree as follows:

Step 1. Start with subgraph T1 = (V1, E1) consisting a single source node s,
say v1, that is, set V1 = {v1} and E1 = ∅.

Step 2. For each i = 2, 3, ..., |D| do
Find a node in D \ Vi−1, say vi, such that

C∗(Vi−1, vi) = min{C∗(Vi−1, vj) | vj ∈ D \ Vi−1}
Construct tree Ti = (Vi, Ei) by adding P ∗(Vi−1, vi) to Ti−1,

i.e. Vi = Vi−1 ∪ {nodes in P ∗(Vi−1, vi)} and
Ei = Ei−1 ∪ {edges in P ∗(Vi−1, vi)}.

Since P ∗(Vi−1, vi) can be computed in time complexity O(|V |2) by Dijk-
stra’s algorithm [4], TM requires at most O(|D||V |2). And it is proved that the
algorithm constructs a tree whose cost is within twice that of optimal one [18].

3 The Proposed Algorithm

3.1 Overview

The new proposed algorithm assumes that the source node has complete infor-
mation for all network links to construct a multicast tree. This requirement can
be supported by any one of many topology-broadcast algorithms, which can be
based on flooding (as is the case in OSPF and IS-IS) or other techniques [3].
The proposed algorithm consists of following major steps.

Input. Network topology G= (V, E), source node s, set of destination nodes D.
Output. Minimum cost multicast tree T= (V T, ET ) spanning s and all nodes

in D.
Step 1. Find all minimum cost paths from each node in V to each node in D.
Step 2. Start from initial tree T = (V T, ET ), where V T = {s} and ET = ∅.
Step 3. Find an intermediate-node v ∈ V \ V T and if found, connect v to T

through P ∗(V T, v).
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Step 4. If v /∈ D or not found v at Step 3, then find dmin ∈ D \ V T ,
such that C∗(V T, dmin) = min{C∗(V T, d) | d ∈ D \ V T }.
And connect dmin to T through P ∗(V T, dmin).

Step 5. Repeat Steps 3 and 4 until V T contains all nodes in D.
Step 6. Prune the leaves which are not the member of D.

Since the Dijkstra’s algorithm [4] can find the minimum cost paths from one
node to all nodes in G at most O(|V |2) time, we can apply the algorithm to
find the minimum cost paths from all nodes in V to one node in D. And we
can execute Step 1 at most O(|D||V |2) time. Step 1 is for the preparation and
Step 2 is for the initialization on Steps 3, 4 and 5. One of our contributions here
except the performance improvement is to employ the intermediate-node. The
intermediate-node is a node in V \V T which will be included to the current tree
to have cost-effective extension to the remaining destination nodes. Before we
can describe the proposed algorithm in detail, we need to define new concepts.
They are used to select the intermediate-node at each loop where the minimum
cost multicast tree spans a destination node.

Definition 1. Potential Cost(PC): The potential cost of node i ∈ V \ V T is
the sum of costs of each minimum cost path from i to each d ∈ D \V T .

1) PC(i) =
∑

d∈D\V T

C(i, d) , for each i ∈ V \ V T

And the potential cost of a tree T = (V T, ET ) is the sum of costs of
each minimum cost path from a node in V T to each d ∈ D \ V T .

2) PCT =
∑

d∈D\V T

C∗(V T, d)

Definition 2. Spanning Cost(SC): The spanning cost of node i ∈ V \ V T is
the sum of cost of the minimum cost path from a node in V T to i and
the potential cost of i.

SC(i) = C∗(V T, i) + PC(i) , for each i ∈ V \ V T
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Fig. 1. Venn diagram-like representation. (a)Sets V , V T , and D \ V T at the status on
generating minimum cost multicast tree. (b)The potential cost of i ∈ V \V T , PC(i) is
the sum of C(i, d0), C(i, d1), and so on. (c)The potential cost of T = (V T, ET ), PCT

is the sum of C∗(V T, d0), C∗(V T, d1), and so on. (d)The spanning cost of i ∈ V \ V T ,
SC(i) is the sum of PC(i) and C∗(V T, i).
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The potential cost of T = (V T, ET ), PCT means the possible maximum
cost that is needed for the current tree T to connect the remaining destination
nodes through the minimum cost paths. Similarly, the potential cost of node
i ∈ V \V T , PC(i) means the possible maximum cost that is needed for the node
i to connect the remaining destination nodes through the minimum cost paths.
So, the spanning cost of i ∈ V \ V T , SC(i) means the possible maximum cost
needed for the algorithm to span the remaining destination nodes in D \ V T , if
the connection is via the node i. If SC(i) is smaller than PCT , we can assume
that the node i may be useful to minimize the overall multicast tree cost. In
addition to the spanning cost concept, we have another measure to select an
intermediate-node.
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Fig. 2. Venn diagram-like representation. (a)The role of χ(i). (b)The situation af-
ter Step 3 for describing why pruning is required. Node v is the currently selected
intermediate-node and node α is a node in P ∗(V T, v).

Let us suppose the condition (see Fig. 2 (a)) that SC(i0) is smaller than PCT but
C(i0, d0) is larger than C∗(V T, d0), where i0 ∈ V \V T and d0 ∈ D\V T . Then, i0
is useless for now, the current spanning state which is to connect one destination
node to T, because it can be the waste of cost to connect i0 as intermediate-node.
We denote this as characteristic function χ(i) in the following definition. Finally,
we present the definition of the intermediate-node v.

Definition 3. Intermediate-node v: The intermediate-node v is a node in
V \ V T , such that SC(v) < PCT and

f(v) = min{f(i) = SC(i)× χ(i) | i ∈ V \ V T }
where,

χ(i) =
{

1 , if C(i, d) < C∗(V T, d) ∀d ∈ D \ V T
∞ , otherwise

If there are several i s with minimum f(i) value, select the one
with minimum C∗(V T, i).

The pruning at the last step of the proposed algorithm is needed. We describe
why the pruning is required to complete the algorithm through the Fig. 2 (b).
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There are potential costs of T , α, and v with the corresponding costs of minimum
cost paths to destination nodes d1, d2 and d3. PC(v) and PC(α) are 12. And
it is certain that SC(α) is smaller than SC(v), since C∗(V T,α) is smaller than
C∗(V T, v) as shown in Fig. 2 (b). But the node α cannot be the intermediate-
node, because C(α, d3) is larger than C∗(V T, d3) and the characteristic function
χ(α) is set to∞. So the v is connected to T as an intermediate-node through the
P ∗(V T, v). By the way, α happens to be the node in P ∗(V T, v), and consequently
it is connected to T with v. Now the algorithm finds the dmin among d1, d2 and
d3. Maybe d1 is to be the dmin and connected to T through the P (α, d1) instead
of P (v, d1). If the next loops of the algorithm to connect the d2 and d3 would
not use the v as the connection point for spanning the tree any more, then the
v remains as a leaf which is both needless for construction of multicast tree
and waste of cost. Therefore the algorithm prunes the leaves which are not the
member of multicast group at the last step of the tree construction.

3.2 Pseudo-code and Time-Complexity

In this subsection, we present the pseudo code of the new proposed algorithm,
and analyze its worst case execution time by asymptotic upper bound, big-oh
notation.

Heuristic for constructing the minimum cost multicast tree
Input: Network topology G= (V, E), source node s, set of destination nodes D
Output: Minimum cost multicast tree T = (V T, ET )
1. Calculate C(g,h) for each g ∈ V , h ∈ D.
2. Initiate the tree T = (V T, ET ), where V T = {s} and ET = ∅.
3. LOOP until D ⊂ V T
4. Calculate PCT =

∑
d∈D\V T

C∗(V T, d).

5. Calculate PC(i) =
∑

d∈D\V T

C(i, d), for each i ∈ V \ V T .

6. Calculate C∗(V T, i), for each i ∈ V \ V T .
7. Calculate SC(i) = C∗(V T, i) + PC(i), for each i ∈ V \ V T .
8. Find an intermediate-node v ∈ V \ V T such that SC(v) < PCT and

f(v) = min{f(i) = SC(i)× χ(i) | i ∈ V \ V T }
χ(i) =

{
1 , if C(i, d) < C∗(V T, d) ∀d ∈ D \ V T
∞ , otherwise

If there are several i s with minimum f(i) value, select the one
with minimum C∗(V T, i).

9. If found v then,
10. Add P ∗(V T, v) to T .

i.e., V T = V T ∪ { nodes in P ∗(V T, v)},
ET = ET ∪ { edges in P ∗(V T, v)}.

11. Calculate C∗(V T, i), for each i ∈ V \V T . //Because V T was changed.
12. If v /∈ D or not found v then,
13. Find a node dmin such that

C∗(V T, dmin) = min{C∗(V T, d) | d ∈ D \ V T }.
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14. Add P ∗(V T, dmin) to T .
i.e., V T = V T ∪ { nodes in P ∗(V T, dmin)},

ET = ET ∪ { edges in P ∗(V T, dmin)}.
15. Prune T (V T, ET ), if necessary, so that all leaves in T are the nodes in D.

The time-complexity of the proposed algorithm is evaluated as follows. Step
1 is executed in O(|D||V |2) time based on Dijkstra’s algorithm. Step 2 can
be completed in O(|V |2) time if the data structure for T = (V T, ET ) is the
adjacency matrix. The loop from Step 3 to 14 is repeated |D| times, since one
destination node is connected to T by one loop. Steps 4 and 5 are executed in
O(|D||V |) time using the result from Step 1. Each of Steps 6 and 11 is executed
in O(|V |2) time using Dijkstra’s algorithm. Step 7 is completed in O(|V |) time
using the result from Steps 5 and 6. Since the time-complexity for computing χ
of one node in V \ V T is O(|D|) using the result from Step 1 and SC is already
calculated at Step 7, the time complexity of Step 8 is O(|D||V |). Each of Steps
10 and 14 can be executed in O(|V |) time, since the maximum hop of a minimum
cost path is |V |−1. Step 13 is executed in O(|D|) time using the result from Step
11 or 6. Step 15 could be done in O(|V |2) time. Hence the total time-complexity
of our entire algorithm is O(|D||V |2) based on the dominating Steps 6 and 11 in
the loop. We know that Step 1 also was the same complexity.

3.3 Case Study

In this subsection, we illustrate the operational mechanism of the proposed algo-
rithm. Fig. 3 (a) shows a sample network topology with link cost specified on the
middle of each link, source node 1 and set of destination nodes {2, 6, 8, 9}. The
link cost is symmetric only for the simplicity. Fig. 3 (b) represents the minimum
cost multicast tree TTM generated by TM algorithm, whose tree cost is 13. TM
has spanned each destination node one by one using P (1, 2), P (1, 6), P (6, 9) and
P (9, 8), respectively.

Fig. 3. (c), (d), (e) and (f) describe the way that the proposed algorithm
spans each destination node using the Table 1, 2, 3, 4 and 5. First of all, the
proposed algorithm calculates C(g,h) for each g ∈ V , h ∈ D, as you see the
result in Table 1. There are several information which are needed to select the
intermediate-node at the first loop of the algorithm in Table 2. The algorithm
selects the node 0 as an intermediate-node whose f is both minimal(f(0) = 17)
and less than PCT = 24. Then it connects to T through P (1, 0). dmin is node 2
and connects to T through P (0, 2). At this step current tree is illustrated in Fig. 3
(c). Each of Table 3, 4 and 5 is matched with Fig. 3 (d), (e) and (f), respectively.
There are nodes 4, 7 and 9 with the same value of f in Table 3. In this case,
our algorithm selects the node with minimum C∗(V T, i), so node 4 is selected as
an intermediate-node at the second loop of the algorithm as illustrated in Fig.
3 (d). The intermediate-node 7 of the third loop of the algorithm follows the
same manner (Table 4 and Fig. 3 (e)). Since T = (V T, ET ) in Fig. 3 (f) has no
leaf which is not the destination node, the pruning is not executed. So it is the
minimum cost multicast tree Tnew generated by the proposed algorithm.
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Fig. 3. (a)Sample network topology. (b)TTM , CT (TTM ) = 13. (c)T = (V T, ET ) after
the first loop. The intermediate-node is 0 and dmin is 2. (d)T after the second loop. The
intermediated-node is 4 and dmin is 6. (e)T after the third loop. The intermediate-node
is 7 and dmin is 9. (f)T after the final loop. The intermediate-node is not found and
dmin is 8. This is the Tnew and CT (Tnew) = 12.

4 Performance Evaluation

In order to evaluate the performance of the proposed algorithm,we compare it with
the TM algorithm in terms of the tree cost. To generate random topologies, we use
an algorithm in [15,16] which generates the random connected graph. First, the
algorithm generates a random spanning tree to guarantee a connected graph with
|V | nodes. Then, it calculates the adjusted edge probability P a

e for the given edge
probability Pe for each node pair and determines additional edges based on P a

e .
The routines needed for the simulation including the TM and proposed algo-

rithm are implemented in C++. The following is the simulation routine for the
performance evaluation.
for Pe = 0.3, 0.4, 0.5, 0.6, 0.7, 0.8

for |V | = 100, 200, 300, 400
do generate random graph 40 times

for |D| = 5%, 10%, 15%, · · · , 90%, 95% of |V |
do generate a source node, and destination nodes 40 times, randomly

run TM algorithm and get CT (TTM)
run new proposed algorithm and get CT (Tnew)
compare CT (TTM ) and CT (Tnew)
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Table 1. C(g, h) and P (g, h) for each g ∈ V , h ∈ D

g ∈ V P (g, 2) C(g, 2) P (g, 6) C(g, 6) P (g, 8) C(g, 8) P (g, 9) C(g, 9).

0 0,2 2 0,4,6 3 0,4,7,8 5 0,4,7,9 4

1 1,2 4 1,6 5 1,0,4,7,8 8 1,0,4,7,9 7

2 2 0 2,0,4,6 5 2,3,8 5 2,0,4,7,9 6

3 3,2 3 3,7,4,6 4 3,8 2 3,7,9 3

4 4,0,2 4 4,6 1 4,7,8 3 4,7,9 2

5 5,0,2 4 5,6 2 5,6,4,7,8 6 5,6,9 4

6 6,4,0,2 5 6 0 6,4,7,8 4 6,9 2

7 7,4,0,2 5 7,4,6 2 7,8 2 7,9 1

8 8,3,2 5 8,7,4,6 4 8 0 8,9 2

9 9,7,4,0,2 6 9,6 2 9,8 2 9 0

Table 2. P ∗(V T, i), C∗(V T, i), PC(i), SC(i) and f(i) at the first loop of the algorithm
with V T = {1} and ET = ∅, PCT = 24

i ∈ V \ V T 0 2 3 4 5 6 7 8 9

P ∗(V T, i) 1,0 1,2 1,0,3 1,0,4 1,0,5 1,6 1,0,4,7 1,0,4,7,8 1,0,4,7,9

C∗(V T, i) 3 4 7 5 5 5 6 8 7

PC(i) 14 16 12 10 16 11 10 11 10

SC(i) 17 20 19 15 21 16 16 19 17

f(i) 17 ∞ 19 ∞ ∞ ∞ ∞ ∞ ∞

Table 3. P ∗(V T, i), C∗(V T, i), PC(i), SC(i) and f(i) at the second loop of the algo-
rithm with V T = {0, 1, 2}, PCT = 12

i ∈ V \ V T 3 4 5 6 7 8 9

P ∗(V T, i) 2,3 0,4 0,5 0,4,6 0,4,7 0,4,7,8 0,4,7,9

C∗(V T, i) 3 2 2 3 3 5 4

PC(i) 9 6 12 6 5 6 4

SC(i) 12 8 14 9 8 11 8

f(i) ∞ 8 ∞ 9 8 ∞ 8

Table 4. P ∗(V T, i), C∗(V T, i), PC(i),
SC(i) and f(i) at the third loop of
the algorithm with V T = {0, 1, 2, 4, 6},
PCT = 5

i ∈ V \ V T 3 5 7 8 9

P ∗(V T, i) 4,7,3 0,5 4,7 4,7,8 4,7,9

C∗(V T, i) 3 2 1 3 2

PC(i) 5 10 3 2 2

SC(i) 8 12 4 5 4

f(i) ∞ ∞ 4 5 4

Table 5. P ∗(V T, i), C∗(V T, i),
PC(i), SC(i) and f(i) at the fi-
nal loop of the algorithm with
V T = {0, 1, 2, 4, 6, 7, 9}, PCT = 2

i ∈ V \ V T 3 5 8

P ∗(V T, i) 7,3 0,5 7,8

C∗(V T, i) 2 2 2

PC(i) 2 2 0

SC(i) 4 4 2

f(i) ∞ ∞ ∞
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Fig. 4. The simulation results for different number of nodes for network topologies,
different number for destination nodes and different edge probability

For the performance comparison, we define the δ as follows:

δ = avg

(
CT (TTM )− CT (Tnew)

CT (TTM)
× 100

)
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The plotting in Fig. 4 is the simulation results. As it shows, when the edge
probability Pe and the number of nodes in the network become larger, the pro-
posed algorithm performs better. If |D| converges to |V |, the TM algorithm
works like Prim’s algorithm [13]. δ converges to zero, as |D| increases to 95%
of |V |. So we can say that the proposed algorithm also performs like Prim’s
algorithm, when |D| converges to |V |.

5 Conclusion

We considered the transmission of a message from a source to a set of des-
tinations with minimum cost over random network topologies. The proposed
heuristic algorithm is based on greedy approach to choose the intermediate-
node. We presented simulation results to illustrate the relative performance of
the proposed algorithm. One interesting and significant result from simulation is
that if the global information is known at the source and the size of a multicast
group is appropriate, the proposed algorithm outperforms TM which is the most
straightforward and efficient minimum cost multicasting method known so far.
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Abstract. Mobile ad hoc networks comprise a collection of wireless nodes that 
dynamically create a network among themselves without using any pre-existing 
infrastructure. Clustering of mobile nodes among separate domains has been 
proposed as an efficient approach to answer the organization, scalability and 
routing problems of mobile ad hoc networks. In this work, we propose an effi-
cient distributed clustering algorithm that uses both location and energy metrics 
for stable cluster formation. Unlike existing active clustering methods, out algo-
rithm relieves the network from the unnecessary burden of control messages 
broadcasting. This is achieved through adapting broadcast period according to 
mobile nodes mobility pattern. For relative static network topologies, broadcast 
period is lengthened. In contrast, broadcast period is shortened to meet the re-
quirements of highly dynamic networks for consistent cluster configurations. 

1   Introduction 

The field of wireless networking emerges from the integration of personal computing, 
cellular technology, and the Internet. This is due to the increasing interactions be-
tween communication and computing, which is changing information access from 
“anytime anywhere” into “all the time, everywhere”. At present, a large variety of 
networks exists, ranging from the well-known infrastructure of cellular networks to 
infrastructureless mobile wireless ad-hoc networks (MANETs). 

Unlike fixed wireless networks, MANETs are characterized by the lack of infra-
structure offering fixed communication backbone to network users. Mobile Hosts 
(MHs) are free to move and organize themselves in an arbitrary fashion, while com-
munication between peers is performed through multiple, multi-hop links. In the ab-
sence of a wired infrastructure, MHs are required to relay messages to other devices 
apart from solely transmitting and receiving packets [5]. 

Routing in ad hoc networks faces extreme challenges from node mobil-
ity/dynamics, potentially very large numbers of nodes, and limited communication 
resources (e.g. bandwidth and energy). The routing protocols for ad hoc wireless 
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networks need to adapt quickly to frequent and unpredictable topology changes and 
must be parsimonious of communications and processing resources [2]. 

Several application fields have been identified for MANETs, including collabora-
tive computing in convention centers, conferences, and electronic classrooms, on-the-
fly message and file exchanges, crisis management services applications (e.g. disaster 
recovery); they are also expected to play an important role in the military and law 
enforcement. 

Among the many challenges for ad hoc network designers and users, scalability is 
a critical issue. In particular, for topologies including large numbers of nodes, control 
overhead, such as routing packets, requires a large percentage of the limited wireless 
bandwidth. This problem becomes more emphatic due to the mobility feature of to-
pology nodes and frequent wireless link failures. One promising approach to address 
the scalability issue is to build hierarchies among the nodes, such that the network 
topology can be abstracted. This process is commonly referred to as clustering and 
the substructures that are collapsed in higher levels are called clusters [1]. 

The concept of clustering in MANETs is not new, and there have been many algo-
rithms that consider different metrics and focus on diverse objectives. However, exist-
ing algorithms fail to guarantee stable cluster formations. More importantly, they are 
all based on periodic broadcasting of control messages resulting in increased con-
sumption of network traffic and MH energy. In this article, we describe a distributed 
algorithm for efficient and scalable clustering of MANETs that corrects the two 
aforementioned weaknesses. 

The remainder of the paper is organized as follows: Section 2 provides an over-
view of clustering concepts and algorithms. Section 3 describes the details of our 
Adaptive Broadcast Period algorithm. Finally, Section 4 concludes the paper and 
draws directions for future work. 

2   Clustering 

In clustering procedure, a representative of each subdomain (cluster) is ‘elected’ as a 
cluster head (CH) and a node that belongs to more than two clusters at the same time 
is called a gateway. Remaining members are called ordinary nodes. A cluster is de-
fined by the transmission area of its CH. With an underlying cluster structure, non-
ordinary nodes can be the dominant forwarding nodes, as shown in Fig 1. 

CHs hold routing and topology information, relaxing ordinary MHs from such re-
quirement, however they represent network bottleneck points. In clusters without 
CHs, every MH has to store and exchange more topology information, yet, that elimi-
nates the bottleneck of CHs. Yi et al. identified two approaches for cluster formation, 
active clustering and passive clustering [6]. In active clustering, MHs cooperate to 
elect CHs by periodically exchanging information, regardless of data transmission. 
On the other hand, passive clustering suspends clustering algorithm until the data 
traffic commences. It exploits on-going traffic to propagate “cluster-related informa-
tion” (e.g., the state of a node in a cluster, the IP address of the node) and collects 
neighbor information through promiscuous packet receptions. 
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Fig. 1. Cluster heads, gateways and ordinary nodes in mobile ad hoc network clustering; dem-
onstration of message forwarding through cluster heads and gateways 

Passive clustering eliminates major control overhead of active clustering, still, it 
implies larger setup latency which might be important for time critical applications; 
this latency is experienced whenever data traffic exchange commences. On the other 
hand, in active clustering scheme, the MANET is flooded by control messages, even 
while data traffic is not exchanged thereby consuming valuable bandwidth and battery 
power resources. 

A good clustering method should be able to partition a MANET quickly with little 
control overhead. Due to the dynamic nature of MANETs, optimal cluster formations 
are not easy to build. To this end, two distributed clustering algorithms have been 
proposed: Lowest ID algorithm (LID) and Highest Degree algorithm (HD) [6]. Both 
of them belong to active clustering scheme. 

In LID algorithm, each node is assigned a distinct ID. Periodically, nodes broad-
cast the list of nodes located within their transmission range (including themselves) 
through a “Hello” control message. The lowest-ID node in a neighborhood is then 
elected as the CH; nodes which can ‘hear’ two or more CHs become gateways, while 
remaining MHs are considered as ordinary nodes. In HD algorithm, the highest de-
gree node in a neighborhood, i.e. the node with the largest number of neighbors is 
elected as CH. Fig. 2 compares LID vs. HD algorithm approaches. 

LID method is a quick clustering method, as it only takes two “Hello” message pe-
riods to decide upon cluster structure and also provides a more stable cluster forma-
tion than HD. In contrast, HD needs three “Hello” message periods to establish a 
clustered architecture [3]. In HD method, losing contact of a single node (due to MH 
movement), may cause failure of the current CH to be re-elected. However, HD 
method can get fewer clusters than LID, which is more advantageous in large-scale 
network environments. 

In current clustering schemes, stability and cluster size are very important parame-
ters; however, reducing the number of clusters does not necessarily result in more 
efficient architectures. A CH may end up dominating so many MHs that its computa-
tional, bandwidth and battery resources will rapidly exhaust. Therefore, effective 
control of cluster scale is another crucial factor. 
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Fig. 2. LID vs. HD algorithms clustering 

Summarizing, both LID and HD algorithms use exclusively location information to 
form clusters and elect CHs. In a more recent approach, Li et al proposed Vote-based 
Clustering (VC) algorithm, where CH elections are based not purely on location but also 
on the power level of MHs [3]. In particular, MHs with high degree (large number of 
neighbors) and sufficient battery power are elected as CHs. However, simulations have 
shown that the combination of position and power information in clustering procedure 
results in frequent CH changes, i.e. overall cluster structure instability [3]. 

In addition, LID, HD and VC algorithms share a common design characteristic 
which derives from their active clustering origin. Cluster formation is based on the 
periodic broadcast of ‘Hello’ signaling messages. In cases where MHs are relatively 
static (e.g. in collaborative computing, on-the-fly conferencing, etc), periodic ‘storms’ 
of control messages only occur to confirm that cluster structure established in previ-
ous periods should remain unchanged. These unnecessary message broadcasts not 
only consume network bandwidth, but valuable battery power as well. 

3   Adaptive Broadcast Period (ABP) Algorithm 

Our Adaptive Broadcast Period (ABP) algorithm aspires to correct the inefficiencies 
of existing active clustering algorithms (LID, HD and VC). Emphasis is given on two 
directions: 

• A quick method for cluster formation is needed; required speed though should not 
be achieved at the expense of instable cluster configurations. To meet this objec-
tive, we modify VC algorithm so as to avoid frequent CH ‘re-elections’. 



824 D. Gavalas et al. 

• Control messages broadcast period should be dynamically adapted in order to 
avoid unnecessary message exchanges when the mobility pattern of MHs is such 
that network topology is relatively static. 

The methodology chosen to achieve the three aforementioned objectives is detailed 
in the following sections. 

3.1   Cluster Formation 

Cluster formation strategy extends the ideas implemented in VC algorithm. Unlike 
LID and HD protocols, both position and battery power metrics are considered in CH 
election. 

However, emphasis has been given to prevent frequent CH changes and prolong 
the average lifetime of CH and cluster membership, therefore, meeting the require-
ment for steadier cluster formations. 

We assume that each MH has a unique identifier (MH_ID), which is a positive in-
teger. MHs also hold information about the identity of their assigned CH (CH_ID). 
CHs are easily identified by their identical MH_ID and CH_ID values. 

Control information is communicated through ‘Hello’ messages, transmitted on the 
common wireless channel. Every MH acquires topology information from incoming 
‘Hello’ messages. Another attribute of MHs is their battery power level (percentage of 
remaining over full battery power), which is a positive integer, 0  b  100, linearly 
decreased over time; naturally, battery energy of CHs exhausts faster than ordinary 
MHs as they serve a number of MHs, forwarding messages on their behalf. 

Clustering algorithm. Our clustering algorithm considers both location and power 
information to partition a MANET into separate clusters. In this context, we introduce 
the concept of “cluster head competence” (CHC) which represents the competence of 
a MH to undertake the role of a CH. 

The format of a typical ‘Hello’ message is shown in Fig. 3. Each ‘Hello’ message 
includes identifications of its sender (MH_ID) and sender’s assigned CH (CH_ID). 
CCH represents a weighted sum of sender’s degree (number of valid neighbors) and 
its battery power level. Finally, the BP field is used to adapt the broadcast period 
within a particular cluster (see Section 3.2). 

MH_ID CH_ID CHC BP 

8 bit 8 bit 8 bit 8 bit 

Fig. 3. ‘Hello’ packet format 

CHC values are calculated according to the following equation: 

CHC = (w1 × d + w2 × b) – p (1) 

• c1, c2: weighted coefficients of MH degree and battery availability, respectively; 
• d: Number of neighbors (degree of MH); 
• b: Remaining battery lifetime (percentage of remaining over full battery power); 
• p: ‘handover’ penalty coefficient (explained below). 
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The algorithm involves the following steps: 

1. Each MH sends a ‘Hello’ message randomly during a ‘Hello’ cycle. If a MH has 
just joined the MANET, it sets CH_ID value equal to a negative number. That sig-
nifies a MH is not a member of any cluster and has no knowledge of whether it is 
within transmission radius of another MH. 

2. Each MH counts how many ‘Hello’ messages it received during a ‘Hello’ period, 
and considers that number as its own degree (d). 

3. Each MH broadcasts another ‘Hello’ message, setting CHC field value equal to 
that calculated from Equation (1). 

4. Recording received ‘Hello’ messages during two ‘Hello’ cycles, each MH identi-
fies the sender with highest CHC value and thereafter considers it as its CH. 

In the next ‘Hello’ cycle, CH_ID value will be set to elected CH’s ID value. In the 
case of two or more MHs having the same lowest CHC value, the one with the lowest 
ID is ‘elected’ as CH. Following the aforementioned algorithm steps, clustering pro-
cedure is completed within two ‘Hello’ cycles. 

The penalty coefficient p of Equation (1) is introduced to ensure that the algorithm 
provides stable cluster formations (cluster instability has been identified as the main 
weakness of HD and VC algorithms [3]), i.e. i.e. clusters insensitivity to hosts mobil-
ity. Clusters instability derives from frequent CH re-elections; according to the pre-
ceding algorithm description, such re-elections occur when an ordinary MH claims 
higher CHC value compared to current CH. For instance, when: a new MH moves 
within a cluster boundary or the current CH presents slightly lower power level than 
an ordinary MH. CH re-elections typically trigger a global cluster reconfiguration 
process and massive transfers of routing data among elected CHs. 

To correct this inefficiency, we introduce a penalty coefficient p in the calculation 
of CHC value, as shown in Equation (1). The value of p is set to an integer value (p > 
0) for ordinary MHs, while p = 0 for CHs. Assigning an appropriate value to p, we 
prevent MHs with slightly higher degree or lower battery power to that of current 
CHs to take up the role of CH, thereby avoiding unnecessary handovers. 

3.2   Dynamically Adaptive Control Messages Broadcast Period 

A principal consideration of our Adaptive Broadcast Period (ABP) algorithm is to 
reduce the number of control messages circulated throughout the ad-hoc network. 
Minimization of message broadcasts would provide bandwidth savings and conserve 
computational resources and battery power on both CHs and ordinary nodes. 

Ad-hoc networks have been proposed for many applications that do not involve 
highly mobile structures, e.g. in convention centers, conferences or electronic class-
rooms. Existing active clustering algorithms involve periodic broadcast of ‘Hello’ 
messages to sense potential topological differences between two successive ‘Hello’ 
periods. In relatively static MANET topologies though, such differences seldom oc-
cur; namely, bandwidth and power resources are unnecessarily consumed. 

ABP algorithm corrects this clear inefficiency by adjusting ‘Hello’ messages 
broadcast period (BP). For highly mobile MHs, BP is shortened, i.e. message broad-
casts are frequent enough to maintain consistent and accurate topology information. 
However, when mobility rate (MR) is low, i.e., MHs position on the plane does not 
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considerably change over time relatively to their neighbors position, BP is lengthened, 
relaxing the MANET from unnecessary control message storms. 

The main issue to be addressed is to accurately measure mobility pattern of MHs. 
In order to meet this objective, MR is measured by individual MHs through contrast-
ing the topological information obtained during successive BPs; when MR increases, 
BP is shortened, otherwise it is prolonged. 

In order to measure MR, CHs need to maintain vectors representing the IDs of the 
MHs dominated by the CH; each vector instance refers to a different ‘Hello’ BP. 
Calculated MR value is actually the ‘distance’ of vectors recorded during the two 
latest ‘Hello’ cycles. The latter is an integer value indicating not only the change of 
CH’s degree but also changes in CH’s network neighborhood (potential substitutions 
of its dominated MHs by other MHs). We assume that BP duration always lies be-

tween two limits: maxmin BPBPBP ≤≤ ; at startup, BP is globally set to minBP . 

This default value changes over time reflecting different mobility patterns among 
separate clusters, according to Equation (2): 

=+
>−

=+ 0 if ),,(min 

 if ),,(max 

max

min
1

tt

ttt
t MRcBPBP

TMRkMRBPBP
BP   (2) 

where k is a normalization factor, T is a threshold value, c is a constant and MRT the 
mobility rate measured over the last BP . Modifications of BP values are announced 
by CHs to all their dominated MHs to achieve the required synchronization; this is 
done through setting appropriately the value of ‘BP’ field in ‘Hello’ message (see Fig. 
3). Ordinary MHs set ‘BP’ field value equal to 0. MHs receiving a ‘Hello’ message 
from their assigned CH (‘Hello’ message CH_ID value coincides with their assigned 
CH’s ID) adapt their BP duration accordingly. 

An inviting side-effect of ABP algorithm is that it fits well in environments with 
high ‘local’ mobility: BP may differ among separate clusters, depending on the mobil-
ity pattern of their respective MHs. That way control traffic is localized only where 
needed, leaving unaffected clusters whose members exhibit low mobility. 

4   Conclusions – Future Work 

In this paper, we introduced a novel active clustering algorithm; its contributions, 
compared to existing solutions, are summarized in the following: (a) clustering proce-
dure is completed within two ‘Hello’ cycles; (b) both location and battery power met-
rics are taken into account in clustering process; (c) derived cluster formations exhibit 
enhanced stability by preventing unnecessary CH re-elections; (d) for relatively static 
network topologies, control traffic volume is minimized; (f) fast packet forwarding 
and delivery is enabled, as clusters are pro-actively formed. The abovementioned 
contributions are achieved at the expense of slightly increased control packet sizes. 

At the time this article was written, the proposed algorithm was under evaluation 
through simulations. Apart of our proposed algorithm, LID, HD and VC have also 
been implemented for demonstration and comparison purposes. Simulation results are 
evaluated to compare these algorithms in terms of: (a) overall control packet over-
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head, (b) CH changes, (c) average lifetime of CH and cluster membership. All these 
parameters are measured as a function of MHs density and mobility pattern. 
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Abstract. Advances in the Internet and multimedia technologies have
spurred many research efforts in Internet-based multimedia access sys-
tems, which integrate wireline and wireless networks. Internet-based mul-
timedia streaming services are in need of a service creation model. In this
paper, we presented such a model and framework for delivering real-time
traffics to a wireless access network over public Internet Protocol (IP)
backbone network. We have presented a performance analysis of audio
streaming when IP tunneling network using Generic Route Encapsu-
lation (GRE) along with Internet Protocol Security (IPSec) is imple-
mented. The impacts on performance, with particular attention to Qual-
ity of Service (QoS) characteristics have been evaluated through a series
of experiments. In this paper, the effects of a compression scheme based
on compressed real-time transport protocol (CRTP) and Resource Reser-
vation protocol (RSVP) are analyzed when delivering real-time traffics
to the wireless access network through secured IP Network.

1 Introduction

With the growth of the Internet and high-speed access links, Internet users can
enjoy large amounts of web content on the Internet. At the same time, multime-
dia streaming services are becoming popular over the Internet. Wireless access
networks are becoming popular for providing IP-based multimedia streaming
services in addition to web access services. Today, with the rise of multime-
dia and network technologies, multimedia has become an indispensable feature
on the Internet. Multimedia networking applications such as Internet telephony
and other audio streaming applications have appeared on the market. Stream-
ing services, however, present a lot of challenges for network engineers. Unlike
Transmission Control Protocol (TCP) applications, streaming services require a
certain amount of bandwidth to ensure the bit-rate needed by each media stream
and the strict delay variation (i.e., jitter) needed to avoid buffer underflow at
streaming clients.
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2 Architectural Model

The architectural model for the secure wireless access network is depicted in
Fig. 1. In this model, it comprises of a service provider, IP backbone network
and wireless access networks. The Service Provider has pool of servers with
all necessary communication equipment which are capable of providing audio
streaming services. IP Backbone network is public network such as Internet
whereas wireless access networks provide access to mobile users. As the service
provider provides audio streaming services, the secure channel such as Virtual
private network (VPN) is created over public IP network.

Fig. 1. Architectural Model

3 Security Issues: IP Tunneling

Due to the interest in emerging scenarios such as wireless access networks over
public IP environments some tunneling technologies have been introduced. There
are currently four primary tunneling protocols relevant to VPNs: Layer 2 Tun-
neling Protocol (L2TP) [1] Tunnel, Layer 2 Forwarding (L2F) Tunnel [2], IP
Security (IPSec) Tunnel, and Generic Route Encapsulation (GRE) Tunnel [3].

3.1 IP Security (IPSec)

IPSec is a suite of protocols ”designed to provide interoperable, high quality,
cryptographically-based security for IPv4 and IPv6” [4]. IPSec provides security
services, such as access control, data integrity, authentication, confidentiality
(encryption), and replay protection to the IP layer as well as the layers above.

IPSec could protect one or more paths between two pairs of hosts, between a
pair of security gateways (SG) or between a host and a security gateway. The key
concept behind this idea is called a Security Association (SA). An SA is uniquely
identified by a Security Parameter Index (SPI), an IP destination address, and
a security protocol. Authentication Header (AH) [5] and Encapsulating Security
Payload (ESP) [6] are secure protocols provided by IPSec to form SAs. The first
provides connectionless integrity, data origin authentication, and an optional
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anti-replay service. The second may provide confidentiality and limited traffic
flow confidentiality, as well as all the functionality provided by the AH. Each
SA defines the algorithms for encryption, authentication, hash and key exchange
(attributes) for protecting a particular path [7].

3.2 Generic Route Encapsulation (GRE)

Generic Route Encapsulation (GRE) [8] is a tunneling protocol that encapsu-
lates traffic with new packet headers to ensure delivery to specific destinations.
The network is considered private because traffic normally enters a tunnel only
at the beginning and endpoint of the tunnel. Although limiting traffic access in
this manner may deem the network private, it does not provide message confi-
dentiality or integrity. Thus GRE tunnel allows any protocol to be tunneled in
an IP packet. This feature allows the Type of Service (ToS) bits to be copied
to the tunnel header when the router encapsulates the packets using GRE. It
allows routers between GRE-based tunnel endpoints to adhere to precedence
bits thereby improving the routing of premium service packets.

GRE can be used to encapsulate non-IP traffic in IP packets. The GRE tunnel
packet is an IP unicast packet, so the GRE packet can be encrypted using IPSec.
In this scenario, GRE does the tunneling work and IPSec does the encryption
part of supporting the VPN network.

4 Quality of Service Issues

Since Quality of service (QoS) is a set of techniques to manage network resources
to assure that delay-sensitive information travels the network in a timely manner,
for multimedia traffic, this means prioritizing real-time packets over the network
to avoid maximum delay and packet loss. When delivering real-time applications,
QoS protocols must be adopted in order to be able to meet the requirements on
transmission parameters such as transmission delay, delay variation (jitter) and
buffering delay. It is of paramount importance to audio steaming application
that QoS can be guaranteed from end-to-end.

4.1 Real-Time Transport Protocol

Realtime transport protocol (RTP) [9] is an IP-based protocol providing support
for the transport of real-time data such as video and audio streams. Thus RTP
provides end-to-end delivery services for data with real-time characteristics. The
services provided by RTP include time reconstruction, loss detection, security
and content identification. It can be used for interactive services such as Internet
telephony.

RTP itself however, does not provide all of the functionality required for the
transport of data and, therefore, applications usually run it on top of a transport
protocol such as UDP. RTP is designed to work in conjunction with the auxiliary
control protocol, Real Time Control Protocol (RTCP), to get feedback on quality
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of data transmission and information about participants in the on-going and to
provide minimal control over the delivery of the data.

4.2 Compressed Real-Time Transport Protocol

In many services and applications e.g., Voice over IP (VoIP), messaging etc,
the payload of the IP packet is almost of the same size or even smaller than
the header. Over the end-to-end connection, comprised of multiple hops, these
protocol headers are extremely important but over just one link (hop-to-hop)
these headers serve no useful purpose. It is possible to compress those headers,
thus save the bandwidth and use the expensive resources efficiently. IP header
compression [10] also provides other important benefits, such as reduction in
packet loss and improved interactive response time.

RTP header compression (CRTP) [11] was designed to reduce the header
overhead of IP/UDP/RTP datagram by compressing the three headers. The
IP/UDP/RTP headers are compressed to 2-4 bytes most of the time. CRTP was
designed for reliable point to point links with short delays. It does not perform
well over links with high rate of packet loss, packet reordering and long delays.

CRTP implementation may not be suitable for the situations, where packet
losses, reordering, and long delays are common characteristics. In those cases,
Enhanced CRTP [12] can be used, which is the modification and extension to
CRTP to increase robustness to both packet loss and misordering between the
compressor and the decompressor. Although these new mechanisms impose some
additional overhead, the overall compression is still substantial.

4.3 Resource Reservation Protocol

Resource Reservation Protocol (RSVP) [13] allows applications to dynamically
reserve network bandwidth and thereby request a specific QoS for a data flow.
RSVP provides for an end-to-end guarantee of reserved bandwidth so all devices
along the route (hosts and routers) must support RSVP. RSVP treats data flow
from receiver to sender as logically independent from the flow from sender to re-
ceiver. Accordingly, a reservation for data from sender to receiver is independent
from a reservation from receiver to sender. Since RSVP establishes a reservation
for simplex flows, reservations for traffic can be made from any or both direc-
tions. RSVP is a hop-by-hop QoS signaling protocol. This means that RSVP
messages are transmitted from one node to another through all RSVP aware
nodes along the data path.

5 Related Works

There have been many studies on impact of CRTP performance over cellular
environment using real-time traffic such IP telephony [14]. However, little has
been done on studying the network problems such as end-to-end delay, jitter and
packet loss that affect audio quality for multimedia access service in IP tunneling
implementation.
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6 Experimental Validation

In order to validate the conceived architectural model, we have simulated a
scenario that includes the real-time application services such as audio streaming
to the wireless access network over public IP network using OPNET Modeler, [15]
which a discrete event-driven simulator tool capable of modeling both wireless
and wireline network.

6.1 Scenarios

Practical applications of multimedia services for mobile users are likely to occur
in scenarios where a wireless access network is extended over public IP backbone
network (i.e. the Internet). The basic architecture for the audio streaming service
in secure wireless access network is shown in Fig. 2.

Fig. 2. Experimental Model

In Fig. 3a and Fig. 3b, the service provider and wireless access network are
depicted. The service provider consists of a farm of audio streaming servers. And
the wireless access network consists of several mobile users using wireless IEEE
802.11b devices.

For the experimental purpose, three scenarios have been designed. The first
scenario is audio streaming service to the wireless access network with IP tun-
neling only. In order to securely deliver the real-time traffics over public IP
network, GRE tunnel over IPSec is used. So only designated wireless access
network can have access to the Service Provider. The second scenario is audio
streaming service to the wireless access network with IP tunneling along with
CRTP. In OPNET Modeler, we have modified existing node models of the router
and access point with CRTP. The third scenario is audio streaming service to
the wireless access network with IP tunneling along with RSVP.

When specifying the QoS, following performance metrics are taken into ac-
count: End-to-End Delay (Latency) - The average time it takes for a packet to
travel the network from a sending to receiving device.; Delay Variation (Jitter)
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(a) (b)

Fig. 3. (a) Service Provider (b) Wireless Access Network

- The variation in end-to-end delay of sequentially transmitted packets.; Packet
Loss - The percent of transmitted packets that never reach the intended desti-
nation.; and Throughput - The amount of data transferred between two given
nodes during a given amount of time. This reflects the bandwidth of the network
and is a significant factor to QoS.

6.2 Assumptions

For real-time streaming services, we have selected audio streaming application.
In this case, we have considered audio application using G.723.1 codec scheme
since it has better jitter resistance.

In selecting the protocol for the IPSec, we have considered the ”SA Bundle”
[4]. In this case, we have considered GRE tunneling with ESP (transport) for
encryption, and AH for integrity and authentication are used to secure channel.

Hashed Message Authentication Codes (HMAC) [3,16] is a secret key au-
thentication algorithm. We have considered the use of HMAC with Secure Hash
Algorithm (SHA-1) [17] as a keyed authentication mechanism within the context
of the ESP and the AH.

Data Encryption Standard (DES) [18] is a block cipher. In Triple DES
(3DES), we apply three stages of DES with a separate key for each stage. So
the key length in 3DES is 168 bits. In this experimental model, we have chosen
3DES as the encryption algorithm.

In order to visualize the effect of packet loss and packet latency in IP Network
on the real-time traffics, we have assumed two cases: a case ”A” is defined as IP
Network with 5% packet discard ratio and average packet latency of 0.1 sec whereas
case ”B” is with 10% packet discard ratio and average packet latency of 0.5 sec.

For the third scenario, in order to envisage the impact of bandwidth on re-
sponse time between the audio application server and the end-user wireless client,
we have conducted several analyses with the various packet loss and latency in
the network. We have assumed the different packet loss in percentage such as
0%, 5% and 10% and change in latency be 0ms, 20ms and 50ms.
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6.3 Result and Analysis

In order to investigate the performance of the real-time audio streaming appli-
cations, we have measured end-to-end delay and delay variation at the mobile
end-users for three scenarios, that is, IP tunneling only, IP tunneling along with
CRTP and IP tunneling along with RSVP. It has been considered for two dif-
ferent cases, that is, case ”A” and case ”B”. Packet End-to-End delays for voice
streaming applications for case ”A” and case ”B” are shown in Fig. 4 and Fig.
5 respectively.

Fig. 4. End-to-end delay for case ”A”

It is found that with IP tunneling only, end-to-end delay is relatively high,
that is about 250 msec, which is due to the additional delays incorporated with IP
tunneling. It can be seen that the packet End-to-End delays have been reduced
to 150 msec when implementing IP tunneling along with CRTP. As per our
experiment, it is found that better result for packet end-to-end delay (100 msec)
was obtained with the network while implementing IP tunneling along with
RSVP. It is clearly noticeable that with the increase of packet discard ratio and
packet latency in IP network, the End-to-End delays also increase significantly.

Packet Delay variations, or jitter, for voice streaming applications for case
”A” and case ”B” are shown in Fig. 6 and Fig. 7 respectively. Similarly, it is found
that with IP tunneling only, delay variation is relatively high when comparing
with the cases of a network implementing the IP tunneling along with CRTP and
a network implementing the IP tunneling along with RSVP. It is evident that
with the increase of packet discard ratio and packet latency in IP network, the
delay variations also increase. As per our experiment, it is found that the delay
variation can be minimized with the network while implementing IP tunneling
along with RSVP.
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Fig. 5. End-to-end delay for case ”B”

Fig. 6. Delay variation for case ”A”

On analyzing the impact of bandwidth on response time, we have found that
with the increase in the bandwidth, the response time decreases. The impact
of bandwidth on response time for various latencies is shown in Fig. 8. As we
have considered changes in latency as 0ms, 20ms, and 50ms, the response time
increases with the increase in the latency. It is found that for the latency of
50ms, the response time is highest, ie about 245 sec from bandwidth of 250kbps
to 2Mbps.
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Fig. 7. Delay variation for case ”B”

Fig. 8. Response Time vs Bandwidth for various Latencies

The impact of bandwidth on response time for various packet losses is shown
in Fig. 9. As we have considered changes in packet drops from 0% to 10% (ie 0%,
5% and 10%), the response time increases with the increase in the packet drops.
It is found that the packet drop of 10% has highest response time, ie about 260
sec from bandwidth of 250kbps to 2Mbps.
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Fig. 9. Response Time vs Bandwidth for various packet drops

7 Conclusion and Future Work

This paper provides a framework for audio streaming application through the
public IP backbone network to the wireless access network using IP tunnel-
ing. In this paper we present the results of the experimental analysis of real-time
application such as audio streaming over secure communication links implement-
ing GRE tunneling over IPsec. Critical parameters characterizing the real-time
transmission of voice traffics over a secured IP network are presented. We present
two QoS solutions such as CRTP and RSVP for minimizing the end-to-end delay
and delay variations of the real-time traffic in IP tunneled network using IPsec.
Simulation results show that under IP tunneling over IP network both schemes
significantly reduce the QoS characteristics such as the packet end-to-end de-
lays and delay variations. Future work with this model will concentrate on more
detailed investigations for the improvement of the network performance while
implementing IP tunneling in multimedia service network.
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Abstract. In some critical applications, in sensor networks the most
important issue is to transmit sensing information to the end user (the
sink node) with reliability. Reliable information forwarding using multi-
ple paths in sensor networks (ReInForM) can achieve desired reliability
in the error-prone channel, but it needs increasing transmission over-
head as the channel error rate becomes high and the number of hops
between the source node and the sink node increases. In this paper, we
propose reliable transmission using intermediate source nodes in sensor
networks (ReTrust) to reduce packet overhead while keeping the desired
reliability. Intermediate source or sink (IS) nodes are formed between
the source node and the sink node. The IS nodes should be determined
so that the given transmission reliability is satisfied while reducing the
number of packets or multi-paths. ReTrust has been shown to provide
desired reliability and reduced overhead via simulations and analysis.

1 Introduction

A sensor network consists of sensor nodes with small size, low cost, low power
consumption, and multi-functions to sense, to process and to communicate [1].
Previous researches mainly focus on minimizing power consumption of sensor
nodes [2,3]. In general, sensing information at a source node should be trans-
mitted to a sink node. Not all the sensing information needs to be received at
the sink node at once as long as the source node transmits the data periodi-
cally. However, when a sensor node detects emergency information or generates
important data, this must be transmitted with reliability.

Depending on the environment of a sensor network, the channel error rate
may be high or fluctuate especially in a hostile terrain. And, if there are many
hops from a source node to a sink node, packets may reach the sink with low
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probability of success. Typical data dissemination protocols do not transmit
packets adaptively according to the channel error rate, e.g., intermediate nodes
along the path are not adaptively selected. This may incur significant resource
leakage to compensate for unreliable transmission.

Reliable information forwarding using multiple paths in sensor networks (Re-
InForM) is proposed to solve this problem [4]. ReInForM assumes that sensors
have very limited memory and do not employ Automatic Repeat reQuest (ARQ),
so transmitted packets are not saved once they are transmitted. It achieves re-
liable transmission by using the multi-path-multi-packet and information-aware
forwarding algorithm. It, however, has a problem that the number of required
packets and paths increases rapidly as the number of hops between a sink node
and a sensor node increases and the channel error rate becomes high.

In this paper, we propose a reliable transmission mechanism using interme-
diate sink or source nodes in sensor networks (ReTrust) to reduce the overhead
of ReInForM while maintaining the required reliability between a source node
and a sink node. The rationale is to use proper intermediate source (IS) nodes
which can lessen the original source’s or the sink’s burden to copy and broadcast
multiple packets and thus reduce the number of multi-paths than ReInForM. We
present two methods of setting IS nodes originating from the source node and
from the sink node.

The remainder of this paper is organized as follows. In Section 2, we discuss
some of the related works. In Section 3, we review ReInForM and explain our
proposed ReTrust. In Section 4, we evaluate performance of our algorithm. In
Section 5, analysis and simulation results are presented. Section 6 concludes the
paper.

2 Related Works

The concept of the differentiated services for sensor network was proposed in
[5], in which level of data packets is prioritized by degree of importance. And,
information awareness is used so that nodes forward packets to their correspond-
ing sink nodes adaptively according to the channel error rate and the required
reliability.

In conventional networks, the method of guaranteeing reliability is achieved
by using hop-by-hop or end-to-end acknowledgments (ACK). In terms of over-
head, end-to-end schemes perform poorly in comparison with hop-by-hop
schemes in multi-hop wireless networks [6]. However, in wireless sensor networks,
both of them may cause frequent retransmissions because sensor networks tend
to operate in the harsh environment with the high channel error rate [4]. And
it requires additional packet overhead and memory to store data received from
other nodes at intermediate nodes. Thus, using acknowledgements is not suitable
for sensor networks due to the limited energy and memory of sensor nodes.

The main purpose of multi-paths routing algorithms is to recover a broken
path quickly to reduce routing delay and to maintain a robust path [7], [8]. Also,
multi-paths schemes can be used to reduce energy consumption by dispersing
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packets (traffic) which were concentrated on specific nodes or paths in a sensor
network. However, it incurs extra overhead of forming multiple paths and main-
taining their states in each node. In addition, they are not adaptive to varying
local channel error rates and the required reliability of packet transmission.

In [4], ReInForM algorithm can satisfy the desired reliability for the criticality
of data by transmitting multiple copies of packets in place of received packets
to compensate for limited performance of sensor nodes and high channel error
rate. In ReInForM, the total number of packets to transmit is determined by the
required reliability between the source and the destination. It causes, however,
that the number of multi-paths and the packet overhead increase drastically as
the path length increases.

3 Proposed ReTrust

Basically, ReInForM assumes that the memory size of a sensor node is very small
and the channel error rate is high. Therefore, the intermediate nodes along the
path do not store any transmitted data packets. And, nodes do not use ACK for
a reliable data transmission due to high channel error rate. Instead, ReInForM
achieves a reliable transmission using multi-packets and multi-paths instead of
time consuming retransmission. If a node senses and collects information around
its environment, it decides whether the data is important or not. The sensed or
generated data receives higher priority in proportion to the degree of criticality
or emergency. The node then calculates the number of multi-paths according to
the required reliability and the channel error rate. And it writes the determined
information in the packet header as dynamic packet state (DPS) [9]. The multi-
paths used for data forwarding is set by periodical routing updates of the sink
node. The routing packets of the sink node are broadcast to all the nodes of a
network, so that they know the shortest paths from the sink node to themselves.
The information is then transmitted along the multi-paths. Some nodes may
transmit redundant copies of the packet due to multi-paths implemented by
TDMA [10] for collision-free transmission. Fig. 1 illustrates that a source node
located at (10, 10) transmits 10 packets to the sink node at (90, 90) through
multi-paths to achieve the reliability of 70% under the channel error rate of 30%.

We note that the overhead of setting up multi-paths and that of transmitting
multiple copies may become large to meet the reliability in ReInForM. So, we
propose to set IS nodes between the source node and the sink node in order to
reduce the number of multi-paths and transmitted packets (see Fig. 2). We call
the mechanism ReTrust. Given the reliability between the source node and the
sink node, one can determine IS nodes and find the intermediate reliabilities,
i.e, the reliability between the source node and an IS node, that between two IS
nodes, and that between an IS node and the sink node. Using such intermediate
reliability, the number of multi-paths can be decided.

In our ReTrust, it is important how to determine IS nodes in a sensor network.
We propose two mechanisms to set IS nodes from the viewpoint of the source
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Fig. 1. Illustration of ReInForM Fig. 2. Illustration of proposed ReTrust

h hop

Source node Sink node

Fig. 3. ReInForM

node and from the sink node. In the following subsection, we present two methods
to set up IS nodes in details.

3.1 Setting IS Nodes from the Sink Node

In the first proposed method, the sink node sets an IS node before data trans-
mission through multi-paths. Sensor nodes know the shortest path from the sink
node to themselves. We assume that sensor nodes periodically transmit the sens-
ing information to the sink node. This information is transmitted via the shortest
path. When the sink node receives this information, it transmits an ACK to the
source node. The ACK packet is assumed to include a parameter (required hop
count from the sink node for an IS node) to set an intermediate source. When a
node receives the ACK, it recognizes the parameter and the node can becomes
an IS node if the parameter is the same as the actual number of hops from
the sink node. The IS node then broadcasts its role to the other nodes between
the source node and the IS node. The source node receiving the IS information
computes the required number of multi-paths to the IS node according to the
desired intermediate reliability. This method is rather simple, but it requires
large overhead to broadcast the IS information if there are many independent
source nodes.
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Fig. 5. ReTrust setting up of source-based IS node

To assure less packet overhead when many source nodes want to transmit
via multi-paths, we propose another sink-based method, in which the sink node
calculates a desired hop distance to set an IS node according to the channel
error rate and reliability. This information is broadcast to all the nodes with
periodical routing updates to find the shortest paths from the sink node. If the
number of hops of a node equals to the desired hops in the packet header, the
node becomes an IS node. As soon as a node becomes an IS node, the IS node
broadcasts a denial packet to the neighbor nodes within one hop distance so
that the neighbor nodes of the IS node do not become another IS node. Then,
the IS node broadcasts information to the nodes between the source node and
the IS node to inform the shortest paths from the IS node. And the source node
having required reliability calculates the number of multi-paths and transmits
packets to the IS node along the shortest path from the source. This method
should have less overhead than the first method if many source nodes require
multi-paths for reliabilities.

3.2 Setting IS Node from the Source Node

In this method, the source node takes control over setting an IS node. If the
source node requires reliable transmission, it calculates a proper number of hops
to an IS node according to the desired reliability and the channel error rate. And
it also computes the required number of multi-paths from the source to the IS
node based on the desired intermediate reliability between the source and the IS
node. The source node records this desired hop information in the packet header
and transmits packets along the multi-paths. If a receiving node has the same
actual hop count as the hop count in the packet, it becomes an IS node. Then
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the IS node broadcasts a deny signal and the nodes receiving the deny signal
do not broadcast packets any more in order to prevent setting further IS node
in the network. The IS node then also plays a role as an intermediate source
node to the sink node. This method does not need to send the routing update
information on the shortest paths from the nodes between the source and the
IS node to the IS node because IS nodes are determined in the process of actual
data transmission. Fig. 3 ∼ 5 illustrate transmission of data in ReInForM and
two methods in ReTrust.

4 Performance Evaluation

In ReInForM, the expected number of copies of a packet (Ns) to transmit at a
node given the desired reliability (R) can be found in a probabilistic way. It is
assumed that multiple copies of each data packet flow through the nodes along
the single shortest path from a source to a sink.

Let ep be the packet error rate and h be number of hops along the shortest
path from the source node to the sink node. Then, the probability of failure to
receive a packet correctly when Ns copies of a packet are transmitted is

Pf = (1− (1− ep)h)Ns . (1)

Since the desired reliability is R, following equation must hold

1−R = Pf (2)

So, Ns can be expressed as

Ns =
log(1−R)

log(1− (1− ep)h)
. (3)

When a node with i hops from the source node receives a packet correctly, the
probability of successfully receiving the packet at the node is (1− ep)i. Thus, we
can write the total packet overhead (Os) as

Os = Ns

h−1∑
i=0

(1− ep)i =
(1− (1− ep)h) log(1−R)

ep log(1− (1− ep)h)
. (4)

So Os is the number of successfully received copies of a packet along the path.
Now, let’s assume that there exist IS nodes between the source and the sink

as in our proposed ReTrust. Let ISi be ith IS node apart from the source node
(IS0 is the source node) and RISi be the required reliability from ISi to ISi+1
and M be the total desired number of IS nodes. The total reliability from the
source node to the sink node Rtotal must satisfy

Rtotal =
M∏
i=0

RISi . (5)
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Let Ntotal be the total number of required multi-paths (or the number of
multiple copies of a packet), which is the sum of required multi-paths at each IS
node, and NISi be the number of required multi-paths at ISi node from ISi to
ISi+1. We can find NISi , which is similar to Eq. (3)

NISi =
log(1−RISi)

log(1− (1− ep)hi)
, 0 ≤ i ≤M, (6)

where, hi is the hop count between IS node ISi and IS node ISi+1. Then, Ntotal

can be derived as

Ntotal = NIS0 +
M−1∑
i=0

(
i∏

j=0

RISj

)
×NISi+1 . (7)

Similarly, total packet overhead Ototal is given

Ototal = OIS0 +
M−1∑
i=0

( i∏
j=0

RISj

)
×OISi+1 , (8)

where OISi is the packet overhead to transmit packets from ISi to ISi+1. And
OISi is obtained as

OISi =
(1 − (1− ep)hi) log(1−RISi)

ep log(1− (1− ep)hi)
, 0 ≤ i ≤M. (9)

Based on this analysis, we evaluate performance of ReInForM and ReTrust.
In ReTrust, an IS node is assumed to set at the half of the path from a source
to a sink and the total reliability of ReTrust is assumed to be the same as ReIn-
ForM. Fig. 6 and 7 show the required number of multi-paths and the overhead
for varying hop count from the source node to the sink node. It shows that
ReTrust requires less number of multi-paths and overhead than ReInForM does
as the distance from the sink node to the source node increases. Especially, our
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algorithm is shown to be more efficient than ReInForM as the channel error rate
become large.

In Fig. 8 and Fig. 9 show the required number of multi-paths and the over-
head, as the reliability from the source node to the IS node varies while keeping
the total reliability to 70%. The hop count between the source node and the sink
node is set to 8. Fig. 8 shows that the expected number of paths in ReTrust is less
than ReInFroM when the channel error rate is 40%, but it may be larger than
ReInFroM when the channel error rate is 20%. However, total packet overhead
of ReTrust is always less than ReInForM regardless of the channel error rate as
shown in Fig. 9. We also note that the packet overhead becomes the minimum
when the source node have and the IS node the same desired reliability.

The slight overhead increase in ReTrust due to setting IS nodes is inevitable,
but it is far less than the overhead of increasing number of multi-paths in Re-
InForM. Especially, if the hop distance from the source to the sink is large, the
overhead of selecting the IS node might be negligible than the increasing mul-
tiple packet transmission overhead. Since IS nodes are determined in the actual
data transmission in the second method, there is no additional overhead to the
multi-paths transmission.

5 Simulation Results

We conduct simulations to compare the ReInForM and ReTrust algorithms in
terms of the actual reliability and the packet overhead. The sensor network for
the simulation consists of 300 nodes uniformly distributed in the square area of
100 × 100 meters. The source node is located at the position of (10, 10) and the
sink node is located at the position of (90, 90). All nodes are assumed to have
transmission range of 20 m. The hop distance between the source node and the
sink node is assumed to be 7. The number of IS nodes is one (M=1) and IS node
is set at 4 hop distance from the sink node. The intermediate reliabilities, RIS0
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and RIS1 , are assumed to be equal under the given total reliability. The source
has 200 packets to send to the sink.

Fig. 10 shows the attained reliability as the channel error rate increases from
5 ∼ 50% given the desired reliability of 40 % and 70 %. At the channel error
rate of 5 ∼ 10% and the reliability of 40 %, the attained reliability is little
bit higher than the desired reliability. And, the attained reliability is somewhat
lower than the desired reliability at the channel error rate of 15% ∼ 20%. The
reason is that the reliability is affected by the number of multi-paths at the
source node. The less the number of multi-paths, the larger the impact on the
reliability is. Both ReInForM and ReTrust show that the attained reliability
matches with the desired reliability as shown in Fig. 11. Thus it is verified that
our algorithm achieves desired reliability even when IS nodes are utilized. Fig.
12 shows the total packet overhead in ReInForM and ReTrust. Under the same
reliability, ReTrust shows less packet overhead than ReInForM. The packet over-
heads of the first method and the second one in ReTrust are shown to be same. In
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Fig. 13 demonstrates that, ReTrust requires less overhead than ReInForM under
the same error rate. The simulation results exhibit that our proposed algorithm
satisfies not only desired reliability, but also less packet overhead than ReInFroM.

6 Conclusion

In this paper, we proposed the ReTrust algorithm to meet desired reliability in
sensor networks. ReTrust reduces packet overhead, i.e., the number of multi-
paths by using IS nodes, as well as meeting the desired reliability between the
source and the sink. Our proposed two ReTrust algorithms has been shown to
exhibit better performance than ReInForM via analysis and simulations, espe-
cially if the channel error rate is high and the number of hops from the source
node to the sink node become large. These results will also lead to less collision
and energy consumption.
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Abstract. Multi-constrained quality-of-service routing (QoSR) is to find a fea-
sible path that satisfies multiple constraints simultaneously, as an NPC problem, 
which is also a big challenge for ad hoc networks. In this paper, we propose a 
novel heuristic routing algorithm based on Simulated Annealing (SA_HR). This 
algorithm first uses an energy function to translate multiple QoS weights into a 
single metric and then seeks to find a feasible path by simulated annealing. The 
paper outlines simulated annealing algorithm and analyzes the problems met 
when we apply it to QoSR in ad hoc networks. Theoretical analysis and experi-
ment results demonstrate that the proposed method is an effective approximate 
algorithms showing good performance in seeking the (approximate) optimal 
configuration within a period of polynomial time. 

1   Introduction 

Ad hoc networks are dynamic multihop wireless networks that are established by a 
group of mobile nodes on a shared wireless channel by virtue of their proximity to 
each other. Ad hoc wireless networks are self-creating, self-organizing, and self-
administering. The attractive infrastructure-less nature of mobile ad hoc networks has 
gained a lot of attention in the research community. Most applications that attract 
interest for use in current wired networks (e.g., video conferencing, on-line live mov-
ies, and instant messenger with camera enabled) would attract interest for ad hoc 
networks as well. Numerous challenges must be overcome to realize the practical 
benefits of ad hoc networking. These include effective routing, medium (or channel) 
access, mobility management, power management, security, and, of principal interest 
here, quality of service (QoS) issues. Cost-effective resolution of these issues at ap-
propriate levels is essential for widespread general use of ad hoc networking. 

QoS guarantees can be attained only with appropriate resource reservation tech-
niques. The most important element among them is QoSR. The main function of 
QoSR is to find a feasible path that satisfies multiple constraints for QoS applications 
(e.g., multimedia transportation and real-time traffic). In wired networks, there are 
many QoSR methods which has been proposed [1~3]. But they can not been directly 
applied to ad hoc networks because unlike the wired network, the network topology 
may change constantly, the available state information for routing is inherently im-
precise, and the network itself is noncentralization. QoS for ad hoc networks has been 
previously explored by [3~8]. Path computation algorithms in these literatures care 
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about only a single metric, such as delay or hop-count, and most of them only deal 
with the best effort data traffic. SBR [4] fulfills both signal-to-interference (SIR) and      
bandwidth requirements from different multimedia users in ad hoc mobile networks. 
In [5], the proposed approach adopts bandwidth as a QoS metric. In CEDAR [7], the 
bandwidth is used as the only QoS parameter for routing. The proposed algorithm has 
three key components: a) the establishment and maintenance of the core of the net-
work for performing the route computations; b) propagation and use of bandwidth and 
stability information of links in the ad hoc network; and c) the QoS route computation 
algorithm. While the core provides an efficient and low-overhead infrastructure to 
perform routing and broadcasts in an ad hoc network, the increase/decrease wave-
based state propagation  mechanism ensures that the core nodes have the important 
link state they need for route computation, without incurring the high overhead of 
state maintenance for dynamic links. The QoS routing algorithm is robust and uses 
only local state for route computation at each core node. In [8], the proposed approach 
selects a network path with sufficient resources to satisfy a certain delay (or band-
width) requirement in a dynamic multihop mobile environment while working with 
imprecise state information. Multiple paths are searched in parallel to find the most 
qualified one. Fault tolerance techniques are brought in for the maintenance of the 
routing paths when the nodes move, join, or leave the network. Algorithms proposed 
there consider not only the QoS requirement, but also the cost optimality of the rout-
ing path to improve the overall network performance. There the delay and bandwidth 
are used for QoS routing but not simultaneously.   

More than one QoS constraints often make the QoSR problem NP complete [9]. 
Approximated solutions and heuristic algorithms have been successfully applied to 
solve many combinatorial optimization NPC problems. Inspired from this, we pro-
pose a novel heuristic routing algorithm based on simulated annealing (SA_HR) for 
multi-constrained routing in ad hoc networks. Different from the non-linear pro-
gramming methods, SA_HR is a heuristic method which uses explicit rules to find 
feasible routes. 

In ad hoc networks, finding a loop-free path as a legitimate route between a source-
destination pair may become impossible if the changes in network topology occur too 

frequently. Rapid topology changes militate against QoS guarantees. Let uT  and 

ucT denote the interval between two consecutive topology change events and the time 

it takes to complete the calculation and the propagation of the topology updates result-
ing from the last topology change, respectively. Only the ad hoc network that is com-

binatorially stable is considered.  Here combinatorially stable means uc uT T< . We 

call QoS in this kind of circumstance Soft QoS [8] which is better than best effort 
service rather than guaranteed hard QoS. Therefore, combinatorial stability must first 
be met before we can consider providing QoS service. There are many networks that 
satisfy this requirement. For example, consider a network made up of students in a 
class; students may join the lecture late, some may leave the classroom, but most stay 
in the stationary position. If the just computed feasible route ceases to exist during the 
corresponding topology update, the QoS guarantee becomes meaningless.  

The paper is organized as follows. Section 2 introduces the problem formulation 
and the basic principle of SA. The novel method based on SA is proposed in Section 
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3. Section 4 gives the complexity analysis and experiment results. Finally, we draw 
conclusions in Section 5.  

2   Pertinent Information 

Above all, Simulated Annealing (SA) algorithm is introduced.  
From the viewpoint of statistical mechanics, in temperature T, the probability for a 

molecule of substance which is keeping its thermal equilibrium stay in the state i  
satisfies Gibbs canonical distribution [10]: 

1
( ) exp( )i

T
T

E
P i

Z Tκ
−=                                                   (1) 

where TZ  is the system partition function which is defined as:  

exp( )i
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−=                                                      (2) 

where κ  is Boltzmann’s constant and S  is state space. By formula (1), the probabil-

ity with which the crystal stay in a microscopic state i  with energy iE  is given. 

Annealing is a very slow physical process. After a crystal is heated, when it is 
cooled slowly, the molecule of the body stays in different states with different prob-
abilities, which satisfies Gibbs canonical distribution. There are usually two necessary 
conditions to be required: 
(1) The initialization temperature is high enough so that the probabilities for a mole-

cule to stay in arbitrary microscopic states are approximately equal, that is, crys-
tal will stay in quasi-equilibrium. It is apparent that 
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that is, the probabilities are approximately equal. 
(2) When it is cooled down so that temperature becomes 0, all of the molecules will 

stay in the least energy state with the probability being one, i.e., when t tends to 0 
or the cost of the final configuration in a serial group of Markov Chain does not 
change, the global optimal solution with the least cost will be found with the 
probability of 1.   

In the basic form of SA, it first generates an initial solution as the current feasible 
solution using Metropolis algorithms [10]. Then another solution is selected in the 
neighborhood of the current solution and replaces the current solution with the new 
one with the following transition probability given by Metropolis criterion: 

                                
( ) ( )( )         exp otherwise

if ( ) ( )1( ) f i f j
t

f j f iP i j −
≤=                              (4) 
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where t R+∈  represents the control parameter. ( )f i  and ( )f j  are energy func-

tions corresponding to state i and j respectively. The same process continues itera-
tively for lots of times. Non-optimal configuration with probability 

( ) ( )
exp( )

f i f j

t

−
is used to avoid being stuck in a local optimization each time, 

although the goal is to find a global optimal configuration. Obviously, result of one 
arbitrary taste is only dependent upon the result of the previous taste, thus concepts in 
a Markov Chain corresponding to a control temperature t  can be used.  As to SA, 
one-step transition matrix in a Markov Chain is defined as follows: 
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where ( , )G i j represent the probability with which configuration j  is derived from 

i , and ( )N i S⊆  is the neighborhood set of i .  With the temperature decreasing, 

only the better deterioration configuration can be accepted. Finally, when 0t → , no 
deterioration configuration will be accepted, that is, it is guaranteed to find a global 
optimal configuration.  

3   Method Description 

Here we firstly give some assumptions as follows: 
Assumption 1 The network is homogeneous, i.e., all nodes communicate on the 

same shared wireless channel, the effective direct communication distance of every 
node is equal, etc. 

Assumption 2 A effective MAC layer protocol exist in order to resolve the media 
contention, support resource reservation and local multicast [3]. 

Assumption 3 The topology of network changes not very rapidly and satisfies the 
constraints mentioned above, that is, the network is combinatorially stable.  

A. Problem representation 
To use SA effectively in ad hoc QoSR, we should adopt some tactics as follows:  

(1). The possible configurations space are defined as follows: 

1 2( , ) { , , , , }i j rs d p p p p pΞ = ⋅⋅⋅ ⋅ ⋅⋅ = {arrangement of all the loop-free paths 

from source to destination} 
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(2). Energy function:  

   1
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where n  is the number of wireless links in a path and τ and χ  are time delay and 

transmission success rate both of which will be regarded as QoS parameters by the 
proposed algorithm SA_HR, respectively. 

(3). Here we use a tactics named “plus-minus” as disturbance mechanism. From the 
configurations space, one configuration constituted by chain of nodes is randomly 
selected. Then a possible new node joins the chain or a node is deleted from the chain, 
thus a new possible configuration will be produced.       

For example, an ad hoc network with 7 nodes and 8 links is concerned. 
 

 

Fig. 1. A given ad hoc topology  

Suppose A is source node and E destination node. All loop-free routes are ex-
pressed by the network possible spanning tree shown in Fig. 2. 

When a source wants to send data packets to a destination node, the network first 
transformed in a spanning tree rooted with the source node. The source node labels 
each of them with a series of consecutive natural number, and then constituent ele-
ments of a configuration space are all included.  

   

 

Fig. 2. Possible spanning tree 
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B. Step of QoSR in ad hoc based on SA 
Firstly, a proper initialization temperature T0 will be selected, either will the termi-

nation temperature Tt and the length of the Markov Chain Lm.    
Secondly, a function which controls the decrease of temperature should be defined.  
Thirdly, a state transference criterion should also be introduced (See formula (4)). 
Finally, termination criteria of SA should be given. 

   

Fig. 3. QoSR in ad hoc networks based on SA 
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The procedure flow graph is provided as Fig. 3. Algorithms starts from one initial-
ized configuration randomly selected. With the help of the Markov Chain series 
which are produced during the period while the control parameter T descending, we 
repeat “create new configuration—calculate the difference of the objective function—
judge whether it accept the new configuration or not—accept (or discard) the new 
configuration” cycle until a satisfactory configuration to the problem is found, or 
some other termination criteria are met. In Fig. 3., the symbols are listed as follows: 

i , j  denote the feasible paths; l  represents the number of configurations which 

have been produced in each temperature; k  is used to label the temperature; kT  and 

kL  are the temperature and the permitted length of the k th Markov Chain, respec-

tively. Rand [0,1] is a random value produced by a generator, which is uniformly 
distributed between 0 and 1. E  is used as an energy function to evaluate the selected 
states (routes). By minimizing the E  value, the τ  value is minimized and the 
χ value is maximized. This means that a packet from source to destination is trans-

mitted with a small delay and a high transmission success rate. 

4    Performance Evaluation 

A. Complexity analysis 
We now analyze the computation complexity of SA_HR. In a general way, the 

hunting coverage of the proposed algorithm here is composed of 
0

k

Lλ
λ =

configura-

tions which may spread in the neighborhood structure of 1—
0

k

Lλ
λ =

configuration(s). 

The iteration degree k and the length of the Markov Chains are given by the cooling 
schedule which will directly affect the quality of the final configurations. Controlled 

by the cooling schedule, SA_HR has computation complexity of ( ( ))mO kL t n  where 

mL  is the length of the longest Markov Chain and ( )t n  is a polynomial function of 

the problem scale.  
B. experiment results 
We have performed SA_HR in different scenarios. Ad hoc networks with different 

number nodes (routes) are considered. We initialize the delay and transmission suc-
cess rate of the valid link randomly and then E can be calculated.  

Fig. 4. shows the Convergence time (CT) versus the length of Markov Chain. Here 
we initialize the pertinent parameters as follows: let T0=10, Tt 0, respectively, and 
the control function is given as Tk+1= Tk (let =0.9). In the different scenarios where 
only the numbers of existing nodes (routes) are different, each of the Markov Chains 
has been initialized the same length for simplification. As this figure shows, with the 
number of nodes (routes) increasing, the running time increases, but not so rapidly as 
exponent time. On the other hand, given the number of nodes (routes), we can see that 
the convergence time is proportional to the length of Markov Chain which chimed in 
with our analysis mentioned above.  
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Fig. 4. Convergence time versus the length of Markov Chain 

Fig. 5. depicts the convergence time versus the initialization temperature. Corre-
sponding to each different temperature, there is a different running time, but the rela-
tionship between these two parameters are not intimate, that is, it seems that the ini-
tialization temperature does not affect the Convergence time greatly.  

Concludingly, when the scale of the network is relatively small, these needed timecan 
be tolerated in practice in order to meet the more rigorous QoS service request. The 
proposed method is an effective approximate algorithms showing good performance in 
seeking the (approximate) optimal configuration within a period of polynomial time. 

 

Fig. 5. Convergence time versus the initialization temperature (20 nodes (725 routes)) 
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5   Conclusion 

For the NP-completeness of multi-constrained QoSR Problem in networks especially 
in ad hoc networks, there is no efficient algorithm up to now. Inspired by the success-
ful application of optimization computing methods—Simulated Annealing (SA) in 
other combinational optimization problems, a novel algorithm based on SA (SA_HR) 
is proposed to fulfill multi-constraint routing in ad hoc networks. We demonstrate that 
this novel heuristic routing algorithm is a promising algorithm for QoSR in ad hoc 
networks by theoretical analysis and experiments. In addition, this proposed algorithm 

has computation complexity of ( ( ))mO kL t n , which is proportional to the iteration 

degree k, the length of the longest Markov Chain mL , and polynomial function of the 

problem scale ( )t n , respectively. 
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Abstract. In this paper we present a load balancing application for
HTTP traffic that uses dynamic weights. We introduce a load balancing
policy based on two criteria: “process time” and “network delay”. The
former describes Web servers ability to process a forthcoming request,
while the latter tries to estimate network conditions. Calculation of the
two criteria is periodically updated. A Weighted Round Robin algorithm
was implemented using the two aforementioned metrics in order to dy-
namically estimate the balancing weights.

We confirm that the combination of the two criteria increases sensi-
tivity and responsiveness of the application towards network conditions
and therefore the performance of the whole load balancing system. Bal-
ancing decisions should not be only “load” or “connection” dependent,
but also contention dependent.

1 Introduction

Web system scalability is defined as the ability to support large numbers of ac-
cesses and resources, while still providing adequate performance. Taxonomy of
scale-up techniques, differentiates in cost effective hardware and software solu-
tions. Furthermore, software scale-up is classified to operating system improve-
ments, building more efficient Web servers and implementing different scheduling
policies on requests. For example, to improve performance of the Apache Web
server, Nanda et al. [21], have proposed several reduction techniques on the num-
ber of system calls in the typical I/O path. Zeus Web server [22] uses a small
number of single-threaded I/O processes, that each one can handle many simul-
taneous connections. Queuing policies like: Shortest Remaining Processing Time
first, proposed by Bansal et al. [9], improve system performance.

In addition to the previous scalable techniques, a distributed Web system
comprised by several server nodes can also present scale-up enhancements. Dis-
tributed Web architectures are classified to: Cluster-based Web systems (or Web-
clusters), Virtual Web clusters and Distributed Web systems, as mentioned by
Colajanni et al. [15]. Our Web system implementation uses the Cluster based Web
system architecture and is comprised of the following structural parts; The rout-
ing mechanisms that redirect clients to appropriate target servers, the dispatch-
ing algorithm that selects the best suited target servers to respond to requests

P. Bozanis and E.N. Houstis (Eds.): PCI 2005, LNCS 3746, pp. 858–868, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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and the executor that supports the routing mechanisms and carries out the dis-
patching algorithm. From the basic structural parts of our system we focus on
the selection process of the dispatching algorithm. We present the estimation cri-
teria and mechanism in detail and evaluate the benefits of our algorithm towards
performance and efficiency of the balancing system. This paper structure is as
follows: In section 2 we examine several Cluster-based Web system techniques
and mechanisms. In section 3 we analyze our implementation, the dispatching
algorithm structure and weight calculation. In section 4 we present our scenario
and discuss our implementation results.

2 Cluster-Based Web Systems

A cluster-based Web system is a collection of Web server machines, joined to-
gether as a single unity. These Web server machines are interconnected through
broadband networks and oppose a single system image for the outside world. A
cluster-based Web system is advertised with a site name and a virtual IP address
(VIP). Figure 1, depicts a clustered Web system. The front end node of such a

Client

Local DNS server

DNS request and reply

Web switch

Web server 1

Web server 2

Web server 3

Web server 4Authoritative
 DNS server

Data

Back-end
servers

HTTP Request
HTTP Request

DNS
request

and
reply

Cluster-based Web system

INTERNET

Fig. 1. The architecture of a cluster-based Web system

system, called “Web switch”. The Web switch receives all in-bound packets that
clients send to the VIP address and routes them equivalently to the Web-server
nodes.

2.1 Routing Mechanisms

There are two basic categories of Web switches that differentiate on the usage of
“content-aware” (Layer-7 switch) or “content-blind” (Layer-3,4 switch) routing
mechanisms.

Content-blind routing process is instantiated upon the arrival of the first
“SYN” packet at the Web switch, indicating a new TCP connection. The rout-
ing techniques commonly used in a content-blind environment are the following:



860 A. Karakos et al.

1. Packet rewriting based on the IP Network Address Translation approach [10],
[11], 2. Packet tunneling and 3. Packet forwarding ( also referred as “MAC
address translation” ). These techniques may apply for both in-bound and out-
bound HTTP traffic. De-centralized approaches like DPR [1] that use the afore-
mentioned methods and do not depend on the existence of centralized control
may apply. Statefull inspection per connection at the Web switch is also an op-
tion, but degrades significantly system performance. Moreover, Content blind
load balancing is commonly implemented by providing mappings from a single
host name to multiple IP addresses. This prequisites the existence of a DNS
authority that will advertise IP addresses in a Round Robin fashion [12].

Content-aware routing examines HTTP requests at the application layer. It
is less efficient than Content-blind routing, but can support more sophisticated
dispatching policies. Some routing methods that are used to such environments
are: 1. TCP proxy getaways (transparent or not), 2. TCP splicing [4] and for
one way architectures only: 1. TCP connection hop [13] and 2. TCP hand-off
[18]. The major advantage of Layer-7 routing mechanisms is the use of content-
aware dispatching algorithms at the Web switch. On the other hand Layer-7
routing mechanisms introduce severe processing overhead at the Web switch to
the extent of degrading Web cluster scalability, as mentioned by Levy et al. [5].

2.2 Dispatching Algorithms

The dispatching policy used at the Web switch, coordinates the whole clustered
Web system. There are several alternatives of dispatching algorithms, such as:
connection sharing, load sharing, centralized, distributed, static and dynamic
algorithms. Dispatching algorithms are the heart of a load balancing system,
but their tendency is not towards absolute stability, especially when we are
dealing with a highly dynamic case. Perfect cluster work-balance is not the aim
of a load balancing system, but user efficiency is. In this paper we will present
a load balancing implementation that uses content blind routing and dynamic
dispatching algorithms.

Static dispatching algorithms do not consider any kind of system state in-
formation. Typical examples of such algorithms are Random and Round-Robin.
Although the round-robin DNS [12] works this way, it is quite different from
Round-Robin; Per host DNS caching that usually takes effect, will lead the sys-
tem to a definite state of load imbalance. In contrast round robin implementation
in virtual server [19] is more superior to round-robin DNS due to fine schedul-
ing per connection granularity. Furthermore, the static Weighted Round Robin
(WRR) can be used as dispatching algorithm on Web servers with different
processing capacities in order to introduce fairness. In this case, each server is
assigned a static integer weight by the network administrator that corresponds
to an index of its own capacity. More specifically: wi = Ci

min(C) , where min(C)
is the minimum server capacity. The dispatching Round-Robin sequence will be
generated according to the server weights. Moreover, a “fair WRR” implemen-
tation was proposed at [19] and implemented by [7], [20].
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Dynamic dispatching algorithms take into account client-server state infor-
mation in order to achieve more efficient load balancing. Client state algorithms
categorize clients to client families using administrative criteria or hash functions
that are applied to client IP addresses. Server state algorithms take into account
information advertised by servers or agent look-ups, in order to investigate sev-
eral server conditions. These conditions are important for the selection of the
appropriate dispatching policy. Some the criteria commonly used are: “number
of connections”, “server uptime” or “ICMP reply time”.

Both Random and Round-Robin policies can easily extend to treat web
servers of heterogeneous capacities, as mentioned at [8] and [15]. For example
if Ci is an indication of the server capacity, the relative server capacity can be
defined as:

Ri =
Ci

max(C1, ..Ci, ..Ck)
, 0 ≤ Ri ≤ 1 (1)

For Random policy, different probabilities can be assigned to heterogeneous ca-
pacities. For Round-Robin policy, a random generated number p, where 0 ≤ p ≤
1, can be compared with relative server capacity in order to circulate to another
server. That is:

Si+1 ← if p ≤ Ri

else:
Si+2 ← Next

The Weighted Least Connections approach [20], [19], that is used also in many
commercial systems [3], takes into account current server connections in order
to assign new requests to the server with the least number of active connections.
Similarly, the Least Loaded approach uses the WRR algorithm, with weights
depended on the advertised snmp protocol load index. Moreover, the Fastest
Response Time policy, assigns new connections to the Web servers that respond
faster. The basic criteria used is the HTTP response time which equals to the
amount of time that is needed for Web servers HTML objects to be downloaded
by the Web switch. Finally, the dynamic Geographically distributed systems and
algorithms place one ore more Web clusters in different strategic Internet regions
and use HTTP redirection mechanisms trying to “divide and conquer” clients.
Such an approach uses locational information accommodated with periodically
updated Web server status advertisements [16].

The term “Load balancing” for Cisco describes also a functionality in a router
that distributes packets across multiple links based on Layer-3 routing informa-
tion. This means that the balancing process is either per destination or per
packet and the scheduling policy depends on routing protocols (RIP, IGRP).
Cisco’s main representative is IGRP routing protocol [2]. IGRP is a protocol
that allows balancing switches (getaways) to build up their routing tables based
on broadcasting routing updates. It uses the generic Bellman-Ford algorithm,
modified in three aspects: First, instead of a simple metric, a vector of metrics
is used to characterize paths. Second, instead of picking a single path with the
smallest metric, traffic is split among several paths (where metrics fall into a
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specified range). Third, several features are introduced for stability, like split
horizon, hold-down and fix of erroneous routes [2]. Composite metric computa-
tion is achieved using the following equation. The best path is selected based on
a composite metric:

CM = (K1 ·BW +
K2 ·BW

256− Load
+ K3 ·Dc)(

K5

Reliability + K4
) (2)

where Dc equals to the sum of switching delay between interfaces, circuit delay
(propagation delay of 1 bit) and transmission delay (for a 1500 bit broadcast
packet). BW is the Bandwidth of the narrowest bandwidth segment (interface)
of the path. Reliability is the fraction of packets that arrive undamaged at the
destination. IGRP-based load balancers are fast, general purpose load balancers
that use at some extent network information n order to score a “correct” bal-
ancing decision, but not in thorough extent (queueing delay). From the other
hand being fast is not a precondition for efficiency. Being more selective and
less fast might be more efficient than being less selective and fast. Summarizing,
the drawbacks of Cisco IGRP balancing solutions are: 1) The use of broadcast
as updates 2) high cost and 3) the fact that a generic network specific bal-
ancing might not be always efficient for specific application needs and from an
application-specific load balancer additionally.

2.3 Web-Content Distribution

HTTP content distribution among Web systems is very important in terms of
performance. Several techniques have been proposed in order to improve effi-
ciency of the load balancing systems. The use of a distributed file system among
the Web servers, like NFS, ensures the consistency of data. The major drawback
of a distributed file-system is the multiple I/O requests between Web servers
and the remote shared file-system. Multiple I/O requests degrade significantly
system performance and constitute the NFS share as the system’s weakest point.

Another commonly used technique for Web-content distribution, is the pe-
riodic file content replication method. With this technique each cluster node
maintains a local copy of the Web documents. During periods of low traffic,
replication agents update the contents of Web server nodes, while control agents
supervise the replication process. The main drawback of this technique is that it
introduces heavy disk and network overheads when data are highly volatile and
frequently updated.

Finally, the most promising technique for content distribution is data par-
titioning. With Web data partitioning, each Web server maintains some part
of the Web documents and is responsible only for its replication. Partitioning
techniques increase scalability and offer significant reduction of the overhead due
to periodic file replication. On the other hand partitioning may eventually lead
to uneven distribution of Web document popularity and thus producing load
imbalance.
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3 Implementation

We implemented a load balancing application that tries to estimate dynamically
both network conditions and Web systems capability, in order to make balancing
decisions.

3.1 Introduction of the Criteria

Two basic criteria were used in order to calculate and adjust the Web servers
weights; These are “HTTP response time” and “network delay”. Criteria cal-
culation is periodically updated. More specifically, the load balancer sends an
HTTP request to each server and waits for a reply. The application estimates
the time that the request was sent and the time that the reply was received. The
time difference between request and reply, corresponds to the HTTP response
time. If, however, the server does not respond within a fixed “timeout” inter-
val, then the application marks it as being down and excludes it from receiving
further requests (for another fixed period).

The HTTP response time metric is equal to the sum of the network propa-
gation delay, network queuing delay and Web server processing delay:

http resp = QProp + Qn + QProc (3)

Propagation delay is the time required for a signal to travel from one point
to another and it is assumed equally divided among all Web servers. Queuing
delay in a packet-switched network is the sum of all the delays encountered by
a packet from the time of its insertion into the network until the delivery to its
destination. Processing delay of a Web server is the time needed for a process to
perform a request and construct an appropriate reply message.

In order to estimate network delay a “TCP SYN” packet is constructed,
with source IP the IP address of the Web switch and destination IP address,
each one of the Web servers. An appropriate timeout is set for “SYN” packet
transmission, in order to avoid the application to be characterised as a malicious
one. The application running at the Web switch, sends the packet and awaits for
an acknowledgment. Then it calculates the inter-arrival time between request
and reply. This inter-arrival time is an index of the propagation and queuing
delay between the Web server and the Web switch; An approximation of the
Web server network delay :

ndelay = QProp + Qn (4)

Network delay metric is a fair estimation of the propagation and queuing delay
of the Web server. We assume a constant propagation delay for all Web servers
and therefore we extract it from the previous equations. The time difference
between HTTP response time and network delay metrics equals to the processing
delay at the Web server. If the Web server does not respond within a “timeout”
interval then the application marks the server as being down and excludes it from
receiving any further requests (for a period of time). When the application starts,



864 A. Karakos et al.

an initial static weight is distributed among the Web servers. This static weight is
introduced by the administrator during installation of the application. The value
of the initial weight must be analogous to the maximum HTTP response time (in
seconds), that according to the administrator, satisfies his network perceptive
needs.

3.2 Dispatching Algorithm Structure

The dispatching algorithm used by the application is as follows: If all the Web
servers have HTTP response time greater than the initial criterion, then the
weights are calculated using the product of process time for each server with
the network delay (propagation plus queuing delay). The reason for using the
product instead of the sum is to increase sensitivity of the load balancing system
towards network conditions.

3.3 Weight Calculation

When the load balancing application starts, it parses the configuration file in or-
der to collect information about the initial weights. These weights are introduced
by the network administrator as a primer estimation of the system’s balance
point. Then a round-robin database is created where the load balancing criteria
will be held. Monitoring pages with “real-time” graphs of Web servers criteria
status are also created. The criteria used in the current application are: HTTP
response time, network delay and static weights that were introduced initially by
the administrator. At first, the “dynamically updated” criteria are not known
and therefore the requests received by the load balancer will be periodically
redirected to all servers.

After each time interval (period), defined at the configuration file, the metrics
of HTTP response time and network delay for each server are updated. If the
HTTP response time of all Web servers takes a value different than zero or
at least one Web server has HTTP response time less than the initial criteria
(introduced by the administrator), then the weights for each Web server are
calculated using the following equation:

Weightι̇ =
1

http respι̇∑n
ι̇=1

1
http respι̇

(5)

where ι̇ = 1..n is the number of Web servers that load balance HTTP traffic. If
there is at least one Web server with HTTP response time less than its initial
criterion, then the weight calculation is performed according to equation (5).
For those servers that their corresponding HTTP response time is greater than
their initial criterion their weights are assigned to zero. However if there are no
Web servers that have HTTP response time less than the static criteria, then
the weights of all Web servers that are up and running are estimated based on
equation (6):
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Weightι̇ =
1

ndelayι̇ · (http respι̇−ndelayι̇)∑n
ι̇=1

1
delayι̇ · (http respι̇−ndelayι̇)

(6)

As it can be seen from (6), both network delay and HTTP response time are
used for the weight estimation. In addition, if none of the servers are up for more
than three time periods, then the administrator is notified. Based on the weight
calculation, the server that will receive the first requests is found and WRR is
implemented. Threaded Agents are called to modify the kernel “iptables” and
redirect (NAT) the incoming requests.

4 Scenario Results and Discussion

Application output is consisted of two graphs per Web server that plot in “real-
time” the variation of HTTP response time and network delay correspondingly.
In an experimental scenario, we implemented the load balancing application on
a Web switch that runs a Linux operating system. This Web switch supports
two Web servers of equivalent processing power. The first Web server (“blue-
one - black”) sustains twice the number of HTTP requests ( HTTP GET 250
Mbyte File ) than the second Web server (“red-one - light gray”), for a period
of twelve(12) hours. We measured both HTTP response time and network delay
metrics (from the application output) and the dynamically updated weights.
The time variations of the two metrics (using one minute update interval), are
depicted in figure 2.

It is obvious from the graphs that the “red” Web server has less processing
delay and therefore HTTP response time, than the “blue” one. This is because

(a) HTTP response time variation over time

(b) Network delay variation over time

Fig. 2. Output results of our implementation using dynamically updated weights
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it serves less requests. So the “red” Web server will be selected for handling
HTTP traffic for almost the whole duration. What about congestion and network
delay [17]? Changing the value of the initial criteria to less than one second,
network delay metric will be taken into account and will be multiplied to HTTP
response time metric, for the final weight calculation. This will increase the
sensitivity of the dispatching algorithm towards congestive incidents, introducing
queuing delay as important factor as the processing delay for the final Web server
selection. So when network delay metric of the “red” Web server overcomes the
value of the “blue-one” ( congestive network conditions [17] ), the “blue” Web
server will also be as applicable as the “red-one”, ( for handling part of the HTTP
traffic ), as depicted in figure 2(b) for the time interval 11h-2h. Furthermore,
another information that can be extracted from the two figures is that both
metrics converge in time, representing the actual meaning of load balancing.

TOS field in the IP header and IEFT differentiating services architecture
[14], are commonly used by network administrators in order to provide QoS and
traffic classification. This type of provision is mainly application performance
dependent. In addition, HTTP traffic alone is in need for further classification
so as to meet different application requirements. For instance, someone might
be using HTTP protocol in order to download files from an HTTP service while
someone else might be using HTTP protocol for an interactive application ( like
chat ) from the same service. Moreover someone might require different types
of service for a single HTTP flow. For instance he might need to perform a fast
HTTP database query (non-congestive), while the HTTP database reply might
not be that fast (congestive). As proposed by the authors of [6] TCP traffic can
be differentiated according to the queueing delay that it may cause to a router to:
congestive or non-congestive. This differentiation is based on the packet length
and can be easily translated by a router without packet rewriting, marking or
further calculation delays. In a higher level of abstraction, HTTP traffic can also
be classified as congestive or non-congestive and handled appropriately by the
Web switch. This can be performed with the use of an NCQ [6] or a “metric of
congestion” that will be incorporated into the weight calculation formula. This
capability will be included in the following version of our Web switch application
(dispatcher).

5 Conclusions

It is important for an efficient load balancing system to take decisions both
according to processing time and network delay. Classic WRR algorithms and
dispatchers don’t take into consideration network conditions. Usually, snmp pro-
tocol requests that carry information about the Web server’s load and network
connections are used to dynamically update dispatching algorithms and routing
selections. This is a minor, since queueing and therefore network delay does not
always follow the processing ability of the Web server.

It should also be taken into consideration that network queues that are re-
sponsible for handling in “general” TCP traffic, are not used only by HTTP
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traffic. Routers that stand in the way of a multi-server load balancing system
might get congested by external factors and start dropping HTTP packets. Such
congestive situations may cause unpredictable behavior to the performance and
scalability of a cluster-based Web system. The introduction of network delay
into the selection process of a load balancing system, will lead the system to
a more operational equilibrium, improving both its performance and efficiency.
Differentiation and classification among HTTP flows according to the applica-
tion requirements, will take us a step further. Congestive or Non-congestive, hi
or low priority HTTP traffic that will experience different types of service, may
lead to better and more fair resource sharing.
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Abstract. Recent surveys for e-business future in western European countries, 
show that there is a huge growth potential as the total amount spent on e-
business (B2B and B2C) is forecasted to rise from 150BUSD in 2004 to 
650BUSD in 2008 and web buyers will rise from 67M in 2004 to 94M in 2008 
[source, IDC 2004]. Interestingly, Greece seems to have an even greater 
potential with a forecast of increasing e-business transactions from 2.861mUSD 
in 2004 to 13000mUSD in 2008 [source, IDC 2004]. As a result, all major 
software vendors are working on strategy, products and technologies in order to 
obtain the pole position in business-to-business and business-to-consumer 
commerce.  

This paper discusses the e-business strategy, products and technologies of a 
major software vendor, which is expected to have a key role in this area during 
the next years, Microsoft Corporation. Firstly, an architectural and functions’ 
overview of Microsoft e-business servers, namely “Biztalk Server”, “Content 
Management Server” and “Commerce Server” is provided. Secondly, “Jupiter”, 
the codename for Microsoft’s e-business roadmap and vision is presented and 
discussed. With “Jupiter” Microsoft aims at reducing IT complexity and con-
nect people, processes and information through an integrated, standards-based 
e-business infrastructure. Finally, the underlying technologies of the abovemen-
tioned products and strategy, such as XML, Web services, SOAP, .NET, are 
presented, together with the latest advancements in e-business facilitator stan-
dards, such as web services interoperability standards. 
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Leros, Assimakis K. 787
Levendovszky, Tihamér 223, 393
Liu, Lianggui 849
Lopez, Javier 548

Magiorkinis, G. 469
Makedon, Fillia S. 437
Mamalis, Basilis 820
Manolopoulos, Yannis 1, 267
Margaritis, Konstantinos G. 245
Markou, Euripides 145
Mavromoustakis, Constandinos X. 211
Mavroudkis, Thomas 25
McNaught, John 382
Megraw, Molly 457
Mengoudis, Naoum 513
Mentzas, G. 469
Michailidis, Panagiotis D. 245

Micha, Katy 188
Mitkas, Pericles A. 448
Mitra, A. 36

Najjar, W. 36
Nanopoulos, Alexandros 1, 513
Nikolaidis, Nikos 716
Nikolaou, Christos 545
Nikolopoulos, Stavros D. 68
Nomikos, Christos 57
Ntalaperas, D. 582
Ntoutsi, Irene 14

Ohta, Tomoko 382

Pachoulakis, Ioannis 491
Pagourtzis, Aris 57
Palios, Leonidas 68
Panagis, Y. 134
Pantziou, Grammati 820
Papadopoulos, Apostolos N. 1
Papadopoulos, Giorgos 661
Papadopoulos, Pantelis M. 523
Papaioannou, Georgios 155, 307
Pappas, Stylianos Sp. 787
Paraskevis, D. 469
Park, JongAn 828
Park, Jongho 839
Pateli, Adamantia G. 199
Patsas, D. 858
Pearlman, Justin D. 437
Pehlivanides, George 177
Pelekis, Nikos 25
Pernul, Günther 548
Pintelas, P.E. 328
Pitas, Ioannis 716, 725
Pitikakis, Marios 360
Pitkänen, Esa 123
Pnevmatikatos, Dionisios 661
Polychronopoulos, Constantine 622
Potika, K. 80
Poulymenakou, Angeliki K. 559
Pramatari, Katerina 571
Pyun, JaeYoung 828

Rafanelli, Maurizio 317
Rantanen, Ari 123
Rousu, Juho 123



Author Index 873

Sairamesh, Jakka 545
Samoladas, Ioannis 513
Sapidis, Nickolas 296
Sartatzemi, Maya 502
Serpanos, Dimitrios N. 651
Sethupathy, Praveen 457
Sfakianakis, Yiannis 349
Shin, Jeong-Hoon 286
Simitsis, Alkis 684
Sioutas, S. 134
Skersys, Tomas 480
Skodras, A.N. 705
Solachidis, V. 725
Spinellis, Diomidis D. 199, 672
Spirakis, Paul 101
Stamatakis, Alexandros 415
Stamelos, Ioannis 513
Stamoulis, G.I. 611, 633
Stavrou, Kyriakos 589
Stefanidis, Vasilis 245
Stolze, Markus 545
Symvonis A. 80
Szitás, Zoltán 223

Tateishi, Yuka 382
Theodoridis, E. 134
Theodoridis, Yannis 14
Theodoropoulos, K. 582
Titsias, Michalis K. 746
Trancoso, Pedro 415, 589, 641
Tsadiras, Athanasios K. 371
Tsakalidis, A. 134, 582
Tsekouras, G.E. 328

Tsoukalas, Ioannis A. 523
Tsoumakas, Grigorios 338, 448
Tsujii, Jun’ichi 382
Tsuruoka, Yoshimasa 382
Tzanis, George 426

Ukkonen, Esko 123

Vaidya, Binod 828
Vandierendonck, Hans 641
Vasilakis, George 360
Vassiliadis, B. 705
Vavalis, Manolis 360
Vavoula, Giasemi 534
Vlachos, Vasileios 672
Vlahavas, Ioannis 338, 404, 426, 448
Vlassis, Nikos 349
Vouzi, Vassiliki 672
Voyiatzis, Artemios G. 651
Vretos, N. 725

Wadge, E. 735
Williams, Christopher K.I. 746

Xiong, Fei 437

Yoon, Hyung-Wook 839

Zachos, Stathis 57, 145
Zeinalipour-Yazti, D. 36
Zervoudakis, Kyriakos 90
Zhang, Lianyi 798
Zheng, Chongxun 798


	Frontmatter
	Data Bases and Data Mining
	Closest Pair Queries with Spatial Constraints
	Database Support for Data Mining Patterns
	Visual Techniques for the Interpretation of Data Mining Outcomes
	Towards In-Situ Data Storage in Sensor Databases

	Algorithms and Theoretical Foundations
	A Primal-Dual Algorithm for Online Non-uniform Facility Location
	Routing and Wavelength Assignment in Generalized WDM Tree Networks of Bounded Degree
	Maximum-Size Subgraphs of P4-Sparse Graphs Admitting a Perfect Matching
	Boundary Labelling of Optimal Total Leader Length
	Successive Linear Programs for Computing All Integral Points in a Minkowski Sum
	The Contribution of Game Theory to Complex Systems
	Estimated Path Selection for the Delay Constrained Least Cost Path
	Finding Feasible Pathways in Metabolic Networks
	One-Dimensional Finger Searching in RAM Model Revisited
	How to Place Efficiently Guards and Paintings in an Art Gallery

	Cultural and Museum Information Systems
	Virtual Reality Systems and Applications: The Ancient Olympic Games
	Auction Scenarios of Cultural Products over the WWW
	Exploring Cultural Information Interaction Design: A Case Study of a Multimedia Exhibition Based on Customizable User Interfaces
	Using Personal Digital Assistants (PDAs) to Enhance the Museum Visit Experience
	Trial Evaluation of Wireless Info-communication and Indoor Location-Based Services in Exhibition Shows

	Internet-Scale Software/Information Systems
	Epidemic Collaborative Geocast for Reliable Segmented File Sharing in Mobile Peer-to-Peer Devices
	Investigating Factors Influencing the Response Time in ASP.NET Web Applications
	Storing and Locating Mutable Data in Structured Peer-to-Peer Overlay Networks
	Performance Analysis of Overheads for Matrix -- Vector Multiplication in Cluster Environment

	Wearable and Mobile Computing
	Middleware for Building Ubiquitous Computing Applications Using Distributed Objects
	A Suffix Tree Based Prediction Scheme for Pervasive Computing Environments
	Factors That Influence the Effectiveness of Mobile Advertising: The Case of SMS
	An Improved HCI Method and Information Input Device Using Gloves for Wearable Computers

	Computer Graphics, Virtual Reality and Visualization
	Efficient Parameterization of 3D Point-Sets Using Recursive Dynamic Base Surfaces
	Interactive Dynamics for Large Virtual Reality Applications
	A Pictorial Human Computer Interaction to Query Geographical Data

	AI, Machine Learning and Knowledge Bases
	Bagging Model Trees for Classification Problems
	On the Utility of Incremental Feature Selection for the Classification of Textual Data Streams
	Gossip-Based Greedy Gaussian Mixture Learning
	A Knowledge Management Architecture for 3D Shapes and Applications
	Using Fuzzy Cognitive Maps as a Decision Support System for Political Decisions: The Case of Turkey's Integration into the European Union

	Languages, Text and Speech Processing
	Developing a Robust Part-of-Speech Tagger for Biomedical Text
	Weaving Aspect-Oriented Constraints into Metamodel-Based Model Transformation Steps
	A Graphical Rule Authoring Tool for Defeasible Reasoning in the Semantic Web

	Bioinformatics
	Initial Experiences Porting a Bioinformatics Application to a Graphics Processor
	Improving the Accuracy of Classifiers for the Prediction of Translation Initiation Sites in Genomic Sequences
	A New Test System for Stability Measurement of Marker Gene Selection in DNA Microarray Data Analysis
	Protein Classification with Multiple Algorithms
	Computational Identification of Regulatory Factors Involved in MicroRNA Transcription
	Web Service-Enabled Grid-Based Platform for Drug Resistance Management

	Software Engineering
	The Enhancement of Class Model Development Using Business Rules
	Scenario Networks: Specifying User Interfaces with Extended Use Cases

	Educational Technologies
	Teaching Programming with Robots: A Case Study on Greek Secondary Education
	ASPIS: An Automated Information System for Certification and Analysis of Examination Process
	Bridging the Contextual Distance: The e-CASE Learning Environment for Supporting Students' Context Awareness
	Designing Mobile Learning Experiences

	E-Business
	From e-Business to Business Transformation
	Trust, Privacy and Security in E-Business: Requirements and Solutions
	Adoption of Enterprise Resource Planning Systems in Greece
	Supply Chains of the Future and Emerging Consumer-Based Electronic Services

	Computer and Sensor Hardware and Architecture
	A Quantum Computer Architecture Based on Semiconductor Recombination Statistics
	TSIC: Thermal Scheduling Simulator for Chip Multiprocessors
	Tuning Blocked Array Layouts to Exploit Memory Hierarchy in SMT Architectures
	A Tool for Calculating Energy Consumption in Wireless Sensor Networks
	Hardware Support for Multithreaded Execution of Loops with Limited Parallelism
	A Low -- Power VLSI Architecture for Intra Prediction in H.264
	Reducing TPC-H Benchmarking Time

	Computer Security
	CryptoPalm: A Cryptographic Library for PalmOS
	On the Importance of Header Classification in HW/SW Network Intrusion Detection Systems
	NGCE -- Network Graphs for Computer Epidemiologists
	Workflow Based Security Incident Management
	A Deterministic Approach to Balancedness and Run Quantification in Pseudorandom Pattern Generators

	Image and Video Processing
	Protecting Intellectual Property Rights and the JPEG2000 Coding Standard
	Computationally Efficient Image Mosaicing Using Spanning Tree Representations
	An MPEG-7 Based Description Scheme for Video Analysis Using Anthropocentric Video Content Descriptors
	Detecting Abnormalities in Capsule Endoscopic Images by Textural Description and Neural Networks
	Unsupervised Learning of Multiple Aspects of Moving Objects from Video
	The Feature Vector Selection for Robust Multiple Face Detection

	Signal Processing and Telecommunications
	A Low Complexity Turbo Equalizer
	Bit Error Rate Calculation for DS-CDMA Systems with WDS in the Presence of Rayleigh Fading and Power-Control Error
	Multivariate AR Model Order Estimation with Unknown Process Order
	Cortical Lateralization Analysis by Kolmogorov Entropy of EEG

	Computer and Sensor Networks
	Source-Based Minimum Cost Multicasting: Intermediate-Node Selection with Potentially Low Cost
	Efficient Active Clustering of Mobile Ad-Hoc Networks
	Evaluation of Audio Streaming in Secure Wireless Access Network
	Reliable Transmission Using Intermediate Sink or Source Nodes in Sensor Networks
	A Novel Heuristic Routing Algorithm Using Simulated Annealing in Ad Hoc Networks
	Balancing HTTP Traffic Using Dynamically Updated Weights, an Implementation Approach

	Industrial Exhibition Paper
	A Review of Microsoft Products, Strategy and Technologies

	Backmatter


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




