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Abstract. The present paper discusses a method for robust face recog-
nition that works even when only one image is registered and the test
image contains a lot of local noises. Two types of facial image decom-
position are compared both theoretically and experimentally. That is,
we consider both a projectional decomposition, in which images are de-
composed into individuality and other components, and a locational de-
composition, in which the effects of local noises are suppressed. These
two decompositions are simple and powerful and can be applied in col-
laboration with one another. This collaboration can be realized in a
straightforward manner because the decompositions are consistent with
one another. They work in a complementary manner and provide better
results than when the decompositions are used independently. Finally,
we report experimental results obtained using three databases. These
results indicate that the combination of projectional and locational de-
compositions works well, even when only one image is registered and the
test images contain significant noise.

1 Introduction

The appearance of the human face changes according to the lighting condi-
tions under which the facial image is captured. However, it is often difficult to
control the lighting condition in natural environments. A face recognition algo-
rithm should not be sensitive to the lighting condition in order to realize robust
face recognition. Although an eigenface[ll2] can efficiently represent photomet-
ric changes, it cannot be constructed appropriately when too few images are
available for registration. In this case, photo-insensitive information should be
extracted from registered images. In other words, we should decompose the im-
age into individuality and other information. This decomposition is referred to
herein as projectional decomposition. This decomposition is a basic and impor-
tant problem in not only face recognition but also pattern recognition.

Local noises, such as occlusions and shadows, are contained in images and
affect the recognition method based on the eigenspace and projection onto the
eigenspace. Several algorithms have been proposed[3/4] for robust recognition
against various noises. Although these algorithms provide good projection even
when an image includes local noises, a great deal of processing time is required.
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Alternatively, in another approach, the image is regarded as a set of small com-
ponents [25lJ6l/7]. This approach, referred to herein as locational decomposition,
does not spread local noises to the entire image and thus can avoid the above-
mentioned problem.

In the present paper, we propose a novel method for robust face recognition
by combining projectional and locational decompositions. Since projectional and
locational decompositions can be used simultaneously, this combination facilitates
the realization of a face recognition algorithm that is robust with respect to noises.

2 Definitions

2.1 Normalized Eigenspace

In this section, we present basic definitions and the notation scheme used herein.
Since the proposed method is based on eigenspace, this section deals mainly with
the concept of eigenspace.

In the present study, all images are normalized as follows. Let an N-dimens-
ional vector X denote an original image composed of NV pixels, and let 1 denote
an N-dimensional vector in which each element is 1. The normalized image x of
an original image X is defined as x = X/(17X). After the normalization, x is
normalized in the sense that 17x = 1. An image space constructed by a set of
normalized images is called the Normalized Image Space (NIS).

An eigenspace constructed by mean vector x and m-principal eigenvectors @,,
in NIS is described as (x,®,,). In NIS, an image x is projected onto eigenspace
(x, D) by

oF "’+
x" =P x,

where &, = [®,, x| and &}, = (¢L &,,) " L.

In order to measure the similarity between an input image x and the eigenspace
(x,Pp,) , we define a normalized correlation in terms of NIS, which can be defined
by the cosine of an angle when an image 1/N is regarded as the origin of the NIS.
That is, a normalized correlation C1 between x and (x, §,,,) is defined as

Cr = C(x, $p %) (1)
where
(x —1/N)"(y = 1/N)

N = = yVipally - 1wy ¥

By this definition, a given image x can be evaluated in terms of NIS without
explicit normalization.
2.2 Partial Projection

Let us define an indicator matrix P, which is an N x N diagonal matrix, each
diagonal term of which is 1 or 0, which indicates whether the pixel is effective (1)



Combination of Projectional and Locational Decompositions 409

or ineffective (0) for the projection. Then, x is partially projected onto (x,®,,)
with indicator matrix P by

%% = (PP,,) " Px, (3)

where &, = [®,, x] and (P®,,)t = (#T Pd,,)"' (PP,,)T. A partial residual is
defined as .
%L = P(x — $,,%5). (4)

The last element of X} is important and is denoted by Sp. Sp is equivalent to
the total pixel values estimated by the partial projection. When the eigenspace
cannot be constructed because only one image is available, we can regard the
image as a O-dimensional eigenspace. The normalized correlation C; can be ex-
tended to span the partial projection. A partial correlation Cp between x and
(x,P,,) within a pixel set indicated by P is defined as

Cp = C(Px, PP, %5). (5)

When P is an identity matrix, Eq. (@) is equivalent to Eq. ().

3 Projectional Decompositions

3.1 Decomposition by Canonical Eigenspace

A facial image contains various types of information, such as head pose, lighting
condition, and individuality. In face recognition, it is important to decompose
the facial image into the individuality and the other information. In the present
paper, we refer to this decomposition as a projectional decomposition. In this
section, we discuss the projectional decomposition for face recognition.

Principal component analysis (PCA) reduces the dimension of the face space
with little loss of representability [I]. Shakunaga and Shigenari[8] proposed an im-
age decomposition by an eigenspace that is constructed from a lot of facial images
taken under various lighting conditions. Their method is used as a projectional
decomposition in the present paper. We consider an eigenspace constructed from
a lot of facial images as the canonical face space. The eigenspace is referred to as
the canonical space, or CS for short, and the images used for CS construction are
referred to as the canonical set. Figure [Tl shows examples of the CS. Information
that cannot be represented in the CS is regarded as the individuality.

The canonical space can be used for decomposing a facial image into the canon-
ical information and the individuality. The former is a projection onto CS, and the
latter is the residual of the projection. They are orthogonal to each other.

AiEesE

Fig. 1. Example of CS: Mean vector (leftmost image) and four principal bases
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Let (Xcs, Pes) denote CS. The projection of an image x onto CS is given by
X' = éj'sx,

where @, = [@cs Xcs]. In the original image space, the projection X* is described by

x5 = P X",
The residual x* is then expressed as

Xn:X—X.

8 and x! is hereinafter referred to as CS

The decomposition of x into x
decomposition.

Although the individuality may be represented by only the residual in an
ideal environment, it is impossible to completely decompose an input image into
the individuality and the other properties in an ordinary environment. Therefore,
we simultaneously use both the projection and the residual for face recognition
because they are complementary.

A face recognition algorithm is constructed in the conventional way using
these two components. In the face registration stage, one eigenspace is con-
structed from a set of the projections and is denoted by (x$,@fn> . The other
eigenspace is constructed from a set of the residuals and is denoted by (x*, &% ).
In the recognition stage, a projection x* and a residual x* are evaluated inde-
pendently by

% = 0x%, 85 b5 x%) (6)
and o
CF = C(x*, & &8 xH). (7)

Finally, the image x is evaluated by adding C*® to C*.

The similarity C®, calculated in CS, is a variation of the well known distance-
in-feature-space [2]. However, the similarity C* is definitely distinct from the
distance-from-feature-space. In the distance-from-feature-space, all of the resid-
ual components are simply summed up to L2-norm. In contrast, the similarity

-
os = =

decomposition

- -
Gaussian 2y |
decomposition [f S

Fig. 2. Examples of CS decomposition and Gaussian decomposition: original images

(x) (top row), CS decomposition results (x* and x*) (middle row), and Gaussian de-
composition results (x%, and xﬁa) (bottom row)
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C* is the similarity between the residual x* and the eigenspace (x*,®% ) in CS.
In other words, C* is the “distance-in-another-feature-space.”

Figure2shows three examples of the CS decomposition in which input images
were not used for constructing CS. The left and center input images, which do
not contain an occlusion, are appropriately projected onto CS. Therefore, they
are properly decomposed. In the right image, however, an occlusion by a scarf
affects both the projection and residual.

3.2 Decomposition by Gaussian Filter

Canonical space decomposition is useful when an appropriate learning set can
be prepared for the CS construction. However, often, when a facial image is
taken using a different camera under different conditions, CS may not properly
decompose the image into the canonical information and the individuality. In
addition, when a test image contains numerous noises, such as occlusions, the
noises may affect the entire image upon projection onto CS. Furthermore, the
test image should be aligned with CS before the CS decomposition. In order to
avoid these problems, we consider an alternative method that does not use CS
for the projectional decomposition.

Wang et al.[9] proposed a self-quotient image (SQI) that extracts the com-
ponent that is insensitive to illumination. In their method, a Gaussian filter is
used to extract lighting information. The Gaussian filter is used in the proposed
method for the projectional decomposition. Let G denote an N x N matrix that
works as the Gaussian filter. Then, the decomposition of image x into a Gaussian
image Xg and its residual XuG by the Gaussian filter can be formulated as

X% =Gx (8)

and
xﬁG =x—x5. 9)

Since the matrix G can be regarded as a projection matrix, X% can be regarded
as a component of the Gaussian space. In this formulation, no a priori knowledge
is necessary because X% can be calculated from only the input image. An input
image is simply decomposed into the Gaussian image and its residual. This
decomposition is referred to hereinafter as Gaussian decomposition. Figure
also shows three examples of Gaussian decomposition. Although the right input
image includes an occlusion by a scarf, the effect of this occlusion does not spread

to the entire image.

! In the self-quotient image, each pixel value of the input image should be divided
by the corresponding pixel in the Gaussian image in order to cancel the effect of
illumination. In the proposed method, however, the Gaussian image is subtracted
from the original image in order to calculate the residual. That is, the Gaussian image
and the residual are regarded as approximations of illumination and individuality,
respectively. This is an alternative method of calculating the self-quotient image, and
the computational cost is lower than the self-quotient image because the residual can
be calculated by subtraction rather than division.
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4 Locational Decomposition

4.1 Parallel Partial Projections

When an input image contains local noises, such as shadows or occlusions, the
noises affect the recognition results. First, in the most commonly used method,
although images for face recognition are normalized by some method, when the
image contains noises, the image cannot be properly normalized. Second, when
we use an eigenspace, the effects of noises is spread to the entire image by the
projection onto the eigenspace, affecting the face recognition results.

In order to avoid this problem, we utilize local information independently.
In this section, we introduce a locational decomposition algorithm, which can
utilize local information independently.

A framework of parallel partial projections (PPP) onto an eigenspace is
proposed for face recognition under various lighting conditions[5]. This is one
method for implementing the locational decomposition, and so local information
is treated independently and the spread of noises is prevented. In the present
paper, this method is used as the locational decomposition of the image.

Let us describe the j-th partial projection i"j;j onto an individual eigenspace
(x, @) Here, we consider a set of partial projections {X} ,---,Xp, }, where
M is the number of parts indicated by P;. This can be represented by the
backprojected image, which can be calculated as

M
$ _ Bt
X —E Pj®pyXp, .
=1

In the discriminant function for PPP, we use a partial correlation. The (partial)
correlation is essentially robust with respect to noises because it represents the
cosine of the angle between two vectors. The image x is evaluated by

M
C'=> C(Px,PidnXp,), (10)

j=1

where M is the number of P; and C(x,y) = x”y/(x"xyTy)!/2. Of course, PPP
can be used not only for the eigenspace, but also for only one image. When only
one image can be registered, the image is regarded as a 0-dimensional eigenspace
consisting of the image.

The face recognition algorithm is summarized in Fig[3l Here, local noises are
not spread by projection onto the eigenspace.

4.2 Division Scheme

In face recognition using the parallel partial projections, the indicator matrix P
can be used to indicate an arbitrary area in the facial image. The image contains
some characteristic points such as the eyes, nose and mouth. Several previously
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Fig. 3. Parallel partial projections for face recognition

proposed methods have used these characteristic points[2]. Although this method
is effective, we do not use characteristic points in the proposed method because
correctly determining an effective position for recognition is difficult. Therefore,
points that are characteristic points from a human viewpoint may not be charac-
teristic points from the viewpoint of a computer. Furthermore, when the proposed
method is applied to the recognition of some other objects, proper characteristic
points for the recognition are impossible to conceive of ahead of time.

Therefore, we do not herein consider the optimal placement of P. In the
proposed method, images are divided into a set of squares, and experimental re-
sults, described later herein, show that the proposed method works well without
optimal placement of P.

'CS-Decomposition/
Gaussian-Decomposition
(Projectional Decomposition)

/BEC R

Parallel Partial Projections (Locational Decompositioni

I Partial Correlation I

"7
'

Fig. 4. Combination of projectional and locational decompositions



414 F. Sakaue and T. Shakunaga

5 Combination of Locational and Projectional
Decompositions

5.1 Combination of CS Decomposition and Parallel Partial
Projections

A projectional decomposition and a locational decomposition can be combined
in a simple manner. We show two combinations of projectional and locational
decompositions. In the combination methods, an input image is projectionally
decomposed by either CS decomposition or Gaussian decomposition, and the
two decomposed components are evaluated in a framework of the locational
decomposition. Figure @] shows the concept of the combinations.

First, an input image x is projection decomposed by parallel partial projec-
tions onto CS.

Xp, = (PjPes) T Pyx (11)
xh, = Pj(x — PesXp)), (12)
where @, = [Pes Xes). We define x¥" and x*’ as
/ M ~

x¥ =Y Pid.xp, (13)

j=1

, M
xt’ = Z pjxﬁpj, (14)

j=1

where M is the number of parts. This method realizes the projectional decompo-
sition without any noise expansion because the parallel partial projections onto
canonical space do not spread noises. Examples of the decomposition by PPP
are shown in Fig Bl

The decomposed images can be locationally decomposed and evaluated in
a straightforward manner. In the combination method, the partial correlation
should be defined for each component. When an eigenspace constructed from a

set of x%' is denoted by <x$/,@fﬁ/>, a partial correlation C’}s;j between x® and
<x$/, @f}h within a pixel set indicated by P; is calculated by
/ ~q/ ~q/ /
Cp, = C(Px*, Py}, (Pyby,) T Pix™). (15)

In a similar manner, a partial correlation ng between a residual x!' and an
eigenspace (Xﬁ/¢%/> is calculated by
!/ ~yu/ ~ul !
Ch = C(Px*, Py@k, (P04, T Pixt), (16)

where <Xﬁ/¢5n/> is constructed from a set of the residuals defined in Eq. (I4).
Then, the total correlation C.s’ is defined as

M M
Col' =w) Ch +(1—w)> C}, (17)
j=1 j=1

where w is the weight of the projectional components.
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Although the locational decomposition provides robustness with respect to lo-
cal noises, effective information for face recognition does not increase in the entire
image. The locational decomposition still requires a sufficient number of regis-
tered images for each person because the conventional eigenface method requires
a lot of images for the stable recognition. On the other hand, the projectional de-
composition often provides stable results even when only a few images are regis-
tered. However, the projectional decomposition is sometimes seriously affected by
local noises. In the combination method, however, the locational decomposition
prevents local noises from spreading to the entire image when the projectional
decomposition provides sufficient information for face recognition. Therefore, the
combination method works better than the individual decompositions.

5.2 Combination of Gaussian Decomposition and PPP

A combination of the Gaussian decomposition and the parallel partial projec-
tions is more straightforward and simpler than the CS decomposition because
the Gaussian filter uses only local (independent) information of the input images.
In Fig. Bl the right-most images show the results of the Gaussian decomposition,
which are similar to the results of the parallel partial projections onto CS using
64(8%8) square subregions as shown in the most upper row. In this method,
an input image is decomposed by the Gaussian filter. The Gaussian component
and the residual are locationally decomposed and evaluated in a manner similar

division
for PPP

input

1nput

ﬁl 2

l-square 4-square 16 square 64-square
(CS) (CS) (CS) (CS)  (Gaussian)

Fig. 5. Examples of the decomposition by parallel partial projections onto CS and the
Gaussian filter. The upper row shows the projected images, and the lower row shows the
residuals. The first column shows the input images. The second through fifth columns
show the images decomposed by the parallel partial projections (M = 1,4, 16, 64) onto
CS. The sixth column shows the images decomposed by Gaussian decomposition.
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to that described in the previous section. Let Cg P, denote the partial correla-
tion between a Gaussian component X% and an eigenspace constructed in the

Gaussian space, and let C’g P, denote the correlation with the residual. Then,
an image x is evaluated by

M
Ca —wZCGP—i— (1-w Z &p, (18)

j=1

where w is the weight of the projectional components.

6 Experimental Results

6.1 Results for Yale Face Database B

Data Specifications
We performed discrimination experiments on 640 frontal facial images of 10
people, which were taken from the Yale Face Database B [I0]. The database
includes 65 frontal facial images of each person. Sixty-four of the images were
taken under different lighting conditions, and one special image was taken under
ambient light. In order to remove the contribution of ambient light, we prepared
64 images of each person with the ambient image subtracted. At the same time,
each image was converted to a 64 x 64 pixel image such that the eyes of all of
the images are located at the same coordinates, as shown in Fig.

Discrimination experiments were performed using the segmented data set.
Figure [0 shows examples of the five subsets (SS1-5). In the first set of experi-
ments, only the frontal illuminated images in SS1 were used as registered images,
and all of the images in SS1 were used in the second set of experiments.

The CS is created from a canonical set from our laboratory, which consists of
1,200 images of 50 people. For each person, images were taken under 24 lighting
conditions.

Fig. 6. Segmented facial images in Yale Face Database B

"

SS1 SS2 SS3 SS4 SS5
0 <12° #<25° 0<50° O6<T77° 0>77°

Fig. 7. Example images in subsets 1-5 (SS1-5), where 0 is the angle between the light
source direction and the camera axis
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Discrimination Results

Table [l shows the discrimination rates for the dataset when only one image is
registered from SS1. In the methods that use the PPP, images were divided into
sixty-four squares. Among the three single decomposition methods, PPP, the
CS decomposition and the Gaussian decomposition, CS decomposition provides
the worst results because the method spreads noises by the projection onto CS.
Although the PPP provides better results than CS decomposition by preventing
the expansion of noises, the results are not sufficient because the method does
not include individuality-extraction. Gaussian decomposition provides the best
results among the three methods because it can approximately extract individ-
uality without any noise expansion.

The two combination methods, PPP-CS and PPP-Gaussian, work much
better than the other methods because they not only extract individuality
but also include schemes for avoiding the problems of noises. In addition, in
the combination methods, CS decomposition works as well as Gaussian de-
composition because CS decomposition does not spread noises by the parallel
partial projections.

Table[2shows discrimination rates when seven images are registered from SS1
for each person. In the experiments, the PPP and the combination methods give
the complete discrimination because a sufficient number of images are registered.
Two projectional decompositions give slightly worse results than PPP because
they cannot sufficiently suppress the noises.

Table 1. Discrimination rates (%) for Yale Face Database B when only one image
is registered from SS1. NN denotes the Nearest Neighbor method, PPP denotes the
Parallel Partial Projections (locational decomposition), and CS and Gaussian denote
the CS and Gaussian projectional decompositions, respectively. In addition, PPP-CS
and PPP-Gaussian are combination methods.

Test Method

Class NN PPP CS Gaussian PPP-CS PPP-Gaussian
Subset 2 99.2 100 100 100 100 100
Subset 3 74.6 99.2 83.1  99.2 100 100
Subset 4 30.4 78.3 65.9 83.3 98.6 100
Subset 5 12.2 78.3 23.8 44.4 100 100

Table 2. Discrimination rates (%) for Yale Face Database B when seven images are
registered from SS1: EF indicates the eigenface method and the other methods are as
listed in Table [

Test Method

Class EF PPP CS Gaussian PPP-CS PPP-Gaussian
Subset 2 100 100 100 100 100 100
Subset 3 100 100 100 100 100 100
Subset 4 93.5 100 98.6 98.6 100 100

Subset 5 56.1 100 52.9 74.1 100 100
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Table 3. Comparison of the number of parts for each algorithm when seven images
are registered from SS1. SS4 and SS5 are used as test sets in the experiment.

# parts Test Method
Class PPP PPP-CS PPP-Gaussian
1x1 SS4 935 98.6 98.6
SS5  56.1  52.9 74.1
2x 2 SS4 96.4 98.6 99.3
SS5  94.7  90.5 97.4
4 x4/ SS4 100 100 100
8 x 8 SS5 100 100 100
16 x 16 SS4 98.6 98.6 100
SS5 96.3  99.5 99.5

Table 4. Discrimination rates (%) when one image randomly selected from SS4 is

registered
Test Method
Class NN PPP CS Gaussian PPP-CS PPP-Gaussian
Subset 1 16.7 41.3 39.2 57.8 92.2 96.7
Subset 2 18.4 41.2 36.0 48.3 90.0 93.8
Subset 3 22.0 37.3 33.4  39.2 71.5 78.3
Subset 5 21.4 37.0 25.4  30.2 83.4 84.3

Table 5. Discrimination rates (%) when seven images randomly selected from SS4 are

registered
Test Method
Class EF PPP CS Gaussian PPP-CS PPP-Gaussian
Subset 1 86.7 99.5 97.6 100 100 100
Subset 2 91.3 99.9 98.6 99.9 100 100
Subset 3 95.5 97.8 98.5 99.4 100 100
Subset 5 70.9 98.1 75.0 87.0 100 100

TableBlshows the results when the input image is divided to different numbers
of image parts. When the number of image parts is too large, the discrimination
rate becomes worse because each part can not provide sufficient information for
recognition because it is too small. In the experiments, the best result is provided
when the number of parts is 4 x 4 and 8 x 8.

Tables M and Bl show results when images classified into SS4 are registered. In
these experiments, images for registration are randomly selected from SS4. This
process was repeated twenty times and the registered images for each person were
varied. Most of the results for these experiments were worse than those shown
in Tables [[l and 2] because the images in SS4 include more shadows than SSI.
However, the results for the combination methods retained high discrimination
rates in the experiments.
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Table 6. Discrimination rates (%) using other methods: Illumination cone (IC1), il-
lumination cone with cast shadow (IC2), photometric alignment using RANSAC (PA)
and segmented linear subspace method (SLS). Note that only one image is registered
for PPP-CS and PPP-Gaussian.

Test Method

Class IC1[II] IC2[11I] PA[4] SLS[6] PPP-CS PPP-Gaussian
Subset 2 100 100 100 100 100 100
Subset 3 100 100 100 100 100 100
Subset 4 91.4 100 100 100 98.6 100
Subset 5 - - 81.5 - 100 100

Table 7. Discrimination rates (%) for the AR Database

Test Method

Class NN PPP CS Gaussian PPP-CS PPP-Gaussian
light 40.5 70.1 89.1 82.2 94.8 95.3
scarf 3.7 45.4 37.0 63.7 83.7 84.7

Table[@shows a number of results reported in the literature[ITJ4J6]. This table
shows that all of the algorithms provide good results when seven images are reg-
istered from SS1. However, the proposed methods, PPP-CS and PPP-Gaussian,
can provide almost same results with registering only one image from SS1.

In conclusion, the combination methods work better than the individual de-
composition methods. In addition, the combination methods have the advantages
of both the projectional and locational decompositions and work well even when
only one image is registered and the test images or registered images include a
significant number of shadows.

6.2 Results for the AR Database

The AR database[12] contains images of 135 people taken under various condi-
tions for each person. For this experiment, we used database images taken under
seven different conditions. The example images are as shown in Fig [§ In this
experiment, only one image was registered and the other images were used as
the test set from which test images were selected.

a e =

Under the normal Under different lighting Wearing a scarf
condition (registered) conditions (light-set) (scarf-set)

Fig. 8. Examples of segmented images in the AR Database
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Table 8. Discrimination rates (%) for our database when one image is registered for
each person (a) and when all images classified into Classes 1 and 2 are registered (b)

Registered Test Method
Class Class EF PPP CS Gaussian PPP-CS PPP-Gaussian
(a) Class 2 54.0 83.6 87.1  81.3 95.9 94.4
Class 3 20.5 70.2 84.2 724 86.6 84.3
(b) Class 3 93.5 93.2 94.0 90.3 99.8 99.7

Table [ shows the discrimination rates obtained in the experiments. For the
light set, CS decomposition and Gaussian decomposition gave better results than
the PPP. However, CS decomposition did not work for the scarf set because
the test images included a large occlusion. The combination methods worked
better than the other methods for both of the individual sets. The results of this
experiment indicate that combination methods work well when only one image
is registered and the test images include a large occlusion.

6.3 Results for Another Dataset Under the Same Conditions as the
Canonical Set

Finally, experimental results are shown for a database that consists of a set
of images taken under the same conditions as the canonical set. The database
contains images of 50 people taken under 24 lighting conditions for each person.
Each image was converted to a 32 x 32 pixel image. In the methods that use
the PPP, images were divided into sixteen squares. The images are classified into
three classes. Images classified into Class 1 are frontal illuminated and were used
as registered images. Class 2 images, which contain small shadows, and Class
3 images, which contain large shadows, were used as test sets. Table [§] shows
the discrimination rates for the database. In the dataset, the two methods that
use CS decomposition work better than those that use Gaussian decomposition,
because the illumination conditions of the canonical set are identical to those of
the test set. The results suggest that the CS decomposition works better when
the lighting conditions are similar between the canonical set and the test set.

7 Conclusions

Combination methods of the two types of decomposition, projectional and loca-
tional, has been proposed. The projectional decomposition method can extract
the individuality from an image. In particular, the Gaussian decomposition can
extract the individuality when the image contains noises. The locational decom-
position provides robustness with respect to noises when the eigenspace can be
constructed properly. The combination methods have the advantages of both of
the decomposition methods. The method of combining projectional and loca-
tional decompositions works well even when only one image is registered and
test images or registered images contain numerous noises, such as shadows or
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occlusions. We hope that the concept of the proposed method will be useful in
solving other problems in image recognition and computer vision.
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