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Abstract. Research on face recognition in humans has mainly relied on 2D im-
ages. This approach has certain limitations. First, observers become relatively 
passive in face encoding, although in reality they may be more spontaneous in 
exploring different views of a 3D face. Moreover, the volumetric information of 
a face is often confined to pictorial depth cues, making it difficult to assess the 
role of 3D shape processing. This paper demonstrates that 1) actively exploring 
different views of 3D face models produces more robust recognition memory 
than passively viewing playback of the same moving stimuli, 2) face matching 
across 2D and 3D representations typically incurs a cost, which alludes to 
depth-cue dependent processes in face recognition, and 3) combining multiple 
depth cues such as stereopsis and perspective can facilitate recognition per-
formance even though a single depth cue alone rarely produces measurable 
benefits. 

1   Introduction 

Research on face recognition in humans has mainly relied on 2D pictures. An implicit 
assumption of this approach is that face recognition in pictures reveals the truth about 
face recognition in general. While the resemblance between a real face and its photo-
graphic representation is hardly in question, face recognition in the real world may 
employ additional information that is not available in a 2D representation. The most 
obvious difference between a real face and a photograph is their depth information. 
Whereas a photograph contains only monocular depth cues, a face in reality contains 
both monocular and binocular depth cues. This rich depth information may allow 
more precise encoding of facial surface geometry.  

Furthermore, unlike photographic images, faces and observers in reality are rarely 
stationary. Although increasing numbers of researchers use dynamic face stimuli [21], 
a crucial difference between perception of a face in motion pictures and a face in 
reality remains. Perception of a real face is an interactive process in the sense that the 
relative motion of the face and its observer determines resulting viewpoint of the face. 
The observer may from time to time actively engage in this interaction to deliberately 
register certain desired facial features. This means that face perception in reality in-
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volves the observer’s head movements and locomotion. Research methods based on 
2D images do not allow researchers to assess the role of this active process.  

In this paper, we will review how these issues are tackled by some recent studies 
that employed 3D face models and visualization methods. Before that, we will briefly 
review some prior research that has pioneered the use of 3D methods in psychology. 

1.1   Using 3D Face Models 

Despite their limitations, photographic materials are still considered as better alterna-
tives to life models in behavioral research. The main reason that life models have 
never become a popular choice is that they are susceptible to extraneous variables. 
Photographs allow much better control of variables such as pose, lighting, and facial 
expression, although at expense of poorer applicability of the research to real-world 
face recognition.  

The use of 3D models offers a promising solution to the problems facing 2D im-
ages and life models. When 3D laser-scanned models are shown in virtual environ-
ments, for example, they not only can mimic reality more closely, but also allow a 
 

 

Fig. 1. Face shape defined by shading.  The first row shows a top-lit and a bottom-lit face. The 
second row shows a bottom-lit face in a stereo pair. Bottom-lit faces are more difficult to rec-
ognize. Although this is sometimes attributed to disruption of 3D shape reconstruction from 
shading, stereopsis does not rectify this difficulty [20]. 
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similar level of control over experimental variables. In the early days when the 3D 
method was first used in behavioral research, however, it was the potential to manipu-
late certain variables in face recognition that attracted most attention.  

Laser-scanned faces were used in numerous studies since the early 1990s. Unlike 
photographs, laser-scanned models allow separation of 3D surface information from 
color or pigmentation information. Using this advantage, Bruce and her colleagues 
studied contributions of shading and surface information in face perception without 
presence of color or facial textures [3, 4, 5, 11, 12, 25]. Fig. 1 shows images of an 
example face defined by shading information alone. Although shape-from-shading is 
an important source of information for human face recognition, the effectiveness of 
this information is limited to top-lit faces [17]. The disadvantage of bottom-lit faces 
cannot be corrected by stereo cues, showing that shape-from-shading overrides shape-
from-stereo in face processing [18].  

The relative contributions of face shape and texture can be assessed by using 3D 
morphing techniques, where face shape and texture are selectively normalized onto an 
average [23, 24]. Similar techniques also allow separation of motion from shape or 
texture gradients from shading, making it possible to measure the contribution of non-
rigid motion and texture gradients [13, 14, 19, 27].  

The studies described so far have mainly attempted to separate out contributions 
from various sources of information in face perception. Their use of 3D methods 
involved reduction of information such that the information of interest could be stud-
ied in isolation. This line of approach, however, needs to be complemented by a syn-
thetic approach, whereby different sources of information are combined rather than 
subtracted. Clearly, 3D models can be comfortably adapted to research in either direc-
tion. It is the combination of information that makes 3D models more credible substi-
tutes for live models. It allows researchers to assess whether there is any difference 
between face recognition in pictures and face recognition in reality. At present, rela-
tively fewer attempts have been made in this direction. In this paper, we will present 
some of our recent studies that were aimed to explore the roles of active exploration 
and 3D information commonly found in real-world face perception. 

1.2   Methods of Stimulus Presentation 

To examine the role of active exploration in face recognition, it is necessary to present 
3D face models in real time for observer-face interaction. Most research, however, 
pre-renders 3D faces under the desired image conditions. For example, a study de-
signed to measure the effect of pose change on face recognition would render 3D 
faces in various views. The rendered scenes are captured and saved as 2D images for 
later use in planned experiments. However, this method is not suitable to study the 
role of active exploration, because the views of a face in such a study have to be dy-
namically affected by the observer’s exploratory actions.  

We developed a software tool recently to allow the observer to explore views of a 
3D face with a joystick [26]. The software is a user interface between the MATLAB 
programming environment and graphics libraries that operates directly on 3D face 
models and creates the desired image conditions in real time. Instead of retrieving 
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pre-rendered images, joystick feedback or simple MATLAB commands are used to 
control simulated rigid motion of a 3D face model.  

Unlike the pre-rendering method, the interactive feature reduces the difference be-
tween real faces and face images used in laboratory settings.   

2   Active Exploration Improves Recognition Performance 

Very little is known about whether spontaneous and active exploration of stimuli 
plays a role in visual cognition. The issue has only been investigated in computer 
generated novel objects [10]. Observers in the active condition explored the objects 
with a track ball during the training session, whereas those in the passive condition 
simply viewed the playbacks of the rotated objects generated by the active observers. 
It was found that active observers recognized trained objects more quickly than pas-
sive observers. However, there was no difference between the accuracy scores of the 
two conditions. The study leaves two unanswered questions. First, it is not clear 
whether recognition of a novel class of objects is readily applied to that of a familiar 
class of objects. Even if the answer is positive, it is still unclear whether recognition 
for a class of birds, for example, would be similar to recognition of faces. Unlike any 
other class of objects, faces are discriminated at individual level without deliberate 
training. Second, and perhaps more importantly, it is not clear whether recognition 
accuracy could be affected by active exploration. Accuracy is arguably a more impor-
tant measure of identification in forensic and social settings. It is certainly also a more 
critical measure of face recognition in engineering. 

We conducted a series of experiments aiming to answer these questions. We used a 
standard recognition task in a yoked design. The task involved remembering eight 
faces presented once at the learning session, and later identifying them at the test 
session where the trained faces were mixed with eight new ones. Observers in the 
active condition explored views of faces via a joystick, whereas observers in the pas-
sive condition simply viewed the replay of the same sequence of face stimuli gener-
ated by the active observers. The range of possible views for exploration is shown in 
Fig. 2. The initial view of each face was determined randomly from this range. Three 
experiments were conducted in which the condition of active exploration was varied. 

2.1   Active Exploration at Both Training and Test Sessions  

In the first experiment, active observers were allowed to explore the faces during both 
training and test sessions of the task. Active observers also decided how long they 
wished to explore each face at each trial before moving onto the next trial. Passive 
observers viewed the same views for the same length of time as the active observers. 
A total of 101 undergraduate students were randomly assigned to the two conditions. 

It was found that the active condition produced better recognition accuracy  
(M = 83.5%, SD = 16.4) than the passive condition (M = 73.5%, SD = 19.7), F (1, 99) 
= 10.59, p < .002. The result shows that human observers acquire more robust recog-
nition memory of faces when they are able to interactively control the views of faces. 
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Fig. 2. Limits of rotation (x = ±55º, y = ±30º) from the frontal view in the center. The laser-
scanned face database used in the present study was obtained from University of South Florida. 

2.2   Active Exploration Only at Training Session 

The advantage of active exploration found in the first experiment could either be due 
to spontaneous control of training views or correlations between the explored views at 
training and test. In order to determine whether active exploration at training could by 
itself produce better recognition performance, we ran the second experiment where 
active participants could explore views of faces only during the training session. A 
total of 80 undergraduate students participated. Other aspects of the experiment were 
identical to the first experiment.  

The results showed again that the active condition scored higher on recognition ac-
curacy (M = 79.1%, SD = 16.0) than the passive condition (M = 72.3%, SD = 18.6), F 
(1, 78) = 4.66, p < .03, although the mean difference between the two conditions was 
somewhat lower than that of the first experiment. The result shows that the advantage 
of the active condition cannot be simply due to correlations of the face views explored 
at training and test. 
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2.3   Active Exploration Only at Training Session Within a Fixed Duration 

Both experiments described so far allowed active observers to decide the duration of 
face stimuli on the display. Because preferred inspection time may well differ from 
one observer to another, the inability to decide the length of inspection time in the 
passive condition may have been a disadvantage that contributed to the different per-
formance between the two conditions. To investigate this possibility, we ran another 
experiment where the time to explore each face was fixed at 10 s such that observers 
in both conditions inspected the faces for the same duration. This specific duration 
was based on the data from the first experiment where observers on average spent 
10.6 s (SD = 5.7) learning each face. Again, observers in the active condition only 
explored the views of faces during the training session. A total of 60 undergraduate 
students were tested. Other aspects of the experiment were the same as before.  

Results again favored the active condition (M = 81.5%, SD = 8.9) over the passive 
condition (M = 75.6%, SD = 12.8), F (1, 58) = 4.22, p < .05. This experiment thus 
rules out the possibility that the advantage of the active condition in the previous 
experiments was merely due to the free control of preferred learning duration in that 
condition.  

These experiments present the first converging evidence that actively explored face 
views during learning can improve the accuracy of face recognition memory.  

3   Relevance of 3D Shape Information in Face Processing 

Both image-based and model-based approaches to face recognition have been devel-
oped in engineering over the past decades (see [8] and [28], for a review). A key dif-
ference between these two approaches is whether they involve face processing based 
on volumetric information. The psychological status of these approaches remains 
largely unknown. Although shading and motion related effects reported in psychology 
are often attributed to 3D shape processing, studies to date have not yet found con-
vincing evidence that the brain encodes 3D volumetric information of faces for  
recognition.  

The obvious way to test the hypothesis that 3D information is used in face process-
ing is to assess to what extent 3D cues assist face recognition. Research to date has 
failed to find any use of some key 3D information, such as stereopsis [18, 20] and 
linear perspective [15, 16]. Although stereo is often considered a more reliable cue for 
3D shape than shading and other cues [6], it is shading information that prior research 
has found to be far more important in face recognition. For example, faces in line 
drawings that are devoid of shading information are more difficult to recognize than 
photographs [3, 7]. Stereopsis, on the other hand, hardly produces any measurable 
effect on face recognition. If face recognition does rely on reconstruction of 3D sur-
face, such a result would appear rather surprising. Intuitively, the 3D shape of a face 
should be more easily perceived with stereo information. For example, the height of a 
nose from a frontal view of a face can only be accurately estimated when this infor-
mation is available. The diminished importance of stereo information has prompted 
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the conclusion that the visual system mainly uses 2D information for face processing 
[18]. Shading is merely treated as a 2D pattern rather than a cue to 3D shape. 

However, two questions remain. First, if 2D information plays a key role in face 
processing, is a 3D face simply encoded as a collection of 2D images just like the way 
a face in photographs would be encoded? Second, can certain combinations of 3D 
cues facilitate face recognition even though each of these cues alone fails to do so? 
We addressed the first question by looking at how well faces can be identified across 
their 2D and 3D representations and the second question by measuring how the 
combination of stereo with linear perspective affects recognition performance. 

3.1   Transfer Between 2D and 3D Representations 

Matching a 2D face image to a 3D face requires ignoring unmatched depth cues. If a 
3D face is simply encoded as 2D images, there should be no cost for such matching. 
To determine whether face recognition is affected by differences between 2D and 3D 
representations, we conducted two experiments where the dimensionality of the im-
ages used at training and test were either congruent or incongruent [20]. We used two 
congruent conditions. In the congruent stereo condition, both images of a face used at 
training and test were presented with stereo information. In the congruent mono con-
dition, both of these images were presented without stereo information. In the incon-
gruent condition, one of the images was presented with stereo, and the other without, 
and vice versa.  

Face images at training and test were always presented in two different views (full-
face and 3/4) to avoid matching based on trivial image similarity alone. Both stereo 
and mono images were observed through shutter glasses. One experiment employed a 
standard recognition task with a between-subject design. The task was to decide 
whether the faces presented at the test session had been shown at the training session. 
Another experiment was a matching task using a within-subject design. The task was 
to decide whether two sequentially displayed images were of the same person. 

Both experiments found significant main effects, F (2, 187) = 4.16, p < .02, and F 
(2, 112) = 6.85, p < .001, for the recognition and matching experiments respectively. 
Bonferroni post-hoc tests showed that the congruent stereo condition produced a sig-
nificantly higher accuracy (M = 74.3%, SD = 10.0) than the incongruent condition (M 
= 68.8%, SD = 10.7) in the recognition experiment. In the matching experiment, the 
accuracy scores in both congruent conditions (Ms = 86.0 and 85.7%, SDs = 8.3 and 
7.7, respectively, for the congruent stereo and congruent mono conditions) were sig-
nificantly higher than that in the incongruent condition (M = 82.3%, SD = 9.4). No 
difference was found between results of the congruent stereo and congruent mono 
conditions in either experiment. 

3.2   Combination of Depth Cues May Facilitate Face Recognition 

Evidence to date appears to deny any usefulness of 3D information in face processing. 
Nevertheless, it remains possible that the usefulness of this information depends on 
certain combinations of cues. We recently tested this hypothesis in a recognition task 
where face stimuli with several levels of perspective transformation were either pre-
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sented in stereo or without stereo. Faces were trained and tested at different distances 
simulated on a computer screen. As Fig. 3 shows, the 2D projections of facial features  
and the configuration of a face can be quite different from two camera distances. In a 
relatively large perspective transformation such as in Fig. 3A, the projection from the 
near camera not only results in a larger image overall, but also produces quite consid-
erable differences in 2D shape. It has visibly larger internal facial features such as the 
nose and eyes, and smaller peripheral features such as the neck and fading ears than 
the image projected from the far camera distance. In order to perceive the correspon-
dence between the two projections despite their image differences, the observer needs 
to compensate for the differences caused by perspective transformation.  
 

We used four levels of perspective transformation which ranged from large to no 
transformation. The mean visual angles subtended from the vertical extent of the faces 
(defined by the length from the top edge of the forehead to the tip of the chin) to the 
observer at these distances are shown in the second and third columns of Table 1. 
Each face was trained at a far distance and later tested at a near distance or vice versa. 
Each observer performed the task twice using two different sets of faces, once with 
stereo and once without. The order of the two conditions was counterbalanced.  

Results for the mono and stereo condition under perspective transformation are 
shown in the last two columns of Table 1. We found a significant main effect of per-
spective transformation, F (3, 185) = 27.54, p < .001. Namely, the greater the distance 
between the training and test face locations, the more difficult it is to identify the two 
images as the same person. However, when stereo information was available, 

Fig. 3. Four levels of perspective transformation between training and test. A. Large transfor-
mation. B. Medium transformation. C. Small transformation. D. No transformation. 
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recognition performance was less affected by perspective transformation, F (3, 185) = 
13.72, p < .001. Overall, recognition in the stereo condition was 5% better than the 
mono condition. Even at a small perspective transformation, the stereo condition 
produced better performance. The stereo advantage diminished when perspective 
transformation was not present. 

Table 1. Percentage accuracy as a function of perspective transformation and presence of 
stereopsis 

Face Size Mean Accuracy (%) Perspective 
Transformation Near Far Mono Stereo 

    Large 31.7º  9.9º 63.8 70.9 
    Medium  25.8º  12.9º 66.7 74.4 
    Small 22.1º 16.7º 80.2 84.3 
    None  19.5º    19.5º 87.2 87.5 

The results show that stereo information can play a role in face processing but only 
when it is combined with certain other 3D cues. Clearly, not all combinations of depth 
cues facilitate recognition performance. For example, recognition using shading in-
formation alone is similar to recognition using both shading and stereo information as 
demonstrated in this and prior studies [18]. 

4   Conclusions 

The benefits of 3D methods in behavioral research of face perception were recognized 
since the early infancy of the technology. However, it is not till quite recently that 
these methods have been applied to more realistic settings.  Using 3D methods, our 
studies have revealed a number of previously unknown facts about face recognition in 
humans. First, we found that actively exploring views of a face can lead to improved 
learning and more robust recognition memory of that face. Second, our results 
showed that although faces trained and tested in 2D images produce equivalent rec-
ognition performance to faces trained and tested in 3D images, transfer from 2D to 3D 
or vice versa results in reduced recognition performance. Last, stereopsis can enhance 
face recognition when combined with linear perspective.  

These findings show that face recognition may rely on more resources in reality 
than most research has suggested so far. These resources have not been fully investi-
gated due to the limitations of 2D face images used in laboratory research. However, 
these unexplored territories can now be more systematically examined using 3D 
methods.  

Our results show that using 3D faces in virtual environments leads to better identi-
fication performance. This may have promising implications for forensic applications. 
Currently, 2D mug shots and video parade systems are still dominant in this field. 
Simulated 3D environments offer an eyewitness the opportunity to explore any arbi-
trary views of a suspect in a police lineup parade, along with depth cues that are more 
compatible with real environments. Because recognition of unfamiliar faces is highly 
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view or image dependent [9], being able to explore a face in various pose conditions 
should improve the chance of successful identification. 

Understanding the benefits of 3D information in human face recognition should 
help engineers to determine what kind of face recognition software is useful to human 
users. If 3D models facilitate face recognition, it would be sensible to develop soft-
ware capable of 3D face synthesis from video or photographic images for use in eye-
witness identification.  

Apart from practical implications, our research on the role of 3D information in 
face recognition was aimed to shed some light on the psychological basis of the im-
age-based and model-based theories. Consistent with some prior findings [15, 16, 18], 
our recent research suggests that 3D information plays a relatively minor role in hu-
man face perception. There may be few processes in the brain for reconstruction of 
3D structures, or at least such reconstruction is not necessary. However, it has also 
become clear that the human visual system does employ 3D information for face 
processing and this can at times improve or optimize recognition performance. In-
deed, the utility of the 3D information may have been underestimated given that sys-
tematic research on the effects of combination of 3D cues has just started. Whether 
other combinations of depth cues such as motion parallax and stereopsis affect face 
recognition will become issues for future research.  
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