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Abstract. This paper presents an algorithm to prune a tree classifier
with a set of rules which are converted from a C4.5 classifier, where rule
information is used as a pruning criterion. Rule information measures
the goodness of a rule when discriminating labeled instances. Empiri-
cal results demonstrate that the proposed pruning algorithm has high
predictive accuracy1.

1 Introduction

Decision tree pruning is a kind of method to improve predict accuracy and
avoid overfitting. There are some approaches previously proposed in this area.
Minimum description length pruning [1] and minimal cost complexity pruning
[2] generate a sequence of pruned trees and later select better one from them.
It should be noted these methods prune a decision tree in a direct way, pruning
nodes among the paths from a tree node to a tree leaf. It cannot delete a condition
if the reorganization of the tree fails. This paper proposes a tree pruning method,
pruning a tree with a rule set. The rule set is converted from a decision tree [3],
where rule information proposed in [4] is used as pruning criteria. It prunes a
tree in an indirect way. The tree pruning with a set of rules has some advantages
over those done by a direct way. It can avoid the over pruning caused in the
previous pruning methods especially when the training set is small.

Rule information [4] is used to calculate relationship between antecedent (con-
ditions) and consequent (prediction) of a rule. Rule information is suited to de-
scribe the relationship among the conditions and the prediction. Moreover, a rule
belief is employed to identify a rule if the rule is necessary to be pruned before
a rule pruning starts. Empirical tests and comparisons show that our algorithm
outperforms C4.5 in predictive accuracy.
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2 Rule Information and Rule Belief

A decision tree can be converted to a set of rules. The rules with IF-THEN form
are used to prune a tree. A rule is expressed with

∑n
i=i(A1 = vij) → (C = cm),

where Ai = vij is a condition of the rule and C = cm the prediction of the rule,
n is the number of the attributes; vij a value of the attribute Ai, cm a class of
the prediction C (assume m is among 1 · · ·k, k denotes the number of the class
values of C).

Rule information describes the mutual relationship for a rule between its
conditions and its prediction. Rule information [4] is defined as

I(R) = log2
P (C = cm|

∏n
i=1(Ai = vij))

P (C = cm)

where P (C = cm|(Ai = vij)) is the proportion of attribute Ai with value vij

under C = cm, P (C = cm) is the proportion of class C with value cm in the
training set.

As the definition of I(R), a rule with a larger value denotes the relationship be-
tween the condition part and the prediction part in a rule is tighter. If C = cm

and all the examples in the training data are covered, I(R) is the maximum
− log2 P (C = cm). If the prediction of a rule cannot derive from inadequate con-
ditions, its rule information is probably negative. Our algorithm only deals with
the rules whose rule information ranges from 0 to − log2 P (C = cm). To identify
a rule if it can be a candidate to be pruned, we define a concept ”rule belief”:
B(R) = I(R)

− log2 P (C=cm) . B(R) is a normalization of I(R) with − log2 P (C = cm),
which can be directly used to identify whether a rule should be deleted before
pruning.

Both rule information and rule belief are used in our rule pruning algorithm.
Rule information is used as a pruning criterion. Given a rule r, every step in rule
pruning of r should not decrease the rule information I(r). Rule belief is used to
identify whether a rule should be directly deleted without entering rule pruning
process.

3 Pruning Algorithm and Experiments

Our tree growing process is similar to that of C4.5. A built decision tree is then
converted to a rule set. The algorithm mainly consists of: 1) Calculation of rule
information and rule belief for each rule; 2) Deletion of the rules whose rule belief
is less than a given threshold δ; 3) For each rule, any condition of the rule can be
removed once it does not worsen the rule information of the rule. In every rule
pruning, so that the increment of rule information should be greater than a value
ε (given according to the noisy rate in the training data). For every condition
of the rule, the algorithm tries to find the most effective pruning, where the
increment of the rule information is maximum. The pruned rule with the most
effective pruning is inserted into the pruned rule set Rp.
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The experiments have extensively been evaluated with 4 data sets (Connect-4,
Breast-cancer, Iris Plants, Credit-screening) selected from the well-known UCI
data repository [5]. The predictive accuracy on their testing set is calculated. The
results demonstrate our rule pruning algorithm outperforms C4.5 in predictive
accuracy. For each data set, we have carried out several training and testing
respectively. In case of Connect-4 (10-600-100), 10 training-testing tunes are
performed; the first training set includes 600 examples; and each of the next
training set is increased with 100 examples which are randomly selected from
its data source. For Breast-cancer, Iris Plants, and Credit-screening, the above
number is (10-50-50), (10-50-10), (9-300-30), respectively. Predictive accuracy is
calculated with every training-testing tune by applying the pruned tree on the
original data source except the training examples.

Fig. 1. Predict accuracy comparison

The results (see Fig. 1) show the predictive accuracy of these four conducted
domains. Fig.1-1 shows both C4.5 and our algorithm have high error ratios (more
than 30%) on Connect-4. The predictive accuracy obtained on Breast-Cancer
(Fig. 1-2) and Iris Plant (Fig. 1-3) is reasonable, where the error ratios decrease
when the training examples increase. However, for Credit-screening (Fig. 1-4),
the increasing examples seem to be not improving the predictive accuracy. Both
C4.5 and our algorithm have similar accuracy curves on these 4 domains. Our al-
gorithm performs better than C4.5 on these 4 domains, and learns more accurate
classifiers.
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4 Conclusion

The proposed tree pruning method with rule information and rule belief performs
better than C4.5 in the predictive accuracy. One of the future works is to explore
the model optimization with the decision tree.
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