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Abstract. In recent years, the problem of finding the different aspects
existing in a dataset has attracted many authors in the domain of knowl-
edge quality in KDD. The discovery of knowledge in the form of associ-
ation rules has become an important research. One of the most difficult
issues is that an enormous number of association rules are discovered,
so it is not easy to choose the best association rules or knowledge for a
given dataset. Some methods are proposed for choosing the best rules
with an interestingness measure or matching properties of interesting-
ness measure for a given set of interestingness measures. In this paper,
we propose a new approach to discover the clusters of interestingness
measures existing in a dataset. Our approach is based on the evaluation
of the distance computed between interestingness measures. We use two
techniques: agglomerative hierarchical clustering (AHC) and partition-
ing around medoids (PAM) to help the user graphically evaluates the
behavior of interestingness measures.

1 Introduction

Knowledge quality has become an important issue of recent researches in KDD.
The problem of selecting the best knowledge for a given dataset has attracted
many authors in the literature. Our approach is based on the knowledge repre-
sentation in the form of association rules [2], one of the few models dedicated
to unsupervised discovery of rules tendencies in data. With association rules,
many authors have proposed a lot of interestingness measures to evaluate the
best matched knowledge from a ruleset: to select the best measures or the best
rules. According to Freitas [B], two kinds of interestingness measures existing
can be differentiate: objective and subjective. Subjective measures are strongly
influenced by the user’s goals and his/her knowledge or beliefs, and are combined
to specific supervised algorithms in order to compare the extracted rules with
what the user knows or wants [I3] [12], rule novelty and unexpectedness in point
of view of the user are captured. Objective measures are statistical indexes that
depend strictly on the data structures. The definitions and properties of many
objective measures are proposed and surveyed [3] [§] [I6] to study the behavior of
the objective measures to design a suitable measure or to help the user to select
the best ones with their preferences. We focus on objective measures (called mea-
sure for short) as a natural way to discover different hidden aspects in the data.
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Many interesting surveys on objective measures can be found in the litera-
ture. They mainly address two related research issues: the definition of the set
of principles or properties that lead to the design of a good measure; their com-
parison from a data-analysis point of view to study measure behavior in order
to help the user to select the best ones [8][16][17][10].

In this paper, we propose a new approach to evaluate the behavior of 35
interestingness measures discussed in the literature to discover the clusters of
interestingness measures existing in the user’s dataset. Our approach is based
on the distance computed between interestingness measures by using the two
clustering methods agglomerative hierarchical clustering (AHC) and partition-
ing around medoids (PAM) to help the user to discover the behavior of the
interestingness measures studied in his/her dataset graphically.

The paper is organized as follows. In Section 2, we present the correlation
and the distance between measures. In Section 3, we introduce two views for
evaluating the behavior of a set of 35 measures on a dataset. Finally, we conclude
and introduce some future researches.

2 Distance Between Measures

Based on the idea of measuring the the statistical surprisingness of implication
theory [7] that we have mentioned in [I0], we continue to extend the principles
discussed from [I0]. Let R(D) = {r1,72,...,7,} denote input data as a set of p
association rules derived from a dataset D. Each rule a = b is described by its
itemsets (a, b) and its cardinalities (n,nq,n4,1,5). Let M be the set of ¢ available
measures for our analysis M = {m, ma,...,mq}. Each measure is a numerical
function on rule cardinalities: m(a = b) = f(n,nq, ny,n,5)-

For each measure m; € M, we can construct a vector
m;(R) = {m1, 42, ...,mip}, i = 1l..q, where m;; corresponds to the calculated
value of the measure m; for a given rule ;.

The correlation value between any two measures m;, m;{i, j = 1..q} on the
set of rules R will be calculated by using a Pearson’s correlation coefficient CC'
[15], where 2;, 77, are the average calculated values of vector m;(R) and m;(R)
respectively.

CC(my,my) = > [(ma, — m53) (M, — 7))

VI ks (man — 0232y (e — 7725)°]

In order to interpret the correlation value, we introduce the two following
definitions:

Definition 2. Correlated measures (T-correlation). Two measures m; and m,
are correlated with respect to the dataset D if their absolute correlation value
is greater than or equal to a threshold 7: |CC(m;,m;)| > 7.

Definition 3. Distance. The distance d between two measures m;,m; is defined
by:
d(mi,mj) =1—|CC(m;, m;)|



332 X.-H. Huynh, F. Guillet, and H. Briand

As both correlation and distance are symmetrical, the ¢(g — 1)/2 values can
be stored in one half of a table ¢ x q. We then use the distances computed from
this table for both the AHC and PAM methods.

3 Measure Behavior

3.1 Data Description and Used Measures

To study the measure behavior, we try to evaluate the effect of measures based on
the distance calculations for the dataset D;. We use the categorical dataset mush-
room (D7) from Irvine machine-learning database repository [4]. We then gen-
erate the set of association rules (ruleset) Ry from the dataset D; using the the
algorithm Apriori [I]. We use 35 interestingness measures to this study (34 mea-
s Cri 0l
k=maz(0,ns—np) Tn‘a)
A remark is that Ellja = 1] and Ell[a = 2] are two entropic versions of the II
measure). Hereafter, we use this ruleset as our knowledge data for analysis.

sures are referenced in [I0] and a measure IT = 1—

Table 1. Ruleset description

Dataset|Items|Transactions|Average length| Number of rules Ruleset
of transactions |(support threshold)
[ Dy [1I8] 8416 | 22 | 123228 (12%)] Ri ]

Our aim is to discover the behavior of the measures via two views: the strong
relation and the relative distance between measures occur when they are applied
to the distance matrix (or distance table) calculated from R; (see Sec. ). This
result is useful because we can capture the different aspect or the nature of the
available knowledge existing in the rulesets. We use the two techniques AHC and
PAM for each of these views respectively.

3.2 With AHC

Fig. Millustrates the result computed from R;. The horizontal line goes through-
out the cluster dendrogram has the small distance 0.15 determining the clus-
ters of measures having strong relation (strongly correlated). The assignment
7 =0.85 =1 —0.15 of 7-correlation is used because this value is widely accept-
able in the literature. The clusters are represented in details in Tab.
Intuitively, the user can choose the biggest cluster in Tab. 2] contains the
measures Lift, Rule Interest, Phi-Coefficient, Kappa, Similarity Index, Putative
Causal Dependency, Dependency, Klosgen, Pavillon for their first choice. In this
cluster we can easily see two strong related clusters with four measures for each.
This cluster gives the strongest effect on evaluation the similarity between two
parts of an association rule. Another observation illustrates the existence of a
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Fig. 1. View on the strong relation between measures

Table 2. Clusters of measures with AHC (distance = 0.15)

[Cluster[ Ry J
1 Causal Confidence, Causal Confirmed-Confidence, Confidence,
Descriptive Confirmed-Confidence, Laplace

Causal Confirm, Descriptive Confirm, Example & Contra-Example,
Least Contradiction

N

3 Causal Support

4 Collective Strength

5 Conviction

6 Cosine, Jaccard

7 Dependency, Kappa, Klosgen, Lift, Pavillon, Phi-Coefficient,
Putative Causal Dependency, Rule Interest, Similarity Index

8 EII, EIT 2

9 Gini-index, J-measure

10 11

11 Loevinger

12 Odds Ratio

13 Sebag & Schoenauer
14 |Support

15 TIC

16 |Yule's Q, Yule's Y

confidence cluster (the first cluster in Tab. ) with Causal Confidence, Causal
Confirmed-Confidence, Laplace, Confidence, Descriptive Confirmed-Confidence.
The user can then select this cluster to discover all the rules have the effect of
high confidence.

This view is useful because the user can determine the strong relation be-
tween interestingness measures via the graphical representation. The hierarchical



334 X.-H. Huynh, F. Guillet, and H. Briand

structure allows the user clearly seeing the clusters of measures that are con-
nected closely with the hierarchical level computed.

3.3 With PAM

We can see relatively the distance between clusters by applying the principal
component analysis, the number of cluster is determined from the first view
(Sec. B2). For example, Fig. [ illustrates the result obtained from R;. Each
symbol from Fig. 2] represents every measure in the same cluster. PAM is very
useful because it gives a graphical view of clusters intuitively.

The user can now choose the aspects in the ruleset by viewing the clus-
ters with their distances calculated (Fig. ) based on the projection on the
two principal components. The measures that have the smallest distances be-
tween them will be grouped in one cluster. In Tab. Bl the two clusters 1 (Causal
Confirmed-Confidence, Descriptive Confirmed-Confidence, Confidence, Laplace,
Causal Confidence) and 2 (Least Contradiction, Example & Contra-Example,
Causal Confirm, Descriptive Confirm) as two different aspects the most close
with the very small between-distance or separation. Then, the user can obtain
automatically the representative measures for each of these two clusters are
Causal Confirmed-Confidence and Example & Contra-Example. Another useful

CLUSPLOT(R1)

E - =
bt & oy

g &
o~
=
2 @ 1
= .
3 -
=
O
Q

o "

* Vo
o Y
Fe
@,
. e
o 2
T T T T T T T
06 -04 02 0.0 0.z 04 0.6

Component 1
These twio components explain 39.08 % of the point variability.

Fig. 2. Views on the relative distance between clusters of measures
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Table 3. Clusters of measures with PAM

[Cluster[Ry

1 Causal Confidence, Causal Confirmed-Confidence, Confidence,
Descriptive Confirmed-Confidence, Laplace

Causal Confirm, Descriptive Confirm, BExample & Contra-Example,
Least Contradiction

Causal Support, Kappa, Lift, Phi-Coefficient, Rule Interest, Similarity Index
Collective Strength

Conviction

Cosine, Jaccard

Dependency, Klosgen, Pavillon,Putative Causal Dependency

EIL, BII 2

Gini-index, J-measurc

10 11

11 |Loevinger

12 Odds Ratio

13 |Sebag & Schoenauer

14 Support

15 TIC

16 |Yule's Q, Yule's ¥

M

©|o||o|u|r|w

information is that the diameter of the cluster 1 is smaller than the cluster 2 so
this observation illustrates the strongly coherent interestingness values computed
from the measures in cluster 1, representing the high value of the confidence as-
pect. Another choice is that the user can select in Tab. Bl one aspect formed by
the cluster 3 (Causal Support, Kappa, Lift, Phi-Coefficient, Rule Interest, Sim-
ilarity Index) that is very far from the two clusters 1&2 but the nearest cluster
with the others such as 9,7,15 (Fig. B)) and having Kappa as the representative
measure for this cluster. The user can also interest in the cluster 10 (II) in Tab.
standing isolated with other clusters (Fig. [3]).

This view based on relative distance has an important role because it allows
the user to choose the aspects that he/she takes interested by regarding the scale
between them. The distance between clusters will help the user to evaluate more
precisely the near or far between these aspects.

3.4 Comparing with AHC and PAM

With two different evaluations based on the two views of AHC and PAM we can
obtain some interesting results: cluster that seems independent from the nature
of data and the selection of rules. Comparing from Tab. 2] and Tab. B] we can
easily see sixteen clusters agreed perfectly (see Tab. H).

To understand the behavior of the measures we will examine some important
clusters in Tab. @l For example, the first cluster (Causal Confidence, Causal
Confirmed-Confidence, Confidence, Descriptive Confirmed-Confidence, Laplace)
has most of the measures issued from the Confidence measure. The fifth cluster
(Cosine, Jaccard) has a strong relation with the fifth property proposed by Tan
et al. [I6]. The sixth cluster (Dependency, Klosgen, Pavillon, Putative Causal
Dependency) is necessary to distinguish between the strength of the rule a = b
from b = a. The seventh cluster (EII, EIT 2) are two measures obtained with
different parameters of the same original formula and very useful in evaluating
the entropy of implication intensity. The ninth cluster (IT) has only one measure
provides the strong evaluation on the intensity of implication. The tenth cluster
(Kappa, Lift, Phi-Coefficient, Rule Interest, Similarity Index) mainly gathers the
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Table 4. Clusters agreed with both AHC and PAM

[Cluster[Ry

1 Causal Confidence, Causal Confirmed-Confidence,
Confidence, Descriptive Confirmed-Confidence, Laplace

2 Causal Confirm, Descriptive Confirm, Example & Contra-Example, Least Contradiction
3 Collective Strength

4 Conviction

5 Cosine, Jaccard

6 Dependency, Klosgen, Pavillon,Putative Causal Dependency
7 EII, EIT 2

8 Gini-index, J-measure

9 1T

10 |Kappa, Lift, Phi-Coefficient, Rule Interest, Similarity Index
11 Loevinger

12 Odds Ratio

13 Sebag & Schoenauer

14 |Support

15 TIC

16 Yule’s Q, Yule’s Y

measures from different properties such as symmetry, anti-symmetry [I6]. The
last cluster (Yule’s Y, Yule’s Q) gives a trivial observation because the measures
are all derived from Odds Ratio measure, that is similar to the second property
proposed by Tan et al. [16].

4 Conclusion

To understand the behavior of the interestingness measures on a specific dataset,
we have studied and compared the various interestingness measures described in
the literature to find the different aspects existing in a dataset. Our approach
is the first step towards the process of evaluating the knowledge issued in the
form of association rules in the domain of knowledge quality research. We use a
data analysis approach based on the distance computed between interestingness
measures (with two clustering methods AHC and PAM) in order to evaluate the
behavior of 35 interestingness measures. These two graphically clustering meth-
ods can be used to help a user in selecting the best measures. We also determine
sixteen clusters with some interesting results: cluster that seems independent
from the nature of data and the selection of rules. We also evaluate the behavior
of the measures on some important clusters agreed with both AHC and PAM.
With this result, the decision-maker will decide what measures are interesting
to capture the best knowledge.

Our future research will be investigated in introducing a new approach to
facilitate the the user’s decision making from the best interestingness measures
to select the best association rules (the best knowledge discovered).
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