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Abstract. The Fuzzy Constraint Networks model, a generalization of the 
Disjunctive Temporal Fuzzy Constraint Networks, is a framework that allows 
representing and reasoning with fuzzy qualitative and quantitative complex 
constraints. However, its general complexity is exponential, and we need to find 
tractable subclasses. In this paper we propose two algorithms to deal with a 
tractable subclass named Series-Parallel Fuzzy Constraint Networks. 

1   Introduction 

Fuzzy Temporal Constraint Networks model (FTCN), introduced in [6], allows 
expressing simple constraints, representing them by means of a convex and 
normalized possibility distribution. Fuzzy temporal constraints allow combining 
precise, imprecise, qualitative and quantitative information. Then, this model is 
suitable for temporal reasoning in domains where the combination of such constraint 
types is required. A fuzzy model allows intermediate consistency degrees, and to 
quantify the possibility and necessity of a relationship or query. In addition, constraint 
propagation reduces one of the drawbacks associated with fuzzy reasoning, the 
degradation of distributions when chaining fuzzy rules (reduction of the core, and 
enlargement of the support of the possibility distributions). 

In certain tasks, such as planning or scheduling, a more general model with 
disjunctions is needed. Then, the FTCN model is enhanced, defining a constraint with 
a finite set of possibility distributions, normalized and convex, obtaining the 
Disjunctive Fuzzy Temporal Constraint Networks (DFTCN) [1]. This model extends 
the TSCP framework proposed by Dechter [3], allowing constraints such as 
“Irrigation is much before or a little after than Treatment”, and subsumes the Vilain & 
Kautz Point Algebra [9]. This framework allows representing all the possible 
relationships between time points, between intervals and between time points and 
intervals, and their disjunctions. 

The main drawback of DFTCN is its computational inefficiency, because generally 
these networks are non-decomposable, needing backtracking to find a solution [1]. 
Determining the consistency and computing the minimal network are also 
exponential. With small problems, this is not a drawback, but in order to generalize 
the use of the model in a general scope, it would be interesting to find tractable 
subclasses, as series-parallel networks [2]. 
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In this paper we use a generalization of DFTCN, named Fuzzy Constraint 
Networks (FCN) [2], and we present two efficient algorithms, SP+ and SPR, to decide 
if a FCN is consistent, series-parallel and obtain its equivalent path-consistent (and 
minimal) network, using the information of the original problem constraints. 

The remainder of this paper is organized as follows. Section 2 describes the FCN 
model; Section 3 describes a tractable subclass named Series-Parallel Networks; 
Section 4 presents two efficient algorithms to deal with this Series-Parallel Networks 
and Section 5 summarizes the conclusions and presents the future work. 

2   Fuzzy Constraint Networks 

A Fuzzy Constraint Network (FCN) Ld consists of a finite set of n+1 variables X0, ... 
Xn  (X0 as origin for problem variables), whose domain is the set of real numbers R,
and a finite set of disjunctive binary constraints d

ijL  among these variables. X0 is a 
variable added to use only binary constraints, and it can be assigned to an arbitrary 
value (for simplicity’s sake, this value is usually 0). 

A disjunctive binary constraint d
ijL among variables Xi, Xj is defined with a finite set 

of possibility distributions, },...,,{ 21 k
ijijij πππ  normalized and convex [5], defined over 

the set of real numbers R; for x ∈ R, m (x) ∈ [0,1] represents the possibility that a 
quantity m can be precisely x.

A value assignation for variables Xi, Xj, Xi=a; Xj=b, a, b ∈ R, satisfies the 
constraint d

ijL iff it satisfies one of its individual constraints: 
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The maximum possibility degree of satisfaction of a constraint d
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A constraint d
ijL among variables Xi, Xj defines a symmetric constraint d

jiL
among Xj, Xi, and the lack of a constraint is equivalent to the universal constraint 

Uπ . A FCN can be represented with a directed graph, where each node 
corresponds to a variable and each arc corresponds to a constraint between the 
connected variables, omitting symmetric and universal constraints. The set of 
possible solutions of a FCN Ld is defined as the fuzzy subset from Rn associated to 
the possibility distribution given as:
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An n-tuple V = (v1, ...vn) ∈ Rn of precise values is  an  -possible  solution  of  a  
FCN  Ld   if  S(V) = . We say that a FCN Ld is consistent if it is 1-consistent, and it is 
inconsistent if it does not have any solution. 

Given a FCN Ld, it is possible to find out several networks which are equivalent to 
Ld. We can obtain this networks using the composition and intersection operations, 
defined in [1] for temporal reasoning. Among all the equivalent networks, there is 
always a network Md that is minimal. This network contains the minimal constraints. If 

,
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Md contains an empty constraint, Ld is inconsistent. If p if the maximum of possibility 
distributions in each constraint, and the network has q disjunctive constrains and n
variables, then the minimal network Md of a FCN Ld can be obtained with a complexity 
O(pqn3), where n3 is the cost of solving each case non disjunctive FCN [7]. Due to this 
exponential complexity, we need to find a more practical approach. 

3   Series-Parallel Fuzzy Constraint Networks 

A network is series-parallel [8] in respect to a pair of nodes i,j if it can be reduced to 
arc (i,j) applying iteratively this reduction operation: a) select a node with a degree of 
two or less; b)  remove it from the network; c) connect its neighbours. A network is 
series-parallel if it is series-parallel in respect to every pair of nodes.  

The basic algorithm for checking if a network is series-parallel has an O(n3)
complexity, and there is a more efficient algorithm that checks this property with an 
O(n) complexity [10], applied to fault-tolerant networks (IFI networks). In [2], we 
introduced the SP algorithm, a variant of the later approach for constraint networks. 

Series-parallel networks present some interesting properties. If a network is series-
parallel, the path-consistent network is the minimal network, although the intersection 
and composition operations are non-distributive [8]. As a subproduct of checking 
whether a network is series-parallel, a variable ordering is obtained when deleting the 
nodes. Applying directional path-consistency (DPC) algorithm [4] in the reverse order, a 
backtrack-free network is obtained and the minimal constraint between the first two 
variables of the ordering too. This can be interesting when we need only to compute a 
minimal constraint for two variables, and not the minimal network. In addition, if the 
network is series-parallel, we can decide absolutely whether the network is consistent, 
by applying DPC algorithm in the reverse order. Using all these properties, we can say 
that series-parallel Fuzzy Constraint Networks are a tractable subclass of Fuzzy 
Constraint Networks, because we can manage it without backtracking. 

4   Algorithms for Series-Parallel Fuzzy Constraint Networks 

The SP algorithm decides whether a network is series-parallel using the graph 
topology. After the SP test, we need to use another algorithms to manage the network. 
But if we enhance SP algorithm to use constraint information, we can process the 
constraints, deciding simultaneously whether the network is series-parallel or not. 

Our initial proposal is to include a constraint relaxation operation when a node or 
variable of degree two is eliminated. This operation updates a constraint, deleting the 
values disallowed by a path of length two, ensuring that the constraint will be path-
consistent in respect to this path. 

Working in this direction, we propose the algorithm SP+, which can decide with an 
O(n) complexity whether a network is inconsistent if it detects an empty constraint. If 
an empty constraint is not detected and the algorithm decides that the network is 
series-parallel, the network is consistent. As a subproduct, the final obtained 
constraint is the minimal constraint among the two lasting variables, and the 
equivalent network obtained with the computed constraints is decomposable in the 
reverse variable reduction ordering. This is the code of SP+ algorithm: 
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SP+ Algorithm 

begin

  for each i=0..n Compute-degree (i)  

  NodeQueue = {nodes with degree 1 and 2} 

  while (NodeQueue <> ∅ and |V| > 2) 
    begin 

     node=Get(NodeQueue) 

      if Degree(node) = 2 then    ij ij ik kjL L L L← ∩ ⊕
     if Lij = ∅ then exit  

       { }V V node← −
       if Degree(node)=1 then Degree(Neighbour(node)) --       

       if Degree(Neighbour(node)) = 2 then   

     Put(NodeQueue,Neighbour(node)) 

           else if Connected(Neighbours(node)) then   

     Degree(Neighbour(node)) --  

       if Degree(Neighbours(node)) = 2 then   

     Put(NodeQueue, Neighbours(node))  

           else E E← +  {ArcNeighbours(node)} 

   end    

 if (NodeQueue = ∅ and |V| > 2) then  

      exit (“Network is not series-parallel”) 

end

Next, we will enumerate the properties of the algorithm. 

Lemma 1.- If the series-parallel reduction algorithm stops because it computes an 
empty constraint, the network is inconsistent. 

Lemma 2.- If the series-parallel reduction algorithm stops without detecting an empty 
constraint, and it decides that the network is series-parallel, then the network is 
consistent. 

Fig. 1. Example of network to be reduced with SP+
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Lemma 3.- If series-parallel reduction algorithm terminates without detecting an 
empty constraint and it decides that the network is series-parallel, then the final 
constraint obtained is the minimal constraint among the two lasting variables. 

Figure 1 shows a FCN network to be reduced with SP+. Figure 2 shows the 
reduction process and refined constraints obtained. 

Fig. 2. Example of reduction process 

Based on the results of SP+, we can propose a linear rebuilding algorithm SPR, 
which obtains a path-consistent network respecting the original network topology. 
The obtained network is not the full path-consistent or minimal network, because it is 
not a complete graph. 

5   Conclusions and Future Work 

In this paper, we have defined Series-Parallel Fuzzy Constraint Networks as a 
tractable subclass of Fuzzy Constraint Networks. We have presented the SP+  linear 
algorithm for checking simultaneously if a constraint network is series-parallel and it 
has a solution, obtaining a minimal constraint among two variables too.  
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Using the results of SP+, we can write a linear rebuiding algorithm for obtaining a 
path-consistent network, with the original network topology. 

As future work, we can highlight the evaluation of these techniques and its 
comparation versus other approaches for series-parallel networks, the implementation 
of a linear algorithm for obtaining the minimal network, and the search of another 
FCN tractable subclasses and decomposition methods. 
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