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Preface

The concept of CAST, computer aided systems Theory, was introduced by F. Pichler
of Linz in the late 1980s to include those computer theoretical and practical
developments used as tools to solve problems in system science. It was considered as
the third component (the other two being CAD and CAM) that would provide for a
complete picture of the path from computer and systems sciences to practical
developments in science and engineering.

The University of Linz organized the first CAST workshop in April 1988, which
demonstrated the acceptance of the concepts by the scientific and technical
community. Next, the University of Las Palmas de Gran Canaria joined the
University of Linz to organize the first international meeting on CAST (Las Palmas
February 1989), under the name EUROCAST 1989, a very successful gathering of
systems theorists, computer scientists and engineers from most European countries,
North America and Japan.

It was agreed that EUROCAST international conferences would be organized
every two years. Thus, the following EUROCAST meetings took place in Krems
(1991), Las Palmas (1993), Innsbruck (1995), Las Palmas (1997), Vienna (1999), Las
Palmas (2001) and Las Palmas (2003) in addition to an extra-European CAST
conference in Ottawa in 1994. Selected papers from those meetings were published as
Springer Lecture Notes in Computer Science vols. 410, 585, 763, 1030, 1333, 1728,
2178 and 2809 and in several special issues of Cybernetics and Systems: an
International Journal. EUROCAST and CAST meetings are definitely consolidated, as
has been demonstrated by the number and quality of the contributions over the years.

EUROCAST 2005 (Las Palmas, February 2005) continued with a new approach to
the conferences which was adopted in 2001. Besides the classical core on generic
CAST, chaired by Pichler and Moreno-Diaz, there were workshops on Computation
and Simulation in Modelling Biological Systems, chaired by Ricciardi (Naples);
Cryptography, chaired by Miiller (Klagenfurt); Intelligent Information Processing,
chaired by Freire (A Corufia); Robotics and Robot Soccer, chaired by Kopacek
(Vienna) and Pfalgraf (Salzburg); Spectral Methods, chaired by Astola (Tampere);
and Computer Vision and Intelligent Vehicular Systems, chaired by Maravall and
Garcia Rosa (Madrid).

This volume contains the full papers selected after the oral presentations of the
different sessions. The editors would like to thank all contributors for their quickness
in providing their material in hard and electronic forms. Special thanks are due to the
staff of Springer Heidelberg for their valuable support.

July 2005 Roberto Moreno-Diaz, Franz Pichler and Alexis Quesada-Arencibia
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On the Physical Formal and Semantic Frontiers
Between Human Knowing and Machine Knowing

José Mira Mira

Dpto. de Inteligencia Artificial,
ETSI. Informéatica. UNED, Madrid, Spain
jmira@dia.uned.es

Abstract. The purpose of this paper is to reflect on the nature of hu-
man knowledge and that of the knowledge that finally can dwell in an
electronic computer. Three frontiers can be distinguished between these
two constitutively different types of knowing: (1) The nature of current
physical machines (silicon semiconductor crystal) and its organizational
restrictions in relation with the biological tissue, which is autonomous,
dynamic, tolerant to failures, self-organizative, and adaptive. (2) The
semantics of the available algorithms and programming languages in re-
lation with the evolutionary and reactive (behavior-based) biological pro-
gramming strategies. (3) The nature of current formal tools in relation
with natural language.

1 Problem Statement

A great part of the Al community attempts to interpret and use concepts of
the computational paradigm when applied to natural systems as equivalent to
the corresponding concepts when applied to artificial systems. These scientists
assume that natural language can be reduced to formal language, that biological
programming strategies can be reduced to conventional programming languages
and that the nervous tissue and a body of meat can be reduced to a CPU of Sil-
icon crystal and an electro-mechanical robot. Unfortunately, fifty years after the
christening of Al at the 1956 summer conference at Dartmouth Colleague, this is
not the case. There are relevant, constitutive, differences between Computation
in Natural Systems (the human way of knowing) and Computation in Artificial
Systems (the machine way of knowing). To contribute to the establishment of
a clear distinction between these two different ways of knowing we introduce
in section two the methodological building of knowledge [11,9,10], which will
enable us to distinguish between three levels and two domains of description
of the knowledge involved in a calculus. In sections three, four and five, mak-
ing reverse engineering, we consider the knowledge that each one of these levels
can accommodate, from the physical level to the symbol level and, finally, to
the knowledge level. Then we conclude, mentioning the topics in which, in our
opinion, we should concentrate our efforts to move the frontiers between human
intelligence and machine intelligence.

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 1-8, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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KL (EOD) KL (OD)
Conceptual Models Formal Models
(Natural Language) (Algorithms)
SL (EOD) SL (OD)
reverse
J engineering Programs
PL (EOD) PL (OD)
\ . .
\ n Physical Machines

Fig. 1. Reverse engineering in the building of knowledge

2 Direct and Reverse Engineering Inside the Building of
Knowledge

The three levels (storey) of the building for knowledge are the physical level
where lives the machine hardware, the symbol level where the programs live and
the third level, introduced by Allen Newell [12] and David Marr [4], located over
the symbol level and named by Newell the knowledge level and by Marr the level
of the theory of calculus. Additionally the external observer of a calculus (either
in natural or in artificial systems) always can distinguish between two domains
of description in each level [6,15,8]: the level’s own domain, OD, and the domain
of the external observer (EOD), as shown in figure 1.

In direct engineering we start with a conceptual model at the KL and in
the EOD of the method used by humans to solve a problem. The architecture
of this model depends on the AI paradigm used in our approach (symbolic,
connectionist, situated or hybrid). Then we use a table of correspondences to
move from this conceptual model to the abstract entities and relations of a
formal model situated in the OD of the KL (the 3rd right apartment). Next we
program the formal model and a compiler ends the work by producing the final
machine language version of the program.

In this formalization process we have left out (in the third left apartments)
a great part of the human knowledge used in the conceptual model. This non-
computable knowledge establishes the first semantic and formal frontier between
human knowing and machine knowing. Only the formal model underlying natural
language words enters the computer. The rest of the knowledge always remains
in the natural language of the external observer, in the EOD. Obviously the
external observer injects this non-computable knowledge when he interprets the
results of the calculus (left hand bottom-up pathway in figure 1).

If we now attempt to recover the conceptual model from which this calculus
has emerged we have to make reverse engineering, starting on the first right
apartment where the program is running in a physical machine, going through
the symbol level and ending at the EOD of the KL. In this reverse pathway
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we will reflect on the type of knowledge that can accommodate each level, both
in electronic computers and in humans. Then we propose a comparison frame
to enlighten the differences (frontiers) between human knowing and machine
knowing. Two considerations are common to the three levels, both in natural
and in artificial systems:

1. Each level (KL, SL, PL) is a closed organization and its knowing capacity
is constitutively determined by the set of entities and relations that char-
acterize this level as a distinguishable class. That is to say, by its language
[5,7].

2. The interpretation (translation) of this language in each level is structurally
determined by the architecture and the language of the level below. That is
to say, the available programming languages determinate the interpretation
of the natural language models and the available machine language deter-
minate the interpretation of the programs. Finally, the available materials
determinate the limits of machine languages.

3 The Knowing and the Physical Level (PL)

The constituent entities of a computer hardware (logic circuits) only enable us
to establish binary distinctions (0, 1) on the true or falseness of a set of logical
expressions. If we consider digital delays the PL can also accommodate all the
knowledge related to abstract internal states and state transitions of a finite
state automaton (FSA). Finally the superimposed organization of the computer
architecture provides computation with the electronic mechanisms necessary to
accommodate the knowledge that can be described using the machine language.
In conclusion, the PL of machines can only accommodate (OD) the formal knowl-
edge associated with logical expressions, FSAs and machine languages. The se-
mantic tables of these abstract entities always remain at the EOD of the PL,
outside the machine.

The capacity to accommodate knowledge at the PL in biological systems also
is a consequence of the constitutive entities of the nervous system (ionic chan-
nels, synaptic circuits, neurons, neural assemblies, ...) and of the neural mech-
anisms that evolution has superimposed at the architecture level (oscillatory
and regulatory feedback loops, lateral inhibition circuits, reflex arches, adap-
tive connectivity and routing networks, distributed central-patterns generators,
...) and the emerging functionalities (learning, self-organization, reconfiguration
after physical damage, ...) characteristic of an always unfinished architecture.

It seems now clear to us where is the first frontier between human know-
ing and machines knowing: In the constitutively different nature of its physical
elements, mechanisms and architectures (figure 2), and, consequently, in the
differences between the emergent semantics of neural networks and the limited
semantics of the formal descriptions of combinational logic and FSA.
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HUMAN | MACHINE
Entities (OD)
Mechanisms (OD (
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{Qg, Qq 1.y Oy}
Minterms Generator of (N+M)
Variables
2 ay a2M+N
control
PLD - 1 tail
Function f
Do=fo(...) --- DN-1=fN-1(...)
Qo +G On.-1

-

Yo Y1 YN-1

Formal descriptions (EOD)
+ Neural Code (Spikes)
. ¢+ FSA 2o <X Y,S:f,g>
+ Language of signals
+ Neural Assemblies oN+M_4 oN_4
= Correlations o f= Y am, g= YmY
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Fig. 2. The knowledge that can accommodate the physical level of human and ma-
chines depends on the entities (OD), mechanisms (OD) and formal descriptions (EOD)
constitutive of this level

4 The Knowing at the Symbol Level (SL)

Let us assume that we know all the knowledge than can accommodate the circuits
of the PL in humans and machines. We still do not know what the brain and
the computer are calculating, until the description of the SL and the KL are
completed. The knowing capacity of the SL is determined again by the set of
entities and relations that characterize this level as a class (by its language). That
is to say, the second part of the human knowledge involved in a calculus that
finally can dwell in an electronic computer, is determined by the representational
and inferential facilities and limits provided by current programming languages.
The “Physical Symbol System Hypothesis” proposal of Newell and Simon [13] is
representative of these limits (frozen symbols of arbitrary semantics, descriptive,
abstract and externally programmable).
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If we accept that evolution has accumulated enough mechanisms in the ner-
vous system architecture as to accommodate what an external observer could
describe as neurophysiological symbols and programs, then we can compare again
the human knowing versus the machine knowing at the symbol level (figure 3).
These symbols are connectionist and grounded in the neural mechanisms that
generate and recognize them. Also, these symbols and the corresponding pro-
grams, are not programmable in the conventional sense, but via dynamic ad-
justment of a huge number of synaptic contacts. As a consequence, symbols in
natural systems are emergent, situated, grounded and adaptive. Per contra, in
artificial systems symbols are arbitrary, representational, static and externally
programmable. These constitutively different characteristics establish the second
semantic and formal frontier between human and machines knowing.

The HUMAN knowing at the SL H The MACHINE knowing at the SL
Entities (OD)
Cortical representation of Finite repertoire of abstract symbols
“Neurofisiological Symbols” (instructions & data)
+ Specific patterns of spatio-temporal signals PROGRAM

+ Dynamic bindings

+ Signals clustering

| MACHINE LANGUAGE |

Descriptions (EOD)
+ Sensory, motor and association primitives + Syntax, semantics & pragmatics of prog. lang.
+ Unitary multimodal and temporal relations + Tables of correspondences (sign/signification)

+ Stability factors and compensatory reactions + Problem dependent programming knowledge

Characteristics

+ Emergent (evolutive) + Arbitrary

+ Situated (dynamic) + Descriptive (static)

+ Grounded in Physiological Mechanisms + Abstract (formal processes)
+ Adaptive (adjust of synaptic efficiency) + Externally Programmable

Fig. 3. The knowledge that can accommodate the SL in humans and machines

Some bio-inspired programming strategies (genetic algorithms, evolutionary
and genetic programming) seems promising but are again for away from biology.
Other approaches, such as computational ethology, collective emergent calcu-
lus (ant colonies, bees, ...) and the reactive (situated) approach to program-
ming [3,2] are also trying to move the frontier between humans and machines at
the SL.
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The HUMAN knowing at the KL (EOD) The MACHINE knowing at the KL (OD)
= Natural Language (Intenso, Intentio) = Formal Languages (Extenso)
= Semantic = Syntax
LIBRARY OF FORMAL TOOLS
* Logic & Math. Expressions

CONCEPTUAL

MODELS . ‘ S .
| Balance |

Words-Concept *1[ Data/Know |

Tableof | [ TTTTTTT7
(“nouns”) synta Correspondences Selected
C
: =
Words-Inference semantics

compose

FORMAL MODEL

(“verbs”)

Fig. 4. Semantic frontier between natural and formal languages at the knowledge level.
(Adapted from [10]).

5 The Knowing at the Knowledge Level (KL)

Let us finally climb upstairs from the SL (second floor) to the KL, the third
floor of the building in which we have distributed the knowledge involved in a
calculus. What are the differences between the knowledge that can accommo-
date at this level humans and machines?. Or, what is equivalent, what are the
constitutive differences between the entities and relations of cognition and those
of the conceptual and formal models currently used in Al and Knowledge En-
gineering? [14]. We do not know in deep the architecture of cognition but it is
usually accepted that its constitutive entities are what we call perceptions, goals,
purposes, intentions, ideas, plans, motivations, emotions, attitudes, actions, and
so on. A major part of what we know about cognition has emerged through the
observer’s natural language. Consequently, we can consider that the accessible
part of the architecture of cognition coincides with the architecture of natural
language. Then the human knowing at the KL is the knowledge that can ac-
commodate the natural language of the external observer. And here is the main
frontier between humans and machines at the KL: Computing machines can
only understand formal languages (the formal components underlying natural
language models). In figure 4 we show a summary of the distinctive characteris-
tics between these two types of languages as well as the current procedure in Al
to reduce natural language to formal descriptions based on logic and mathemat-
ics. A table of correspondences between words and abstract entities is always
necessary to store the meanings that are non-computable. These meanings are
recovered when interpreting the results of the calculus.
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6 Conclusions

The purpose of Al is to make human knowledge computable using conceptual
models, formal tools, programming languages and electronic machines. Unfor-
tunately, after fifty years and different approaches (cybernetics, heuristics, sym-
bolic or representational stage, connectionistic again, situated and hybrid) this
dream has not been yet fulfilled in a satisfactory manner. Two of the possible
causes of this failure could be (1) the excess of initial optimism in assuming that
cognition can be reduced to computation and (2) the lack of distinction between
the constituent elements of humans and machines.

In this paper we have used the methodological building of levels and domains
of description of a calculus to establish the constitutive differences at three levels
(materials, symbols and languages) and we hope that the acceptance of these
differences could help to delimit the real scope of Al and to focus where the real
problems are: (i) Development of new materials and new computing architec-
tures. (ii) Development of more powerful programming languages and algorithms
and (iii) Development of new modeling tools and formal languages semantically
closer to natural language, and still compilable.

Let us assume that these three objectives has been fulfilled. Would we say
that human knowing has been then reduced to machine knowing?. Clearly, not.
If the brain reasons as a logical machine the signals and symbols that it employs
in its reasoning, must constitute a formal language [1], but it is not clear to us
neither that cognition could be represented by using only formal languages, nor
that the computational paradigm could be the only way to tackle living systems.
What about cognition without computation?. Let us see what happens in the
next fifty year of Neuroscience and Al
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Abstract. In this paper we continue along the same line of research
started in earlier works, towards to providing a categorical view of struc-
tural complexity to optimization problems. The main aim is to provide
a universal language for supporting formalisms to specify the hierarchy
approximation system for an abstract NP-hard optimization problem.
Categorical shape theory provides the mathematical framework to deal
with approximation, enabling comparison of objects of interest and of
models. In this context, tractable optimization problems are considered
as a class of “models” or “prototypes” within a larger class of objects of
interest - the intractable optimization problems class. Standard catego-
rial constructions like universal objects, functors and adjunctions allow
to formalize an approximation hierarchy system to optimization prob-
lems, besides characterizing NP-hard optimization problems as concrete
universal objects.

1 Introduction

The notion of approximation problems was formally introduced by Johnson [4] in
his pioneering paper on the approximation of combinatorial optimization prob-
lems, and it was also suggested a possible classification of optimization problems
on grounds of their approximability properties. Since then, it was clear that,
even though the decision versions of most NP-hard optimization problems are
polynomial-time reducible to each other, they do not share the same approxima-
bility properties. In spite of some remarkable attempts, according to Ausiello
[1] the reasons that a problem is approximable or nonapproximable are still un-
known. The different behaviour of NP-hard optimization problems with respect
to their approximability properties is captured by means of the definition of ap-
proximation classes and, under the “P # NP” conjecture, these classes form a
strict hierarchy whose levels correspond to different degrees of approximation.
In this paper we continue along the same line of research started in [7], to-
wards to providing a categorical view of structural complexity to optimization

* This work is partially supported by FAPERGS and CNPgq.
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problems. The main aim is to provide a universal language for supporting for-
malisms to specify the hierarchy approximation system for an abstract NP-hard
optimization problem, in a general sense. From the observation that, intuitively,
there are many connections among categorical concepts and structural complex-
ity notions, we started defining two categories: the OPTS category of polynomial
time soluble optimization problems, which morphisms are reductions, and the
OPT category of optimization problems, having approximation-preserving re-
ductions as morphisms. The study of approximation implies to create means of
comparing optimization problems. The basic idea of approximation by models
is a recurrent one in mathematics and in this direction a comparison mechanism
between the OPTS and OPT categories has been introduced in [8]. In order
to establish a formal ground for the study of the approximation properties of
optimization problems, a system approximation to each optimization problem
is constructed, based on categorical shape theory [3]. In so doing, we were very
much inspired in previous works by Rattray [12,13] on complex systems.

Given a functor K: OPTS — OPT, the category APXp i of approxima-
tions to an optimization problem B € OPT is the comma category B | K of
K-objects under B. A such kind of limit construction provides a means of form-
ing complex objects from patterns (diagrams) of simpler objects. In particular,
by using co-limits in the APXp i definition, a hierarchical structure can be im-
posed upon the system of approximation, reaching the best approximation from
the system, if it exists. Besides, optimization problems B and B’ can be com-
pared by their approximation B | K and B’ | K more easily. In addition, if K
has an adjoint then each B | K has an initial object, i.e., a best approximation
to B. The advantage of initiality conditions is that they imply that each B | K
can be handled as if it were a directed set. Thus the existence of an initial object
means that given any two approximation, one can find a mutual refinement of
them.

In a sequel of this paper, we have planned to extend the investigation in
order to characterize optimization problems in terms of their hardness in being
approximated, also exploiting farther on the class of NPO problems.

2 Definitions and Known Results

In this section the results of earlier papers on the subject are summarized with
some notational improvements. It is supposed that the basic concepts as of com-
putational complexity theory well as of category theory are well known. The
main refereed books are [1,2,6,11]. Next, in analogy to P and NP complexity
classes, NPO stands to the class of nondeterministic polynomial time optimiza-
tion problems, and PO stands to the deterministic one.

2.1 Optimization Problems Categories

The notion of reductibility provides the key-concept to this approach. In this
context, reductions between optimization problems are considered as morphisms
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in the categorial sense, being optimization and approximation problems viewed
as the obvious objects.

Definition 1 (OPTS Category). The polynomial time soluble optimization
problems category OPTS has PO optimization problems as objects and reductions
between optimizations problems as morphisms.

Definition 2 (OPT Category). The optimization problems category OPT has
NPO optimization problems as objects and approximation-preserving reductions
as morphisms.

NP-hard problems were proved concrete universals objects to OPT category,
according to the Theory of Universals [5], confirming that a hard problem cap-
tures the essential properties of its class.

After defining both the OPTS and OPT categories in [9], the next step was
to identify the relationships between them. In [10] were proposed two basic
questions: What does it mean to say that a problem A “approximates” an op-
timization problem B? What is it understood by the “best approximation” for
such an optimization problem?

In order to answer those questions, were provided mechanisms for the com-
parison between such categories. This led us to the categorical shape theory.

2.2 Categorical Shape Theory Revisited

The first categorical approach to shape theory arose in the beginning seventies.
Since then many other works related to the subject have appeared. As was
pointed by Cordier and Porter in their introduction to [3], shape theory describes
a process which is common in mathematical reasoning. Typically one has a class
of objects in which one has a reasonably complete set of information. This class is
considered as a class of “models” or “prototypes” within a larger class of objects
of interest.

In the context of categorical shape theory, there are three basic defining
elements:

1. a category B of objects of interest;
2. a category A of prototypes or model-objects;
3. a “comparison” of objects with model-objects, ie. a functor K : A — B.

If B is an object of B, one can form the comma category B | K whose
objects are pairs (f, A) with f : B — KA. A morphism from (f, A) to (g, 4’) is
amorphism a : A — A’ such that K(a)of = g.If h: B — B’ is a morphism in
B, there is an induced functor h* : B | K — B’ | K obtained by composition
in an obvious way. This functor preserves the codomain h*(f, A) = (fh, A).

A shape category is defined introducing new morphisms preserving codomain
between objects in B. The basic idea behind categorical shape theory is that rec-
ognizing and understanding an object of interest B via a comparison K : A—B
requires the identification of the corresponding prototype A which best repre-
sents B. Besides, in any approximating situation, the approximations are what
encode the only information that it can analyze.
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3 Category of Approximations

Through categorical shape theory and under a few many conditions it is possi-
ble to identify the best approximation to an optimization problem B in OPT
category, if it exists. The notion of “most closely approximates” is given by a
universal object. Besides, it is provided the way of comparing NP-hard problems
whose are approximated by the same design technique.

Let OPT be the category of objects of interest B and OPTS the category
of prototypes A. We must have some way of comparing hard problems with
tractable problems. The fundamental techniques for the design of approxima-
tion algorithms are presented in [1]. In many cases it is possible to define an
algorithm scheme that can be applied to obtain several algorithms for the same
problem with possibly different approximation properties. The most used such
design techniques are: relaxation method, greed method, local search, linear pro-
gramming based algorithm, dynamic programming and randomized algorithm.

Let K: OPTS— OPT be a comparison mechanism related to an approxima-
tion method (for instance by using relaxation method). In order to characterize
approximation degrees by means of categorical shape theory, the basic idea is
the construction of a system approximation to each optimization problem, using
the notion of co-limit. In a general case, approximations with their morphisms
form a category B | K, the comma category of K-objects under B.

Definition 3 (Approximation Problem). Given a functor K:OPTS—OPT,
a problem B €OPT is said an approzimation problem if there are a problem
A €OPTS and an approximation-preserving reduction f, such that f : B— KA.

In this case, the pair (f, A) is an approximation to the problem B. Notice that
as a particular K may apply distinct problems from OPTS to the same problem
in OPT, it is better to represent such an approximation as a pair (f, A).

Definition 4 (Category of Approximations).

Given a functor K:OPTS— OPT, the category APXp i of approximations to
an optimization problem B € OPT is the comma category B | K of K-objects
under B.

The definition of a morphism h : (f, A) — (g, A’) between approximations
corresponds to saying that g : B — K A’ can be written as a composite K (a)° f,
where f: B— KAand a: A — A, that is

B—KA— KA

This it means that (f, A) already contains the information encoded in (g, A").
Thus in some way (f, A) is "finer” approximation to B than is (g, A’). The cone-
like form of the morphisms in B giving the approximations for some problem B,
suggests that the best approximation to such problem B, if it exists, is given by
a limit object in APXp . In this case, a hierarchical structure can be imposed
upon the system of approximation by using a kind of universal construction in
the category of approximations.
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3.1 Comparison of NP-Hard Problems

Very often we are faced to comparing two problems related to the approximation
issue. Supposing that it is given a comparison functor K:OPTS—OPT, and a
problem-object B in OPT, the category of approximations AP Xp i encodes the
only information available on B, by using an approximating-object (f, A). There-
fore, if we would compare two problems B and B’ in OPT, we should compare
the corresponding categories of approximations APXp x and APXp k.

In this case a morphism preserving codomain from B to B’ induces a func-
tor(shape morphism) that compares the information encoded in their corre-
sponding categories of approximations.

The meaning of this categorial construction has to be investigated in more
detail and it is in order for further work.

3.2 Approximation Scheme

In the context of complexity theory, the existence of an algorithm scheme to a
problem means that there is a best approximation to such problem.

Consider the comparison functor K:OPTS—OPT resulting of an algorithm
scheme. In the categorical approach, this it means that a problem-object B in
OPT has a K-universal prototype A in OPTS. Therefore there is an adjoint func-
tor to K. This fact implies that the corresponding category of approximations
APXp g has an initial subcategory consisting of a single morphism and a single
object. Thus such a category can be handled as if it were a directed set. The
meaning of this result is of great theoretical significance: it implies that given
any two approximations to the problem B, one can find a finer approximation
than both of them.

4 Conclusions

Approximation of optimization problems has become a very active area of re-
search. Nowadays it is known that the computational efficiency of approximating
different NP-hard optimization problems varies a great deal. It is normal in com-
putational theory to regard a problem as “tractable” if we know of an algorithm
that takes time that is bounded above by some polynomial of the size of the
problem instance. Unfortunately, for many problems there are complexity theo-
retic evidence to suggest strongly that they are, in fact, “intractable”. In order
to define the structure of problems better, much effort has been turned to classi-
fying computational problems according to how hard they are to solve. However,
computational problems are not only things that have to be solved. They are
also objects that can be worth studying problems and can be formalized math-
ematically.

In this paper we extend our previous work on the application of categori-
cal shape theory in order to provide a mathematical framework in dealing with
the question outlined above. Our knowledge is by no means complete however,
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and there remain many open problems. The direction is aimed towards actually
exploring the connections among the structural complexity aspects and categor-
ical concepts, which may be viewed in a ”high-level”, in the sense of a structural
complexity approach.
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Abstract. In this paper a way to have structures with partiality in its
internal structure in a categorical approach is presented and, with this,
a category of partial graphs Gr, is given and partial automata are con-
structed from Gr,. With a simple categorical operation, computations of
partial automata are given and can be seen as a part of the structure of
partial automata.

Keyworks: computation, partial automata, Category Theory.

1 Introduction

In Computer Science, to express non-terminanting computations and to define
partial recursive functions, it is common to use the notion of partiality. Actually,
due to partiality, p.g., the class of partial recursive functions becomes equiva-
lent to Turing Machines. Category Theory arrises as an useful tool to formalize
abstract concepts making easy to construct proofs and investigate properties in
many areas, specially in Semantics and Type Theory. The constructions about
universal mappings like limits and adjunctions are getting useful interpretations
in terms of compositionality of systems. Besides, in Category Theory there are
tools to define structures more complex based in simple ones like Comma Cate-
gories, that allows to define a category based in another and to inherit properties.
Categories of Graphs and Automata are usually defined by this structure.
Graphs are commonly used to model systems, either by simple graphs or by
graph-based structures like Petri nets [1,2,3] and automata [4,5]. Automata is
a common formalism used in many areas in Computer Science like compilers,
microelectronics, etc. Most of the study about it is in the Formal Language area.
In this paper we define a different category of automata: a category of Partial
Automata, named Aut,. This category is constructed over a category of partial
graphs (Grp). The difference between a graph and a partial graph is in the
definitions of the source and target functions that mapped an arc to a node:
in graphs these functions are total while in partial graphs source and target
functions are partial functions. Due to this difference, automata based in partial

* This work is partially supported by CAPES, CNPq and FAPERGS.
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graphs can have marks of initial and final states naturally. Beyond that, we can
also define constructions like limits in Aut, that allows composition of partial
automata.

In [6], span Composition [7] is used to compose graphs given semantics of
systems with dynamic topology, p.g.. This kind of composition could be used
to define the computations of (partial) automata. Briefly, a span composition of
two partial automata results in a partial automata where each edge represents a
path of length up to two (between nodes), which first half is some edge of the first
automaton and which second half is some edge of the second one. It is possible
to compose the same automaton with itself several times which is the purpose
of this paper. In the case of n successive span compositions, we can obtain all
the words of its accepted language whose needs n + 1 steps of computation in
the arcs of the partial automaton that don’t have source neither target.

2 Partial Graphs

To define partial automata, we’ll first construct a way to define structures with
partiality in its internal structure: this is done with the definition of pComma — a
special kind of comma-category [8]. Then a category of partial graphs is defined.
A partial graph is a directed graph where the functions source and target of arcs
are partial functions. The definition of pComma, uses the notion of category of
partial morphisms — named pC — defined in [9)].

Definition 1 (pComma). Consider the finitely complete category C and the
functors incp : C — pC (the canonical inclusion functor), f: F — C andg : G —
C. Therefore, pComma(f,g) is such that the objects are triples S = (F,s,G),
where F' is a F-object, G is a G-object and s : incp o fF — incy o gG is a pC-
morphism; a morphism h : S; — Sy where S1 = (F1,s1,G1), Sa = (Fy, s2,G2)
is a pair h = (hp : F1 — Fy,hg : G1 — G2) where hp and hg are morphisms
in F and G respectively, and are such that in pC (see figure 1) (incp o ghg) o
s1 = sy 0 (incp o fhp); the identity morphism of an object S = (F,s,G) is
ts ={tp : F — Flig : G — G); and the composition of u = (up,ug) : S1 — Sa,
v=(vp,vg):S2 — Sz isvou= (vpoup,vgoug):S; — Ss.

=" e e T T~ |
L - -_ |
incpofhp incpoghca
I_'__V_____‘___V___‘
Jincp 0 fF, s2>=inc,o0gGs |

Fig. 1. Diagram of Partial Comma Category

Definition 2 (Category of Partial Graphs). The category of partial graphs
with total homomorphisms, named Gry, is the partial comma category pCom-
ma(A, A) (beeing A : Set — Set? the diagonal functor).
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Thus, a partial graph is (V| T, 0y, 01) respectively set of nodes, set of arcs
and source and target partial functions. Seeing a graph as a system, arcs with
target function defined only can be seen as entry-points, arcs with source func-
tion defided only as end-points. And arcs with neither defined can be seen as
transactions. We can divide the set of arcs of a given partial graph respecting
the type of the arc.

Definition 3 (Division of T). Let G = (V,T,00,01) a partial graph, & :
T — {x} the empty partial function, toty : T — {x},toty : V. — {x} both
total functions and Of = toty o 0y, 0f = toty o 01. The following subobjects
are given by the equalizers in pSet like in figure 2:(Ky, —0y) equalizer of 95 and
@ — arcs of G with source undefined; (K1,—-01) equalizer of 07 and @ — arcs
of G with target undefined; (Fy,‘0}) equalizer of 0 and tot — arcs of G with
source defined; and (E1,‘0;) equalizer of 07 and tot — arcs of G with target
defined. The pullbacks of figure 3 give the division of T' in four classes, where:

A P+

O 0. -0 1.
Ko~ >T P Z {x} K= '>7 ®>{*}
a4 % _ 9, .
Ep= 7T 7 %} Er= =T g0 = {4}

Fig. 2. Equalizers in pSet

(VV,vv), being vv = ‘G)ovvg = ‘9] ovvy, arcs with 8y and &y defined; (VF,vf),
being vf = ‘O) ovfy = =01 o vf1, arcs with 8y defined only; (FV, fv), being
fv = =0y o fug = 0y o fuy, arcs with 01 defined only; and (FF, ff), being
ff="000 ffo="010 ff1, arcs with Oy and 01 undefined.

/\ /\
AL A

Fig. 3. Division of Arcs

3 Partial Automata

The term “partial automaton” had been used before to define an algebraic struc-
ture based in the definition of automaton. One of the most frequent reference of
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this term is given by [10]. This kind of partial automata accepts a different type
of language in comparison with the languages in [4] that are one of the subjects
of this work. Despite, the term partial automata in this paper is different from
Rutten. Here, a partial automaton is an automaton (possible non-deterministic)
where transitions can occur without the assumption of any state before and/or
after them. In other words: is an automaton defined from a partial graph.

To define a partial automata category of partial automata we first define two
functors: arcsp and coprody. The forgetful functor arcsy, takes a partial graph
to its set of arcs T in Set with a function m : T — (22 that classifies each arc of
T in its type by the definition 3, where 22 = {vv,vf, fv, ff}.

Definition 4 (Functor arcsy). The functor arcsp : Gr, — Set/0? is such
that, taking (V,T,dy,01) any partial graph, arcsp((V, T, 0y, 01)) = (T, m) where
m : T — 2% is such that (given t € T) m(t) = (v,v) ift € VV,m(t) =
(v, fYyift €e VE,m(t) = (f,v) if t € FV or m(t) = (f, f) ift € FF; and given
h = (hy,hr) : (V1,T1,0},0%) — (Va, T, 03,03) a total homomorphism of partial
graphs, arcsp(h) = hr.

The functor coprody does the 4-ary disjoint union of a set and associates a
function where each element of a given set A goes to each element of 22

Definition 5 (Functor coprods). The functor coprods : Set — Set/f2 is
such that, given any set A, coproda(A) = (1%, a) where a : [T} — 02 is such
that (suppose a; € 114 where i € {1,2,3,4} indicate the source of the element
in the coproduct — first, second, third or fourth immersion) a(a;) = (v,v) if i =
Lala;) = (v, fY if i = 2,a(a;) = (f,v) if i =3 or ala;) = (f, f) if i = 4; and
taking f : A — B a function, coproda(f) = f*: (II4, o) — (I}, B) where (for
P (v, f}) (@ 0.0) = (f(a), (b, ).

Definition 6 (Category Auty,). The category of Partial Automata, called
Auty, is the comma-category arcsy | coprody.

4 Computation of Partial Automata

We use an extension of span composition to define computations of partial au-
tomata in the sense used in [6], where span composition was used to compose
graphs as dynamic systems. To have definitions and proprieties of span and span
composition see [7,11,6].

Definition 7 (Partial Automata Composition of Transitions). Given the
partial automata Ay = (V, Ty, 08,01, X1, etiq) and Ay=(V, Tz, 02,03, Xa, etiqa).
The Binary Composition of Transitions, or just Composition of Transitions, of
Ay and Az is the partial automaton Ay > A = (V,T,0,,0,, X, etiq) where T is
the object from the pullback, X = X x Yo and etiq is the function induced by
the product in pSet illustrated in figure 4 and 9y = 03 o po and & = 82 o py.
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vV V Vv
T T

etiq T etiqa

Fig. 4. Partial Automata Composition of Transitions

Ezample 1 (Partial Automata and Composition of Transitions). Let the partial
automaton A = ({4, B}, {t,u,v, w,2,y,z},08,0{,{0, 1}, etigg) from figure 5
(left) where the functions 9§, 9{* and etiqa are represented in there. The resulted
Composition of Transitions A > A is in figure 5 (right).

0 101
10
y 1 TN { T ¢//1
1 1 AN 01 = 11
= 10 <
i S W
~ 00 7 Vi 10 TN 11
0 1 10 11 10

Fig. 5. Partial Automaton A (left) and its Composition of Transitions (right)

Definition 8 (Finite Computation of Partial Automata). Given a partial
automaton A = (V, T, 0y, 01, X, etiq), the finite computations of length up to n+1
of A is the class of arcs F'F (as in the definition 3) of the resulting automaton
from the Transitions Composition with itself n times.

Let a partial automaton that computes the language L (the automaton from
example 1 computes the language L = {w|w € {0,1}* Aw finishes in 11}). Com-
posing itself ad infinitum by composition od transistions, the resulting arcs with-
out source neither target nodes can be seen as the transitive closure L*. If we
compose itself n times, this kind of arcs will be the subset of L™ whose word’s
length is limited to n + 1, i.e., the computations of the automaton with n + 1
steps.

5 Concluding Remarks

In this paper we presented a way to define computations of a different type of
automata: the partial automata. One of the advantages of this kind of automaton
is that initial and final actions are natural in the structure, that is constructed
in a categorical approach. Generally, to construct structures like graphs and
automata in a categorical way, initial and/or final states are not natural. Besides,
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we can computes the language of a partial automaton with a simple operation
of composition seen in each resulting automaton the steps of the computation.

From this work is possible to research and to develop extensions to more

complex structures like, for instance, Petri Nets; to explore partial automata that
evolve (by a graph-grammar like approach) using the composition of transitions
and to study proprieties of formal languages using this approach.
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Abstract. Boolean algebra provides an important model for the de-
scription of knowledge using a binary language. This paper considers
a multivalued language, based on arrays and co-arrays, that allows a
multivalued description of the knowledge contained in a data table.

This multivalued algebra has some special elements which are arryas
and co-arrays at the same time: the degenerate arrays. These degenerate
arrays are singled out and their interpretation analyzed, which gives rise
to the introduction of the array projections and co-array projections.

Finally, a relation between array projections, co-array projections and
uncertain data tables is examined.

1 Introduction

It is well known that the set of all subsets of a given set C' (the power set of C),
constitutes a Boolean algebra < p(C),U,N,™, 0, C >. If a symbolic representation
or a description of subsets is considered, there is a parallel Boolean algebra
< S¢,+,+ "y Ve, Ae > defined on the set S, of all possible symbols describing
subsets of C'.

The special elements of S, are V. the symbol describing the empty set, V. &
0c, and A. the symbol describing set C, A, & C. Throughout this paper, the
expression ¢; $ C; may be read as “c; is the symbol describing set C;”.

All the concepts, operations and special elements introduced above make
reference to only one set of values, that is, one attribute. A data table has more
than one attribute. Let’s consider g sets G, ..., B and A, the elements of each of
these sets are the 1-spec-sets (one specification). A g-spec-set, (g, ..., b;,a;], is a
chain ordered description of g specifications, one from set G, ..., one from set B
and one from set A. Each spec-set represents itself and all possible permutations.

The cross product G® - --® B® A is the set of all possible g-spec-sets formed
by one element of G, ..., one element of B and one element of A. The set of all
possible g-spec-sets induced by sets G, ..., B and A is called the universe and
every subset of the universe is called a subuniverse.

It is important to mention that the cross product is not the cartesian product.
A g-spec-set represents itself and all possible permutations whereas the elements
of the cartesian product are different if the order in which they are written varies.

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 21-26, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Recently, a non binary algebra that allows the treatment of multiple valued
data tables with systematic algebraic techniques has been introduced [1]. The
basic elements of this algebra are the arrays and co-arrays. An array is a descrip-
tion of those subuniverses (subsets of g-spec-sets) that can be written as a cross
product. A co-array is a description of those subuniverses (subsets of g-spec-sets)
whose complement (respect to the universe) can be written as a cross product.

Definition 1. Given sets G, ..., B, A, let G; C G, ..., B, C B, A, C A,
an array |t;| = |gi, - . -, bi, ai| is the symbolic representation of the cross product
Gi®...Q0 B;® A; where g; % Gy, ..., b & B; and a; & Aj;.

[til = 19iy. -y biyai]l G @@ B; ® A;

Definition 2. Given sets G, ..., B, A, let G, C G, ..., B, C B, A, C A, the
symbolic representation of the complement (in the universe) of the cross product
of subsets ép®...®BP®AP where g, & Gp, ..., by & By and ap & Ap is
called a co-array.

HtpH = ||gp,...,bp,ap||Q—> ~ (ép®"'®BP®Ap)

Arrays and co-arrays are symbolic representations of subuniverses, 2-dimen-
sional (two attributes) arrays and co-arrays can be represented graphically as
shown in Fig. 1.

[ti] = |bi, as [Itp]] = [1bp, apl|
P
-
voB % b / %/
A, -
A Ap

Fig. 1. Arrays and co-arrays in 2 dimensions

2 Degenerate Arrays
This array algebra has some special elements which are arrays and co-arrays at
the same time.

Definition 3. Given sets G, ..., B, A, if |t;| = ||ti|| then |t;| is called a degen-
erate array or a degenerate co-array.

The degenerate arrays were introduced in [2]. There are three types of degenerate
arrays:
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— The identity array A\, which describes the universe:
N\ =g Mo Aal = [Ag, oo A Aal| P U =GR~ @ B® A
— The zero array \/, describing the empty universe:
V =1Var o Vo, Val = Vg, ., Vi, Val | % O =D @ - @ 0 @ Da
— Arrays of the form:
[ti] = [Ags -3 bis Al = [[Vg, -, biy Vil

The 2-dimensional degenerate arrays can be represented graphically as can be
seen in Fig. 2. The identity array describes the universe, whereas the zero array
describes the empty universe. The third type of degenerate arrays describes
subuniverses with only one distinguising attribute.

= Ao Aal = (1A, Aal| V = [Ve; Va| = ||V, Val|

7=

[ti] = [Aps as| = [[Ve, ai|

"N\

Fig. 2. Degenerate arrays in 2 dimensions

3 Array Projections and Co-array Projections

Even though the cross product is not the cartesian product it inherits some of its
properties. It is well known that the cartesian product of any set by the empty
set is the empty set. In array algebra this can be stated as follows: any array with
a V component is equal to \/. The dual statement maintains that any co-array
with a A component is equal to /. These statements have been proved and used
throughout the development of the array algebra, however they give rise to some
interesting questions.
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1. Arrays with a V component are equal to \/, in other words, just because there
is a missing piece of information, we have no information at all. Furthermore,

‘gia”-vbiava‘ = ‘gia”-a\/bvai‘ == |\/ga~‘~abiaai‘

2. Co-arrays with a A component are equal to A\, that is, just because all values
of some attributes appear, we have complete information. Furthermore,

gis- -3 bis Nall = i, - s Apsail| = - = [[Ag, ..., bis ai|

The first question was studied in [3] and the array projections were intro-
duced.

Definition 4. Given an array |t;| = |gi, . .., bi, ai|, a first order array projection,
|PL|, is an array with one vV component and (g—1) non-zero components, a second
order array projection, |P?|, is an array with two \/ components and (g —2) non-
zero components, a nth order array projection (n < g), |P"™|, is an array with n
V components and (g — n) non-zero components.

Ve, ai |bi, Val

Fig. 3. 2-dimensional array projections

The array projections are descriptions of a reality with missing values for
some of the attributes. An nth order array projection, |P"|, is a description
with no attribute values for n of the g attributes. The array projections are
descriptions of incomplete data tables, some attributes do not take any of the
attribute values.

Given a 2-dimensional array |t;| = |b;,a;|, the first order array projections
describe the following:

|PL = |bs, Va| % Bi @04
|Py| = |Vy,ail & 05 ® A4;

If two dimensions (attributes) are considered, an array |b;, a;| can be graphi-
cally represented by a rectangle b; x a;. When one of the sides becomes zero, then
the rectangle has zero area. In this sense |b;, V,| = |V, a;|. But even though one
of the sides is zero, the other is not. The array |b;, V,| becomes a line of size b;,
whereas the array |Vy, a;| becomes a line of size a;. Therefore there is a difference.
These lines are the array projections.

These array projections are shown on Fig. 3.

Let’s address the second question, by studying co-arrays with a A component.
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Definition 5. Given a co-array ||ty|| = ||gp, - -, bp, apl|, a first order co-array
projection, ||P1||, is a co-array with one A component and (g — 1) non-identity
components, a second order co-array projection, ||P2||, is a co-array with two A
components and (g—2) non-identity components, a nth order co-array projection
(n < g), ||P"|, is a co-array with n A components and (g — n) non-identity
components.

The co-array projections are descriptions of a reality with non distinguishing
values. An nth order co-array projection, ||P"||, is a description with all attribute
values for n of the g attributes. The co-array projections are descriptions of
ambiguous data tables, where some of the attributes take all possible attribute
values.

Given a 2-dimensional co-array ||¢,|| = ||bp, apl|, the first order co-array pro-
jections describe the following:

IPL| = |1bi, Aal] o~ (Bi @ 04)
IPH] = |[Ap, ail| =~ (05 ® A;

If two dimensions (attributes) are considered, a co-array ||by,ap|| can be
graphically represented, as shown in Fig. 1. Its first order co-array projections
are: ||PL|| = ||bp, Aa|| and ||PL|| = ||Ap, ap||. Even though one of the sides is the
identity, the other is not. Therefore, the co-array projections are not completely
the identity, there is a line missing, as is shown in Fig. 4. This line corresponds
to a first order array projection.

|/\b7all7| |va/\a|

Fig. 4. 2-dimensional co-array projections

The number of nth order co-array projections can be easily found by count-
ing the number of ways n A components can be placed in a co-array ||¢,|| =
[lgp, - --,bp,apl|. Depending on the location of the A components, there are

n!(gg;n)! nth order co-array projections.

4 Conclusion

The multivalued algebra does not handle raw data, it handles declarative de-
scriptions of tha data. The knowledge contained in a data table can be obtained
using arrays and co-arrays.
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Array projactions and co-array projections allow us to describe uncertain
data tables, that is, those data tables that are incomplete (missing attribute
values) and those that are ambiguous (non-distinguishing attributes).

On occasions data tables are incomplete, that is, several entries are empty.
Data tables with no attribute values can be described by array projections. the
order of the array projection is the number of missing attribute values.

Data tables can also be ambiguous, that is, some attributes are non-
distinguishing (all attribute values apply). These data tables can be described
by co-array projections. The order of the co-array projection is the number of
non distinguishing attributes.

The array projections and co-array projections presented in this paper can
be seen as a valid strategy for handling uncertain data tables.

Future work will deal with inductive learning [4], and the inclusion of the
array projection in the learning process. Furthermore, the fact that \/ and A
are degenerate arrays originates the need to further investigate the third type of
degenerate arrays and to try to forsee the relationship between the three types
of degenerate arrays, their projections and uncertainty.
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Abstract. The neural network sensitivity analysis, involving neural net-
work training and the calculation of its outputs derivative on inputs, was
applied to select the least significant sensor in the multicomponent gas
mixtures analysis system. The sensitivity analysis results, collected for
various neural network structures were compared with the real signif-
icances of the sensors, determined experimentally. The question of the
influence of the correlation of the input vector elements on the analysis
results was also illustrated and discussed.

1 Introduction

Contemporary gas mixtures analysis technology relies on the matrices of sensing
elements and smart data processing techniques applied for their responses anal-
ysis, providing the desired information of qualitative or quantitative character.
This approach is usually forced by the low selectivity of sensors, which disables
simple calibration of 1 sensor for 1 gas appearing in the mixture. It may be ob-
served that most of gas sensor systems described in the literature, although very
successful, contain more or less redundant sets of sensing elements [1,2,3,4,5].
Shall be noted that each redundant sensor, applied in the matrix increases the
cost of both fabrication and operation of the prospective system. Seems like
the main problem is the lack of the reasonable and efficient methods of sensors
selection.

If to assume that the preliminary version of the system, providing the ac-
ceptable accuracy of measurements is available (what is btw. usually reached
using the large enough sensor array) the problem may be transformed to the
elimination of the most redundant sensors, as far as the required performance of
the system is preserved. The possible solution may be neural network sensitivity
analysis [6,7], adopted for the estimation of the significance of the information
given to the system by the particular sensors in the matrix. The neural networks

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 27-32, 2005.
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approach is somewhat unusual here. In the initial phase of the system construc-
tion the dummy neural network is trained to provide the sensitivity analysis and
judge each sensor. After selection of the reasonable set of sensors the eventual
data processing algorithm may be created using either neural network again or
any other methodology.

The paper focused on the investigation of the efficiency and reliability of
the neural network sensitivity analysis approach in the context of both the real
world application in gas sensor system and the data artificially created for the
purposes of the experiment.

2 Neural Network Sensitivity Analysis

The operation of the feedforward neural network with a single hidden layer and
the sigmoid transfer function applied may be described by (1).

J 1
1
u =1 D wls (Zwﬁ)ui) cwhere f(r)= (1)
=0 i=0

After the training process, when the weights, denoted by w (with the ap-
propriate indexes) are fixed, the neural network gains the unique approximation
capabilities [8]. In the context of sensor systems the vectors of sensors responses
u are transformed to the series of outputs ¥, providing desired information of
either qualitative or quantitative character, on request.

The k-th neural network output sensitivity for the selected input u; is defined
as a derivative (2), which for the presumed construction (1) gives (3). Calcula-
tion of the sensitivity is made for each output-input pair and for each input
pattern «(?). Concerning the patterns, the global sensitivity for the whole data
set is calculated using for instance the Euclidean formula (4) or by finding the
maximum absolute value. Eventually the sensitivity matrix is obtained with e.g.
inputs listed in columns and outputs listed in rows. Further analysis may involve
the min-max procedure providing the series of parameters describing how much
the neural network is sensitive to the particular input. The inputs (i.e. the sen-
sors in our context), with the lower values of sensitivity shall be considered as
the candidates to remove.

= e
= (o) 3 (w27 () ) 3)
j=1
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Formula (3) was originally proposed for pruning the redundant inputs of the
neural network with the single hidden layer only [6]. The experience with con-
struction of neural networks for the gas sensor arrays shows the need of applying
the structures with two hidden layers to obtain the highest performance. Some
doubts may appear then whether the sensitivity analysis applied for the too
scant neural network structures would give the reliable results. Eventually the
extended sensitivity formula, for the neural networks with two hidden layers, was
calculated. Starting from (5) describing the appropriate neural network with two

hidden layers, where u;, and yk ) denote the selected input and output, and the
w®, w® and w® with the appropriate indexes are the weights of the neurons
in the following layers, the eventual sensitivity is given by (6).

S EJﬁv(z:QV(ZMQ) ®)

=0

%Vﬁlm)z@(&iMwwmm )

j=1 i=1

Analysis of (3) and (6) induces that the extension of the sensitivity formula
for the bigger and bigger neural networks may be generalized to the recurrence,
somewhat similar to the classic error backpropagation [9], where the sensitivity
of the bigger structure may be calculated as a weighted sum of the sensitivities
calculated for the appropriate nodes of the smaller structure (7),(8).

(L) J
@ _ O (o (L-1), (L)
b = G, =1 () X (8 e) ™)
(1)
W _ Oy _ MY, (1)
Skit = 85,- =f (5% )wkz (8)

3 Experimental

The sensitivity analysis methodology was applied to the design of the sensor
system providing quantitative analysis of the mixtures of butanol and toluene.
The matrix, initially containing six sensors - TGS 800, TGS 822, TGS824, TGS
825, TGS 880, TGS 883 [10], was placed in a test chamber with controlled atmo-
sphere for the multi-component characterisation. The set of vectors containing
the gas concentrations and sensors responses was collected this way building up
the 148 samples data set [2]. A series of the neural networks was created to
provide some estimation of the reliablity of the method, with the sensors re-
sponses acting as the input and two gas concentrations as the desired output.
The structures were varying between 6-10-2 and 6-40-2. For each neural network
the sensitivity analysis was performed, i.e. sensitivities of all outputs to all the
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sensitivity & significance

sensor

Fig. 1. Neural network sensitivities obtained for the structures with the single hid-
den layer (dotted lines) and with two hidden layers (dashed lines) compared with the
experimental estimation of the sensors significance (thick solid line).

inputs were calculated for all the available samples. The global sensitivities for all
patterns were calculated in two variants - Euclidean formula (5) and mazimum.
In-house developed software tools were used for both the neural networks de-
velopment and sensitivity calculation. In further steps of the analysis the sensor
with the lowest absolute value of the sensitivity factor shall be removed and
the whole process may be repeated, with the reduced sensor matrix, to point
the next one to remove etc. This process shall be stopped when either the sys-
tem performance decreases dramatically or the results of the sensitivity analysis
performed for series of neural networks are no longer coherent.

The sensitivity analysis performed for several neural networks with the sin-
gle hidden layer consequently pointed to the sensor No. 4 as redundant. The
details may be found in [11]. The sensitivity factors, obtained in several trials,
are presented in Fig. 1 (the dotted lines). The dashed lines present analogous
results obtained for the structures with two hidden layers. Various structures
were implemented, starting from 6-12-8-2 up to 6-50-30-2. The results within
this group are similar again, but this time sensor No. 5 is commonly recognized
as redundant one. Such contradiction could be perceived as a stop condition for
the sensor matrix reduction, but it is known from the other experiments that
this set of sensors may be reduced indeed without visible loss in accuracy.

Further investigation of this phenomenon involved the introduction of the
six data sets deriving from the original one, but with 1 input-sensor removed in
each. The series of neural networks were trained for each variant, targeting in the
experimental determination of the signi ficance factors for all the sensors. These
factors were calculated as an average error of the 3 best structures. (The higher
error of the neural network trained without particular input denotes its higher
significance). The balance of these factors was plotted again in Fig. 1 (thick solid
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Fig. 2. Sensitivity analysis results (left) compared with the experimental estimation
of the input significance (right) for (a) linear dependent, (b) independent and (c) non-
linear dependent data

line). If to analyse the precise values of the sensors significance factors obtained
this way, No. 2 shall be considered most redundant this time. Eventually the re-
sults of the sensitivity analysis performed for various neural networks, especially
in the critical first to remove context are sometimes contradicting themselves
and simultaneously contradicting the experimentally determined significance of
the sensors. Shall be noted however that the experimental analysis, which shall
be perceived as the most reliable here, estimates the significance of five sensors
(i.e. No. 1, 2, 4, 5 and 6) at the very similar level. The insignificant differences
mean that in fact any of these sensors could be removed, with similar impact on
the system performance, what probably justifies the contradictions mentioned
before.

The meaningless differences between the significance of the sensors and con-
sequently the contradictions are probably caused by the correlation of the sensors
responses (i.e the elements of the neural network input vector), which is very
high. The simple experiment may show how the dependent inputs may keep the
sensitivity analysis results far away from the real balance of the inputs signifi-
cance. Let’s take a sample function of y = 1 4+ 2x2 + 3x3 + 4x4 and generate a
data set for the appropriate neural network training, in 3 variants - the first one
with independent input variables x1, z2, x3, x4, the second one with linear depen-
dence x4 = 1 +x2+23, and the third one with non-linear x4 = 2%+ 23 +2%. The
results of the sensitivity analysis are shown in Fig. 2 (on the left). These ones are
very similar for all the data sets. And the real significance factors of the input
variables, estimated by the ”remove the input and train the neural network” pro-
cedure, are completely different for the dependent and non-dependent variants
as it is shown in Fig. 2 (on the right), matching the intuitive expectations.
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Conclusions

The neural network sensitivity analysis may be attractive tool for the reduction
of the redundant sensor arrays. Presented experiments have shown however, that
it does not provide the absolutely reliable results, when some elements of the
input vector are dependent. It may be used, with care, as a reasonable heuristics
for the construction of the effective gas sensor arrays, where the number of
sensors is critical issue, and in many other fields requiring an estimation of the
significance of the particular factor.
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Abstract. This work presents a set of linguistic variables for modelling some
geologic and morphological features of a coal seam. Since self-advancing
winning coal systems and their interactions with coal faces represent extremely
complex situations where traditional mathematical models are unable to offer
working solutions, we explore the viability of using Fuzzy-logic based
techniques in order to obtain a good-enough model that allows technicians at
mine to get a better understanding of the variables at play and to foresee the
coal production.

1 Introduction

Coal mining is a strategic industrial activity in the North of Spain. An example of an
especially competitive mine is that of Carbonar S.A. because of its hard coal seam
about 4m in thickness and the planning and use of modern techniques for coal
winning. Coal thickness up to 6 meters and other physical characteristics of the seam
permits the exploitation with a longwall mining method. This method consists on a set
of self-advancing shields (left part of figure) that are located adjacent to one another
along a transversal section of the seam. The shields are used to keep the hanging-wall
in place while the coal winning machine takes 60 cm off the wall (right part of figure)
for every coal winning run. After the shearer passes, the coal is taken off the mine
with a continuous system of transport (panzers, conveyor belts). A manually operated
mechanism permits the operators to advance the shields. In Figure 1 can be seen the
Shield supporting system and the Coal-winning shearer working.

A research project ' has been awarded in 2004 to Carbonar S. A. by the “Centro
para el Desarrollo Tecnolégico Industrial” (CDTI) agency of the Spanish Ministry of
Industry for financially supporting the research. The goals of the project are to
analyze, model and simulate the longwall exploitation system merging finite element
modeling (FEM), fuzzy logic techniques (FL) and virtual reality (VR). In this paper

! “Sistema de Simulacién Inteligente en Arranque Mecanizado Integral”, CDTI 20040116.
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we will present the preliminary works of that project. Aside the R+D department of
Carbonar S.A., CSIC’s Instituto de Automadtica Industrial and the Mining and
Exploration Department of the Mining Engineering School of the University of
Oviedo cooperate in the project.

As exposed, one of the goals of the project is to simulate the behavior of the
longwall equipment with fuzzy logic. Fuzzy logic is a technique whose power to
perform control of systems where the model is not well known has already been
proven. In this work we attempt to use fuzzy logic not to control the longwall, but
to model its interplay with the existing geomorphologic conditions. In order to do
this, the project is planned in three phases:

Fig. 1. Shield Supporting system and the Coal-winning shearer working

1. Simulation of the coal winning system. There are many variables influencing
the coal winning activities. This part of the project will attempt to identify
them and assign linguistic values to them. Several output variables will be
established as, for instance, the number of shearer passes per labor shift, or
the daily advance in longitude for the coal seam resulting from winning the
coal. After that, it will be necessary to establish the rules linking the input
and output variables.

2. If problems are detected in the simulation by the fuzzy module under definite
conditions, a detailed physical analysis of the shield mechanism will be run
for these conditions by means of finite elements modelling techniques.

3. A virtual reality system will show the results of the simulation.

2 Fuzzy Model and Simulation of the Coal Winning System

Our initial model of the coal winning system was developed as a set of geologic and
morphologic properties represented by means of a set of input variables to the
system. For each of these input variables, we have defined the corresponding
linguistic label set or fuzzy partitions. These linguistic labels describe the level of
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Features:

Coal thickness
Transversal dip
Longitudinal dip
Roof fractures
Barren

Coal Hardness

For example, the coal thickness is one of the most important features in the mining
activity because it determines the kind of exploitation methods that can be performed.
In our particular case, the coal thickness is very well suited for a coal winning system
based on a semi-automated machine. In Figure 2 we can appreciate the adjustable
shield supporting system with its maximum expansion is up to 5 meters.

Other important features are Longitudinal and Transversal Dip, which describe the
inclination of the coal seam.

Fig. 2. Representation of the adjustable shields structure

Fig. 3. Longitudinal and Transversal Dip
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All of these features are defined by means of trapezoidal membership functions in
order to be processed by the ORBEX system [2, 3]. The complete set of input features
are defined above with its four values, one for each trapezoid singular point:

INPUTS:

e Coal thickness {low002.44high24455}

e Transversal dip { low 00 1530 high 15 30 35 35 }

e Longitudinal dip { low 005 10 high 5 10 20 20 }

¢ Roof fractures {low 0012 medium1223high2355}

e Barren { medium 0 50 50 100 }

e Hardness { coal 0 0 30 40 slate 30 40 60 100 sandstone 50 80 100 100 }

The complete graphical set of fuzzy membership functions can be seen in Figure 4.
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Fig. 4. The complete set of fuzzy sets over the input variables

The output variable of the simulation system is a normalized (0,1) measure of the
velocity of advance of the machine.

OUTPUT:
e Advance { slow O fast 1 }

In order to obtain a particular value for the output variable { Advance} the values
of the inputs variables must be established via a particular probability distribution
defined specifically for the simulation and the system must evolve trough a set of
fuzzy inference rules which are shown next:
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= IF transversal dip low AND coal thickness high AND longitudinal dip
low THEN Advance fast

= JF coal thickness high AND longitudinal dip high AND transversal dip
high THEN Advance slow

= JF hardness sandstone THEN Advance slow

Thus, the ultimate goal of the project can be described by; the quest of a 6-D
hypersurface that can be expressed in its general form as the Equation 1.

S = f(x,,x,,x3,%x,,X5)... where M

S = Advance speed
x1 = Coal thickness
x2 = Transversal dip
x3 = Longitudinal dip
x4 = Roof fractures
x5 = Barren

x6 = Coal Hardness

Due to the intrinsic uncertainty and complexity of a coal mining activities, such a
6D surface is impossible to express with a traditional closed mathematical models, so
we have opted to build a model with the aforementioned linguistic variables and a
relatively simple set of expert fuzzy-rules.
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Abstract. The uncertain variables have been developed as a tool for
decision making in a class of uncertain systems described by traditional
models or by relational knowledge representations. The purpose of this
paper is to show how the uncertain variables may be applied to specific
optimization problems formulated for uncertain static plants. A general
approach and the optimization with the given certainty threshold are
described in the first part. In the second part the application of the
presented approach to an optimal distribution problem is considered.
Two examples illustrate the presented concepts.

1 Introduction

The uncertain variables have been introduced and developed as a tool for decision
making in a class of uncertain systems [1,4,5,6]. The uncertain variables are
described by a certainty distribution given by an expert and describing his/her
knowledge on approximate values of the variable. The purpose of this paper is to
show how the uncertain variables may be used for specific optimization problems
formulated for an uncertain plant described by a functional model or by an
inequality with unknown parameters. A general approach to the formulation and
solution of the optimization problem is presented in Sect. 3 and its application
to an optimal distribution problem — in Sect. 4. Section 2 presents a short
description of the uncertain variables and the basic decision problem. Details
and examples of different applications may be found in the books [1,4,5].

2 Uncertain Variables and Basic Decision Problem

In the definition of the uncertain variable T we consider two soft properties (i.e.
such properties ¢(z) that for the fixed = the logic value v[p(z)] € [0,1]): “Z=x”
which means “Z is approximately equal to z” or “z is the approximate value of
z,” and “TZ€D,” which means “T approximately belongs to the set D,” or “the
approximate value of T belongs to D,”. The uncertain variable T is defined by

a set of values X (real number vector space), the function h,(z) = v(z=z) (i.e.

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 38-43, 2005.
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the certainty index that Z=x , given by an expert) and the following definitions
for D, D1,Dy C X :
v(TED,) = max hy ()
v(2¢Dy) = 1 — v(ZED,) |
v(ZED V TED3) = max{v(TED1),v(TED)} ,

. . [ min{v(z€D1),v(TED3)} for D1 N Dy # &
U(x€D1 /\xGDQ) - { 0 for D1 ) D2 — .
The function h,(z) is called a certainty distribution.
C-uncertain variable T is defined by the set of values X, the function h,(z) =

v(Z=x) given by an expert, and the following definitions:

ve(ZED,) = ;[v(jéDx) +1— o(zED,)] (1)

where D, = X — D,

UC(jéDx> =1-v.(z€Dy) ,
ve(ZED1 V TED3) = v.(TEDy U Dy)
v.(ZED1 A TED3) = v.(TED1 N Dy) .

The application of C—uncertain variable means better using of the expert’s
knowledge, but may be more complicated. Let us consider a static plant with
the input vector u € U and the output vector y € Y , described by a relation
R(u,y;x) C U x Y where the vector of unknown parameters z € X is assumed
to be a value of an uncertain variable described by the certainty distribution
hz(x) given by an expert. If the relation R is not a function then the value u
determines a set of possible outputs

Dy(u;x) ={y €Y : (u,y) € R(u,y;2)} .

For the requirement y € D, C Y given by a user, we can formulate the following
decision problem: For the given R(u,y;z), hy(z) and D, one should find
the decision u* maximizing the certainty index that the set of possible outputs
approximately belongs to Dy (i.e. belongs to D, for an approximate value of Z).
Then

u* = arg r;leal}w[Dy(u; z)CD,] = arg geagmenjlji)((u) ha(z) (2)

where Dy(u) = {z € X : Dy(u;z) C Dy} .
3 Optimization Problems
Let us consider a static plant in which one-dimensional output y denotes a quality

index which should be minimized. If the plant is described by a function y = ¢(u)
and the function ¢ is known then we can formulate and solve a deterministic
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optimization problem: to find v* € U minimizing y. For the plant described by
the function y = ¢(u,x) or by the inequality y < ®(u,x) (a special form of the
relation R(u,y;x) introduced in Sect. 2) where the unknown vector parameter
x is assumed to be a value of an uncertain variable characterized by h,(x) —
different formulations of the optimization problem may be considered:

1. For y = ¢(u,x), as an optimal decision one can accept u* minimizing the
mean value [1]:

Mg(u)] = / yhy (g w)dy - | / iy (ys u)dy)

where
hy(y;u) = v[z€Ds(y)] = max ha(z)
D,(y)={zeX: y=P(u,x)}.

2. For y = ¢(u,x) or y < ¢(u,x), one can apply an approach presented in
Sect. 2. The requirement concerning y may be presented in the form y < «
or Dy = (—o00,a] where « is given by a user and should be as small as possi-
ble. Consequently, the decision u*(«) determined by (2) and the corresponding
certainty index v[u*(a)] £ 9(a) are the functions of . According to (2)

v[@(u, T)<a] = v{P(u, 7)E(—00,a]} £ v(u,a) = xe%i}({u) ha(x) (3)

where
D,(u)y={z e X :P(u,z) < a}. (4)

The property &(u, Z)&(—o0, a] is denoted here by [@(u, 7)<a] and v(u, ) is the
certainty index that this property is “approximately satisfied” (is satisfied for
an approximate value of Z). In the case of C—uncertain variables, according to

(1)
ve[®(u, T)<a] = v{P(u, T)E(—00, a]} = ve(u, a)
1

- . 1- ()] -
ol g,y hel@) 1= max ) e(@)] )

3. It is easy to note that, as a rule, ¥(«) is an increasing function. For the
given certainty threshold ¥ determining the required level of the uncertainty,
one should solve the equation #(«) = © with respect to «, and use the solu-
tion @& in the determination of the final results: 4 = v*(a@) and ¥ = v(&). The
analogous formulation of the decision problem may be formulated and solved for
C—uncertain variables with v, instead of v. The above statement of the decision
problem may be considered as a specific optimization problem where the mini-
mization of y in the deterministic case is replaced by the mazimization of v for
the given certainty threshold.
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* *

*
x —d X x +d X

Fig. 1. Example of the certainty distribution

Ezample 1. Let u,x € R' (one-dimensional variables) and
y=[1—-(c—au)?™', u>0.
The requirement y < « is reduced here to
(c— V1 —a Myt <z < (c+ V1 —a Lt

Assume that h,(x) has the form presented in Fig. 1, with 2* = d = 0.5. Using
(5) we obtain

(c+V1—au™t foru>2c
ve(z,u) = 0 foru<1—(c—+v1—al)
1 —(c—+1—a1)u~! otherwise .
Tt is easy to see that u(a) = u = 2¢ (it does not depend on «) and v.(u*, o) =
0.5(1 4+ ¢ 'v/1 — a~1). From the equation v.(u*,a) = 9. we obtain

ae=[1—-c*(20. —1)%] 1.

For the numerical data ¢ = 1 and v, = 0.9, the results are as follows: u* = u = 2,
Q. =2.8.

4 Optimal Distribution Problem

The presented approach may be applied to allocation problems consisting in the
proper task or resource distribution in a complex of operations described by a
relational knowledge representation with unknown parameters. Let us consider
a complex of k parallel operations described by a set of inequalities

ESSOi(ui7xi)7i:1727"'7k (6)

where T; is the execution time of the i-th operation, w; is the size of a task (e.g.
a raw material) in the problem of task allocation or the amount of a resource in
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the problem of resource allocation, an unknown parameter x; € R! is a value of
an uncertain variable Z; described by a certainty distribution h;(x;) given by an
expert, and Ty, . . ., Tx are independent variables. The complex may be considered
as a decision plant described in Sects. 2 and 3, where y is the execution time of
the whole complex T' = max{Ty,..., Tk}, = (z1,...,2Zk), v = (u1,...,ug) €
U. The set U C R* is determined by the constraints: u; > 0 for each ¢ and
U1 + ... +ur = U where U is the total size of the task or the total amount of
the resource to be distributed among the operations. According to the general
formulation of the decision problem presented in Sect. 2, the allocation problem
may be formulated as an optimization problem consisting in finding the optimal
allocation u* that maximizes the certainty index of the soft property: “the set
of possible values T approximately belongs to [0, «]” (i.e. belongs to [0, o] for an
approximate value of Z).

Optimal distribution problem: For the given ¢;, h; (i € 1,k), U and « find

u* = argmax v(u)
uelU

where
v(u) = v{Dr(uw 2)E[0, o} = v(T(u,5)Za) .

The soft property “Dr(u;Z)C[0,a]” is denoted here by “T'(u,Z)<a”, and Dr
(u; z) denotes the set of possible values T for the fixed u, determined by the
inequality

T< mzaxgo,-(u,-,x,-) ) (7)

According to (6) and (7)
v(u) = v{[T1(u1,71)<a)] A [Ta(ug, To)<a] A ... A [Tx(ug, Tr)<al} .
Then

u* = arg max min v; (u;) (8)
uelU ¢

where
vi(ui) = o[Ti(ui, 77)<a)] = vlpi(ui, 7;)<a)] = v[#:€D;i(u;)]
Di(u;) = {w; € R+ ¢;(us, ;) < a} .
Finally, according to (2)

vi(u;) = N gja)({u;) hi(z;) (9)

and

u* = argmaxmin max h;(z;) .
uelU ¢ x;€D;(us)

It may be shown that if 0 < v(u) < 1 then the optimal distribution v satisfies
the following set of equations

v1(u1) = va(ug) = ... = vi(ug) 2 v . (10)
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For the given certainty threshold v, it is possible to determine the value & and
the optimal distribution @; = u}(&) in the way described in Sect. 3.

Ezample 2. Assume that in the case of the task distribution T; < z;u; and h;(z;)
has a triangular form presented in Fig. 1 with h;, z}, d; in place of h,, z*, d.
Using (9) one may obtain

for a(z})™! <wu; < oz —d;i)7, ie. for 0 < v;(u;) < 1.
Under the assumption :v’lkdfl = x§d§1 =...= x:dgl £ ~, applying the equation
(10) we obtain the following results:

k

v[u(@)] £ v*(@) = 1+4faU™" Y (2}) 7 — 1],
i=1

u; () = ya(a)) " (@) +y =17

5 Conclusions

It has been shown how to use the uncertain variables in the formulation and so-
lution of the optimization problems for a static plant with unknown parameters.
In particular , a concept of the optimization with the given certainty threshold
for the general case and for the optimal task or resource distribution has been
described. The presented approach may be extended for complex systems with
the distributed knowledge [2] and for closed—loop control systems [3].
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Abstract. Category Theory is a useful topic to the studies of Computer
Science. In spite of experiments with children suggest that categorical
reasoning is supposed to be natural to humans, the ones who study
Category Theory expose difficulties. This paper starts presenting and
analyzing this situation. Then it is developed an evaluation of compu-
tational models which represents categorical structures as a way to help
students in dealing with categorical concepts intuitively. In the context
of this evaluation, a computational model is presented.

1 Category Theory

Category Theory is a branch of Pure Mathematics with a scientific field ap-
parently distinct from Computer Science ones. However, some of its proper-
ties make this mathematical model very helpful to the studies of Computer
Science.

From many characteristics of Category Theory which motivate its use in
Computer Science it’s relevant to mention implementation independence, dual-
ity, inheritance of results, ability to compare expressiveness of other formalisms,
strong basis on graphical notation and, above all, expressiveness of its
constructions.

One of the main (if it isn’t the main) motivations for the use of Category
Theory in Computer Science is the expressiveness of categorical constructions,
which allows to formalize complex ideas in a simple way. This motivation can be
justified by the fact that the development of computational solutions is bounded
by the human ability to express the problems and their solutions. So, more
expressive formalism produces better solutions with less effort. Additionally,
more expressive formalisms help not only in specifications and proofs but also -
and mainly - in a better comprehension of problems and in simpler and clearer
solutions.

In the context of this paper, implementation independence is an especially
relevant property. Since the primitive structures of Category Theory are objects
and morphisms, categorical properties must be specified in terms of them. So,
when a system is modeled as a category and it produces structured objects or
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morphisms (e.g. objects representing ordered pairs) their internal structures are
categorically irrelevant.

This property allows Category Theory to be seen as a suitable formalization
to deal with structure independent abstract properties. Category Theory seman-
tics is able to express a general vision of a system without concerning to irrelevant
details (such as implementation), providing operations powerful enough to treat
the problem in high level.

2 Piaget’s Experiments

Jean Piaget shows in [5] that the idea of composition, typical on categorical sys-
tem, is in the genesis of human being. Piaget’s results conduct for the conclusion
that the intuitive human reasoning is categorical. It is explicit exposed in [5] in
the following quotation:

I wanted to make plausible, in broad outline, the idea that the theory of
categories, considered as a theory of mathematical constructions, reflects
the genetict constitution of man’s cognitive tools, that is, the detachment
of transferrable schemes from a set of actions, then similar operations
on those schemes, then similar operations on schemes of schemes, and
so forth. Hence it seems clear to me that the categorical style, as a way
of envisioning an important aspect of the genesis of man’s cognitive fac-
ulties, is not a style imposed on genetic epistemology from the outside
but is a style that, by nature, is adequate for describing the constructions
discovered by genetic epistemology.

Additionally, it’s possible to make a relation between implementation inde-
pendence property of Category Theory and this way of reasoning. To deal with
a category that is modeling a system means to deal with the abstract semantic
of its objects and morphisms and forget the specific structure of the system.
The way that Category Theory deals with morphisms and compositions is a
construction of a chain of composition of properties. So, the abstract reasoning
that is in the genesis of human being is represented in Category Theory.

3 Problems of Categorical Reasoning Development

The conclusions of Piaget’s experiments not only show that Category Theory
could be taught earlier than in undergraduation level but also that it should be
done. The development of logic formal thought on children allows developing
skills and reasoning lines which normally aren’t developed in childhood, despite
of being required in many areas of knowledge. This kind of skill, and in particular
general and unified thought, typical of Category Theory, although being intuitive
for human being, it is discouraged beside the learning process.

! In the context of Piaget’s experiments, the adjective genetic refers to genesis, not to
gene.
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Category Theory reasoning is used to be learned in some computer science
graduation courses and, less frequently, undergraduation courses. Its mathemat-
ical principles, which could be easy, natural and intuitive, become very dense
and abstract because of the way we have been stimulated to reason. Addition-
ally, the heterogeneity in the presentation of introductory topics and the lack of
published works in other languages than English complete the set of obstacles
to be surpassed before applying Category Theory in Computer Science.

4 Computational Simulators

To make this abstract theory become concrete and kind of intuitive is a challenge
and an interesting research area. This context has been motivating us to research
about computational simulators.

It’s well known that there are limits on representing structures and solving
problems in a computer. Although the computational simulation of Category
Theory is an unexplored area, it’s easy to see that isn’t possible to construct a
simulator able to represent all Category Theory. By deduction, it isnt possible
to implement the verification of a property that works for any kind of category.

However, the research in computer science shows we can compute and rep-
resent relevant structures and operations, as finite categories with objects being
finite sets and morphisms being relations. This kind of simulator is an efficient
way to turn concrete these abstract concepts, making this theoretical concept
closer to related interests in applied researches.

There is a lack of research in this area. The existent simulators deal only
with basic categorical concepts [2] [4] or are inaccessible to laymen [7].

Watching this scenery, we have been researching about technologies to imple-
ment categorical constructions and have been implementing simulators. In this
paper we present the technologies used to implement these categorical construc-
tions and the theoretical principles we chose to simulate computationally.

5 State of the Art

We have found only three programs produced in the context of this kind of
researching:

— Category Construction Program (or DBC - acronym of “A Database of Cate-
gories”) [4]: it is a text interface program developed in ANSI C, which makes
it platform dependent. However, since it was developed in C standard, it’s
possible to compile its font in distinct platforms. It doesn’t have internet
support. The objects and morphisms of DBC are atomic. It represents basic
categorical elements and is able to store functors.

— Category Theory Database Tools (CTDT) [2]: it’s a Java applet - which
turns it platform independent and accessible by internet - with graphical
interface. It represents the same categorical structures supported by DBC;
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— Computational Category Theory Project (CCTP) [7]: it is a text interface
software developed in ML, which turns CCTP platform dependent. It doesn’t
have internet support. To operate this software, the user needs to have no-
tions of functional environment operation. It is much more powerful then
the other two applications, supporting several categorical and functorial el-
ements. It supports structured objects and morphisms.

Since the presented simulators deal only with basic categorical concepts or
are inaccessible to laymen, they have limitations to achieve our goal: to turn
Category Theory easier, more intuitive and more concrete.

Our goal requires an accessible program, which demands as less previous
knowledge as possible - graphical interface, platform independence and Inter-
net support are desirable characteristics. Since a software can’t represent all
Category Theory elements, it’s important to make a good selection of which
elements are more relevant to be implemented. And our goal will be as near to
be achieved as much categorical calculus and characteristics are covered by the
application. So, accessibility, relevance of the implemented structures and high
coverage of categorical concepts are the elements that should be used to evaluate
a categorical simulator.

6 Modeling Categorical Structures

Although the functional paradigm is the most natural one to model categorical
structures, the functional languages don’t have, in general, good usability. Since
accessibility is one of the characteristics that we desire for our software, we’ve
discarded functional paradigm as the way we would model.

Among the other paradigms, the object oriented one has the most appropriate
characteristics to model Category Theory elements (especially encapsulation).
Additionally, Java is one of the programming languages which most helps in
accessibility aspect. And Java is object oriented. The model that is presented in
this paper is being implemented by our group using Java.

The object oriented analysis focus in two diagrams: package diagram and
class diagram. The package diagram contains 5 packages. Since each package is
modeled as a class diagram, there is 5 class diagrams.

br.ufrgs.inf.catres.error. The classes of this package provide support to iden-
tify why a given graph isn’t a category. This evaluation is divided in three spe-
cialized subclasses: IdentityError (it verifies the identity law), CompositionError
(it verifies if all possible compositions exist) and AssociativeError (it verifies the
associative law).

br.ufrgs.inf.catres.operation. This package is used to make categorical cal-
culus. The ones which we’ve implemented were cone, equalizer, pre-product and
product. Although the dual operations arent implemented, they can simulate
them using dual categories as operators.
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Fig. 2. Class Diagram br.ufrgs.inf.catres.category - Partial Representation

br.ufrgs.inf.catres.category. This package is the kernel of the application. It
contains the classes which define a category and its components, such as some
auxiliary structures. A category is modeled basically as a collection of morphisms
and a collection of objects. While the collection of objects contains instances of
the class Objeto, the collection of morphisms contains instances of the class
CollectionMorfismos, which is a class which joins all parallel morphisms of a
given category (so, we have a collection of parallel morphisms). The compositions
are represented as a collection of pair of morphisms.

br.ufrgs.inf.catres.catresui. This package contains all classes developed to
construct the graphical interface. The main classes of this package are Diagram-
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Builder (the application container) and DiagramBuilderPanel (the area where
the graphs are edited). These two classes are the starting point to all other
application actions.

br.ufrgs.inf.catres.properties. - It contains only one class, which provides to
the application easy access to configure properties.

7 Conclusions

We’ve modeled and implemented a categorical simulator following three princi-
ples: accessibility, relevant structures and high coverage.

Because of the graphical user interface, the software can be used without any
knowledge of special operation environments (e.g. functional). The way that the
categories are created and manipulated is very intuitive. It can be accessed by
any platform with Java Virtual Machine. It’s accessible by Internet. We have
been working on mechanisms to implement a good treatment to categories with
thousands of objects and morphisms. These aspects improve the accessibility.

The model represents both categories with atomic objects and morphisms and
structured objects (sets) and morphisms (relations between sets). Relations have
been used in computer science especially in databases. We have been working
to implement a support to partial functions and total functions in this tool -
implementing restrictions inside relations.

The model represents the most usual structures and calculus of Category
Theory - including finite product. The tool is able to represent functor. We have
been working to model and implement functorial calculus.
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Abstract. When modeling concurrent or parallel systems, we must be
aware that basic activities of each system may be constituted by smaller
activities, i.e. transitions may be conceptually refined into transactions.
Nevertheless, the Unified Modeling Language seems to lack composi-
tional constructs for defining atomic actions/activities/operations. We
discuss proper extensions for UML behavioral diagrams that are able to
cope with the concept of transaction. Transactions are formally defined
through a special morphism between automata in a semantic domain
called Nonsequential Automata.

1 Introduction

The Unified Modeling Language (UML) [1] may be used to describe both the
structure and behavior of object-oriented systems using a combination of nota-
tions. For the modeling of the dynamic behavior, a number of different models
are offered such as interaction, state and activity diagrams.

When modeling concurrent or parallel systems with such diagrams, we must
be aware that basic activities of each system may be constituted by smaller
activities, i.e. transitions may be conceptually refined into transactions. This
important notion is present in different fields of computer science like operating
system’s primitives, implementation of synchronization methods for critical re-
gions, database management systems, and protocols, just no name a few. In this
sense, when modeling a computational process, we need means of composing sub-
activities both in a non atomic or atomic way. Nevertheless, the UML seems to
lack compositional constructs for defining atomic actions/activities/operations.

In this work!, we concentrate on describing groups of sequential or concurrent
activities that are responsible for performing a computation, and we address
the issue of modeling transactions. We remark that in our setting the term
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“transaction” denotes a certain activity of the system that might be composed by
many, possibly concurrent, subactivities. Moreover, we require this composition
of activities to be considered atomic.

2 Nonsequential Automata

Nonsequential Automata [2,3] constitute a non interleaving semantic domain,
with its foundations on category theory, for reactive, communicating and con-
current systems. It follows the so-called “Petri nets are monoids” approach [4]
and is similar to Petri nets, but it is a more concrete model - it can be seen as
computations from a given place/transition net. In the next definitions CMon
denotes the category of commutative monoids and &k € {0,1} (for simplicity, we
omit that k € {0,1}).

A nonsequential automaton NA = (V, T, 8y, 61,¢,L,lab) is such that V =
(V,®,0), T = (T,]||,7), L = (L,]|,7) are CMon-objects of states, transitions
and labels respectively, 8¢, 61 : T — V are CMon-morphisms called source and
target respectively, ¢ : V — T is a CMon-morphism for mapping identities, and
lab: T — L is a CMon-morphism for labeling transitions such that lab(t) = 7
whenever there is v € V where «(v) = t. Therefore, a nonsequential automaton
can be seen as NA = (G, L,lab) where G = (V, T, by, 61,¢) is a reflexive graph
internal to CMon representing the automaton shape, L is a commutative monoid
representing the labels of transitions and lab is the labeling morphism associating
a label to each transition.

According to the definition, the automaton consists of a reflexive graph with
monoidal structure on both states and transitions, initial and final states and
labeling on transitions. The interpretation of a structured state is the same as in
Petri nets: it is viewed as a “bag” of local states representing a notion of tokens to
be consumed or produced. For example, ({A, B, C}®, {t,u}ll, &y, 61, ¢, {t,u}!l, lab)
with 8y, 61, ¢ determined by transitions ¢t : A — B, u : B — C, and labeling
t — t, u — u, is represented in figure 1 (identity arcs are omitted and, for
a given node A and arcst : X — Y and 14 : A — A, the structured arc
tta: XDA—Y @ Aissimply noted t : X ® A — Y @ A). This nonsequential
automaton was not completely drawn as it has infinite distinguished nodes, for
they are elements of a freely generated monoid chosen to represent its states.

We are able to define atomic composition of transitions through the con-
cept of refinement. It is defined as a special morphism of automata where the
target one (more concrete) is enriched with its computational closure (all the
conceivable sequential and nonsequential computations that can be split into
permutations of original transitions). Considering the previous nonsequential
automaton its computational closure is also partially depicted in figure 1 (added
transitions were drawn with a dotted pattern).

The computational closure (tc) of a nonsequential automaton is formally de-
fined as the composition of two adjoint functors between the N Aut category and
the category CINAut of nonsequential automata enriched with it computations:
the first one (nc) basically enriches an automaton with a composition operation
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Fig. 1. Nonsequential automaton with computational closure (left) and refinement
morphism (right)

on transitions, and the second functor (cn) forgets about the composition oper-
ation. Then, the refinement morphism ¢ from NA into (the computations of)
N A’ can be defined as ¢ : NA — tcNA’. Both functors were presented in [5] and
due to limitations are not being rephrased here. The transitive closure functor is
tc =cnonc: NAut — N Aut. To illustrate the refinement morphism, given two
nonsequential automata NA and NA’ with free monoids on states and labeled
transitions respectively induced by transitions ¢t : X — Y, and tp : A — C,
t1 : B — D, suppose we want to build a transaction containing both tg and t;.
First we apply the transitive closure functor tc. For the last step we build the
refinement morphism by mapping the corresponding states and transitions. The
refinement ¢ : NA — tcNA' is given by X — A® B, Y — C@® D, t — tol|lt1
(see figure 1 - right). Notice that due to the equations, we actually get a class of
transitions containing to||t1, to;t1 and t1;to, represented as to|[t; in the figure.

3 Transactions in UML Diagrams

In order to correctly introduce the notion of transactions, we need to analyze
the UML official documentation. The UML specification by OMG [6,7] posses a
semi-formal semantics, composed by a set of metalanguage, restrictions and text
in natural language. The metalanguage is basically a set of class diagrams which
describe the basic building blocks of UML models (it can be seen as the abstract
syntax of the language). The Object Constraint Language (OCL) further defines
constraints over models so they can be considered well-formed.

In our approach, a basic set of metamodel elements is selected. The idea is
to focus only on constructs for exposing the behavior (to be understood as a se-
quence of observable actions) of software artifacts. From this set, we extend the
metamodel with elements denoting atomic composites. The graphical notations
for the new composites are based on the nonatomic ones and are further dec-
orated with proper stereotypes. Also, new OCL expressions are built to define
the new constraints over atomic compositions. One example of a new constraint
for the atomic composite state in sate diagrams is the one that does not al-
low internal states to be interrupted by explicit external events. Finally, the
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Fig. 3. UML activity diagram without (left) and with composite state (center) , and
nonsequential automaton for its semantics (right)

well-formed models are mapped to nonsequential automata, thus formally defin-
ing its semantics. We define one new atomic composite for activity diagrams,
state diagrams and sequence diagrams, but due to space limitations, our dis-
cussion and working example are based only on activity diagrams. A similar
approach for state and sequence diagrams have been employed.

Activity diagrams are one of the means for describing behavior of systems
within UML focused on the flow of control from activity to activity. The most ba-
sic node is the action node, which represents an atomic action. Activities are rep-
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resented by nonatomic composites of sequential or concurrent actions/activities.
The control flow is described by special nodes as fork/join for concurrency, deci-
sion/merge for alternative paths of execution and initial/final nodes. Our work-
ing example (figure 3 - left) depicts a simple activity diagram for a sequence of
operations in a pseudo programing language. Suppose we are interested in defin-
ing the sequential sequence of actions “Eval Y” and “Attrib Y” as atomic. To
overcome the lack of an atomic activity composite, we introduce a new notation
based on the idea of atomic transaction. The new composite activity is decorated
with the stereotype << transaction >> as depicted in figure 3 (center).

The semantics for activity diagrams take into account the fact it comprises
a token game similar to Petri nets. So, the semantic mappings from activity
diagrams into nonsequential automata are targeted into constructing local tran-
sitions for a nonsequential automaton. Before applying the mapping we need
to transform the activity diagram in such a way each action node has only one
incoming/outgoing edge. We do this as a precaution to avoid misinterpretation
of activities control flow because implicit merging/joining of edges has changed
from previous UML versions. Each action node consumes/produces control to-
kens as the steps of computation progresses through the activity diagram. For
nonsequential automata, this semantics belongs to transitions. Thus, each action
node corresponds to a nonsequential automaton transition, whose origin denotes
the necessary tokens for its firing, and whose destiny denotes the tokens pro-
duced after its firing. Edges and control nodes are mapped to a consistent set of
nonsequential automaton states according to its purpose. Figure 2 depicts the
resulting states and transitions in a nonsequential automaton.

The central core of the composite transaction node makes use of nonsequen-
tial automata refinement. The source automaton corresponds to the basic trans-
lation using the previous mappings, where the composite node is viewed as only
one nonsequential automaton transition. The target automaton corresponds to
the translation taking into account the subactivity nodes of the composite. The
refinement then maps the more abstract transition into the concrete implemen-
tation of the transaction obtained via the computational closure of the target
automaton. Figure 3 partially depicts the target nonsequential automaton for our
working example of activity diagrams. Notice it explicits all possible computa-
tional paths, including the transaction state represented by the atomic sequential
composition Fvaly; Atriby.

4 Concluding Remarks

We believe transactions are an important part of today systems and they de-
serve a first class mechanism in modeling languages, especially UML. Following
that premise, this work presented an extension to UML diagrams centered on
constructions for defining atomic composition of actions/activities/operations.
Its semantics were defined as nonsequential automata refinement morphisms.
Other approaches to translating UML diagrams into formal models have been
based on Petri nets [8]. For example, [9] describes a formal translation of activity
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and collaboration diagrams into place/transition Petri nets and [10] compares
different proposals for the semantics based on Petri nets. Also, other works have
used formal methods to verify the behavior of UML specifications [11,12]. The
main differences between this proposal and related works may be summarized as
follows: we are based on the UML 2.0 specification, in which activity diagrams
have been decoupled from state diagrams; the applied semantic domain is com-
positional, in contrast to domains based on Petri nets or statecharts semantics;
we are dealing with mechanisms for atomic compositions and not just nonatomic
composites.
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Abstract. System Dynamics is a discipline for the modeling, simulation and
control of complex dynamic systems. In this contribution, the methodology of
System Dynamics-based modeling is argued to be a powerful and rigorous
approach to theory-building. The strength of the pertinent process of theory
development lies in its high standards for model validation, and in a
combination of abductive reasoning with induction and deduction. The
argument of the paper is underpinned by an application of System Dynamics to
the elaboration of a theory in the new field of Cultural Dynamics.

1 Introduction: Theory-Building in Perspective

Theory-building, in principle, is more than an exercise in academic abstractions. It is
an activity fundamental to the survival of societies, organizations and even
individuals. Constructing a model, in the sense in which it is used here, consists in
building and mathematically formalizing a theory in order to orientate action. It is a
device for coping with whatever is complex. As complexity in our time tends to be of
a high degree, and often growing, the quest for better theories is a necessity for both
academics and practitioners.

Essentially, three different modes of scientific inquiry can be distinguished,
namely, deductive, inductive, and abductive [13]. Adopting a deductive research
approach entails concluding upon a particular statement derived from theories or laws
considered to be universal truths, whereas inductive inquiry involves deriving
universal theories or laws from particular observations. Finally, by researching in the
abductive mode, possible explanations or interpretations of observed facts are
provided, i.e., one generates an understanding of the fundamental driving forces and
structures of the phenomenon under consideration. Characteristic outcomes of
abductive reasoning are explanatory principles and theories obtained by looking
beyond the facts observed in similar cases,thereby taking the longest step of all three
modes of scientific inquiry towards the generation of new knowledge. In order to
overcome the limitations of each approach, researchers have tried to combine the
different modes of theory-building. This is often found to be difficult, or biased in one
direction or the other. Hence, there is a need for rigorous theory-building approaches
which balance out the trade-off between the quests for genuinely new insights,
conceptual stringency, and empirical soundness.
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In this contribution it is demonstrated that the methodology of System Dynamics
offers a particularly powerful process and technique for effective theory-building in
order to improve decision-making in the context of organizations and society. This
methodology is designed to achieve an understanding of the fundamental driving
forces and structures underlying a problematic mode of behavior, as well as
conceptual and empirical rigor.

2 Theory-Building with System Dynamics

System Dynamics is a discipline for the modeling, simulation and control of complex
dynamic systems, founded by Jay W. Forrester [5,6]. A main feature of the SD
modeling approach is that the issue modeled is represented by closed feedback loops
made up of essentially two kinds of variables — stocks and flows — supplemented by
parameters and auxiliary variables. Representation in the form of multiple closed
loops, as well as the consideration of delays, enable realistic modeling, which brings
the endogenous dynamics generated by the system itself to the fore. Moreover,
counterintuitive system behaviors [7] generated in the simulations can lead to
important insights for model users.

The methodology of SD is centered around a process which combines modeling
and simulation iteratively, thus leading to a continuous improvement of model quality
and insights into the domain or issue modeled. Other authors have emphasized the
role of modeling as a vehicle for learning, in particular group learning, e.g., Lane [12]
and Vennix [17].

Challenging and validating (theoretically and empirically) the model and policies
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Fig. 1. Ideal-typical scheme of an SD-based theory-building process
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We take a new view by conceiving of modeling and simulation as a powerful
approach to theory-building. Figure 1 depicts an ideal-typical scheme of that process.
Even though this is a general scheme, the process represented therein is essentially a
theory-building process with the sequence of formulating a proposition, then testing
it, expanding or refining the proposition, and proceeding with further tests, etc.

The starting point is a framing of the issue at hand, including a rough definition of
the scope and purpose of the model to be developed. The ensuing collection of
empirical data arranged via a first view of reference patterns then supports the
clarification of the goals and the formulation of the research questions to be answered.
Proceeding from this, a dynamic hypothesis can be formed which explains the
unfolding of the reference behavior pattern over time. Besides empirical data, this
dynamic hypothesis is also based on theoretical concepts and constructs which result
from previous research efforts. The core of the theory-building process thus consists
in elaborating a theory by drawing on that dynamic hypothesis as well as testing,
corroborating or refuting it. Model quality is successively enhanced and explanation
deepened along the path of this iterative process.

In the following, the theory-building along the various stages of this process will
be illustrated by instancing the generation of a holistic and consistent theory about the
development of individuals’ musical tastes, especially their preference for classical
music.

3 Application: The Case of Cultural Dynamics

Identifying and framing the issue: For the long-term success of all kinds of enterprises
— and hence also orchestras - it is crucial to discover and take opportunities as early as
possible as well as to detect and avoid potential threats before they become
uncontrollable. Therefore, the anticipative capturing of future realities by interpreting
weak signals of external developments is important and might even be critical for the
long-term survival of an organization [1].

Various samples of relevant data collected by Hamann [8] suggested that the
classical music audience in Germany and Switzerland has a disproportionate number
of elderly people when compared to the population as a whole (significance
level =0.001). This is a weak signal. In order to determine whether it indicates a
potential threat to German and Swiss orchestras, the causes for the extremely high
proportions of elderly people in classical music audiences needed to be understood
properly. Unfortunately, the implications of the weak signal for the future size of such
audiences and the resulting demand for live performances of classical music remained
unclear, since there was no theory about the formation of individuals’ affinity with
classical music.

Gathering and describing empirical data: Further analyses of time series of relevant
data published by the Institut fiir Demoskopie Allensbach [10] suggest that the
proportion of people older than 59 years of age among those who frequently listened
to classical music increased between 1994 and 2002 by 47 percent (from 31.8 to 46.8
percent of the total). During the same time-span, the number of classical music



Theory-Building with System Dynamics: Principles and Practices 59

listeners relative to the number of pop music listeners decreased by 9 percent.
Therefore, the research question to be answered by the study was: “Why is the
classical music audience aging faster than the population as a whole, and why is it
decreasing in size?”

Formulating a dynamic hypothesis: As one possible explanation for the behavior
pattern recognized, the following dynamic hypothesis was formulated: The
development of basic musical taste regarding the various general types of music, e.g.,
classical music, jazz, pop/rock music, folk music, etc., takes place in a socialization
phase during adolescence.

After that phase, the basic musical taste of an individual remains more or less the
same into later life — apart from a negligibly small number of people changing genre.
With pop and rock emerging in the 1950s and 60s, young people have increasingly
been socialized under the influence of these new types of music. Consequently, the
proportions of classical music listeners have been falling from a high level with each
succeeding younger cohort,which is due rather to genuine cohort differences in
participation than to any function of demographic and life-stage factors. This means
that the classical music audience will dwindle and die out if no appropriate
counteractive measures are taken very soon.

Mapping the causal loop structure: In the next stage of the SD-based theory-building
process, the results of previous research relevant to the question as to how music
preferences develop were reviewed. The existing research results were thoroughly
tested for inconsistencies. Since hardly any contradictions could be identified, the
isolated theoretical results of previous research were put together like pieces of a
puzzle,finally adding up to a holistic and consistent body of theory. We concluded
that the extent to which activities with musical relevance are put into practice
(repeatedly listening to classical music, playing an instrument, and attending
appreciation classes) during the socialization phase in an individual’s adolescence
determines his or her fundamental musical orientation with regard to classical music
in later life. The reason is that such activities enhance the development of “listening
competence”, i.e., what Behne [3] calls the ‘“cognitive components (‘concentrated’
and ‘distancing’)” of listening. This theory on the development of individuals’ basic
musical taste was represented by means of a causal loop diagram [8].

Modeling and simulating: An SD model is a mathematically formalized version of a
theory. According to Diekmann [4], there are several reasons for modeling
quantitatively: First, it conduces to higher precision of the theory, e.g., by specifying
the connections between variables as algebraic functions. Secondly, hypotheses can
be derived mathematically from formalized theories by which new and surprising
insights are often gained. Thirdly, a model allows of testing the theoretical
assumptions for inconsistencies in a more stringent fashion and facilitates checking
the deduction for errors. Therefore, the theory developed so far was specified as a
quantitative model, and many simulations were run. The simulations clearly
corroborated the dynamic hypothesis. In addition, deeper insights into the issues
under study were gained, which enabled the elaboration of well-founded
recommendations for the management of orchestras.
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Challenging and validating the model (theoretically and empirically): In theory-
building, the quality and robustness of the theoretical propositions developed, i.e.,
“scientific rigour”, should be the principal concern. We are taking Karl Raimund
Popper's [14] logic of scientific discovery — essentially a concept of an evolutionary
progress of science — as a benchmark for the design of the theory-building process.
This implies that any proposition must be formulated in such a way that it can be
disproved if confronted with reality. In other words: it must be proposed in such a
way that it can be falsified. The reason for this demand for refutability is that science
is advanced by bold propositions or guesses to be subjected to a barrage of criticism.
Only hypotheses capable of clashing with facts are regarded as scientifically
legitimate.

Thus, every single equation of the model, i.e., propositions regarding causal
relationships, had to be carefully examined by drawing on additional theoretical and
empirical data. The ability of the model to reproduce the reference behavior pattern is
not sufficient. Moreover, as Barlas [2] expresses it, “a system dynamics model must
generate the ‘right output behavior for the right reasons’”, i.e., the internal structure of
the model has to be valid as well. Hence, the model structure was tested by comparing
the model structure with the knowledge about the structure of the real system (direct
structure tests) as well as by testing the behavior patterns generated by the model
(indirect structure tests). In a concrete example of a structure test, the proportion of
women of child-bearing age (i.e., between 15 and 45) was assumed to be
approximately constant over time. Empirical data provided by the Federal Statistical
Office in Germany revealed that this proportion actually remained within the very
narrow range between 48.5 and 48.9 percent during the time-span from 1978 to 2002.
Therefore, the so-called parameter-confirmation test (as part of the indirect structure
tests) was considered to have been passed.

Finally, the behavior replication tests were not applied before each of the various
forms of structure test had been passed. One of the typical tests in this category was a
comparison of the time series based on the statistical data about the evolution of the
German population in the different age brackets, with the simulated values based on
the SD model. The difference between the two is represented in the following
formula:

2000
D= j la(t)— ()| dt -

1=1980
where a is the actual development, s designates the simulated results and D a
measure for the divergence between the two. The subsequent aim was to find a value
for s(t) for which
2000
D=D_ =min j |a(t)—s(0)|dr -
1=1980

The test was regarded as having been passed only when the difference was no
longer significant.

Modes of scientific inquiry applied: In the first two stages of SD-based theory-
building, the dominant approach is inductive research: First, from particular
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observations limited to the sample size the age structure of all classical music listeners
in Germany and Switzerland respectively, an imbalance was inferred. Secondly, the
time series analyzed covered the period from 1994 to 2002. The formulation of the
(initial) dynamic hypothesis clearly puts it into the category of abductive research:
Eventually, the observed facts were interpreted and explanatory principles obtained
by looking beyond the data, which is the very essence of the abductive approach.
Finally, integrating the existing theoretical research results into a consistent theory is
a deductive process. This is because particular statements regarding the development
of an affinity with classical music are concluded from existing theories which are
considered to be universally true. In turn, these theories were accepted as universal
truths after they had been inferred inductively from particular empirical observations
and had withstood a variety of attempts at falsification. This makes it clear that the
different modes of scientific inquiry are inextricably bound up together when one is
generating theories based on SD methodology.

4 Conclusions

Theory-building is more than an exercise for academics. It is also an indispensable
device for practitioners in organizations, allowing them to test their assumptions and
bring their speculations down to earth in order to make better decisions. That is why
theory-building is a fundamental prerequisite for effective action.

The SD methodology is a powerful and rigorous approach to the development of
theories. This is underpinned by its exceptionally high validation standards: Bold
guesses, i.e. abductive theory-building, first crystallize in theory, the model then
being submitted to numerous tests. Among the methodologies for the modeling of
social systems, none, as far as we know, has validation standards as strict as those for
SD. For instance, econometrics operates essentially with statistical validation
procedures. In SD, the standard procedure for model validation also involves
statistical tests, e.g., the comparison of time-series of data representing the object
system versus those generated by the simulation. In order to avoid a model’s being
considered right for the wrong reasons, SD validation includes a whole set of
obligatory procedures designed to build up confidence in a model [15]. The
abductively acquired elements of the theories therefore do not remain merely
speculative, without empirical corroboration.

We have reported an application of SD to the construction of a theory of Cultural
Dynamics, from which substantial insights and recommendations for the management
of cultural institutions have been derived. Other cases in point have already been
published, e.g., Ulli-Beer [16] and Kopainsky [11].

The SD methodology for modeling, simulation and control is in line with the
concepts of evolutionary theory-building as proposed by the theory of science. It must
be added, however, that it is also highly appropriate for applications, owing to its
intuitive techniques and the user-friendly software available.

Summing up, one may say that the potential of SD as a methodology for theory-
building is exceedingly high.
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Ontology Integration for Statistical Information
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Abstract. Metadata may be used for convenient handling of statistical
information. Thus some metadata standards have emerged as guiding
lines for information processing within statistical information systems.
Another development stems from documentation development for data
archives where metadata requirements of researchers in social sciences
are considered. Different metadata standards have emerged out of these
streams of science. Basic ideas on integration and translation between
such different lines of development are given. Hereby principles of ontol-
ogy engineering play a key role as starting point.

1 Introduction

Statistical information plays a central role in many business and economic deci-
sions. The term information means here that we have to consider the data itself
as well as descriptions of the data, so called metadata, which are necessary for
obtaining the information. Hence, it is not surprising that metadata play a key
role in statistical information systems for a long time. The earliest reference is
Sundgren ([13]), who introduced the concept of metadata in statistics for a so
called infological approach towards statistical information. This approach has
been developed further in many ways by a number of researchers as well as
statistical agencies and has lead to a number of metadata standards. Due to
the fact that a lot of statistical information is contained in highly aggregated
data, represented nowadays usually in data warehouses, one line of develop-
ment focussed on metadata standards for such type of data (for example the
SDDS-standard [11]). A second stream of development based on ideas from doc-
umentation for data archives considered mainly the metadata requirements for
scientific researchers in social sciences and economics. These efforts have resulted
in different metadata standards, probably the best known example is the DDI
standard [3], which is a substantive expansion of the Dublin Core metadata [2].
A well known software tool based on these ideas is NESSTAR [8]. A further
development concentrated on proper metadata representation for value domains
of the attributes of interest, resulting in the so called Neuchatel Terminology [9]
for classifications.

Due to the different starting points of these approaches it is rather cum-
bersome to integrate data in cases where the definition of the data schemes is
based on such different documentation schemes. Following the developments of
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intelligent information processing in recent years the field of statistical informa-
tion processing has seen a number of efforts to develop the idea of metadata
further into the direction of ontology (see for example Sowa [12]). In fact, statis-
tical metadata practice includes to a far extent information needed for ontology
- engineering. Probably the most important contribution in this direction was
made by the METANET [5,7] project, a thematic network within the fifth EU-
research framework. The approach tries to fulfil the requirements of the ontology
definition of Gruber [6] ("ontology” is a specification of a conceptualization) by
formalizing the statistical data paradigm, taking into account the representa-
tional, operational and functional semantics of statistical information.

Starting points are basic statistical objects like dataset, statistical popula-
tion, or statistical variable, which constitute the categories for the ontology.
For all these categories a unified description framework was developed, which
is called the view facet of statistical categories. The following four views were
distinguished:

— The conceptual category view represents the subject-matter definition of any
category instance and builds the bridge to reality. Validity of the definition of
the subject matter concept gets usually restricted by temporal and geospatial
constraints.

— The statistical (methodological) category view describes the statistical prop-
erties of the category instance by using a number of parameters, which have
to be defined in such way that specific properties of the different categories
are taken into account.

— The data management category view is geared towards machine supported
manipulation storage and retrieval of the category instance data.

— The administrative category view addresses management and book-keeping
of the structures.

Based on these view facets a representation scheme can be defined, which
seems to be sufficient for operational purposes. A first sketch of such a model
was presented in Denk et al. [4]. In this paper we present first and fundamental
ideas for using this framework for mapping different metadata standards.

2 Methodologies

Though scientists speak different languages there is still communication and
consent on subjects in question possible. Different metadata standards are only
partially the consequence of unintelligibility on research subjects and basic for-
mulations. There is still enough communication about such differences possible.
Here we concentrate only on such standards which basic principles and formula-
tions can be systematically treated by humans from a bird’s eye view. Only from
such a unifying treatment formalizations are tackled, as there are knowledge rep-
resentations, order sorted algebras, data types, mathematical approach(es) and
statistical notions (units, population and statistical variable). In the following
the main issues are given in systematic order.
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2.1 Fundamental Concepts

All metadata standards can get formulated by a common basis of fundamental
concepts (foundational basis). There may be different ways to do this, yet one
particular way is chosen. Such fundamental concepts can be arranged like in for-
mal ontologies. That means that there are atomar notions within a partial order
where such an order means something like sub- or superconcept. Set-like oper-
ations (join, meet and complement) get induced by such an "order”. The used
vocabulary comprises attribute-like properties and restricted quantifications like
in description logic ([10]). Herewith the basis for the intended fundamental con-
cepts get formulated such that differences and relevant properties get included.
It will not be realistic to aim at a world knowledge nor will some technical
issues (following below) be settled. For special cases even different ontological
approaches might be chosen.

The aforementioned basic statistical objects (population, units and variables)
have to fit into the chosen conceptualization.
Concepts are described by basic notions and binary relations between these
notions. Hence a set-like formulation for a fundamental structure lies at hand
K =< BNotion, BRel, Subsump, Meet, Join, Compl, Null >, a pool Var of
Variables (there might be more than one sort), properties of elements of K anal-
ogous to predicates (roles) and quantifiers in description logics([10]).

2.2 Order Sorted Algebras and Data Types

Til now only abstract concepts have been considered. Handling of values as num-
bers is one part of statistical information processing. Analogous to programming
languages specification of data types with concrete value domains is mandatory.
There are data types like numbers and strings which do not share much or even
nothing (from a conceptual viewpoint). Furthermore some data types form (non-
trivial) order sorted algebras. One example are natural, integer, rational and real
numbers where operations are also extended. Intervals will play a prominent role
with respect to numbers. The possibility of (domain) restrictions need the con-
cept of attributes - monadic predicates which may be used as generators for new
sorts. One may distinct between sub- and supersorts with respect to the partial
order of the conceptual basis and sorts associated with subset properties.

A datatype D =< DDom, DPred > represents a domain with predicates
defined on it (operations have to be formulated as some sort of equations - what
seems rather naturally for most cases). For each datatype we have an instanti-
ation (or: intended interpretation) DInt which maps D into some grammatical
structure DStr.

2.3 Formalization of Mathematical Concepts

There is a strong relation between sorts of formal mathematical content and data
types. Formalization brings a large body of ordered sorts. It is not always nec-
essary to have a correspondence between formal sorts and ontological concepts.
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Formalization gives (semi-)automatic processing of mathematical statements,
thus only basic or important mathematical notions need a correspondence to
ontological concepts. Since there is (and will be) a versatile variety for this
discipline([1]) reinventions should be avoided.

2.4 Statistical Variables

A statistical variable SVis a (partial) mapping from K into instantiations DsStr
of datatype domains.

There is not only ontological meaning behind. Statistical variables give also
concrete values for abstract notions. In that sense they play a central role in
being a bridge between abstract notions and value domains: Thus it is legitimate
to see them as interpretations of metadata standards into the available order
sorted algebras. The statistical notions of unit and population get hereby a
determination with concrete values.

2.5 Specification for Data Repositories

Hereto belong merely technical specifications like data base or storage organiza-
tion. Detailed inspection of data management issues is beyond the scope of this

paper.

2.6 Metadata Formalization

Concrete metadata standards get reformulated pertaining to the fundamental
concepts. The original formulation of metadata standards gets simply mapped
onto ontological notions whereas totality is not compulsory. What is likely to
appear is that especially for technical notions such a standard might be more fine
grained than the used ontology. Either start again with an enhanced foundational
basis or construct an according coarse mapping. Such a mapping does not mean
to forget such more fine grained standard notions- yet only its aggregation with
certain ontological notions. That is not only a matter of lowering the work for
ontology construction but sometimes one does not need or has no justification for
differentiation between some technical terms. In matters of the ontology these
are too near related.

It is to expect that such metadata standards are like taxonomies. At least
there has to be a set of T'C of concepts which is partially ordered.

If description logics are used for specification then a metadata standard (or
a substantial part of it) gets modelled as a T-Box.

2.7 Morphisms Between Metadata Formalizations

When the foundations are established translations between metadata standards
may be tackled. Since ontological foundations shall be taken into account such
morphisms are not simply between taxonomical standards itself. Yet these are
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Fig. 1. An arbitrary selection of a translation between metadata standards

between the relations of the fundamental concepts and metadata standards.
These morphisms need to be isotone in the sense that the partial order of con-
cepts with respect to subsumption in the foundational basis has to be kept for
mapped pairs.

Such a morphism M can be seen technically as subrelation of the support of K
and TC. Hereby isotony applies as a basic constraint, yet further may be useful.

The figure exemplifies a simple subcase which would be only a part of a full
formalization. Especially for the “metadata standard II” there are two choices.
Here experts or other knowledge is necessary for a decision. The morphism between
the standards is effectively constructed by use of the fundamental concepts. If done
by hand humans play the role of the fundamental concepts. Thus some explication
of this activity is demanded here — a task that is too often underestimated.

3 Synopsis

The points of the last section correspond in a certain way to the view facets of
statistical categories:

2.1 represents the conceptual category view where matters of knowledge struc-
tures are addressed. 2.2-2.4,2.6 and 2.7 comprise statistical approaches as well
as concrete object properties. That makes them counterparts of statistical cate-
gories. 2.5 resembles the data management and administrative category view.
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Abstract. This paper presents a reflection about function construction
through well-founded recursion in the type theory known as Calculus of
Inductive Constructions. It shows the expressive power of this calculus
when dealing with concepts as accesibility and noetherianity among oth-
ers. The properties of the General Recursion Scheme ([2]) and its relation
with Structural Recursion in inductive types are analyzed. As a conse-
quence, a methodology arises which is illustrated with some examples.We
use the INRIA’s compiler of the Calculus of Inductive Constructions:
Coql6].

1 Coq Basics

The Coq logical framework is an implementation of the Calculus of Inductive
Constructions (CIC) by G. Huet, T. Coquand and C. Paulin—Mohring, developed
at the INRIA. It is a goal-directed and tactic—driven theorem prover where types
can be defined by induction. It features a set of predefined tactics, including an
auto tactic which tries to apply previous proofs. The default logic is intuitionistic
but classical logic is also available by importing the Classical module.

The system automatically extracts the constructive contents of proofs as an
executable ML program. Hence it permits the development of programs consis-
tent with their specification.

The notation a:A (a is of type A) is interpreted as “a is a proof of A” when
A is of type Prop, or “a is an element of the specification A” when A is of type
Set. Here, Prop and Set are the basic types of the system. By default, Prop
is impredicative while Set is not. These two types and a hierarchy of universes
Type(i) for any natural 7 are the elements of the set of sorts. The sorts have the
following properties: Prop:Type(0) and Type(i): Type(i + 1).

Allowed constructions are: x| M N |fun (x:T)=>f|forall x:T,U, where x
denotes variables as well as constants; M N is the application; the third expression
represents the program (A—expression) with parameter x and term f as body
(Mx : T) o f, the abstraction of variable x of type T in f). Finally, the fourth is

* Government of Galicia, Spain, Project PGIDTO02TIC00101CT and MCyT,
Spain, Project TIC 2002-02859, and Xunta de Galicia, Spain, Project
PGIDIT03PXIC10502PN.
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the type of programs that admit an entry of type T and return a result of type
U. This type is referred to as product type and, in type theory, is represented
as IT(x : T) e U or also as V(x : T) e U. If x is not free in U, then this is
simply written 1" — U, the type of the functions between these two types or
non-dependent product.

Typing rules provide also proof tactics when reading bottom up. For example:

ElMNEVY(z:T)eU:s E[F::(m:T)]}—f:UL
ENtFXz:T)ef:¥(z:T)eU o

expresses that the term (program) A(x : T') e f has the product type V(z : T) ¢ U
provided that this type has type sort and term f has type U in the environment
E and context I" with the additional hypothesis = : T.

Given forall x:T,U in Cogq, if one looks for some term with that type, the
intro tactic can be used. This leads to the subgoal U for, if we can construct f
of type U then Coq itself builds the term fun (x:T)=>f which has type forall
x:T,U thanks to the Lam rule.

1.1 Inductive Types

Under certain constraints, inductive types can be defined in the system Coq and
each of them corresponds to an structural induction principle and, possibly, a
recursion scheme automatically generated by the system. For instance, the type
of natural numbers N could be defined in a Coq session':
Coq < Inductive nat:Set := O:nat | S:nat -> nat.

nat is defined

nat ind is defined

nat rec is defined

Coq < Parameters P:nat->Set;o:(P 0);h:(n:nat) (P n)->(P (S n));n:nat.
Coq < Eval Compute in (nat rec P o h 0).

=o0

: (P 0O)
Coq < Eval Compute in (nat rec P o h (S n)).

= (h n (nat rec P o h n))

: (P (S 1))

Weak dependent sum is also defined as an inductive type:

Coq < Print sig.

Inductive sig (A : Set) (P : A -> Prop) : Set :=
exist : forall = : A, Px -> sig P

For sig: Argument A is implicit

For exzist: Argument A is implicit

Coq < Check sig (gt 0). (x (gt xy) =x >y *)

! The typewriter font indicates input code and the slanted text corresponds to the
output in an interactive session. All input phrases end with a dot.
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sig (gt 0)
: Set
Coq < Check {x:natl|(gt x 0)}.
{z : nat | = > 0}
: Set
Coq < Check exist.
erist
: forall (4 : Set) (P : A -> Prop) (z : A), Pz -> sig P
Coq < Parameters (A:Set) (P:A->Prop) (a:A) (H:(P a)).
A is assumed
P is assumed
a 1S assumed
H 7s assumed
Coq < Check (exist P a H).
exist P a H
: sig P
Coq < Check (exist (fun x : A => P x) a H).
exist (fun z : A => P z) a H
:{z : 4| P g}

Therefore, given A:Set and P:A->Prop, the construct {x:A | P x} (in ab-
stract syntax (sig A P) is a Set. We may build elements of this set as (exist
x p) whenever we have a witness x:A with its justification p:P x. This type
represents also the “constructive existence” of some element which satisfies the

predicate P.
There also exists the inductive type of the existential quantifier:

Coq < Inductive ex (A:Type) (P:A->Prop):Prop:=
Coq < ex intro : forall (x:A), (P x) -> ex P.

2 The Set of Proofs of a Proposition

The type unit stands for the inductive type with only one inhabitant.
YV : unit e x = tt.

Coq < Print unit.
Inductive untt : Set := tt : unit
It can be proved that:
Lemma ttunit : forall x : unit, x = tt.

Let us now define setof (P : Prop) as the function that for each P : Prop
returns the set of pairs (¢t,p) with p: P:

Definition setof:= fun (P:Prop) => {x_:unit | P}

Consequently, a term H of type setof (P) (also written in Coq as sig (fun
: unit => P)) is a pair (¢, p) (or exist P tt p) where p: P.
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Fact 1. There are functions

inj(P)
- j > { :unit| P}
pri(P)

inverse one of other?:

Definition prj (P : Prop) (H : {x_ : unit | P}) :=
let (_, p) as H return P := H in p.

Definition inj (P : Prop) (p : P) :=

exist (fun _ : unit => P) tt p.

The function setof behaves appropriately with respect to the product type:

Theorem set_prop:forall P Q:Prop, (P->Q)->(setof P)->(setof Q).
Theorem prop_set: forall P Q:Prop, ((setof P)->(setof Q))->P->Q.
Theorem set_pred: forall P Q:A->Prop, (forall x:A,(P x)->(Q x))->(x:4)
(setof (P x))->(setof (Q x)).

Theorem pred_set: forall P Q:A->Prop, (forall x:A,

(setof (P x))->(setof (Q x)))->forall x:A,(P x)->(Q x).

3 Well-Founded Relations

Let < be a binary relation on a set A. The type Fin(A, <) is the set of elements
a € A such that there is no infinite descending sequence {ay, }nen verifying

ceilpg1 < Gp < ... < a1 < a. (1)

The relation <C A x A is called noetherian if A = Fin(A4, <).

Furthermore, given A : Set and <C A x A, the concept of accessibility can
be defined [1] as an inductive predicate: an element x € A is accessible if every
y € A such that y < =z is accessible:

Vz:Ae (Vy: Aoz <y= (Acc < y)) = (Acc < =) (2)

and the relation <C A x A is well-founded if A = Acc(A, <).
In the system Coq we represent < as R:A -> A -> Prop.

Coq < Print Acc.
Inductive Acc (A : Set) (R : A -> A -> Prop) : A -> Prop : =
Acc intro : forall = : A,
(forall y : A4, Ry © -> Acc Ry) -> Acc R =
For Acc: Argument A is implicit
For Acc intro: Arguments A, R are implicit
Coq < Print well founded.
well founded =
fun (4 : Set) (R : A -> A -> Prop) => forall a : A, Acc R a

2 In classical logic, the irrelevance of the proof implies that there is only one element
inhabiting the type {z :unit | P}.
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: forall A : Set, (A -> A -> Prop) -> Prop
Argument A is implicit
Coq < Print Acc inv.
Acc inv =
fun (A : Set) (R : A ->A ->Prop) (¢ : A) (H : Acc R z) =>
match H in (Acc a) return (forall y : A, Ry a -> Acc R y) with
| Acc intro z0 HO => HO
end

: forall (A : Set) (R : A -> A -> Prop) (z : 4),

Acc Rz -> forall y : A, Ry -> Acc R y

Arguments A, R, = are implicit

Fact 2. The functions:

(Acc intro R x)
V(y:A) ey <z= (Acc RY) < > (Acc R )
Acc inv

are inverse one of each other>.

Variables (A:Set) (R:A->A->Prop) (B:A->Set).
Variable Phi:forall(x:A),(forall(y:A),(R y x)->(B y))->(B x).
Variable x:A.
Variable h:forall(x:A),forall (y:A),(R y x)->(Acc R y).
Lemma acc_isol: forall (y:A) (p: (R y x)),
(Acc_inv (Acc_intro x (h x)) y p)=((h x) y p).
Proof.
simpl in |- *; auto.
Qed.
Lemma acc_iso2:forall (acc:(Acc R x)),
(Acc_intro x (Acc_inv acc))=acc.
Proof.
intros acc; case acc; simpl in |- *; auto.
Qed.

We also include the constructive proofs of the following properties:
minimal element is accessible” and “accessibility is not reflexive”.

Definition minimal:=fun (A:Set) (a:A) (R:A->A->Prop) =>

“(ex (fun x:A => R x a)).

Theorem minimAcc: forall (A : Set) (a : A) (R : A -> A -> Prop),
minimal A a R -> Acc R a.

Theorem acc_norefl:forall (A : Set) (a : A) (R : A -> A -> Prop)
Acc Ra > "(R a a).

3.1 Noetherianity and Accessibility

73

“every

B

Let us prove now that the notion of noetherianity agrees with that of accessibility.

3 A trivial result in classical logic.
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Section chains.
Require Import Arith.
Variables (A : Set) (R : A -> A -> Prop).
Definition Desc_seq (s : nat -> A) :=
forall i : nat, R (s (8 1)) (s 1).
Definition Fin (a:A) := forall s : nmat -> A, s 0 = a -> ~ Desc_seq s.
Lemma Acc_Fin:(a:A) (Acc A R a)->(Fin a).
Lemma wf_no_Desc_seq: (well_founded A R)->
(s:nat->A) " (Desc_seq s).
Theorem not_decreasing: (well_founded A R)->
“(EX s:nat->A | (Desc_seq s)).
Theorem rec_non_decreasing: (EX s:nat->A | (Desc_seq s))
-> “(well_founded A R).
End chains.

It is worth highlighting the fact that, only in classical logic it is possible to
prove that the non—existence of infinite descending chains guarantees the well—
foundedness.

Require Classical.
Theorem not_decreasig_inv:~(EX seq:nat->A | (Desc_seq seq))
->(well_founded A R).

In the module Wf_nat of the system library there is a term 1t_wf bearing
witness to that (N, <) is well-founded. On the other hand, in the Cantor space
of all infinite sequence of 0 and 1 with the lexicographic ordering <, the follow-
ing infinite decreasing sequence can be found: 1000--- > 0100--- > 0010--- .
Therefore this ordering is not well-founded.

Definition Cantor:=nat->bool

Definition R:Cantor->Cantor->Prop:=

fun f g:Cantor => (EX n:nat |

(forall i:nat, (i<n)->(f i = g 1)/\(f n < g n)))

Definition s:nat->Cantor:=fun n:nat =>

fun i:nat => match (eq_nat_dec n i) with

[left _ => 1
Iright _ => 0
end.

Lemma inf_dec:(Desc_seq Cantor R s).

Theorem no_well_founded:~ (well_founded Cantor R)

3.2 The Recursive Scheme
The inductive type Acc has the recursive scheme:

Coq < Check Acc rec.
Acc rec
: forall (A : Set) (R : A -> A -> Prop) (B : A -> Set),
(forall = : 4,
(forall y : A, Ry © -> Acc R y) —->
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(forall y : A, Ry z ->By) ->Bz) —>
forall ¢ : A, Acc Rz -> Bz
Arguments A, R, = are tmplictt

With a term @ of type IT(z : A) o <H(y:A)0(y~<x) — (B y)> — (B z),

and the notation: tg = A(z : A) e <)\( V(y:A)e(y < z) = (Acc 2)) o (P z))

and fzy :V(y: A) e (y < x) — (Acc y), the recursive scheme Acc_rec has the
following well known reduction rule:

Fact 3. (Acc rec B tg x (Acc intro x f<$)) =

(@2 Ay :A) e (Ap:(y <)) e(Acc rec Bla y (f<xyp))))

Variable x:A
Variable f:forall(x:A),forall (y:A),(R y x)->(Acc R y).
Variable Phi:forall(x:A), (forall(y:A),(R y x)->(B y))->(B x).
Definition t:=fun (z:A)=>fun (_:forall (y:A),(R y z)->(Acc R y))=>(Phi z).
Lemma fixed_pointl:(Acc_rec B t (Acc_intro x (f x)))=
(Phi x (fun (y:A) (p:(R y x)) => (Acc_rec Bt (f x y p)))).
Proof.
simpl in |- *.
auto.
Qed.

Let the program f., : (Vy : A) e (y < ) — (Acc y) be a proof that every
“preceding” member of x is accessible, and h, : (Vy : A) e (y < z) — (B y)
a “partial” version of a program — defined only on the elements “preceding” x.
Then, the term tg : II(2: A) o (V(y: A)oy <z= Acc Ry) — (V(y: A) ey <
z — B y) — B z allows, for each x : A to obtain a value in (B z) and therefore
the action of the “complete program” on that element:

((te ) f<z h<z) : (B x)

3.3 Informative Versions of Well-Foundedness

We can define the product type

II(B: A — Set)e <H(x :A)e(II(y: A)e(y<z)— B(y)) — B(m)) —
IT(a: A) e B(a)
and the proposition

V(B : A = Prop) e (‘v’(x :A)e (V(y: A)e(y<z)= Bly)) = B(x)) =

V(a: A) e B(a) (well-founded induction principle)
implemented in Coq as wfis and wfip respectively:
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Definition wfis:=forall B:A->Set,

(forall x:A, (forall y:A, Ry x)->(B y))->(B x))—>
forall a:A, (B a).

Definition wfip:=forall B:A->Prop,

(forall x:A, (forall y:A, (R y x)->(B y))->(B x))—>
forall a:A, (B a).

The Coq standard library includes a module Coq.Init.Wf that provides a
term (well_founded_induction) of type:

(well founded(<)) = II(B: A= Set).
(I(z:A).(II(y: A).(y<z)= B(y)) = B(x)) = I(a: A).B(a)

Coq < Check well founded induction.
well founded induction
: forall (A : Set) (R : A -> A -> Prop),
well founded R —>
forall B : A -> Set,
(forall =z : A, (forall y : A, Ryz ->By) ->Bg) ->
forall a : A, B a
Arguments A, R are wmplictt

We construct a term with the same type as well_founded_induction. Let us
call it genrec :forall A:S ,forall R:A->A->Prop(well founded A R)->wfis:

Variables (A:Set) (R:A->A->Prop).
Definition genrec:well_founded R -> forall P : A -> Set,
(forall x : A, (forally : A, Ry x ->Py) ->Px) >
forall a : A, P a.
Proof.
intros wf family wfp element.
elim (wf element).
intros; auto.

Defined.

and we prove that this program behaves the same as the one in the library.

Theorem equiv:
forall wfR:well_founded R,
forall P : A -> Set,
forall Phi:(forall x : A, (forally : A, Ryx ->Py) ->Px),
forall a:A,
(well_founded_induction wfR P Phi a)=
(genrec wfR P Phi a).
Proof.
case (wfR a);intros;simpl;auto.
Qed.

We also construct a proof of the reciprocal theorem:
wfis = (well founded(=<))

For this purpose, we use an auxiliary lemma that employs the function setof as
illustrated in the following code:
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Lemma aux:forall (x:A),(forall (y:A),(R y x)—>
(setof (Acc R y)))->(setof (Acc R x)).
Theorem wfp_wf :wfis -> (well_founded R).

Proof.
red in |- *.
unfold wfis in |- *.

intros H a.
apply (prj (Acc R a) (H (fun x : A => setof (Acc R x)) aux a)).
Qed.

The following proofs are also constructed:

Theorem wf_wfip:(well_founded R) -> wfip.
Theorem wfip_wf:wfip -> (well_founded R).
Theorem wfip_wfis:wfip —>wfis.
Theorem wfis_wfip:wfis ->wfip.

4 Results and Methods

To summarize, given a family B : A — Set of types indexed by A : Set, a binary
relation < C A x A with a proof wfR of its well-foundedness, then for each

(P:H(:v:A)o<H(y:A)0(y~<x)H(By))H(Bx),

the term
genrec A R wfR B &

inhabits the type of all programs which takes an element a : A and returns
something of type B(a)
II(a: A)e(Ba).

This provides a method to build a program on A using the existence of a
well-founded relation on it. This is the well known [2] [7] General Recursion
method. This represents an alternative way for constructing programs over an
inductive type A when the restriction imposed by the syntactic termination test
in Coq difficulties straight Structural Recursion.

Balaa, in her interesting PhD dissertation [2], proved that genrec satisfies
the following fixed-point equation?:

Fact 4. genrec AwfRBPx=Px (My : A)e(A( : (y < x))e(genrec A wfR B P y))

Variables (A:Set) (R:A->A->Prop)

(wfR:well_founded R)

(B:A->Set)

(Phi:forall(x:A), (forall(y:A),(R y x)->(B y))->(B x)).
Theorem fixed_point2:genrec A R wfR B Phi a =

Phi a (fun y:A=>fun _:(R y a)=>(genrec A R wfR B Phi y)).

* the term genrec A wfR B corresponds to Recy;, in [2].
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Supposing that the domain of a program is an inductive type, we analyze
the relation between constructing the program with general recursion and with
the alternative structural recursion. This will be illustrated with some examples
that show a possible methodology for development.

4.1 The Case of Naturals N

Given a relation R:nat->nat->Prop and the hypothesis wfR:well_founded R,
we can instantiate genrec as N_genrec:=(genrec nat R wfR).

Then, given B: N — Set y ¢ : II(x : A) e (II(y : N) o (Ry z) — B(y)) —
B(z), by defining N 0 := (N genrec B @ 0) : B(0) it is possible to construct
two terms, h N and H N with types IT(xz,y : N) e (R y ) — B(y) and IT(n :
N)e B(n) — B(n+1), respectively. With them and thanks to the fact 4 it follows
that:

Fact 5. V(z :N)enat rec BN 0 H N x = N genrec B ® z.

Interestingly, fact 4 is used in the proof, and it seems necessary.

Section N.
Variable B:nat->Set.
Variable R:nat->nat->Prop.
Variable wfR:well_founded R.
Variable Phi:forall x:nat, ( forall y:nat, (Ry x)->(B y)) -> (B x).
Definition N_genrec:=(genrec nat R wfR).
Definition N_0:=(N_genrec B Phi 0).
Definition h_N:forall x y:nat, (R y x) -> (B y).
Proof.
intros.
exact (N_genrec B Phi y).
Defined.
Definition H_N:forall n:nat, (B n)->(B (S n)).
Proof.
intros n H.
cut (forall x y : nat, Ry x -> B y).
intro HO.
apply (Phi (S n) (HO (S n))).
exact h_N.
Defined.
Theorem N_recur : forall x : nat, nat_rec B N_O H_.N x = N_genrec B Phi x.
Proof.
induction x; simpl in |- *; auto.
unfold H_N in |- =*.
unfold h_N in |- =*.

unfold N_genrec in |- *.

rewrite (fixed_point2 nat R B Phi wfR (S x)).
auto.

Defined.

End N.
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This proof suggests a general method to construct terms ¢ and N 0 that
allow us to obtain h N and H N, from which we can define the corresponding
program using the left side of the equation in fact 5. In every case we adapt this
proof to the concrete problem.

It can be shown that the fact 5 applies also for other inductive types (lists,
ordinals, etc.). For reasons of space, only a couple of examples on N are included.

Example 1. The type II(x : N) o {(s,7) :Nx N |z =s*+r Az < (s+1)?}
specifies the discrete square root. A function of type N — N x N. Therefore, in
this case, B(n) = N x N for every n : N.

We begin with the corresponding term @ : IT(x : N) o (IT(y : N) o (y < z) —
NxN) - NxN.

Definition Phi:forall x : nat,
(forall y : nat, y < x -> nat*nat)
-> nat*nat

and then:

Definition B:=fun _:nat => (prod nat nat)
Fixpoint disc_sqrt (n:nat):(prod nat nat):=
match n with

o => (0,0)
(S p) => (H_1t_N B Phi p) (disc_sqgrt p)
end.

where H It Nis the H N that corresponds to the relation 1t:nat->nat->Prop.

Example 2. To implement the Knuth version of the McCarthy9l function, we
must take the following relation in N [7]

n<m=m<nAn<k

where k is a constant greater than 0. In this case, we provide a proof that <
18 well-founded by exhibiting directly a term of type wfis. Then, we define the
desired function using B(x) = N for every x, and the corresponding ®:

Inductive R :nat->nat->Prop:=

Rl : forall zn : nat, n < z /\ z <=k -> R z n.

Definition Phi:forall(x:nat),(forall(y:nat),(R y x)->nat)->nat.
Definition B:=fun _:nat => nat

Fixpoint McCarthyK (kO:nat) (n:nat):nat:=

nat_rec B N_R_.O (H_R_N kO B Phi) n.

where N R 0 and H R N are the corresponding terms for the relation R and
k=FkO0O+1.

The source code of the proofs which has not been included for reasons of
space, is available in http://www.dc.fi.udc.es/staff/freire/publications
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Abstract. This paper describes a language independent method for aligning
parallel texts (texts that are translations of each other, or of a common source
text), statistically supported. This new approach is inspired on previous work by
Ribeiro et al (2000). The application of the second statistical filter, proposed by
Ribeiro et al, based on Confidence Bands (CB), is substituted by the application
of the Longest Sorted Sequence algorithm (LSSA). LSSA is described in this
paper. As a result, 35% decrease in processing time and 18% increase in the
number of aligned segments was obtained, for Portuguese-French alignments.
Similar results were obtained regarding Portuguese-English alignments. Both
methods are compared and evaluated, over a large parallel corpus made up of
Portuguese, English and French parallel texts (approximately 250Mb of text per
language).

1 Introduction

It is our aim to automatically support the construction of machine translation and
cross language information retrieval systems. All over the world millions of texts are
translated every day and a lot of them are made public through the web. So, the
existence of parallel corpora is not a problem any more. However, such corpora needs
to be intelligently used for machines learning how to translate from any language to
any other language.

By using this parallel corpora freely available on the web, any system, capable of
aligning those texts, i.e., breaking them into smaller parallel text segments (which
should be mutual translations of each other), can also automatically extract token and
term translations, and feed them into the alignment system, thus reducing the size and
augmenting quality of parallel text segments, and output those results to machine
translation systems. Another reason for exploring parallel texts on the web is related
to the diversity of domains covered by them, and the impossibility to find, most of the
time, term translations, in existing manually compiled bilingual dictionaries.

The alignment process proposed in this paper was inspired by the work proposed by
Ribeiro et al (2000). As a consequence, they share some properties. Both are language
independent. Both wuse, as starting alignment candidates, equally frequent
homographic tokens (acronyms, proper names, country and city names, digits,
punctuation and other symbols). Both use alignment candidates, represented by their

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 81 -90, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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positions in parallel texts, to define, through linear regression, the straight line that
best fits possible alignment points. Both use a Histogram of Distances for filtering out
outliers. Both methods are recursive. As a matter of fact, possible alignment
candidates, not used at an earlier stage, because they have different frequencies in the
texts to align, may be used later, at another stage, because they have equal frequencies
in some parallel segments, obtained meanwhile. Differences occur on the use of the
second statistical filter, named Confidence Bands (CB), proposed by Ribeiro et al
(2000).

By using the CB algorithm, Ribeiro et al aimed at getting reliable alignment points,
which would provide reliable segments. However a finer analysis made apparent
problems that were earlier overlooked. This analysis will be subdivided, in this paper,
into 5 problems. These problems led us to drop Confidence Bands Algorithm (CBA)
and replace it by the Longest Sorted Sequence Algorithm (LSSA). This problems are
thoroughly addressed in section 3.All of them contribute to the worst results obtained
when we apply the CB algorithm instead of LSSA. Moreover, extra processing time
required by CBA is due to two additional factors. First, the calculation of CB's is
heavier than the application of LSSA. Last, but not the least, prior to CBA
application, the method proposed by Ribeiro et al requires an additional linear
regression. LLSA drops this need. So, LSSA is faster and improves the number of
parallel segments.

In the next section, we will detail our Longest Sorted Sequence algorithm. At
section 3, we will discuss properties of CBA versus LSSA. Is section 4, results are
evaluated. In section 5, conclusions are drawn and finally, in section 6, future work is
addressed.

2 LSS Algorithm

For illustration purposes, consider the vector of positions of possible aligners in a
second language, L2, sorted by the increasing order of corresponding positions in
language L1, as depicted at Table 1. Let us name this vector as L2_array_pos. Assign
a weight to each element of L2_array_pos, representing the length of the longest
sorted sequence that might end at that element. A new array of weights
(L2_array_weights), in second line of Table 1, is created, containing in each position
the weight of the element in L2_array_pos which has the same position. The
algorithm takes L2_array_pos as an argument and returns another array with the
longest sorted sequence, denominated L2_array_Iss.

Table 1. Illustration of the application of LSS algorithm for selecting aligners

L2_array_pos 1[10]65|100 (200 |41 |45 |50 |54
L2 array_weights |12 |3 [4 |5 |3 |4 |5 |6
L2_array_lss 1[10 41 145|150 |54
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The algorithm can be described as follows:

1 — Initialize all weights with 1 (this corresponds to having every possible aligner
ending a segment)

2 — For all elements in the array, we compute the corresponding weight. This is done
by comparing the value of an element and its current weight with the value and
weight of all elements preceding that element. If current element is greater than one of
it's predecessors and has a lower or equal weight, then we update the weight of the
current element to the weight of it's predecessor added by 1.

3 — Each time a weight is calculated for one element (as described in 2), we keep
track of the element which has maximum weight until now.

4 — When all weights are computed, we travel from right to left both in
L2_array_weights and in L2_array_pos, starting in the index of the element which
scored maximum weight (as described in 3): the Longest Sorted Sequence consists of
picking the next element with weight equal to the weight of the current element
minus 1.

We should notice that, in our implementation, if there are two possible sequences
with maximum length, the algorithm selects the rightmost one. From example in
Tablel, suppose we remove the last element (54) from L2_array_pos; then, returned
sequence would be [1, 10, 41, 45, 50].

3 CBA vs. LSSA in Parallel Texts Alignment

Having detailed the LSS algorithm, we will now explain how we use it in the process
of parallel texts alignment, and also the advantages of LSSA over CBA. Our process
of alignment follows Ribeiro et al, with the only exception of replacing CBA with
LSSA.

LSSA is applied at the same stage, the same way, and it's objectives remain the
same of CBA. After the Histogram Filter has been applied and filtered outlier
points, another finer grained filter still needs to be applied in order to obtain more
reliable points. We now point out 5 problems which CBA suffers from, and LSSA
does not.

Problem 1. Restrictiveness

CBA is too restrictive. It rejects a large number of good alignment candidate points.
According to us the best alignment algorithm should satisfy the conditions: (/)
parallel segments must be translations of each other. This is related with precision.
(2) Segments must have a grain as thin as possible. This is related with what we
might call recall. Comparing results in Fig. 1, obtained using CBA with those of Fig.
2, obtained using LSSA, we notice that CBA refuses 6 good points of alignment. In
this case we may say that precision in Fig. 1 is 100%. In Fig. 2, precision is 92,8%,
due to an alignment error in segment 552. But recall of LSSA is six times larger than
the one using CBA. The thinner the alignment, the easier will be the extraction of
word and multi-word term translations.
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) Prestadores externos de servigos e pessoal

destacado que tratem informagdes classificadas da ) external contractors and seconded personnel ,
) p - handling EU classified information . Article 3 Third
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Fig. 2. Alignment between “pt_301D0844.txt” and “en_301D0844.txt”, using the LSSA

Problem 2. The Aligned Language Disordering Pitfall

The following example illustrates how our algorithm behaves after the application of
the histogram filter in comparison with the application of CBA. Confidence Bands
determines the maximum admitted deviation from the expected value calculated using
the results of linear regression. This is represented in column named
“distance_admitted_CB” in Fig. 3. The distance between observed and expected
positions is represented in column named “distance” (difference between values of
columns named “ptext2_pos” and “’ptext2_pos_expected”).

For the sake of clarity and simplicity, the example presented bellow is a synthetic
one. Yet, it corresponds to observations in real corpora and explains the reason why
we get a larger number of segments with LSSA. As already mentioned, our candidate
aligners are ordered by their coordinates in “pfext!_pos*. A segment will be built with
all words between one aligner and the next one. Exceptions may occur at the
beginning and at the end of texts. If first aligner is not the first text word, first
segment will be defined from the first word till the first aligner. Similar reasoning
applies to the end of the texts.
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Fig. 3. Table_7_cols

For the base text (in this example, Portuguese) we always have our segments well
defined as candidate aligners' coordinates define the sorting criteria. From Fig.3, first
segment would be defined from word 0 to word 11, its second segment would be the
constituted by the aligner “A” itself (word 12). But we can not say the third segment
will range from word 13 to word 2. So, any algorithm we use will have to deal with
this kind of situation, no matter the other criterions used. Going around this would by
force mean we were changing the order of the words in the text, which would make
no sense at all.

Observing Fig. 3, we conclude immediately that candidate aligner at position [0]
should be discarded. Let us see how LSSA deals with the problem. Fig. 4 represents
the results obtained using CBA. Fig. 5 represents the results obtained by using the
LSSA. For these results, no recursion was involved. No candidate has been filtered by
the Histogram Filter in the previous step of the algorithm. So, for understanding this
alignment, we need to look at “table_7cols” presented in Fig. 3.

The CB algorithm does not reject any of the candidate alignment points. Looking at
last 2 columns of “table_7cols”, we see that all of them obey the restriction “distance
<distance_admitted_CB”.

pt_trapl llen_trap1
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A 1A
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R [|r
STUVWXYZ [E]00 PP QQ RR S8 TT UU WV W XX YY 22

Fig. 4. Alignment between “pt_trap1.txt” and “en_trap1l.txt”, using the CB Algorithm

But the critical issue here is that the Confidence Bands are unable identify the first
candidate (word “A”) as a bad candidate, which leads to the rejection of candidates
[1], [2], [3] and [4], not only because of the filter criteria, but also because the
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algorithm doesn’t deal with unordered candidates. Examples of points like [0] occur
in sentences where something is mentioned somewhere in one text, and much later at
the parallel text. This kind of occurrences is more or less frequent, depending on the
languages involved. Still, we could see how dramatic these situations are, regarding
both n.° of segments obtained and quality of those segments. In example above, again,
CBA might lead to lower precision and recall.
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Fig. 5. Alignment between “pt_trap1.txt” and “en_trapl.txt”, using the LSS Algorithm

Problem 3. CB Model does not Fit the Needs of Parallel Texts Alignment
Previous example shows this clearly. Even ignoring the consequences of CBA being
not able to deal with unordered candidates, as we have seen in the previous problem,
point [0] (“A”) would always be a bad aligner, as it stands far apart in both texts.
However, it was accepted by CB filter. Why? Ribeiro et al (2000), refer that “The
band is typically wider in the extremes and narrower in the middle of the regression
line”. And this was exactly the problem in the example presented. If the band is too
restrictive in the middle (as discussed in Problem 1), it can also be too permissive in
the extremes of the linear regression line.

Confidence Bands always accept that good alignment candidates may appear more
distant in the beginning/end of the text (although not too distant...), and must occur
quite close in the middle of the text. But, our experience in parallel text alignment
clearly shows that this does not fit the problem we have to solve. Nothing leads us to
be more or less strict with aligners, based only on the fact that they occur in the
beginning or end of a text.

Problem 4. Three Candidate Points or Nothing

Consider the PT-FR alignment example at Fig. 6, applying CBA. The LSSA version,
in figure 7, splits segment 205 in 11 segments. What happened here? In segment 205,
only 2 candidate points are made available by the Histogram Filter to CBA filter. As
we can not apply CBA when we have less than three candidate points we have got no
further subdivision of the text. From Ribeiro et al (2000), parameter s (standard
deviation) has a denominator equal to “n-2”, where n is the number of candidate
points.
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Fig. 7. Piece of alignment from “pt_300R1523..txt” and “fr_300R1523.txt”, using the LSSA

So, n must be identical or superior to 3. LSSA has no restrictions regarding the
minimum number of points to accept.

Consequences for CBA are visible in Fig. 6 and Fig. 7. This problem is especially
dramatic due to recursivity of the algorithm. Without recursivity it would be
impossible to obtain the high recall we are proposing. Moreover we have observed
that 25% of the occasions when recursion is called, just one or two points are
expected as aligner candidates and these are always rejected by the CB algorithm.

Problem 5. The t_students value (above 120 points)

Ribeiro et al also say that, in respect to the Confidence Bands formulas, they use a
t_students value which is 3.27 for “large samples of points (above 120)”.But this
value should be adjusted dynamically to the number of points we have for each case
we’re applying the algorithm on. It is obvious that being the algorithm recursive, the
majority of the runs of the CB filter will have less than 120 candidate aligners. Even
without recursion, some smaller texts won’t have 120 candidate points when
considering the whole texts.
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4 Evaluation

We run our texts on a machine with the following configuration

CPU: Intel Pentium IIT 933 MHz; Memory: 1 Gb SDRAM PC-133; Hard drive:
IBM 75GXP ATA100 7200rpm; OS: Red Hat Fedora Linux Core2

Table 2. PT-EN alignment results

Alignment: PT-EN CB LSS GAIN
{15194 documents}

{PT=259,EN=258} Mbytes

TOTAL SEGMENTS 18439185 (21361199 | +15,8%
TOTAL TIME (seconds) 344374 258555 -33,2%
WORDS/SEGMENT (PT) 2,88 2,49 -15,7%
WORDS/SEGMENT (EN) 2,73 2,36 -15,7%

Table 3. PT-FR alignment results

Alignment: PT-FR CB LSS GAIN
{15210 documents}

{PT=258,EN=267} Mbytes

TOTAL SEGMENTS 20534218 | 24204975 | +17,9 %
TOTAL TIME (seconds) 385298 286204 -34,6 %
WORDS/SEGMENT (PT) 2,58 2,19 -17,8%
WORDS/SEGMENT (FR) 2,75 2,33 -18,0%

The corpus used was taken from http://europa.eu.int/, and it consists of documents
from the European Parliament, Court of Law, and other European Instances.

In tables 2 and 3, bellow, the number of documents is not the same for both
language pairs. Some documents have not been translated in all languages. But we
can ignore this. Approximately 99,8% of the total number of documents aligned is
common to both language pairs. So, for the purpose of comparison of alignments
between language pairs and language pairs similarity, we can consider that the source
of both alignments (PT-EN and PT-FR) is the same.

In this paper we evaluate two parameters: processing time and number of segments
obtained. Quality of obtained aligned segments must still be thoroughly done. But
precision for LSSA in the PT-EN pair is slightly higher than 95%.

The previous two tables hold the evaluation results for both PT-EN and PT-FR
alignments. For both pairs of languages, we can clearly see that we obtain
considerably larger number of segments (averaging both languages pairs, we get
16,85% more segments), and we reduce the processing time in more than one third
(averaging again, LSS computes in less 33,9% of the time).The fact that Portuguese
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language is more similar to French than to English is also visible. We obtain for the
PT-FR pair more 2.1% segments. The word per segment measure gives us an idea of
the small granularity we are dealing with.

5 Conclusions

We presented a method for parallel texts alignment that is language independent, uses
statistical support and achieves very good performance in the number of segments
obtained and the time of processing. As explained above, we have augmented the
recall of the alignment procedure and reduced the processing time. We have got more
16.85% of segments in 33.9% less time. The innovation is the use of the Longest
Sorted Sequence algorithm instead of the Confidence Bands proposed by Ribeiro at
al. This algorithm solves the problems fully discussed in this paper regarding the
application of Confidence Bands. Moreover, we have also shown that this new
algorithm handles well all the problems we have found when dealing with parallel
texts alignment.

An in depth study was made to support our claims, and a very large corpora with 2
distinct pairs of alignment languages was used for evaluation proposes, so one can
further rely on the results obtained. As in Ribeiro et al, no heuristics are used. The fact
that the aligner is available through the World Wide Web and is usable via any web
browser is also a crucial factor. This way, any user can easily submit their texts for
alignment.

Moreover, the aligner can be run in batch mode. This is an important feature,
because the finely grained segments we obtain, is the basis for the extraction of word
or multi-word translations.

6 Future Work

Regarding the results we have obtained just using homograph tokens, we consider that
there are still some key features that would greatly benefit our aligner.

1 - Use of possible cognates as candidates to aligners: considering that some authors
already stressed that the use of cognates significantly improves the number of good
aligner candidates (Danielsson et al, 2000; Ribeiro et al, 2001; Simmard et al, 1992),
we plan to include cognates in the alignment process. Due to LSSA features, we
expect an increase of the number of alignment points. As this algorithm maximizes
the number of accepted aligners, the number of words per segment will decrease
dramatically.

2 - In-depth quality evaluation: as previously explained, in this paper, we have not
presented an evaluation regarding the quality of the segments obtained by using
LSSA.

3 - Use of relevant expressions: As reported by Ferreira da Silva et al (1999), multi-
words as “European Parliament” should be considered as textual units. Currently, our
aligner does not use this concept. As a consequence it occurs that in “social policy”,
“social” aligns with “social” and leaves policy aligning with nothing as well as
“politica”, leading to precision decrease.
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Dropping the restriction of equal frequencies.
Checking the proportionality of segments obtained.

Using more languages for evaluation: We plan to use our aligner with the 20

languages of the European Union, as well as with other languages such as Bulgarian,
Chinese, Arabic and other.

7.

Extracting translation equivalents: With a prototype already built, we plan to

achieve another application that is able to provide the extraction of word and multi-
word translations, using the aligned texts base.
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1 Introduction

Conventional Information Retrieval Systems (IRSs), also called text indexers,
deal with plain text documents or ones with a very elementary structure. These
kinds of system are able to solve queries in a very efficient way, but they cannot
take into account tags which mark different sections, or at best this capability
is very limited.

In contrast with this, nowadays, documents which are part of a corpus often
have a rich structure. They are structured using XML (Extensible Markup Lan-
guage) [1] or in some other format which can be converted to XML in a more or
less simple way. So, building classical IRSs to work with these kinds of corpus
will not benefit from this structure and results will not be improved.

In addition, several of these corpora are very large and include hundreds or
thousands of documents which in turn include millions or hundreds of millions
of words. Therefore, there is the need to build efficient and flexible IRSs which
work with large structured corpora.

There are several examples of IRSs based on corpora [2] [3], of search methods
over large corpora [4], and Chaudhri et al. [5] even introduce a review of different
technologies that can be used to build generic IRSs based on XML. However,
there are no comparative analyses or studies about technologies that can be used
to build IRSs based on large structured corpora.

Since these IRSs can be wide ranging, in this work we will focus on those
which work with corpora that do not include any morphosyntactic annotation
and are structured in XML format. All topics studied in this paper will also
be useful for annotated corpora (although the study need to be completed for
the latter) or for corpora without XML format (because if corpora are correctly
structured, they can be easily converted to XML format).

* Partially supported by Ministerio de Educacién y Ciencia (MEC) and FEDER
(TIN2004-07246-C02-01 and TIN2004-07246-C02-02), by MEC (HF2002-81),
and by Xunta de Galicia (PGIDIT02PXIB30501PR, PGIDIT02SINOIE and
PGIDIT03SIN30501PR).

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 91-100, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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So, first we will introduce the corpus used to illustrate the study. Next we
will present the main alternatives for building IRSs based on large structured
corpora. After that we will evaluate two technologies that would seem to be
the flagships in this research field, previously defining the needs of that kind of
system: on one hand Oracle! [6], a Relational Database Management System
(RDBMS) that includes XML facilities, and on the other hand, Tamino? [7], a
native XML indexer. Finally, we will show conclusions and the technology which
best fits the established needs.

<?xml version="1.0" encoding="iso-8859-1"7>
<!ELEMENT document (document_header, document_content)>

<!ELEMENT document_header(identifier,medium,name,publishing_year,publisher)>

<!ELEMENT document_content (section+)>

<1ELEMENT section (name, new+)>

<IELEMENT new (new_header, new_content)>

<!ELEMENT new_header (identifier, author+, theme+)>
<!ELEMENT new_content (headline?, abstract?, caption*, body)>
<!ELEMENT headline (paragraph+)>

<!ELEMENT abstract (paragraph+)>

<!ELEMENT caption (paragraph+)>

<!ELEMENT body (paragraph+, notex)>

<!ELEMENT paragraph (sentence+)>

<!ATTLIST paragraph distinct (other_language) #IMPLIED>
<!ELEMENT sentence (#PCDATA|note_referenceldistinct)+>
<IATTLIST sentence distinct (other_language) #IMPLIED>
<!ELEMENT note (paragraph+)>

<!ATTLIST note identifier ID #IMPLIED

<!ELEMENT note_reference EMPTY>

<!ATTLIST note_reference reference IDREF #REQUIRED>

Fig. 1. Newspaper DTD. Elements not defined are of type #PCDATA.

2 Definition of the Target Corpus

In this work we show technologies, techniques and methods to build IRSs based
on large structured corpora which will be illustrated over a real corpus used as
example, the CORGA: “Reference Corpus from Present-day Galician”2. This,
which in its XML version has more than eight million words distributed in hun-
dreds of documents, will also be used to evaluate the technologies studied.

CORGA documents can be newspapers, magazines or books, so we have a
DTD (Document Type Definition) [1] for each kind of document. Figures 1 and
2 show the DTDs for newspapers and books respectively?.

! Oracle is a registered trademark of Oracle Corporation and/or its affiliates.

2 Tamino is a Software AG product.

3 Freely available at http://corpus.cirp.es/corga

4 Actually, the DTDs used in CORGA are more complex. Here we only show a sim-
plification of them to increase the clarity of explanations.
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<?7xml version="1.0" encoding="iso-8859-1"7>

<!ELEMENT document (document_header, document_content)>

<!ELEMENT document_header (identifier, medium, title, author+,
publishing_year, publisher, theme+)>

<!ELEMENT document_content (preface*, dedication*, citex, captionx,
body, appendixx)>

<!ELEMENT preface (header?, content)>

<IELEMENT header (author+, themex)>

<!ELEMENT content (head?, caption*, body)>

<!ELEMENT body (part+, notex)>

<!ELEMENT appendix (header?, content)>

<!ELEMENT part (head, dedication*, cite*, captionx, part_body)>

<!ATTLIST part type (chapter|part) #IMPLIED>

<!ELEMENT head (paragraph+)>

<!ELEMENT part_body (paragraph+ | part+)>

<!ELEMENT dedication (paragraph+)>

<!ELEMENT cite (paragraph+)>

Fig. 2. Book DTD. Elements not defined correspond to those for newspaper DTD (see
figure 1).

3 Building Alternatives

To build IRSs based on corpora several aspects have to be taken into account:

— It is very important to separate the corpus document structure from that
of the IRS, that is, corpus document structure cannot condition the IRS
one and vice versa, and we have to think of two different systems. In this
way, we avoid penalising either the expressiveness of corpus DTDs or system
performance.

— With large corpora, a common structure of documents for the IRS has to
be designed. Typically there are different kinds of document in the corpus
(newspapers, magazines, books, etc.). So, if this variability is maintained in
the system, more queries (or more complex ones) have to be made to solve
users’ queries, and performance will be penalised.

— In these systems the priority is speed in retrieval. Normally these systems
about corpora are updated once every three or six months (or never if the
corpus is closed), so, in general, it is not important if system updates take
several hours or days.

Nowadays two research lines are being followed to build IRSs which work with
XML documents. The first one is based on the adaptation of XML documents to
the relational model, which are then inserted into a RDBMS. The another one
is to introduce XML documents directly into an XML-native or XML-enabled
Management System, which allows the documents to be worked on the original
XML format.
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3.1 Relational Database Management System

There are several ways to represent XML documents in an entity-relation
model [5], and in full in a relational model: generic automatic approaches, which
allow any kind of XML document to be introduced into a database, or ad-hoc
manual ones, which allow only some kinds of XML document to be introduced
into it.

Although the second approach force us to define ad-hoc structures and pro-
cedures used to introduce our kinds of document into the database, for large
corpora it is better to choose this alternative, because it allows us to obtain a
higher performance in the retrieval process.

There are several ways to define this ad-hoc structure, and we have to de-
fine one which minimises relations in order to improve performance as much as
possible. Figure 3 shows the entity-relation model chosen to test this technology.

OIC>. ©
Catalogued

N
N N main
Group Has) Document

new
newspaper preface
magazine

book

appendix

1

Publishing_year

preface
appendix
headline
abstract
caption
body
note
head

N
Tokenl Ha

N 1
Token2 Has

N 1
Token3 Has

dedication
cite

Fig. 3. Entity-relational model

3.2 Native XML Manager

In the case of a native XML manager, it is also necessary to define a common
DTD which includes all kinds of document of the corpus. This will avoid a loss
of performance associated with the query of different kinds of document, as we
have mentioned earlier.

This common structure must also be simple and homogeneous, and have few
hierarchies in order to obtain the highest performance, since queries will include
fewer structural elements. Figure 4 shows the common XML format DTD chosen
to test this technology.
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<?7xml version="1.0" encoding="iso-8859-1"7>
<!ELEMENT group (group_header, document+)>
<!ELEMENT group_header (title, type, publishing_year, publisher,
author*, theme*, main_theme)>
<!ELEMENT document (author+, theme+, main_theme, sentence+)>
<!ATTLIST document type (New|Preface|Appendix|Body) #REQUIRED
section CDATA #IMPLIED
title CDATA #IMPLIED>
<IELEMENT sentence ((#PCDATA|reference_note|distinct)*, tokens)>
<!ATTLIST sentence type (Preface|Appendix|Headline|Abstract|Captionl|
Body |Note |Head |Dedication|Cite) #REQUIRED>
<!ELEMENT tokens (tokenl+, token2%, token3x)>
<!ELEMENT tokenl (#PCDATA)>
<!ATTLIST tokenl pos CDATA #REQUIRED>
<!-- Ditto for token2 and token3-->
<!ELEMENT distinct (#PCDATA|note_reference)x*>
<!ELEMENT theme (id, subid)>
<!ELEMENT main_theme (id, subid)>

Fig. 4. Common DTD

4 Evaluation

We have tested the main product for each the two technologies mentioned: Oracle
(9ir2 version), a widespread RDBMS, and Tamino (4.2.1 version), a native XML
manager with many capabilities. Two main criteria were used in the evaluation:

— Flexibility: Taking into account the requirements of IRSs based on corpora,
we determine how deeply each technology verifies them.

— Performance: Using a representative set of queries, we test the perfor-

mance of the system running them and measure the time needed to obtain
the results.
Despite the fact that there are some benchmarks for XML IRSs [5], they
are too generic and not oriented to the needs of systems based on corpora.
Furthermore, these benchmarks are not valid for both kinds of technologies,
thus there are benchmarks for RDBMSs and different ones for XML native
indexers, but there are no benchmarks to measure the performance on both
technologies at the same time. Therefore, we have designed a representative
set of queries to make these tests.

4.1 Flexibility

IRSs based on corpora can have a heterogeneous range of requirements, and
types of query can be very different from one system to another, but there are
some generic needs that most systems should have:

1. Statistical capabilities: Capabilities to obtain numerical values at different
levels. For example, to count the number of cases and documents which
match a query.
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. Additional information: Capabilities to offer supplementary information

with the returned results. For instance, to return sentences which verify
search criteria but also showing the author of the relevant document, pub-
lisher name, etc., that is, additional data taken from the corpus document
structure.

3. Match highlighting: To highlight the term or terms which produced the
matching.

4. Context: To show not only the matching cases but their context as well.
For instance, in the CORGA example it must be possible to show the whole
sentence where the match was found, or n words before and after the match,
or even 7 sentences before and after the sentence with the match.

5. Index/Search methods:

(a) Exact matching queries.

(b) Diacritical mark sensitive or insensitive queries.

(c) Case sensitive or insensitive queries.

(d) Boolean queries.

(e) Proximity queries. That is, queries about words separated by less than
a given distance.

(f) Several tokenization and indexation criteria in the same database. For
example, using the same database, a user could decide to make a query
that is sensitive or non-sensitive to accents.

(g) Excluding marked text from index. For example, in the CORGA exam-
ple, exclude from indexation all text within the distinct element.

(h) Ignoring certain characters on indexation. Sometimes corpora builders
use in-line marks that we want to see in the results, but we do not want
to index them. For instance, the use of brackets to mark recomposed
text from a medieval edition.

6. Charsets: To allow several of the most commonly used charsets.

7. Use of wildcards: To allow the use of wildcards or regular expressions in
queries.

8. Results browsing and navigation: It must be possible to navigate
between pages of results without having to repeat the query.

9. Ordering: To order the results using one or several criteria at a time.

10. Structural relationships: The query language should be flexible enough
to build a wide range of queries.
Evaluation

In figure 5 we show the evaluation of Oracle-SQL-Relational and two query
languages of Tamino XML Native database: XQuery, a working draft of World
Wide Web Consortium [1] and X-Query, a Tamino proprietary language. The
following conclusions can be extracted:

— X-Query language has the lowest flexibility, so we will take into account only

the XQuery alternative in the following discussions.
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Requirement Oracle Tamino XQuery Tamino X-Query

1 several at a time one at a time No
(tokens needed) (tokens needed)

2 Yes Yes limited

3 Yes Yes No

4 Yes Yes No

(several possibilities)

5a Yes Yes Yes

5b Yes Yes Yes

5¢ Yes No No

5d Yes Yes No

5e NEAR PROXIMITY-CONTAINS ADJ,NEAR

5f Yes No No

5g Yes Yes Yes

5h SKIPJOINS No No

6 Yes Yes Yes

7 %, *? *?

8 Yes Yes Yes

9 Yes (several criteria)  Yes (several criteria)  Yes (several criteria)

10 SQL XQuery X-Query
(high flexibility) (very high) (low)

Fig. 5. Flexibility evaluation. Numbers in the first column correspond to the require-
ments listed in section 4.1.

— Both Tamino and Oracle can obtain statistical information about any level
of documents, whenever those levels are included in the structure of the
representation of documents.

This requirement can be problematic, because it could force the replication
of data. For example, in the entity-relation model in figure 3, a document
is broken down until word (token) level. Token1, token2 and token3 contain
sequences of one, two and three words from each sentence (the structure is
needed to count the number of cases that match a query). So, the text is
replicated in sentence and token structures.

Moreover, only Oracle allows us to obtain different statistical information
by sharing calculations, thus considerably improving system performance.

— Oracle offers more possibilities to show the context of searched terms.

— Both technologies have proximity operators, but Tamino does not allow us
to build case-sensitive indexes, or define different criteria for tokenization
and indexation for the same database, or ignore certain characters in the
indexing process.

— Both Tamino and Oracle allow the use of different charsets, including UTF-8.

— Both technologies allow us to order the results by several criteria at a time.

— XQuery is even more flexible than SQL, since it has a more complex syntax
that allows more complex structures to be represented and manipulated.
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Although it would appear that Tamino has almost all the required needs,
we must take into account that the proposed needs are minimal for several IRS
based on corpora, and the absence of one of them could make all the difference
between a useful or useless system.

Moreover, XQuery is still a working draft and is not yet completely im-
plemented. Oracle would therefore seem to be the best alternative, from the
flexibility point of view, for building these kinds of system.

4.2 Performance

To evaluate performance, first we define a representative query set, covering the
topics explained in the flexibility section, and then we show the elapsed time
needed for each technology to solve the queries. These queries are based on
the studied corpus (CORGA), but the topics covered are generic enough to be
applied to any other IRS based on structured text corpora.

Query set

Queries are defined as follows:

— Q1: To obtain the number of documents and cases from sentences which
contain the expression “sen embargo” for each type of medium, main theme
and lustrum (“sen embargo” means however in the Galician language).
The system includes three kinds of medium, six different main themes and six
lustrum, so thirty numbers must be obtained. We measure the time elapsed
between starting the query and checking all results. It is a measure of effi-
ciency in sharing calculations.

— Q2: To obtain the sentences which contain the expression “sen embargo”
with their document title, publisher, authors, medium, themes, publishing
year, and type of sentence ordered by publishing year, medium and main
theme. Match words are returned highlighted.

We measure the time elapsed between starting the query and showing all
required values. It is a computational cost measure about showing all asso-
ciated elements and highlight and sort operations.

— Q3a: To obtain the number of documents and cases from sentences which
contain a word with “pre” prefix.

— Q3b: To obtain the number of documents and cases from sentences which
contain a word with “ado” suffix (the “ado” termination in Galician is usually
used for participles of verbs).

— Q3c: To obtain the number of documents and cases from sentences which
contain a word with “pon” infix (in Galician “pofier” means to put, “reponer”
means to put back, and “posponer” means to postpone).

Q3 queries are different measures of text index efficiency.

— Q4: To obtain cases from sentences which contain a word with “in” or “im”
prefix, but only in news headlines from newspapers and with a context of
fifteen words. As neither technology supports built-in word context, in this
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case the queries return all the necessary information to perform this opera-
tion at application level.

We combine a structural complex query with word context retrieval to
measure its computational cost.

Evaluation

We have tested these queries on a PC Intel Celeron at 2.4GHz, with 512 MB
of memory and Windows XP Professional over a CORGA six hundred thou-
sand word subcorpus (uniformly distributed between newspapers, magazines and
books) with previously shown structures.

Although this hardware is not the most suitable for testing these kinds of
system, which need powerful servers to manage millions of words, it provides us
with conclusive results about the performance difference between both technolo-
gies tested.

As we can see in figure 6, the most important difference is in Q1 query,
due to the inability of Tamino to calculate several statistic values by sharing
calculations. So, once again Oracle leads the results of the tests, confirming it
as the best option for building this kind of system.

Query Tamino XQuery(4.2.1) Oracle (9ir2)

Q1 585.203s 10.891s
Q2 33.922s 14.531s
Q3a 106.719s 5.8285
Q3b 118.2665 34.172s
Q3c 98.750s 3.687s
Q4 26.5455 11.187s

Fig. 6. Performance evaluation. It shows time duration of proposed queries in seconds.

5 Conclusions

First, it is necessary to emphasise that it is mandatory to transform documents of
the corpora into a common format when managing large amounts of information.
This will allow us to query all documents using a unique query and to improve the
performance of the system. By doing so we will avoid problems with performance
and result management.

Furthermore, nowadays, the technologies used to build IRSs are not prepared
to satisfy corpora users’ requirements. So, in the near future the development
of new add-ons which take them into account is needed. There are some timid
attempts to include basic linguistic operations (sensitivity to accents, umlauts,
etc., theme searches, etc.) based on localization, but it is time to incorporate
syntactic techniques [8] [9] into commercial systems to enable the building of
more versatile IRSs based on corpora.
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Furthermore, traditional technologies manage updatable systems, but com-
panies need to develop more optimisation options for systems which give very
high priority to query performance regardless of the very high penalty in updates.

Finally, XML technologies are being developed very rapidly, but they still
have to settle. The speed of this evolution prevents robustness and clear devel-
opment of systems, making it difficult to put them in production.

Against this, RDBMSs have a high robustness, flexibility and performance,
due to their long life in the market. Taking into account our test results, the fact
that these systems include text index capabilities and the drawbacks of other
technologies, at the moment we propose Oracle as the first option for building
IRSs based on large structured corpora.

References

1. XML. In http://www.wSc.org, 2/5/2005.

2. Maria Sol Lépez Martinez. CORGA (Corpus de Referencia del Gallego Actual). In
Proc. of Hizkuntza-corpusak. Oraina eta feroa, pages 500-504, Borovets, Bulgaria,
Sept. 2003.

3. Mark Davies. Un corpus anotado de 100.000.000 palabras del espaifiol histérico y
moderno. In Proceedings of Sociedad Espatiola para el Procesamiento del Lenguaje
Natural pages 21-27, Valladolid, Spain, 2002.

4. Mark Davies. Relational n-gram databases as a basis for unlimited annotation on
large corpora. In Proceedings from the Workshop on Shallow Processing of Large
Corpora, Lancaster, England, pages 23-33, March 2003.

5. Akmal B. Chaudhri, Awais Rashid and Roberto Zicari. XML Data Management,
Native XML and XML-Enabled Database Systems, Addison- Wesley, March 2003.

6. Oracle. In hitp://www.oracle.com, 2/5/2005.

. Tamino. In hitp://www.softwareag.com, 2/5/2005.

8. Jesus Vilares, Miguel A. Alonso and Manuel Vilares. Morphological and syntactic
processing for Text Retrieval. In Database and Expert Systems Applications, volume
3180 of Lecture Notes in Computer Science, Springer-Verlag, Berlin-Heidelberg-New
York, pages 371-380, 2004.

9. Miguel A. Alonso, Jesis Vilares, and Victor M. Darriba. On the Usefulness of
Extracting Syntactic Dependencies for Text Indexing. In Artificial Intelligence and
Cognitive Science, volume 2464 of Lecture Notes in Artificial Intelligence, Springer-
Verlag, Berlin-Heidelberg-New York, pages 3-11, 2002.

EN|



Meteorological Image Descriptors

J.L. Crespo, P. Bernardos, M.E. Zorrilla, and E. Mora

Department of Applied Mathematics and Computer Sciences, University of Cantabria,
Avda. de los Castros s/n 39005 Santander, Spain
{crespoj, bernardp, zorrillm, morae}@unican.es

Abstract. The objective of this paper is to get a visual characterization of time
evolution images, in particular, synoptic maps taken from Meteorology. Pre-
liminary tasks required before image processing are reviewed. Two different
types of numerical descriptors are extracted for characterizing the images, the
called low level numerical descriptors, and the high level corresponding ones.
The latter will be subsequently used for prediction tasks, meanwhile the former
will be used for classification tasks. Three different relevant information
sources in the images are identified as their low level descriptors. These are de-
fined by the local density and orientation of the isobar lines, and the number of
centres of high (H) and low (L) pressure. Regarding the high level descriptors,
two main features are taken into account. The different procedures carried out
to extract the previous descriptors for our images of interest are discussed.

1 Introduction

One of the PIETSI research project’s main objectives is to predict the temporal evolu-
tion of images of physical processes or phenomena for which experimental informa-
tion in image files is available. Specific developments have been initiated, focusing
on weather forecasting using synoptic map images. For this purpose, the University of
Cantabria group has worked in collaboration with the EUVE (European Virtual Engi-
neering) Technology Centre, and more specifically its Meteorological Centre, with its
head office in Vitoria, Spain.

The preprocessing phase in this project was explained in [1]. Common preliminary
tasks to single out the image information of interest, such as useless background re-
moving, information separation and memory usage were discussed there. The synop-
tic maps that we work with are of the type shown in Figure 1.

In particular, regarding the background removing, we eliminated the parallel and
meridian lines, the contours of the land over the sea and the upper left and lower right
captions in the image by removing the common pixels of several images. Moreover,
we separated into different images the isobar (thin) lines and the front (thick) lines,
and finally, an efficient storage strategy was able to achieve a saving in memory per
image of around 99.5%.

As Figure 2 shows, the isobar line image is not perfect, due to intersections with
the thick lines. We made an attempt to overcome this with active contours [2] that
would fit to each isobar, but found the following problems:

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 101 —110, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Usual synoptic map

e  The starting point is not easily guessed automatically.

e Since there are many isobars in the image and the distance between them can
be similar to the gaps in each of them, the active contour would often try to fit
several isobars together, messing the map.

We did not pursue this issue any further since the isobar image is not a final result,
but an intermediate step, and its original quality is enough for our purposes, as we will
show below.

The next step in our project is studied in this paper and consists in extracting nu-
merical descriptors for the relevant features in the images, that is to say, the isobar
lines and the centres of low (L) and high (H) pressures, in order to obtain a visual
characterisation of them. As far as we know, no similar work has been found to date
in the computer vision literature for classification or prediction of this kind of image,
besides those that treat the problem with complicated numerical models in Meteorol-
ogy or statistical mathematical methods.

For further processing of the images, the amount of information should be as large
as possible, but it should avoid the overfitting problem, the risk of which increases
with the number of parameters, which in turn is related to the amount of features be-
ing processed [3]. Since we are dealing with meteorological images, we focus on fea-
tures that are related to atmospherical properties [4]. In this sense, given the big prob-
lem of predicting the evolution of a synoptic map, two types of numerical descriptors
are obtained: the low level descriptors and the high level ones. The latter will be sub-
sequently used for prediction tasks, while the former will be used for classification
tasks.



Meteorological Image Descriptors 103

Fig. 2. Isobar image

2 Isobar Image Definition

To accomplish this task, we study separately the isobar lines on the one hand and the
centres of high and low pressures on the other hand.

2.1 Isobar Lines

The isobar image, see Figure 2, is a line image, analogous to an edge image and many
descriptors can be derived from it [5]. We attempt to describe it here by the following
low level descriptors: the density of the lines and their average orientation in local areas.

The density of the lines is actually a downscaled image, following the approach of
pyramid representations [6]. For this purpose, we consider the isobar image to be di-
vided into adequate small windows. On the one hand, the size of the windows must be
small enough to identify the corresponding isobar image. However, on the other hand,
the window must be as big as possible in order to minimize the memory used per iso-
bar image, which will be important for the subsequent analysis, given the high num-
ber of images to be processed and stored.

Calculations are carried out for square windows 100, 50 and 30 pixels wide, for
comparison. Hence, the initial binary isobar image, having 864x1074 pixels, is de-
scribed with three 9x11, 18x22 and 29x36 arrays, respectively. One of these arrays
quantifies the local density of the lines in each window and the two remaining arrays
define the x- and y-coordinates, respectively, of the vector that represents the local
orientation.

The density of the lines for a given W window is easily obtained as the quotient be-
tween the number of binary pixels belonging to the lines and the total number of pix-
els inside that window. That is, it is equivalent to an image reduction:
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Next, a local orientation for a window is defined. In this case, the optimum orienta-
tion is taken, which corresponds to the orientation that shows the least deviations
from the directions of the gradient [7]. Thus, the orientation vector for a W window is
given by:
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The g(p) function in Equation (3) gives the binary value changes of the p pixel in
its 2-dimensional neighbourhood and can be obtained, for example, by the well-
known Sobel filter [8]. The summation given in Equation (2) is made over every p
pixel inside the chosen W window which verifies that the corresponding orientation
vector magnitude for that pixel is bigger than a threshold min value. The magnitude of
the orientation vector represents a certainty measure of local orientation.

2.2 Centres of High (H) and Low (L) Pressures

Another important aspect for a complete isobar image meteorological definition is the
location of high (H) and low (L) pressure points. For this purpose, the isobar-and-
front or front image is required, because the H and L letters are both represented with
thick lines (see Figure 3).

The detection of H and L letters is a typical OCR task, but since no other letters are
involved, we use and ‘ad-hoc’ algorithm, instead of generic OCR techniques [chapter
2 of 9].

The proposed procedure in the previous image may be carried out by following the
next steps:

e Separating regions. This is done by segmenting [10] and labelling the 8-connected
objects found in the image with different integer values.

e Extracting the feature measurements for the image regions obtained in the previous
step. Among the many features that can be analyzed [11], we concentrate on:
1. The area, with the actual number of pixels in the region.
2. The 2-Dimensional correlation coefficient computed between two regions of the

same size.

3. The centroid, or x- and y- coordinates of the centre of mass of the region.
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Fig. 3. Isobar-and-front image

4. The major-axis-length, or the length, in pixels, of the major axis of the ellipse
that has the same second-moments as the region.

5. The minor-axis-length, or the length, in pixels, of the minor axis of the ellipse
that has the same second-moments as the region.

6. The orientation, or the angle between the x-axis and the major axis of the ellipse
that has the same second-moments as the region.

When considering their areas, we have found that not all H letters are identical in
these particular images, and the same applies for L’s; we have found inside the same
image, differences of as much as 40% in their respective area values. We found that,
to identify the H and L regions by means of their corresponding areas, the intervals of
values needed were not restrictive enough to leave out other objects. As a

onesquence, this method was dropped.

Another possible region feature to deal with is the 2-Dimensional correlation coef-
ficient. To compute this parameter, two bidimensional arrays of the same size are
needed: one array representing the H (L) model chosen, the other array being the re-
gion to be studied for the extraction of H (L) region.

Given the variability of H and L letters in our images, their models cannot be cho-
sen at random. Obviously, other regions different from H and L ones must not come
out. To make comparisons easier, two H and two L letters are extracted from Figure 3
and shown in Figures 4, 5 and 6, 7, respectively. The different forms and thickness of
the vertical and horizontal pieces are evident.

Another important aspect is that reliable values for the correlation coefficient are
only obtained when the two arrays compared are constructed around the centre of
mass of their regions. As a consequence, the centroid of the region has to be measured
too. In practice, the following conditions are found for an image:

If cc(Hm, Reg)>0.53, then Reg=H, “4)
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Fig. 4. Region extracted from Fig. 3 Fig. 5. Region extracted from Fig. 3

Fig. 6. Region extracted from Fig. 3 Fig. 7. Region extracted from Fig. 3

where cc stands for the 2D correlation coefficient, Hm is the model for H, and Reg is
the region being tested, and

if cc(Lm, Reg)>0.62, then Reg=L, (&)

with analogous notation, which means that if the correlation coefficient computed be-
tween the H model and any region in the image is bigger than 0.53, the region is iden-
tified as an H region. In the same way, if the correlation coefficient computed be-
tween the L model and any region in the image is bigger than 0.62, the region is
identified as an L region.

However, the previous limiting values found for the correlation coefficient of H
and L regions in an image, written in Equations (4) and (5), have to be lowered when
dealing with another image, if the same H and L models obtained for the previous im-
age are kept. Depending on the case, the decrease in the limiting values is so high that
unwanted regions become falsely identified, such as special portions of fronts or num-
bers 9 and 5.

One possibility for solving the problem would be to redefine the H and L models
for each image being studied. Both tasks, redefining the limiting correlation coeffi-
cient values or the H and L models, would assume a manual work stage with each in-
dividual image. Hence, the effort achieved for a big number of images would be un-
reasonable. For this reason, this second method was also dropped.

Finally, we use as feature measurements for a region: the major- and the minor-
axis-lengths of the ellipse that has the same second-moments as the region. Taking the
appropriate intervals of those parameters, one manages to identify solely the H and L
regions, the locations of which are determined with the corresponding region centroid
coordinates. It is worth mentioning that a few images have presented a problem: some
number 7’s may be identified as an L region. To avoid this, another feature, the orien-
tation of the ellipse, is measured, as defined in the previous list for the last item.
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Once the centres of masses of the H and L regions are known, their corresponding
windows are calculated and the found quantity of each one is saved in an array.
Hence, for a given window, the number of H and L are saved so that two arrays are
needed for the H and L low level descriptors.

Regarding the high level numerical descriptors, two main features are represented
per image: the big regions of locally profound high (H) and low (L) pressure and
those of nearly constantly oriented circulation.

3 Isobar Image Recovering

To verify if the extracted variables indicated in the previous section are good low
level descriptors for the isobar image, we develop the inverse procedure, that is, we
use the five arrays obtained before rebuilding the image, and compare it with the
original one.

Figures 8, 9 and 10 show the recovered images obtained from the original image
(Figure 1) or the isobar-and-front image (Figure 3) after axis reductions with windows
of 100, 50 and 30 pixels wide, respectively. The background is added to the images
for convenience.

Fig. 8. Recovered isobar image from Figure 3 using 100 pixels wide windows

The window size in each case is easily seen from the figures. For each window, the
density of the lines gives how tight or separate the lines drawn inside it are, while the
orientation vector gives the line rotation, ignoring the portions that come out the win-
dow, using nearest neighbour interpolation. Regarding the H and L descriptors, each
window may contain one and only one of these species or not. In the affirmative case,
the corresponding letter is drawn using a 22x14 model array inside the window, cen-
tred in the window.
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Fig. 10. Recovered isobar image from Figure 3 using 30 pixels wide windows

Focusing on the isobar lines, we can see that a width of 100 is too big to identify
the original image visually. However, satisfactory descriptions are obtained when the
width comes down to 50 or 30. Obviously, a more accurate image is reproduced when
a 30 width is considered. However, the size of the arrays is in this case larger, which
is not desirable, given the high number of images to be processed, and, consequently,
we select the 50 pixels wide windows.

Regarding the centres of high (H) and low (L) pressure, one can see that the bigger
the axis reductions are, the more accurate the positions of the H and L centres are.



Meteorological Image Descriptors 109

4 Conclusions

In this paper, we propose one possible definition for the synoptic map images that we
work with. Three different low level descriptors are studied:

e The density of the isobar lines,
e the orientation of the isobar lines and
e the centres of high (H) and low (L) pressures.

To extract the corresponding variables, we consider the isobar-and-front images
divided into adequate smaller arrays, where each element represents a fixed window
in the image. Calculations are carried out for square windows 100, 50 and 30 pixels
wide, for comparison. A satisfactory description is obtained when the width is 50 or
smaller. Hence, the initial binary isobar images, having 864x1074 pixels, are de-
scribed with five 18x22 arrays:

e One array quantifies the local density of the isobar lines.

e Two arrays define the x- and y-coordinates, respectively, of the vector that repre-
sents the local orientation of the chosen window.

e The two remaining arrays contain the number of H and L per window.

Concerning the H and L identification in our images, which might be imagined
easy in principle, in practice, as usually happens in many other real applications that
work with photocopied or scanned images for instance, simple methods do not work,
as we have seen, because H and L letters present in our images are not equal. For this
reason, an analysis of the discriminatory power of several features has been neces-
sary.
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Abstract. In this paper, we present an example of the implementation
and verification of a functional program. We expose an experience in
developing an application in the area of symbolic computation: the com-
puting of Grébner basis of a set of multivariate polynomials. Our aim
is the formal certification of several aspects of the program written in
the functional language CAML. In addition, efficient computing of the
algorithm is another issue to take into account.

1 Introduction

Certifying the correctness of a program is a difficult and expensive labor and, at
the same time, it is one of the most important activities for a software engineer.
Debugging and testing techniques can detect errors, but they cannot guarantee
the correctness of the software. Formal methods complement those techniques
assuring that some relevant property holds in the program.

This work aims to contribute to the construction of a methodology to pro-
duce certified software, i.e., we intend to find the way to strengthen two different
notions: First, there is a need for formal verification of the correctness of algo-
rithms which goes together with their construction; and second, programs are
mathematical objects which can be handled using logico-mathematical tools.
We present the way in which one can formally verify several aspects of the ap-
plication implemented following the functional paradigm. These techniques will
be exemplified by means of the verification of a program which calculates the
Grobner basis of a set of multivariate polynomials [1]. Here, both the certifica-
tion of the program and its efficiency will be taken into consideration. We study
the development of algorithms formally proved for an efficient computing. The
steps are: formalization of a multivariate polynomial ring; construction of a well-
founded polynomial ordering; and finally, definition of the reduction relation and
Buchberger’s algorithm.

Functional programming [2,3,4] has often been suggested as a suitable tool
for writing programs which can be analyzed formally, and whose correctness
can be assured [5]. This assertion is due to referential transparency, a powerful
mathematical property of the functional paradigm that assures that equational

* Supported by MCyT TIC2002-02859 and Xunta de Galicia PGIDIT03PXIC10502PN.
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reasoning makes sense. The mathematical way of proving theorems can be suc-
cessfully applied to computer science. As programming language, OBJECTIVE
CAML [6,7] was chosen due to its efficiency and its wide coverage both in the
research and academic environments.

Properties are proved by means of the formalization of theorems in an abstract
model of actual code in the CoQ [8,9] proof assistant and also, in a manual
but exhaustive style directly applied to the final code. Programs are treated
as mathematical objects and each step of those proofs is justified by means of
mathematical reasoning. Significant progress has been made (see [10,11,12]) in
the automated verification of the proof of Grébner bases algorithm by proof
checkers. Theorem provers assist us in proving the correctness of a program.
They not only help us in the development of the proofs but also guarantee the
correctness of such proofs; thus they prevent bugs that could be introduced in
a hand-made certification. The logical framework C0OQ is an implementation of
the Calculus of Inductive Constructions [13].

The paper is organized as follows. In section 2, a reusable multivariate poly-
nomial library is certified, and a well-founded polynomial ordering is also verified.
Section 3 states the correctness of the reduction relation on polynomials. Sec-
tion 4 reasons about Buchberger’s algorithm, and presents some results. Finally,
we conclude.

2 Multivariate Polynomials Using Dependent Types

A reusable polynomial library is going to be formally verified. It will make fur-
ther work in verification of polynomial algorithms less difficult. A multivariate
polynomial ring over a coefficient field is our target. We not only want to prove
the fundamental properties of polynomial rings, but we also search for an ad-
equate implementation allowing efficient computing. Canonical representations
of polynomials are used, and it can be decided if two polynomials are equal by
studying if their representations are equal.

Although there are previous works on the formalization of multivariate poly-
nomials by proof checkers (see [14,15]), they neither work directly with canonical
representations of polynomials, nor do they use dependent types. The certifica-
tion of this library has been carried out both reasoning directly about the actual
functional program and also proving laws in the abstract model in CoQ. Below,
the main laws stated with the help of the proof assistant are presented.

A term in the variables X = {x1,z2,...,2,} is represented by a list of the
exponents of each variable.

type term = int list

In CoQ, they are described as lists of fixed length with dependent types. The
use of dependent types improves the accuracy and clarity of the specification.

Inductive Dlist [A: Set]: nat->Set :=
Dnil: (Dlist A (0))
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| Dcons: (n:nat)A->(Dlist A n)->(Dlist A (S n)).
Definition term: nat->Set:= [n: nat] (Dlist nat n).

Dependent types provide accuracy in the specifications, which is an additional
reliability. But, sometimes this precision can impose a heavy manipulation of
expressions.

Two terms are multiplied by adding the respective exponents of each variable.

(*val mult_term : term->term->termx)
let mult_term xs ys = map2 (+) xs ys

This CAML code is very similiar to to the abstract model built in CoQ:

Definition mult_term: (n:nat) (term n)->(term n)->(term n):=
[n:nat;t,s:(term n)] (map2 nat nat nat plus n t s).

Terms form a commutative monoid under multiplication.

Lemma mult_term_sym: (n: nat) (t,s: (term n))
(mult_term n t s)=(mult_term n s t).

Lemma mult_term_assoc_l: (n:nat) (t,s,r: (term n))
(mult_term n t (mult_term n s r))
= (mult_term n (mult_term n t s) r).

Lemma mult_term_1_t: (n: nat; t,s: (term n))
(null_term n t) -> (mult_term n t s)=s.

Other results on terms are also proved.

Lemma div_term_mult_term: (n: nat) (t, s: (term n))
(div_term n (mult_term n t s) s)=t.

We state the lexicographical order on terms, and we show that it is an ad-
missible order.

[ai,...,an] > [b1,...,bp) & Jicona; =bj for 1 < j <ianda; >b;
1. There exists a first element, ¢ >, 1, Vt € Tx, 1 # ¢

Theorem ltlex_term_admissibility_1: (n: nat; e, t: (term n))
(null_term n e) -> ~ (null_term n t) -> (ltlex_term n e t).

2. The ordering respects multiplication, t >ep S =t -7 >iep 57, Vi, 8,7 € Tx

Theorem ltlex_term_admissibility_2: (n: nat; t, s: (term n))
(1tlex_term n t s) -> (r:(term n))
(1tlex_term n (mult_term n t r) (mult_term n s r)).

Monomials are represented as coefficient-term pairs. In the CAML program,
absolute precision numbers (num library) are used as coefficients. In the model
built in CoQ, on the other hand, the coefficients are axiomatized. Monomials
form a commutative monoid under multiplication.
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Lemma mult_mon_sym: (ml, m2: mon)
(eq_mon (mult_mon ml m2) (mult_mon m2 mi)).

Lemma mult_mon_assoc_1l: (ml1, m2, m3: mon)
(eq_mon (mult_mon ml (mult_mon m2 m3))
(mult_mon (mult_mon ml m2) m3)).

Lemma mult_mon_1_m: (e, m: mon)
(monl e) -> (eq_mon (mult_mon e m) m).

Polynomials are represented as lists of monomials. The representation is
canonical: terms are strictly ordered by a decreasing term order, and the list
contains no null monomial. Hence, two polynomials are equals if their represen-
tations are syntactically equal. As we axiomatize the coefficients in the model
built in C0OQ, an explicit equality has to be used.

Inductive eq_pol : pol->pol->Prop :=
eq_pol_1 : (eq_pol (nil mon) (nil mon))
| eq_pol_2 : (ml,m2:mon; pl,p2:pol)
(eq_mon ml m2) -> (eq_pol pl p2) ->
(eq_pol (cons ml pl) (cons m2 p2)).

Sometimes two different versions of a polynomial function (for instance, addi-
tion) are implemented: one efficient, the other simple. We prove they are equiv-
alent.

Functions over polynomials always act on canonical objects to yield canonical
results. Thus, on the one hand more efficient programs are obtained from an
algorithmic point of view. However, on the other hand, polynomial functions
become more complex because there are lots of alternatives, and consequently
proofs get more complex and tedious.

Lemma add_pol_canonical: (pl, p2: pol)
(canonical pl1)->(canonical p2)->(canonical (add_pol pl p2)).

Lemma mult_pol_canonical: (pl, p2: pol)
(canonical pl1)->(canonical p2)->(canonical (mult_pol pl p2)).

Polynomials with addition and negation form an Abelian group.

Lemma add_pol_p_0: (p: pol)
(canonical p) -> (eq_pol (add_pol p polO) p).

Lemma add_pol_sym: (pl, p2: pol)
(canonical pl) -> (canonical p2) ->
(eq_pol (add_pol pl p2) (add_pol p2 pl)).

Lemma add_pol_assoc_l: (pl, p2, p3: pol)
(canonical pl) -> (canonical p2) -> (canonical p3) ->
(eq_pol (add_pol pl (add_pol p2 p3))
(add_pol (add_pol pl p2) p3)).
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Lemma add_pol_minus_pol: (p: pol)
(canonical p) -> (eq_pol (add_pol p (minus_pol p)) polO).

With the multiplication they form a ring.

Lemma mult_pol_1_p: (e, p: pol)
(canonical p) -> (poll e) -> (eq_pol (mult_pol e p) p).

Lemma mult_pol_sym: (pl, p2: pol)
(canonical pl) -> (canonical p2) ->
(eq_pol (mult_pol pl p2) (mult_pol p2 pl)).

Lemma mult_pol_assoc_l: (pl, p2, p3: pol)
(canonical pl) -> (canonical p2) -> (canonical p3) ->
(eq_pol (mult_pol pl (mult_pol p2 p3))
(mult_pol (mult_pol pl p2) p3)).

And multiplication distributes over addition.
Lemma mult_pol_add_mon_pol_distr: (pl, p2: pol; m: mon)
(canonical pl) -> (canonical p2) -> (not_mon0 m) ->

(eq_pol (mult_pol (add_mon_pol m pl) p2)
(add_pol (mult_mon_pol m p2) (mult_pol pl p2))).

2.1 Well-Founded Polynomial Ordering
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The well-foundedness of the lexicographical order on terms has been verified
both on the CAML program, and on the abstract model in CoQ. Reasoning over
the CAML code, the well-foundedness of the total degree order was also proved.

We extend the term order on monomials. With polynomials in canonical
form, the monomial ordering is extended to polynomials in a straightforward

Theories Lines Defs. Laws Prop. Size

Dlist 101 9 5 7.21 15K

Term 331 6 18 13.79 155K

LtlexTerm 191 1 8 21.22 146K Theories Lines Defs. Laws Prop. Size
Coef 155 6 32 4.08 11K WiLtlexTerm 49 2 2 12.25 18K
Mon 171 14 18 5.34 42K WiLtlexMon 23 1 3 5.75 3K
Pol 175 7 15 7.95 73K Desc 110 0 6 18.33 18K
AddMonPol 862 1 10 78.36 348K  Wf{LtlexPol 98 6 7 7.54 33K
AddPol 311 2 18 15.55 35K total 280 9 1810.37 72K
MultMonPol 260 1 14 17.33 61K

MultPol 338 1 1619.88 32K (b) Well-founded Theories

total 2895 48 154 14.33 918K

(a) Polynomial Theories

Fig. 1. Quantitative Information on the Development in Coq
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way. In this proof, we use a lexicografic exponentiation theory from Paulson [16]
that requires monomials to be strictly ordered in a decreasing order. So, the
lexicographic relation induced on polynomials is well-founded. In this work, we
started with the lexicographic order on terms, but the development is generic.
Any well-founded term ordering can be used.

Figures 1(a) and 1(b) show quantitative information on the CoqQ theories.
The columns correspond to the number of lines of code in each theory, the
number of definitions (including tactics) and the number of laws, the proportion
between the number of lines and the quantity of laws and definitions (which
can be used as a measure of the complexity of the theory), and the size of each
compiled CoqQ theory, respectively.

3 Polynomial Reduction

The reduction relation on polynomials involves subtracting an appropriate mul-
tiple of one polynomial from another. Below it can be seen the CAML code.

heoef (p) - hterm(p)

red(p,q) = p — heoef (q) - hterm(q) ?

(*val nred : (term->term->bool) -> pol -> pol -> polx)
let nred gt_term f g = match (f, g) with
((c, t)::_, (b, 8)::_) ->
sub_pol gt_term f (mult_pol gt_term [c//b, div_term t s] g)

In the following example, the act of reducing p by r implies subtracting a
multiple of r from p so that the head term of p is canceled: p = 222yz3—7xy'04 2,
r = bxyz—3, the polynomial r reduces p to p’ = p—( gxzz)r = —Tay'0+ gm‘z2+z.

Reduction of polynomials is not a total function because term division is not
a total function. A polynomial p is reducible by ¢ if the heading term of ¢ divides
the heading term of p. The verification of the reduction relation covers two facts:

1. is reducible(p, q) = hterm(red(p,q)) <ry hterm(p)
2. is reducible(p,q) = Ir such that p = red(p,q) + 7 - q

Next subsection contains the certification of the two conditions above, carried
out with manual proofs that treat the CAML program as a mathematical object.
3.1 Laws About Reduction

Theorem 1. For every nonzero polynomials p = [(c1,t1);...; (cu,tu)] and
q = [(b1,s1);...;(b1,s1)], both in canonical form with respect to a term order
gt term, and such that is reducible p gq, it holds:

gt term (ht p) (ht (red gt term p q))
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Proof. By equational reasoning, using two previous results, and with:

redp = nred gt term divt = div term
multp = mult pol gt term multt = mult term
subp = sub pol gt term

gt term (ht p) (ht (redp p q))
= { 1) by definition of nred (left to right) }

gt term (ht p) (ht (subp p (multp [(ci/bi, divt t1 s1)] ¢)))
= { 2) by definition of mult pol (left to right) }

gt term (ht p) (ht (subp p (((ci/b1)*by, multt (divt ti si) si)::..

= { 3) by arithmetic on num and the law (t/s)*s=t on terms }

gt term (ht p) (ht (subp p ((ci,t1)::...)))
= {4)ht f =ht g = gt term (ht f (ht (subp f g)) }
true
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Theorem 2. For every nonzero polynomials in canonical form with respect to
a term order gt term, p = ((ci,t1)::f’) and q = ((b1,s1)::9’), such that

is reductible p q, it holds:
p = add pol gt term (red gt term p q) (mult pol T q)
where: » = [(c1/b1, div term t1 s1)]

Proof. By equational reasoning, using two previous results and with:

redp = nred gt term multp = mult pol gt term
addp = add pol gt term subp = sub pol gt term
minusp = minus pol divt = div term

addp (redp ((ci,t1)::f’) ((bi,s1)::9°))
(multp [(ci/by,divt t1 s1)] ((bi,s1)::97))
= { 1) by definition of nred (left to right) }

addp (subp ((ci,t1)::f’) (multp [(ci/bi,divt t1 s1)] ((b1,s1)::97)))

(multp [(ci/by,divt t1 s1)] ((b1,s1)::97))
{ 2) by definition of sub pol (left to right) }
addp (addp ((ci,t1)::f°)
(minusp (multp [(ci/bi,divt t1 s1)] ((bi,s1)::97°))))
(multp [(ci/bi,divt ty1 s1)] ((bi,s1)::97))
3) by associativity of add pol }
addp ((ci,t1)::f%)
(addp (minusp (multp [(ci/bi,divt t1 s1)] ((bi,s1)::97))))
(multp [(ci/bi,divt t1 s1)] ((b1,s1)::9°))
{ 4) by the law: eq pol (add pol p (minus pol p)) pol0 }
addp ((ci,t1)::f?) []
= { 5) by definition of add pol (left to right) }
((ci,t1)::f7)

I
~
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3.2 Extension of the Reduction Relation

A polynomial p is reducible modulo @ = {q1, 42, ..., qm}, if there exists ¢; such
that p is reducible by ¢;. We define recursively the closure of reduction.

_Ip if =(is reducible(p, Q))
Jull red(p, Q) = {full red(red(p, @), Q) otherwise

(*val full_red : (term->term->bool) -> pol -> pol list -> polx)
let rec full_red gt_term f gs = match sred gt_term f gs with
None -> f
| Some [1 -> []
| Some h -> full_red gt_term h gs

There is no infinite sequence of reductions because <7, is well-founded
and hterm(red(p,Q)) <t hterm(p). In addition, the result is not reducible
modulo Q.

4 Buchberger’s Algorithm

Buchberger’s algorithm [1] is a generalization of Gaussian elimination. Given a
set of polynomials, it produces another set of polynomials with the same roots
and additional properties which ease the computation of those roots. The new
set, called the Grobner basis, is analogous to a triangular set of linear equations,
which can be solved by substitution. The two basic operations in computing a
Grobner basis are: to eliminate one of the terms of two polynomials obtaining
a new polynomial (S-polynomial), and to simplify a polynomial by subtracting
multiples of other polynomials.

We implement the Buchberger’s algorithm in CAML. In each recursion a pair
of polynomials is selected, and the reduction of the S-polynomial is added to
the set only if it is nonzero. The polynomial added is then smaller than the two
selected polynomials, thus the algorithm always ends.

(* val buch: (term->term->bool) -> pol list -> pol list *)
let buch gt fs =
let rec buch_aux gs = function
0 -> gs
| (£,g)::ps -> let h = spol gt f g in
match full_red gt h gs with
[ -> buch_aux gs ps
| h’> -> buch_aux (gs @ [h’])
(ps @ (map (fun g->(g,h’)) gs)) in
buch_aux fs (allpairs fs)

The function allpairs computes all possible pairs of the elements of a list.
Function buch aux is the recursive implementation of the loop of the algorithm.
In each recursion, it is selected a pair and, the reduction of the S-polynomial by
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Linuz 2.2.20 Windows 98 Linuz 2.4.22
gcalc gcalcopt gcale MAPLE V gcalc  gcalcopt GAP
(1) 299s. 1.05s. 4.13s. 12.75s. (1) 1.20s. 0.23s. 4.10s.
(2) 23.32s. 825s. 27.19s. 69.98s. (2) 9.48s. 1.80s. 20.98 s.
(3) 243.43 s. 91.12 s. 288.58 s. 519.45 s. (3) 100.59 s. 19.89 s. 117.06 s.
(a) Pentium 200MMX /48M (b) AMD Duron 800/768M

Fig. 2. A simple benchmark of the program

gs is chosen if it is nonzero. The function always terminates because the chosen
polynomial is always less than the two ones we have studied.

Figure 2 presents some measurements of the program. An execution times
comparaison between our program and MAPLE is shown in figure 2(a). Execu-
tions have been carried out on a Pentium 200MMX /48M. Running under Linux,
two different versions of our program were used: gcalc and gcalcopt, the for-
mer obtained with the bytecode compiler of OBJECTIVE CAML and the latter
generated with the high-performance native-code compiler [7]. Running under
Windows 98 with the same hardware, we execute both MAPLE implementation
and gcalc. See below the examples that were used employing the lexicographical
order.

(225 — y®2t, 22% — oy, 2Py — 2254} (1)
(2% — 428, 22 — %, 2P0y — 25} (2)
(2100 — 10054 100 _ 4100 100, 1004 (3)

In addition, figure 2(b) presents an execution comparison between both versions
of our program and GAP on a AMD Duron 800/768M running under Linux.
In all cases we have repeated three times each execution and the best one was
selected.

5 Conclusions

We have exposed the development of an efficient functional program for com-
puting Grébner bases of a set of multivariate polynomials, assuring that some
relevant properties hold in the program.

We suggest to develop programs using a side-effect free language, a functional
language for instance, where tools like equational reasoning make sense. Proofs
of properties have been carried out both in an informal and exhaustive style (on
CAML programs), and in (with the help of) the CoQ proof assistant.

Elaboration of proofs is based on the syntactic structure of the program.
Complex proofs are carried out with help of auxiliary laws.

The developments are kept as general as possible. Different reusable modules
are implemented as, for example, an efficient multivariate polynomial library.

Program efficiency is taken into account. Sometimes two different versions
of a function are implemented: one efficient, the other simple, proving their
equivalence. Canonical representations that allow us to use syntactical equality
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and efficient algorithms are used. Formalizing the canonical representation of
polynomials is not complex, but we run into dificulties when defining operations
which become more complicated causing more complex and tedious proofs.

Formal methods are not intended to provide absolute reliability, but to in-
crease software reliability. Formal methods can be used to improve the design
of systems, its efficiency, and to certify its correctness. It is often difficult to
apply formal methods to a whole system. As future work, we should look for
compositional techniques.

We think that the future of program verification heads for a general proposal:
to obtain certified software libraries.
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Abstract. The overall computing power available today has made pos-
sible for small enterprises and laboratories to develop applications that
need big amounts of storage. This storage has traditionally been expen-
sive, using propietary technologies. With the recent increase in storage
space of cheap IDE and SCSI disks it is now possible to build a cluster
to be used as a storage solution. CheapTB is a distributed filesystem for
this environment, with an emphasys towards low cost operation rather
than performance.

1 Introduction

There are several applications that have developed in recent years which need a
great amount of storage space, often bigger than what a single workstation can
provide. Examples of this applications are the storage of digital video, scientific
experiments data or the data needed for weather forecasting.

The traditional way of solving this problem is the use of some costly storage
service, like a SAN. Business which sell those systems often include maintenance
so it is an adequate solution for companies and research centers without budget
constraints. However, these big costs make it impossible for small business or
research labs to afford them.

As the storage capacity of IDE and SCSI disk grows it is increasingly possible
to put several disks in one machine. A cluster of these machines can be used as
a storage service. The cost of a storage cluster like the one described is much
lower than that of a SAN solution, although performance will also be lower.
Still, there are many applications which need high storage space that don’t have
critical requirements in throughput or latency.

A distributed filesystem is needed to use all of the space offered by the disks
as if it was a single disk. In CheapTB several features were required:

1. It should be accessible through some standard network filesystem protocol,
like NFS[2,3] or SMBI4].

2. It should translate these accesses in data retrievals or data storage in the
different disks the system has.

3. It must manage access to the disks in all of the storage nodes.

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 121-130, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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As CheapTB controls the way data is stored in the cluster, it can control
power usage by the system powering off disks and machines which are not in use.
This makes the system cheaper to operate, and it probably makes the machines
last longer.

Although it is possible to shut down machines in the cluster which are not in
use, at least a control node must always remain on to answer to external requests.
This node will be the same that translates external requests into accesses to the
different nodes, as it must know where all the data is in order to know which
machines must be powered on to answer an external request.

2 Context

There are several projects which have similar goals to CheapTB.

The google filesystem|[5] uses a similar structure to CheapTB. There is a
central node which keeps metainformation, and a big number of servers that store
data in cheap disks. All request go through the master node. The main differences
are the block size, which is 64Mb in GoogleFs, and that the API for applications
is a library instead of common network protocols as it is in CheapTB. This
makes sense for google since most of their applications are developed in-house.
This way they can also design the API towards their most common operations,
that will be reading sequentially and appending. Most of the metadata is kept
in the storage nodes instead of in the control node. This is not practical in
CheapTB as most of the time the storage nodes will be powered off.

Frangipani[7] is a distributed filesystem which also uses the concept of a vir-
tual block device called petal[8]. This virtual block device is a bit different from
the one in Cheaptb, as it is not a composition of other virtual block devices.
However, frangipani works with several nodes managing the filesystem, and syn-
chronizes them storing the metadata in petal. CheapTB keeps metadata in a
control node to be able to power data storage nodes off.

GPFS[6] is a filesystem by the IBM Almaden Research Center. This filesys-
tem works in a shared disk environment, where several disks are used by servers
connected to them with some switching fabric. This means that this filesystem re-
quieres some expensive hardware to run on. It is optimized for high performance
storage, even on concurrent accesses to the same file. However, this filesystem
requires hardware that is not easily affordable.

3 Design
3.1 Software Architecture
The system has three layers as shown on figure 1:

1. Client Interface: The system has a common API to which protocol adapters
may be plugged. For example, NFS and SMB adapters have been developed
for the system.
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NFS Adapter SMB Adapter GASS Adapter

— 1

Posix API

CheapTB FileSystem

Virtual Block Device

Fig. 1. CheapTB Architecture

. File System: The file system manages the information about all the stored

files and directories. This layer of the system must keep the consistence of
the stored data to concurrent requests by clients.

. Virtual Block Device: This device shows all the storage space in the different

disks and machines appear as a single disk to the file system. The filesystem
doesn’t need to know where the data is nor how to transfer and store it.

The file system is the layer that warrants the coherence of the stored infor-

mation. The metainformation is stored in a distributed database to make it easy
for different nodes to access it.

3.2 Block Device

The block device hides all the storage nodes and disks and makes them appear
as a single device to the upper layers. This way the filesystem doesn’t need to
know the distribution of the storage space available. It also makes the system
independent of the storage media used.

[\

There are two types of servers as it can be seen in figure 2:

. Aggregators: The aggregators group the space made available by several

block devices and make them appear as a single device. Using different ag-
gregators the way the data is distributed in the cluster may be changed, or
backup copies may be created.

. Drivers: Drivers know how to store data in a certain kind of storage device,

for example a disk, a tape or a file in a filesystem.

The servers must offer several services to the upper layers:

. Writing and Reading Blocks.
. Turning on and off a device.
. Getting information about the device.
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Interface
Node

Aggregator

Storage
Node

Aggregator

Storage
Node

Aggregator

Storage
Node
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[ Disk ] [ Disk | [ Disk | [ Disk ]

[ Disk ] [ Disk | [ Disk | [ Disk ]

[ Disk | [ Disk | [ Disk | [ Disk ]

500

ulls

Fig. 2. Block Device Architecture

accesses will be localized in a set of disks.

3.3 File System Description

The CheapTB file system lays between the network protocol adapters and the
block devices. The previous level offered an interface that looked like a block

The possibility of using different aggregators helps to adapt the system to
different situations. If efficiency is preferred over powersaving, the data may be
aggregated using stripping. To save power, data is stored sequentially so that

device. This level will offer a filesystem API to the protocol adapters.

The filesystem has several subsystems (that can be seen in figure 3) which

perform all the different tasks the filesystem is responsible of:

1.
2.

Namespace Manager, which keeps information about the directory structure.
File Descriptor Manager, that manages access to file descriptors, and keeps
copies in memory of the inodes of the open files. It also keeps the open mode
and the current access offset.

Posix API

[ Namespace Manager |

| Descriptor Manager|

| Inode Manager

| Namespace Manager |

Virtual Block Device

Fig. 3. File System Architecture
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3. Inode Manager, which stores the inodes and the information needed to trans-
late file block numbers (relative to file start) to disk offsets (relative to disk
start).

4. Space Manager, that stores information about disk usage and manages the
allocation and frees of disk blocks.

Metadata is stored in the control node and does not use the space in the
storage nodes.

FileSystem API. Among the goals of CheapTB is the possibility of building
adapter to allow its use with any protocol deemed necessary. To make it easy to
develop adapters the filesystem has a common API to all of them.

As there are free implementations of the most commonly used protocols,
it would be desirable to make them adaptable for CheapTB. The way this is
achieved is offering an API similar to the one these servers are alredy using.
CheapTB runs on Unix machines, so the interface is based on the part of the
POSIX][1] standard that defines the API to the filesystem.

This API, as most of CheapTB, is implemented in Erlang in order to make
coding servers in Erlang easier. This is good for building servers for scratch, as
coding in Erlang is generally faster than in imperative languages.

As most network filesystem servers are generally coded in C, there is a C
wrapper for the Erlang API. This wrapper provides an easy way to use existing
servers whith CheapTB.

Protocol Adapters. Protocol adapters are the external interface of CheapTB.
They provide access to CheapTB through some common protocol like NFS[2,3]
or SMBI4]. The goal is that CheapTB may be used by a wide range of clients
without needing to install additional software. The use of an API similar to
POSIX makes adding new protocol adapters easily as they are needed. Free
implementations for this protocols may be used.

To give access to CheapTB through NFS a NFSv2 implemented in Erlang
was used. As it expected an API similar to POSIX it was easy to adapt. Most
of the calls were just swapped for a CheapTB equivalent.

Another protocol adapter was implemented for SMB, using Samba. Samba
is a SMB server for Unix systems. One of its features is its virtual file sys-
tem, which lets an external module catch the calls to the filesystem. Using
this vfs the accesses to disk were changed to calls to the C Wrapper of the
CheapTB APIL

Power Management. One of the goals of CheapTB is to minimize power con-
sumption powering off disks and nodes that are not going to be used for a while.
The approach used to manage power consumption is to distribute responsibility
between the filesystem and the virtual block device.

The filesystem knows which blocks are likely to be used at a given time
because it has it in the open file table and in the tables that translate file blocks
to disk blocks. Using this information the filesystem can tell the virtual block
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device which blocks should be ready to be used soon. The virtual block device
may power off disks and nodes which do not have blocks in use for a while.

The virtual block device knows how to power on and off disks and nodes.
It does so either by doing it itself, or delegating it in another block device it
aggregates. Using the information provided by the filesystem the virtual block
device can decide which nodes may be turned off at a given time. When the
filesystem notifies the virtual block device that some block may be used soon,
the virtual block device will turn on the disks and nodes where they are stored.

As most reads are sequential the filesystem can notify the virtual block device
in advance of the blocks that will be used. This way the disks and nodes will be
powered on and off as the reads advance through the file.

4 Performance

The filesystem was tested using several common operations with different files
and records sizes '. The test was done using three machines. Two of them had
a virtual block device which aggregates two files of 2GB each. The total test
space was 8 GB. The other machine had the filesystem and the samba server
used as the interface of the system. All were connected with a 100Mbps ethernet
switched network.

The iozone software was used to perform this test. Iozone is a filesystem
performance measurement tool.

6000 | /f”*w—w”’”ﬁ*«\/w«\‘
5000 //

4000
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1000

L L L L
1 10 100 1000 10000 100000

Record Size

Fig. 4. Writing Throughput With a 16Mb file

4.1 Sequential Writing

Several tests were performed writing to a file sequentially through CheapTB. The
files used ranged from 64 Kbytes to 512 Mbytes, and were read using records
with sizes from 4 Kbytes to 16 Mbytes. In most cases the throughput grows until
the record size reaches the block size (8 Kb).

1 A record in this context is the size of the buffer used in each operation with the
filesystem.
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The test for 16Mb files can be seen in figure 4.

The result just shows that the virtual block device doesn’t cache data. Perfor-
mance would be mostly constant if there was a block cache because data would
only be read from storage nodes once.

Better performance could be achieved if the system was not implemented
using adapters. The adapters introduce an additional layer for the traffic of data
in the system. In the special case of adapters implemented using the C Wrapper
performance is slowed by the need of copying the data between the C program
and Erlang.

4.2 Random Writing

In this test the writes to the files are not sequential but random. Any part of the
created file may be accessed. Performance, as seen in figure 5 is however similar
to sequential writing. This happens due to two reasons:

1. Writing of full blocks is as fast randomly as sequentially because no previous
reading of the block is needed.

2. Writing of data is asynchronous, the system doesn’t wait for the operation
to complete.
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Fig. 5. Throughput in random writing

4.3 Sequential Reading

Reading performance was tested similarly to writing. The files previously created
for the writing test were read to test filesystem performance. As it can be seen
in figure 6 reading is slower until the record size is the same as the block size.
Again, this could be enhanced using a block cache.

Performance is worse for reading than for writing. This is due to the need to
read the block from the machines that store them synchronously while there is
no need in writes to wait for the data to be sent to storage.

The cache could also help performance here because it would make reading
blocks in advance possible. As most of the lost performance comes from the time
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the request must wait for the data to arrive, reading data before using it would
make it possible to put performance in the same levels as for writes.

Reading performance isn’t affected by file size. Increasing file size doesn’t
cause a decrease in performance as shown in figure 7.
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4.4 Random Reading

As there is no read ahead of block in CheapTB, random reading performance
is a bit higher than sequential reading. The figure 8 shows this. This is because
random reading may read the same block twice in the same test, which would
hit the buffer cache of the filesystem. Reading blocks in advance would make
performance higher for sequential reading, but it would hurt performance for
random reading.

4.5 Concurrent Access

The concurrent access was tried with several proccesses writing to disk at once.
The results can be seen in figure 9. Total throughput was constant through the
test because the Posix API is serialized in CheapTB, and performance is likely
to be independent of the number of proccesses.
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Fig. 9. Total throughput in concurrent writes

5 Conclusions

There are a set of unique points in CheapTB that are not seen in other infor-
mation storage systems. The power management makes it possible to have a big
cluster of machines without having it on at all times. As CheapTB is targeted to
small bussines and laboratories, this is likely to be a good feature for them. The
problem with power management is that it makes more difficult to have more
information distributed. This is so because storage nodes cannot be trusted to
hold data which may be needed at any time. The pratical effect is that a node
must have the task of keeping metadata at all times.

CheapTB is completely implemented in userspace. This is not usual in simi-
lar systems, and makes it easier to debug at the cost of a loss of eficiency. The
protocol adapters give flexibility in the access to the data, but also loosing ef-
ficiency. However, the possibility of using CheapTB without needing to install
aditional software is something that helps making an installation easier.
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There are several optimizations that could be made to the system if perfor-

mance turned out to be a problem.
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Abstract. We describe a novel approach to spelling correction applied
on technical documents, a task that requires a number of especific
properties such as efficiency, safety and maintenance. In opposite to
previous works, we explore the region close to the point at which the
recognition halts, gathering all relevant information for the repair process
in order to avoid the phenomenom of errors in cascade. Our approach
seems to reach the same quality provided by the most performance classic
techniques, but with a significant reduction on both time and space costs.

1 Introduction

Although much effort has gone into the problem of spelling error correction over
the years, the devising estrategies remains a research challenge, and even there is
a renewal interest on it due to the increasing amount of available information in
electronic format or placed on line. In particular, spelling correction is a critical
task in dealing with the elaboration of technical documents, for which efficiency,
safety and maintenance are properties that cannot be negligented.

In opposite to fully automatic correction [4], most commercial systems assist
users by offering a set of candidate corrections that are close to misspelled word.
This allows to avoid wrong interpretations in a field where the meaning of
a word cannot often be approximately defined and the semantic relations in
the vocabulary are very strict. At this point, any technique allowing the repair
process to reduce the number of candidates considered for correction translates
in an improved efficiency and maintenance, that should not have side effects on
safety. In order to get this last, we focus on limit the size of the repair region in
the word, in contrast to previous proposals considering a global one.

2 The Operational Model

Our aim is to parse a word wy_, = w; ...w, according to a RG G = (N, X, P, S).
We denote by wqg (resp. wpy1) the position in the string, wi. ,, previous to

* Research supported by the Spanish Government under projects TIN2004-07246-C03-
01, TIN2004-07246-C03-02 and HP2002-0081, and the Autonomous Government of
Galicia under projects PGIDIT03SIN30501PR and PGIDIT02SINO1E.
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wy (resp. following wy,). We generate from G a numbered minimal acyclic
finite automaton for the language L£(G). A finite automaton (FA) is a 5-tuple
A=1(9,%,6,q0,Qy) where: Q is the set of states, X' the set of input symbols,
6 is a function of @ x X into 22 defining the transitions of the automaton, go
the initial state and Qf the set of final states. We denote 6(gq,a) by g.a, and
we say that A is deterministic iff | g.a |< 1, Vg € Q, a € X. The notation
is transitive, q.w;. , denotes the state (72 (q.wy) "72).w,. As a consequence,
w is accepted iff qo.w € Qy, that is, the language accepted by A is defined as
L(A) = {w, such that go.w € Q}. A FA is acyclic when the underlying graph
it is. We define a path in the FA as a sequence of states {q1,...,¢,} , such that
Vi € {1, ey — 1}, E'ai S Z, q;-Q; = Qi41-

In order to reduce the memory requirements, we apply a minimization
process [2]. In this sense, we say that two FA’s are equivalent iff they recognize the
same language. Two states, p and ¢, are equivalent iff the FA with p as initial state,
and the one that starts in ¢ recognize the same language. An FA is minimal iff no
pair in Q is equivalent. Although the standard recognition is deterministic, the
repair one could introduce non-determinism by exploring alternatives associated
to possibly more than one recovery strategy. So, in order to get polynomial
complexity, we avoid duplicating intermediate computations in the repair of
w1, € X7, storing them in a table T of items, Z = {[q,4], ¢ € Q, i € [1,n+1]},
where [g, 7] looks for the suffix w;_, to be analyzed from ¢ € Q.

We describe our proposal using parsing schemata [7], a triplet (Z, H, D), with
H = {[a,i], a = w;} an initial set of items called hypothesis that encodes the
word to be recognized!, and D a set of deduction steps that allow to derive items
from previous ones. These are of the form {ny,...,n; F £ /conds}, meaning that
if all antecedents 7; are present and the conditions conds are satisfied, then the
consequent £ is generated. In our case, D = D™t U PShift where:

DIt {1 g0, 1]} DMt — () i) & g, + 1] /3[a,i] € H, ¢ =pa}

The recognition associates a set of items S}, called itemset, to each p € Q;
and applies these deduction steps until no new application is possible. The word
is recognized iff a final item [gr,n + 1], g5 € Qy has been generated. We can
assume, without lost of generality, that Q; = {gs}, and that exists an only
transition from (resp. to) go (resp. g5). To get this, we augment the FA with two
states becoming the new initial and final states, and relied to the original ones
through empty transitions, our only concession to the notion of minimal FA.

3 Spelling Correction

We talk about the error in a portion of the word to mean the difference between
what was intended and what actually appears in the word. So, we can talk about
the point of error as the point at which the difference occurs.

In this context, a repair should be understood as a modification on the input
string allowing the recognizer both, to recover the standard process and to avoid

YA word wi..., € 21, n > 1 is represented by {[w1,1], [w2,2], ... , [wn,n]}.
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the phenomenom of cascaded errors, that is, errors precipitated by a previous
erroneous repair diagnostic. That is, precisely, the goal of the notion of regional
repair defined in [10], which we succintly introduce now.

Given that we work with acyclic FAs, we can consider a simple order relation
between two states, p and ¢, in such a way that p < ¢ iff exists a path in the
FA from p to q. We say that a pair of states (p,q) is a region in the FA when
it defines a sub-automaton with initial (resp. final) state in p (resp. q). So, we
say that a state 7 is in the region defined by the pair (p, ¢), denotated by R, iff
there exists a path p in RY, such that r € p. Given r € Q, it can be proved that
there exists an only minimal region in the FA containing it.

To begin with, we assume that we are dealing with the first error detected.
We extend the initial estructure of items, as a pair [p,i], with an error counter
e; resulting in a new estructure of the form [p,i,e]. For a given point of error,
w;, we locate the associated point of detection, defined as the source of the
minimal region, M(w;) = R}, containing w;. Associated to the point of error,
wj, (resp. point of detection, w;) we consider the corresponding error (resp.
detection) item iff is of the form [q,j] (resp. [p,i]). To filter out undesirable
repairs, we introduce criteria to select those with minimal cost. For each a,b € X
we assume insert, I(a); delete, D(a), replace, R(a,b), and transpose, T'(a,b),
costs. Once the detection item has been fixed, we apply from it the deduction
steps D — PShift U DlInsert | jpDelete | jpReplace UDTranspose’ defined as follows:

error error error error error

DM = {[p,i,e] - [q,i+ 1,¢€], I[a,i] € H, ¢ = p.a}
Dt = A{lp,i, el [p, i+ 1,e+ I(a)]}

Delete __ . . . M(Qo.wl..j) = 'Rg‘j
Dertar™ = {lp, ¢ F (g, e+ Dlwi)] /P‘wi =q€R¥org=qq }
N\ _ Pdd
Dgigiace _ {[p,i,e] - [q,z +1le+ R(wi,a)], M(qo-wl.d) RqS }

p.a=q€RiIorqg=qq
M(gows..j) = Rg!

Transpose __ - ; . .
Derror - {[p7zve] F [Q:’L + 276 +T(wl>wl+1)] PWip1.W; = q € Rgg orq=qq

}
where w;. j looks for the current point of error. Note that, in any case, the error
hypotheses apply on transitions behind the repair region. The process continues
until a repair covers that region, accepting a character in the remaining string.
To avoid the generation of items only differenciated by the error counter, we
apply a principle of optimization, saving only for computation purposes those
with minimal counters.

When the current repair is not the first one, it can modify a previous repair
in order to avoid cascaded errors, by adding the cost of the new error hypotheses
to profit from the experience gained from previous ones. This allows us to get,
in a simple manner, an asymptotic behavior close to global repair methods [10].
The time complexity is, in the worst case

O(

where 7 and fan- out,, are, respectively, the maximal error counter computed and
the maximal fan-out of the automaton in the scope of the repairs considered.
The input string is recognized iff a final item [gf,n+1, €], g5 € Qy, is generated.

n! T T
" * (n+7) % 27  fan-out,,)
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4 The Experimental Frame

Our aim now is to validate the practical interest of our proposal in relation to
classic global repair strategies. We think that this is an objective criterion since
the point of reference is a technique that guarantees the best quality for a given
error metric when all contextual information is available.

4.1 The Running Language

Our running language is Spanish, with a great variety of morphological processes,
making it adequate for our description. The most outstanding features are to
be found in verbs, with a highly complex conjugation paradigm, including nine
simple tenses and nine compound tenses, all of which have six different persons.
If we add the present imperative with two forms, the infinitive, the compound
infinitive, the gerund, the compound gerund, and the participle with four forms,
then 118 inflected forms are possible for each verb. In addition, irregularities are
present in both stems and endings. So, very common verbs, such as hacer (to
do), have up to seven different stems: hac-er, hag-o, hic-e, har-é, hiz-o, haz,
hech-o. Approximately 30% of Spanish verbs are irregular, and can be grouped
around 38 different models. Verbs also include enclitic pronouns producing
changes in the stem due to the presence of accents: da (give), dame (give me),
damelo (give it to me). We have considered forms with up to three enclitic
pronouns, like traetemelo (bring it for you and me). There exist some highly
irregular verbs that cannot be classified in any irregular model, such as ir (to
go) or ser (to be); and others include gaps in which some forms are missing or
simply not used. For instance, meteorological verbs such as nevar (to snow) are
conjugated only in third person singular. Finally, verbs can present duplicate
past participles, like impreso and imprimido (printed).

This complexity extends to gender inflection, with words considering only
one gender, such as hombre (man) and mujer (woman), and words with the
same form for both genders, such as azul (blue). In relation to words with
separate forms for masculine and feminine, we have a lot of models: autor,
autora (author); jefe, jefa (boss); poeta, poetisa (poet); rey, reina (king)
or actor, actriz (actor). We have considered 20 variation groups for gender.
We can also refer to number inflection, with words presenting only the singular
form, as estrés (stress), and others where only the plural form is correct, as
matemdticas (mathematics). The construction of different forms does not involve
as many variants as in the case of gender, but we can also consider a certain
number of models: rojo, rojos (red); luz, luces (light); lord, lores (lord) or
frac, fraques (dress coat). We have considered 10 variation groups for number.

4.2 The Corpus

We choose to work with the ITU corpus?, the main collection of texts about
telecommunications. In particular, we have considered a sub-corpus of 17.423

2 For International Telecommunications Union CCITT Handbook.



Spelling Correction on Technical Documents 135

am =

16214

126£1

1263

T3am =]

“1.an

4200

EH10

Number of words
136

A700

=

Aoan

17

ISSU

g

'i *

T8 5 omoazi3 4'5161
Length of the words

.
=1
= =
a1
| k]
+ D32
L BEE
o I 50

IB 19 0

Fig. 1. Statistics on the lexicon

words that have been used as a part of the support for the CRATER project [1].
The recognizer is a finite automaton (FA) containing 11.193 states connected by
23.278 transitions built from GALENA [3]. The distribution, in terms of lengths
of the words dealt with, is shown in Fig. 1.

For each length-category, errors have been randomly generated in a number
and position for the first error in the input string that are shown in Fig. 2. This is
of importance since, as the authors claim, the performance of previous proposals
depend on these factors, which has no practical sense. No other dependencies,
for example in terms of lexical categories, have been detected at morphological
level and, therefore, they have not been considered.

In this context, our testing framework seems to be well balanced, from
both viewpoints operational and linguistic, in order to estimate the practical
performance of error repair algorithms on FA architectures. It only remains
to decide what repair algorithms will be tested. We choose to compare our
proposal with the Savary’s global approach [6], an evolution of the Oflazer’s
algorithm [5] and, in the best of our knowledge, the most efficient method of
error-tolerant look-up in finite-state dictionaries. The comparison has been done
from three complementary viewpoints: the size of the repair region considered,
the computational cost and the quality exhibed.

4.3 The Computational Cost

Practical results are compiled in Fig. 2, using as unity to measure the
computational effort the concept of item previously defined. In order to take the
edit distance [5] as the error metric for measuring the quality of a repair, it is
sufficient to consider discrete costs I(a) = D(a) = 1, Va € X and R(a,b) =
T(a,b) =1, Va,b € X, a # b. We here consider two complementary approaches
illustrating the dependence on both the position of the first point of error in the
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Fig. 3. Number of items generated in error mode. Logarithmic scale.

word and the length of the suffix from it. So, in any case, we are sure to take into
account the degree of penetration in the FA at that point, which determines the
effectiveness of the repair estrategy. In effect, working on regional methods, the
penetration determines the number of regions in the FA including the point of error
and, as a consequence, the possibility to consider a non-global resolution.

In order to clearly show the detail of the tests on errors located at the end
of the word, which is not easy to observe from the decimal scale of Fig. 2, we
include in Fig. 3 the same results using a logarithmic scale. So, both graphics
perfectly illustrate our apportation, in terms of computational effort saved, from
two viewpoints which are of interest in real systems: First, our proposal shows
in practice a linear-like behavior, in opposite to the Savary’s one that seems
to be of exponential type. In particular, this translates in an essential property
in industrial applications, the independence of the the time of response on the
initial conditions for the repair process. Second, in any case, the number of
computations is significantly reduced when we apply our regional criterion.

4.4 The Performance

However, statistics on computational cost only provide a partial view of the
repair process that must also take into account data related to the performance
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from both the user’s and the system’s viewpoint. In order to get this, we have
introduced the following two measures, for a given word, w, containing an error:

useful items
performance(w) = ) recall(w)
total items

proposed corrections

total corrections

that we complement with a global measure on the precision of the error repair
approach in each case, that is, the rate reflecting when the algorithm provides
the correction attended by the user. We use the term useful items to refer to the
number of generated items that finally contribute to obtain a repair, and total
items to refer to the number of these structures generated during the process.
We denote by proposed corrections the number of corrections provided by the
algorithm, and by total corrections the number of possible ones, absolutely.

These results are shown in Fig. 4, illustrating some interesting aspects in
relation with the asymptotic behavior we want to put into evidence in the
regional approach. So, considering the running example, the performance in our
case is not only better than Savary’s; but the existing difference between them
increases with the location of the first point of error. Intuitively this is due to
the fact that closer is this point to the beginning of the word and greater is the
number of useless items generated in error mode, a simple consequence of the
higher availability of different repair paths in the FA when we are working in
a region close to gg. In effect, given that the concept of region is associated to
the definition of corresponding source and drain points, this implies that this
kind of regions are often equivalent to the total one since the disposition of these
regions is always concentric. At this point, regional and repair approaches apply
the same error hypotheses not only on a same region, but also from close states
given that, in any case, one of the starting points for these hypotheses would be
qo or a state close to it. That is, in the worst case, both algorithms converge.

The same reasoning could be considered in relation to points of error
associated to a state in the recognition that is close to gy, in order to estimate the
repair region. However, in this case, the number of items generated is greater
for the global technique, which is due to the fact that the morphology of the
language often results on the generation of regions which concentrate near of gy,
a simple consequence of the common derivational mechanisms applied on suffixes
defining gender, number or verbal conjugation groups. So, it is possible to find a
regional repair just implicating some error hypotheses from the state associated
to the point of error or from the associated detection point and, although this
regional repair could be different of the global one; its computational cost would
be usually minor.

A similar behavior can be observed with respect to the recall relation. Here,
Savary’s algorithm shows a constant graph since the approach applied is global
and, as consequence, the set of corrections provided is always the entire one
for a fixed error counter. In our proposal, the results prove that the recall is
smaller than for Savary’s, which illustrates the gain in computational efficiency
in opposite to the global method. Related to the convergence between regional
and global approaches, we must again search around points of detection close to
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Fig. 4. Performance and recall results

the beginning of the word, which often also implies repair regions be equivalent
to the total one and repairs starting around of qg, such as is illustrated in Fig. 4.

However, in opposite to the case of performance, we remark that for recall
the convergence between global and regional proposals seems also extend to
processes where the point of error is associated to states close to gy, that is,
when this point is located near of the end of the word. To understand this, it
is sufficient to take into account that we are not now computing the number of
items generated in the repair, but the number of corrections finally proposed.
So, given that closer to the end of the word we are and smaller is the number of
alternatives for a repair process, both global and regional approaches converge
also towards the right of the graph for recall.

Finally, the regional (resp. the global) approach provided as correction the
word from which the error was randomly included in a 77% (resp. 81%) of
the cases. Although this could be interpreted as a justification to use global
methods, it is necessary to remember that we are now only taking into account
morphological information, which has an impact in the precision for a regional
approach, but not for a global one that always provide all the repair alternatives
without exclusion. So, the consideration of the precision concept represents, in
the exclusive morphological context considered, a clear disadvantage for our
proposal since it bases its efficiency in the limitation of the search space. We
attend that the integration of linguistic information from both, syntactic and
semantic viewpoints will reduce significantly this gap, less than 4%, around the
precision; or even will eliminate it.

5 Conclusion

We have illustrated how a least-cost regional error repair technique can be
applied to the task of spelling correction on technical texts, a field where
isolated-word estrategies can be preferable to context-sensitive ones and, as a
consequence, morphological aspects strongly impact the performance.

Our proposal adapts to any FA-based frame and no particular requeriments
are needed to put it into running. The system was evaluated against a set
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of texts artificially generated from the ITU corpus in telecommunications, and
preliminary results seem to indicate that the system can be used for removing
many of the lexical errors in the input of a technical document.
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Abstract. In this paper we target the verification of fault tolerant aspects of
distributed applications written in the Erlang programming language. Erlang
programmers mostly work with ready-made language components. Our approach
to verification of fault tolerance is to verify systems built using a central
component of most Erlang software, a generic server component with fault
tolerance handling.

To verify such Erlang programs we automatically translate them into processes
of the uCRL process algebra, generate their state spaces, and use a model
checker to determine whether they satisfy correctness properties specified in the
p-calculus.

The key observation of this paper is that, due to the usage of these higher-
level design patterns, the state space generated from a Erlang program, even with
failures occurring, is relatively small, and can be generated automatically.

1 Introduction

As software based critical systems are now becoming widely deployed, it is a crucial
development task to analyse whether such systems will survive the inevitable faults (in
hardware, in network links, in software components) that occur. However, this remains
very difficult. It is hard to develop realistic failure models for simulation and testing
(often the environment characteristics are not fully known), and to test and simulate
for all possible faults would be very time consuming. Consequently, here is an area
where there is a need for formal verification. But that too is hard. Most earlier work on
verifying fault-tolerance target a single application only, are ad-hoc, and do not provide
a reusable verification method. In this paper, instead, we propose a verification method
based on model checking, that, since it addresses programs developed using higher-
level design patterns which address fault-tolerance in a structured way, can be reused
for a large set of such applications.

Erlang is a programming language developed at the Ericsson corporation for im-
plementing telecommunication systems [1]. It provides a functional sub-language, en-
riched with constructs for dealing with side effects such as process creation and inter—
process communication. Today many commercially available products offered by Eric-
sson are at least partly programmed in Erlang. The software of such products is typi-
cally organised into many, relatively small, source modules, which at runtime execute
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as a dynamically varying number of processes operating in parallel and communicating
through asynchronous message passing. The highly concurrent and dynamic nature of
such software makes it particularly hard to debug and test. We therefore explore the
alternative of software verification based on a formal proof system.

A key feature of the systems for which Erlang was primarily created is fault-tolerance.
Switching systems should provide an acceptable level of service in the presence of
faults. Erlang implements fault-tolerance in a simple way. Links between two processes
A and B can be set up so that process B is notified of the termination of process A and
vice versa. The default behaviour of a process that is informed of the abnormal termi-
nation (e. g., due to an exception) of another process is to terminate abnormally itself,
although this behaviour can be modified. This process linking feature can be used to
build hierarchical process structures where some processes are supervising other pro-
cesses, for example restarting them if they terminate abnormally.

We start, in Section 2, by explaining the software components that are used to build
quality Erlang software. The basic mechanisms for error handling in Erlang are de-
scribed in Section 3. In Section 4, we describe how the generic server component of
Erlang is extended with fault tolerance, and the actual translation from Erlang to pCRL
is given in Section 5. The checking of correctness properties of fault-tolerant systems is
discussed in Section 6, where as an example we analyse mutual exclusion and starvation
properties of a server implementing a locking service for a number of client processes.

2 Erlang Components

A key aspect of the Erlang approach to development is the use of design patterns (pro-
vided by Erlang/OTP) which are encapsulated in terms of generic components. This
approach simplifies the development cycle, as well as our verification of fault-tolerance.

Erlang/OTP provides a convenient component, the generic server, for programming
server processes. A server is a process that waits for a message from another process,
computes a response message and sends that back to the original process. Normally
the server will have an internal state, which is initialised when starting the server and
updated whenever a message has been received.

The behaviour module (gen_server) implements the common parts of a generic
server process, providing a standard set of interface functions, for example, the func-
tion gen_server: call for synchronous communication with the server. The specific
parts of the concrete client-server system are given in a call-back module.

We illustrate the functionality provided by the generic server component using a
server in Figure 1 which also serves to introduce the concrete Erlang syntax. Informally
the server implements a locking facility for a set of client processes. A client can acquire
the lock by sending a request message, and release it using a release message.

Names of functions and atoms begin with a lowercase letter, while variables begin
with an uppercase letter. The usual data types are provided, e.g., lists, tuples (enclosed
in curly braces) and numbers. Matching a value against a sequence of patterns, which
happens in function applications and in the case expression, is sequential.

A programmer that uses the generic server component essentially has to provide
two functions: init which is invoked when the generic server starts, and which should
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init(a) -> {ok,[1}.

handle_call (request, Client, Pending) ->
case Pending of
[1 -> {reply, ok, [Client]};
-> {noreply, Pending ++ [Client]}

end;
handle_call (release, Client, [_|Pending]) ->
case Pending of
[1 -> {reply, done, []};
_ -> gen_server:reply (hd(Pending), ok), {reply, done, Pending}
end.

Fig. 1. The source code of an Erlang generic server

return the initial state of the server (the empty list in the example), and handle_call
which is invoked when a call is made to the generic server, and a reply is expected by
the caller. The handle_call function is invoked with three arguments, the message
submitted in the call, a value that is used to reply to the message, and the current state of
the generic server. It returns the new state of the server upon completion. The processing
of calls by a generic server is sequential, i.e., there are never concurrent invocations of
the callback functions; a generic server thus offers a convenient way of controlling the
amount of concurrency in an application and of protecting the state of the server.

In the example the server may be called with a request or a release message.
If the message is a request, and if Pending is the empty list, it replies to the caller
with the atom ok, and the new state of the server is [Client]. If Pending is not
empty, then the reply is postponed (until more messages arrive) and the new state of the
server is obtained by adding Client to the end of Pending. In case of a release,
the server may issue a reply to the waiting caller, using gen_server:reply.

Client processes use a uniform way of communicating with the server; when a re-
ply is expected they issue a call gen_server:call (Locker, Message) where
Locker is the process identifier of a generic server. The client process suspends until
a value is returned by the server.

Note that the semantics of communication using the generic server component is
less complex that the communication paradigm of the underlying Erlang language.
Generic servers always receive messages sequentially, i.e., in FIFO (first-in first-out)
order. Erlang processes in contrast can potentially receive messages sent to them in ar-
bitrary order. Thus by focusing on the higher-level components, rather than the under-
lying language primitives, our verification task becomes easier (concretely, state spaces
are reduced). We will see the same thing happening when considering fault tolerance.

3 Fault-Tolerance in Erlang

In Erlang, bidirectional links are created between processes by invoking the 1ink func-
tion with the process identifier of the process to link to as argument. There is also a
function spawn_link which atomically both spawns a new process, and creates a
bidirectional link to it.
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Terminating processes will emit exit signals to all linked processes. Erlang distin-
guishes between normal process termination (the toplevel function of the process re-
turned a value) from abnormal process termination (e.g. a runtime error such as attempt-
ing to divide by zero). If a process terminates abnormally, linked process will by default
terminate abnormally as well. However, a linked process can trap exit such exit signals,
and thus escape termination, by calling process_flag(trap_exit, true).

In this case, when an exit signal reaches the process it is transformed into an exit
message and delivered to the process mailbox like any other message. Exit messages
are of the form {’ EXIT', Pid, Reason}, with Pid the process identifier of the pro-
cess that terminated, and Reason the reason for termination. If a process terminates
normally Reason is equal to normal.

This basic mechanism of Erlang for error handling is exploited by the Erlang generic
server behaviour in order to build fault-tolerant client-server systems. The Erlang pro-
grammer that implements a server process using the generic server component has to
take several possible types of faults into account. First, the server itself may be faulty
and crash. Recovery should be implemented by designating a supervisor process that
restarts the server process (or takes some other corrective action).

Another error condition occurs when the server may communicate with remote
processes, or hardware devices, that can malfunction without crashing, and moreover
without generating exit signals to linked processes. Such error conditions should be
handled in a traditional manner using timeouts. We focus instead on the error con-
dition when an explicit exit signal reaches the generic server process. For the Er-
lang programmer such signals are handled by providing a new callback function,
handle_info(Signal, State) that gets passed the exit signal as argument, to-
gether with the current state of the server. The handle_info function should, sim-
ilarly to the other callback functions, either return the new state of the server or stop.
This function will be called only if no call to the server is being processed.

In the client-server applications that we want to verify using the fault-tolerant exten-
sion, the state of the server contains information about the state in which its clients are
in, for example, in the locker in Figure 1, the state of the locker reflects whether a client
is accessing a resource or whether is waiting to get access to it. If a client terminates
abnormally, the system should be able to recover gracefully without a complete restart,
i.e., the state of the server process should be cleaned up accordingly.

4 Fault-Tolerance in Generic Servers

Our goal is to check the correctness of generic servers in the presence of crashing
clients. The class of servers that we can analyse for fault tolerance have the follow-
ing characteristics: (i) the server expects to receive an exit message whenever a linked
client crashes, and (ii) the server establishes a process link to every client that issues a
generic server call to it.

Although the above conditions may appear arbitrary, they are in fact indicative of a
class of servers that safely implement a stateful protocol between itself and its clients,
through call and reply exchanges. Thus, in a sense, these conditions give rise to a new
Erlang high-level component which refines the basic Erlang generic server component.
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As an example of a fault-tolerant server let us reconsider the simple server in Fig-
ure 1. The main loop of a client that accesses the locker is given below. Every client
process sends a request message followed by a release message.

loop (Locker) ->
gen_server:call (Locker, request)
gen_server:call (Locker, release)
loop (Locker) .

’
’

We implement a locker which recovers from the abnormal termination of a client
process by first adding the functions process_flag and 1ink to the call-back mod-
ule of the locker given in Figure 1 as shown below.

init (A) -> process_flag(trap_exit,true), {ok,I[]}.

handle_call (request, {ClientPid,Tag}, Pending) ->
link(ClientPid),
case Pending of
[l -> {reply, ok, [Client]};
-> {noreply, Pending ++ [Client]}
end;

The locker process now gets linked to the clients when they request a resource. If
a client crashes, the locker will receive an exit message. As previously mentioned, exit
messages are handled by the generic server function handle_info provided by the
Erlang generic server behaviour. A trivial implementation of this function just returns
the state of the server.

handle_info({’EXIT’,ClientPid, Reason},Pending) -> {noreply, Pending}.

Now, if a client process crashes immediately after sending the request message
to the locker, then the locker will process the request message before the exit signal.
If there the resource is available, then the locker will send an ok message to the client
that crashed and will put the client in the pending list. Since this client has crashed, it
cannot release the resource, therefore, all other clients requesting the resource are put
in the pending list and will eventually starve. If the resource is not available, the client
will be put in the pending list, and when the resource is available, we have the same
starving situation described before. Starvation also occurs if the client crashes while
accessing the resource and before releasing it. However, if the client crashes after re-
leasing, then the program behaves correctly. Of course, more than one client process
may crash, therefore, we need to consider all the combinations of clients crashing at
different points in the program execution. Already we can see that testing fault-tolerant
code for a simple protocol like the one presented here is quite complex. Our goal is
to use a high-level language, a process algebra, and use tools to automatically gener-
ate all these combinations and to check that key properties, deadlock-freedom, mutual
exclusion, and non-starvation, are fulfilled.

The implementation of the handle_info function for the locker is given below.

handle_info ({’EXIT’,ClientPid, Reason}, Pending) ->
NewPending = remove (ClientPid, Pending),
case available(ClientPid, Pending) of
true -> gen_server:reply (hd(NewPending), ok),
{noreply, NewPending};
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-> {noreply, NewPending}

end.
remove (ClientPid, []1) -> [];
remove(ClientPid,[{ClientPend,TagPending}|Rest]) ->
case ClientPid == ClientPend of

true -> Rest;
false -> [{ClientPend,TagPending}|remove(ClientPid,Rest)]

end.
available(ClientPid, []) -> false;
available(ClientPid, [{ClientPend, TagPending}]) -> false;
available(ClientPid,[(ClientPend,TagPending}\Rest]) -> ClientPid == ClientPend.

When the locker receives an exit message, i.e., a client process has terminated ab-
normally, then if the client is in the pending list, then it is removed from it. Moreover, if
the client was accessing the resource (i.e., it was in the head of the pending list), then,
the resource is available and therefore the locker gives access to the resource to a client
which was waiting for it. This is similar to when a client sends a release message.

S Translating Fault-Tolerant Systems to (tCRL

In this section we briefly review the translation to CRL of Erlang fault-tolerant client-
server systems, full details are provided in [3].

For the purpose of verification Erlang programs are translated into the /CRL pro-
cess algebra [5] by an automatic translator tool [2]. In uCRL behaviour is described
on two levels, as traditional process behaviour using the process algebra operators of
1CRL (sequencing, parallel composition, recursion, communication using synchroni-
sation, etc), and data kept by processes and exchanged in communications. Functions
can be defined over data types using rewrite rules.

The translation of Erlang mimics the separation between process behaviour and
functional behaviour present in 4CRL. A pre-analysis step partitions Erlang functions
into two categories: the ones with pure functional computation, and the ones with side
effects (e.g., communication to/from a generic server). The side-effect free Erlang func-
tions are translated into ¢CRL functions, which are defined using a set of rewrite rules.
Thus such Erlang functions do not generate any state. In contrast the side-effect Erlang
functions are translated into fCRL processes, using the process operators.

The translation of communications with a generic server uses an intermediate buffer
process implemented in 4CRL, which stores sent messages until the translated generic
server process is ready to receive them. Thus the asynchronous nature of communi-
cation in Erlang is kept in the translated code. The translation of non-tail recursive
side-effect functions uses an explicit call-stack to keep track of recursive calls.

Which processes (e.g., generic servers and clients) to translate is computed by
analysing the code for setting up the system. The generic server processes are found
by analysing which processes initially execute a function in a module with the generic
server behaviour attribute.

The fault-tolerant extension of Erlang only affects the process part of Erlang, hence,
the translation of the functional part of fault-tolerant Erlang remains the same. For the
process part, the fault-tolerant extension of Erlang assumes that a server expects to
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receive an exit message in its mailbox whenever a linked client crashes, and that this exit
message is received and handled by the generic server primitive handle_info. The
translation to pCRL therefore needs to take into account this implicit communication
between the client and the server, and the translation of the handle_info function.

The pCRL toolset [4] is used to generate a state space from the yCRL translation.
Obviously, the state space generated for a client-server system with this client process is
larger than the one where the client cannot crash. For example, the state space generated
in a scenario with two client processes which cannot crash contains 33 states and 48
transitions, while the state space for the same scenario with crashing clients consists of
326 states and 584 transitions.

6 Model Checking Properties in Fault-Tolerant Systems

Once the labelled transition system has been generated by the uCRL toolset from the
1CRL specification (the result of translating the Erlang program), the CADP toolset is
used to check whether safety and liveness properties hold. Such correctness properties
are formulated in the regular alternation free u-calculus [8, 7]. Informally, the modali-
ties in the logic are relaxed to sequences of actions characterised by regular expressions.

Action label are enclosed in quotes (e.g., ‘crash’) and can contain wildcards (e.g.,
. % crash.+’ matches any action that has the text string crash somewhere in its
name), —regaction matches any action that does not match the action regular expres-
sion regaction, regaction, V regaction, is disjunction. Actions can be composed using
the normal regular expression operators, i.e., | denotes alternative, * zero or more oc-
curencies, . is sequencing, and — matches any action. Comments can be enclosed in
formulas using the (* comment *) notation.

/

6.1 Deadlock Freedom

Since we model crashing of client processes, actually we are introducing deadlock
states. To verify that a client-server system is deadlock-free except for the states where
all clients have crashed, we formulate a fault-tolerant version of the classical deadlock-
freedom property. The property we are interested in states that no deadlocks occurs as
long as not all the processes in the system have crashed. This property can be expressed
by explicitly stating the crash actions in the formula.

For instance, supposing there are three processes in the system. Then we define a
action sequence macro denoting the sequences containing 0, 1, or 2 crashes:

BETWEEN_0_AND_2_CRASHES() =

((= . info. ) (* 0 crashes *) |
(= . info. . info. .(— . info. ) (* 1 crash *) |
(= . info. .. info. .(— . info. ) .. info. .(— . info. ) ))

Using the macro, the deadlock freedom property becomes:

[BETWEEN _0_AND_2_CRASHES()](-)true
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This formula will spot the deadlocks unrelated to complete crashes of the sys-
tem. In general, for N processes in the system, one must write N-1 lines of the form
(*info.*.(='.*info.*)*) in the macro above.

This example highlights the need to reconsider the properties used to verify nonfault-
tolerant systems in order to verify fault-tolerant systems. In the following two subsec-
tions we discussed how mutual exclusion and non-starvation can be verified.

6.2 Mutual Exclusion

The formulation of the mutual exclusion property for the non-fault-tolerant locker is
given below. To make verification easier two actions are introduced in the Erlang code
of the client to signal the entering (use) and the exiting (£ree) of the critical section.

BETWEEN (a1, a2, a3) = [- .a1.(maz) .as]false
MUTEX () = BETWEEN (use(. ), free(. ), use(. ))

The formula states that *on all possible paths, after an use action, any further use
action must be preceded by an free action’. Intuitively, the formula means that if a
client process is accessing the resource, then no other client process can access it until
the resource has been freed. This formula does not hold in the state space generated for
the a scenario with two crashing clients. The CADP model checker gives the following
counter-example.

"call (locker, request,Cl)"
"reply (Cl, ok, locker)"
"action_use(Cl)"

"info (locker, {EXIT,C1,EXIT))"
"call (locker, request,C2)"
"reply (C2, 0k, locker)"
"action_use(C2)"

The counter-example shows that the mutual exclusion property is violated, since
the resource is accessed by two process clients, client 1 and client 2, without being
freed. However, the counter-example is also showing that, client 2 is accessing the re-
source after client 1 has crashed, therefore, strictly speaking, client 1 is not accessing
the resource because it is dead.

In order to show that the mutual exclusion property is verified in the fault-tolerant
first version of the locker case-study, we need to take the client crashes into account, as
is done in the property below.

FT — BETWEEN (a1, a2, a3, a4) = [- .a1.(7az Vaz) .asfalse
FT — MUTEX() = FT — BETWEEN (use(. ), free(. ),, use(. ))

To illustrate the power of model checking as a debugging tool, consider the fol-
lowing erroneous implementation of the handle_info function of the locker. After a
client crashes, access to the resource is given to the client that was waiting to get access
in the head of the pending list.
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handle_info ({’EXIT’,ClientPid, Reason}, Pending) ->
NewPending = remove (ClientPid, Pending),
case NewPending == [] of
false -> gen_server:reply (hd(NewPending), ok),
{noreply, NewPending};
-> {noreply, [1}

end.

This code is correct for the case where a client crashes after obtaining access to
the resource, but it is wrong if the client crashes after releasing the resource. Testing
concurrent code is tricky, in particular, in this example, only the right combination of
more than three clients, a client crashing after releasing the resource and the other two
or more clients waiting in the pending list triggers the error in the fault-tolerant code.

6.3 Non-Starvation

As with the verification of mutual exclusion, the fault-tolerant behaviour of the system
we want to verify needs to be taken into account in order to prove the non-starvation
property. Thus, instead of the following property that checks for non-starvation of the
client C', which because of crashes is not satisfied,

NONSTARVATION (C) =
[- . gen.server:call(. request. ,C) |
pnX.({(-)true A [- reply(ok,C) ]X)

we use the following “fault-tolerant” one, which is satisfied by the locker:

NONSTARVATION(C) =
[- . gen-server:call(. request. ,C) ]
nX.((-)true A [- reply(ok,C) V info(. ,C,. ) ]X)

7 Conclusions and Related Work

One of the aspects that makes the programming language Erlang popular among devel-
opers of business-critical systems is the inclusion of constructs to handle fault-tolerance.
Our approach to verification of such fault-tolerant systems has several components.
First, Erlang systems are translated into CRL specifications. Next, the pCRL toolset
generates the state space from the algebraic specification, and finally, the CADP toolset
is used to check whether the system satisfies correctness properties specified in a the
alternation-free p-calculus.

To enable analysis of fault behaviour we introduce during the translation phase to
HCRL explicit failure points in the algebraic specification, in a systematic way, where
the system processes may fail. The key observation is that, due to the usage of higher-
level design pattern that structure process communication and fault recovery, the num-
ber of such failure points that needs to be inserted can be relatively few, and can be
inserted in an application independent manner. In other words, the state spaces gener-
ated from a failure model can be generated automatically, are relatively small, and are
thus amenable to model checking.
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We have demonstrated the approach in a case study where a server, built using the
generic server design pattern, implements a locking service for the client processes
accessing it. The server necessarily contains code to handle the situation where clients
can fail; if it did not the server would quickly deadlock. In the study we verify, using
the automated translation and model checking tool, systems composed of a server and
a set of clients with regards to crucial correctness properties such as deadlock freedom,
mutual exclusion and liveness.

The formal verification of fault-tolerant systems has been studied in several case-
studies such as e.g. [9, 10]. In contrast to our approach, they target a single application
only, are ad-hoc, and often do not provide a reusable verification method.

General models for the verification of fault-tolerant algorithms are also present in
the literature, for example [6]. The main difference with our approach is that our models
(similar to the software) are on a higher-abstraction level than those works; there is more
intelligence built-in the Erlang component programming model than in general model,
and it is interesting to see, that using such a model actually makes it easier to verify the
correctness of the solution.
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Abstract. In this paper we present an application of the stacking tech-
nique to a chunking task: named entity recognition. Stacking consists in
applying machine learning techniques for combining the results of diffe-
rent models. Instead of using several corpus or several tagger generators
to obtain the models needed in stacking, we have applied three transfor-
mations to a single training corpus and then we have used the four ver-
sions of the corpus to train a single tagger generator. Taking as baseline
the results obtained with the original corpus (Fj=1 value of 81.84), our
experiments show that the three transformations improve this baseline
(the best one reaches 84.51), and that applying stacking also improves
this baseline reaching an Fjg—; measure of 88.43.

1 Introduction

There are many tasks in natural language processing that consist in associating
some kind of category to a group of words. Named Entity Extraction, Shallow
Parsing, or Semantic Role Identification are three good examples. In this type of
tasks, we can identify two subtasks: one that finds the boundaries of the group
of words (chunk) and a second process that associates the correct tag to this
group. In this paper we present a series of experiments on a clear example of
chunking: the NER (Named Entity Recognition) problem. We show that corpus
transformation and system combination techniques improve the performance in
this task.

The NER task consists in the identification of the group of words that form a
named entity. IOB notation is usually employed to mark the entities in a corpus.
In this notation, the B tag denotes the beginning of a name, the I tag is assigned
to those words that are within (or at the end of) a name, and the O tag is
reserved for those words that do not belong to any named entity.

In the development of our experiments we have used a Spanish corpus tagged
with NER information, and a re-trainable tagger generator based on Markov
Models. In order to improve the performance of the NER task we have defined
three transformations that give us modified versions of the training corpus, and
we have trained the tagger generator with them to obtain different taggers.
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Finally we have applied a stacking (machine learning) scheme to combine the
results of the models.

Experiments show that the three transformations improve the results of the
NER task, and that system combination achieves better results than the best of
the participant models in isolation.

2 Resources, Evaluation and Baseline

The two main resources employed in our experiments are the corpus and the
tagger generator. The corpus provides a wide set of named entity examples in
Spanish. It was used in the Named Entity Recognition shared task of CoNLL-
02 [14] and it is distributed in three different files, a train corpus, and two
test corpus. We have used the additional test corpus in stacking experiments to
generate the training database.

There are four categories in the corpus taxonomy: PER (people), LOC
(places), ORG (organizations) and MISC (rest of entities). However, the NER
task does not need the category information, so we have simplified the corpus
by removing the category information from the tags. Figure 1 shows a fragment
of the original corpus, and its simplified version used in the NER task.

The other main resource is the tagger generator. We have chosen TnT [1],
one of the most widely used re-trainable tagger in NLP applications. It is based
upon second order Markov Models, consisting of word emission probabilities
and tag transition probabilities computed from trigrams of tags. As a first step
it computes the probabilities from a tagged corpus through maximum likeli-
hood estimation, then it implements a linear interpolation smoothing method
to manage the sparse data problem. It also incorporates a suffix analysis for
dealing with unknown words, assigning tag probabilities according to the word
ending.

Word Tag Word Tag
La (0] La (@)
Delegacion B-ORG Delegaciéon B
de I-ORG de I
la I-ORG la I
Agencia I-ORG Agencia I
EFE I-ORG EFE I
en (0] en (0]
Extremadura  B-LOC Extremadura B
transmitird (0] transmitira (0]
hoy (0] hoy (@)
NEE corpus NER corpus

Fig. 1. Original corpus and corpus tagged only for the recognition subtask
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Table 1. Baseline, TnT trained with NER coprpus

Precision Recall F—1
Baseline  81.40% 82.28% 81.84

To evaluate our experiments, we have used the classical measures precision,
recall and Fjg—;. Precision is defined as the percentage of correctly extracted
entities. Recall is defined as the proportion of entities that the system has been
able to recognize from the total correct entities in the test corpus. The overall
F3_1 measure combines recall and precision, giving to both the same relevance:

Fo 2 Precision Recall
A=Y Precision + Recall
We will use Fjg—; measure for comparing the results of our experiments. It is
a good performance indicator of a system and it is usually used as comparison
criterion. Table 1 shows the results obtained when TnT is trained with the NER
corpus , we will adopt these results as the baseline for further experiments in
this paper.

3 Corpus Transformation

In order to have different views of the NER problem, we have defined three
transformations that applied to the original corpus give us three additional ver-
sions of it. This way, the tagger generator learns in four different ways and the
resulting models can specialize in the recognition of named entities of different
nature.

3.1 Vocabulary Reduction

In this transformation we employ a technique similar to that used in [12] replac-
ing the words in the corpus with tokens that contain relevant information for
recognition. One of the problems that we try to solve is the treatment of unknown
words: the words that do not appear in the training corpus and, therefore, the
tagger can not make any assumption about them. In the NER task, the lack of
information of an unknown word can be mitigated with its typographic informa-
tion because capitalization is a good indicator of the presence of a proper name.
We also include in this transformation the knowledge given by non-capitalized
words that frequently appear before, after or inside named entities. We call them
trigger words and they are of great help in the identification of entity boundaries.
Both pieces of information, trigger words and typographic clues, are extracted
from the original corpus through the application of the following rules:

— Each word is replaced by a representative token, for example, it starts cap
for capitalized words. These word patterns are identified using a small set of
regular expressions.
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Word Tag Word Tag Word Tag
La (0] La (0] La det (0]
Delegacion B starts cap B starts cap noun B
de I de I de prep I
la 1 la 1 la det 1
Agencia I starts cap I starts cap noun I
EFE I all cap I all cap noun I
en (0] en (0] en prep (0]
Extremadura B starts cap B starts cap noun B
transmitird (0] transmitird (0] transmitird verb (0]
hoy (0] lower (0] lower adv (0]
NER corpus NER-V corpus NER-P corpus

Fig. 2. Changing the words

— Not all words are replaced with its corresponding token, the trigger words
remain as they appear in the original corpus. The list of trigger words is
computed automatically counting the words that most frequently appear
around or inside an entity.

Figure 2 shows the result of applying vocabulary reduction (NER-V corpus).
The results of the experiment TnT-V are presented in Table 2, we can see that
this transformation makes TnT improve from 81.84 to 83.63.

3.2 Addition of Part-of-Speech Information

In this case we will make use of external knowledge to add new information
to the original corpus. Each word will be replaced with a compound tag that
integrates two pieces of information:

— The result of applying the first transformation (vocabulary reduction).
— The part-of-speech (POS) tag of the word.

To obtain the POS tag of a word we have trained TnT with the Spanish
corpus CLiC-TALP [4]. We make use of a compound tag in the substitution

Table 2. Results of corpus transformation

Precision Recall Fg—1
Baseline  81.40% 82.28% 81.84
TnT-V  81.76% 85.59% 83.63
TonT-P  81.51% 84.79% 83.12

TnT-N  82.77% 86.33% 84.51
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because the POS tag does not provide enough information to recognize an en-
tity. We complete this information with the knowledge given by typographical
features and trigger words. Figure 2 shows the result of the application of this
transformation (NER-P corpus). Adding POS information also results in a per-
formance improvement of TnT in the NER task. Table 2 presents the results of
the experiment TnT-P, in this case TnT reaches an Fjg—; measure of 83.12.

3.3 Changing the Tags

We replace the original IOB notation with a more expressive one that includes
information about the position of words inside and around entities. In order to
consider the position inside entities, we have added two new tags E and BE that
are assigned, respectively, to words that end a multi-word named entity and to
single-word named entities. The meaning of the tags assigned to words inside
entities are now:

— B, that denotes the beginning of a named entity with more than one word.

BE, that is assigned to a single-word named entity.

— I, that is assigned to words that are inside of a multiple-word named entity,
except to the last word.

— E, assigned to the last word of a multiple-word named entity.

We can also add more information to words outside entities, particularly we
are interested in those words that appear just before or after an entity. We split
the meaning of the non-informative O tag into four tags:

— BEF, that is assigned to those words that appear before an entity.
— AFT, assigned to words that appear after an entity.

Word Tag Word Tag
La O La BEF
Delegaciéon B Delegacion B
de I de I
la I la I
Agencia I Agencia I
EFE I EFE E
en O en BET
Extremadura B Extremadura BE
transmitira O transmitird AFT
hoy (0] hoy (0]

NER corpus NER-N corpus

Fig. 3. Changing the tags
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— BET, for words that are between two entities.
— O, for words outside entities and not adjacent to entities

This new tag set give more relevance to the position of a word, forcing the
taggers to learn which words appear more frequently at the beginning, at the
end, inside or around a named entity.

Figure 3 shows the result of applying this new tag set to a corpus fragment.
Changing the tag set also leads to better results in the NER task than those
obtained with the original corpus. The results of the experiment TnT-N are
showed in Table 2. In this case, TnT improves from 81.84 to 84.51, the best
result of all the transformations studied.

4 System Combination

System combination is not a new approach in NPL tasks, it has been used in
several problems like part of speech tagging [7], word sense disambiguation [10],
parsing [8], noun phrase identification [13] and even in named entity extrac-
tion [6]. The most popular techniques are voting and stacking (machine learning
methods), and the different views of the problem are usually obtained using
several taggers or several training corpora. In this paper, however, we are in-
terested in investigate how stacking behaves when the combined systems are
obtained with transformed versions of the same training corpus.

4.1 Stacking

Stacking consists in applying machine learning techniques for combining the
results of different models. The main idea is to build a system that learns the
way in which each model is right or makes a mistake. In this way the final
decision is taken according to a pattern of correct and wrong answers.

In order to be able to learn the way in which every model is right or wrong, we
use a training database. Each example in the training database includes the four
tags proposed by the models for a given word and the actual tag. From this point
of view, deciding the tag given the tags proposed by several models is a typical
classification problem. Figure 4 shows a small database written in “arff” format,
the notation employed by weka [16] to represent training databases. Weka is a
collection of machine learning algorithms for data mining tasks, and is the tool
that we have used in our stacking experiments.

An important advantage of using stacking as combining method is that we
can include in the database heterogeneous information. Making use of this fea-
ture, we do not only include the tags of a given word in its register, but the
tags assigned by the four models to its previous and following words are also
included. This way, the registers of our database have twelve features instead of
just four corresponding to the four tags of the word we are interested in.

We have used a corpus with new examples to generate the database, so we can
ensure that de database used in stacking is independent of the models (training
corpus) and it is also independent of the evaluation process (test corpus).
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Qrelation combination

Q@attribute TnT {0, B, I}
@attribute TnT-V {0, B, I}
@attribute TnT-N {0, B, I}
Q@attribute TnT-P {0, B, I}
Q@data

I, I, I, B, I

o, 0, 0, O, 0

B, B, B, B, B

I, I, I, I, I

0, I, I, I, I

B, I, I, I, I

o, 0, 0, O, 0

o, 0, 0, O, 0

B, B, B, O 0

-
-
-

Fig. 4. A training data base. Each register corresponds to a word

Table 3. Results of stacking with a decision tree as learning technique

Precision Recall F—1
Baseline 81.40% 82.28% 81.84
Decision Tree  87.96% 88.44% 88.20

Table 3 shows the results of the experiment Decision Tree, carried out using
a decision tree [11] as stacking technique.

A decision tree uses a binary tree to predict the value of a target variable from
those of a set of predictor variables. The tree is built by successively splitting
nodes according to an information gain criterion. A pruning criterion is also
applied to confine the tree size to appropriate limits. This technique is one of
the best and most commonly used learning algorithm in classification.

The Fj—1 measure is 88.20, which is better than the baseline (81.84) and also
better than the best of participant models in the stacking experiment (7TnT-N
with 84.59).

4.2 Using Other Machine Learning Algorithms

Apart from allowing the use of heterogeneous information, the use of machine
learning as combination method has another important advantage: it is possible
to choose among a large variety of schemes and techniques to find the most
suitable for a specific problem. We have experimented with several machine
learning algorithms included in the weka package to compare their performance
when they are trained with the database that we have created. Most of them are
rule-based because this kind of classifiers behaves better with discrete databases:

— Bagging [2]is based on the generation of several training data sets taking
as base a unique data set. Each new version is obtained by sampling with
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Table 4. Results of stacking with different classifiers

Precision Recall Fg—1
Baseline 81.40% 82.28% 81.84
Decision Table  86.52% 87.59% 87.05
Random Tree  86.43% 87.84% 87.13
Part 87.70% 87.84% 87.72
Bagging 88.20%  88.42% 88.31
Ripper 88.88% 87.98% 88.43

replacement the original database. Each new data set can be used to train
a model and the answers of all models can be combined to obtain a joint
answer. Generally, bagging leads to better results than those obtained with
a single classifier. The price to pay is that this kind of combination methods
increase the computational cost associated to learning. In our experiment
we have used decision trees as base learner with this scheme.

— Decision Table [9] is a rule-based classifier. The model consists of a schema,
in which only the most representative attributes of the database are included,
and a body that has labelled instances of the database defined by the features
of the schema.

— Part [15] is the rule-based version of decision trees, it uses a divide and con-
quer strategy, building a partial decision tree in each iteration and converting
the best leaf of the tree into a rule.

— Ripper [5] applies an iterative and incremental pruning process to obtain an
error reduction. At a first stage it generates a set of rules that is optimized
by generating new rules with randomized data and pruning them.

— Random Tree [16] is an adaptation of decision tree in which every node
consider only a subset of the attributes of the database, this subset is chosen
randomly.

Table 4 shows the results of the experiments. All of them present good results,
the best one is achieved with Ripper (88.43) improving more than six percent
points the baseline. This performance is similar to state-of-the-art recognizers,
with comparable results to those obtained by one of the best NER systems for
Spanish texts [3].

5 Conclusions and Future Work

In this paper we have shown that the combination of several taggers is an effective
technique for improving a chunking task like named entity recognition. Taking
as baseline the results obtained when a tagger generator (TnT) is trained with
a corpus, we have investigated alternative methods for taking more advantage
of the knowledge provided by the corpus. By means of corpus transformation
we have obtained three different views of the training corpus, with them we
have obtained three taggers that improve the results obtained with the original
version of the corpus.
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Once we had four different taggers we have applied stacking, combining them
by generating a training database of examples and applying machine learning.
We have experimented with several classifiers reaching a best result of 88.43 in
the Fjg—1 measure, more than six percent points better than the baseline (81.84).
This performance is similar to state of the art NER systems, with comparable
results to those obtained by the best system in the CoNLL-02 competition [3].

Much future work remains. We are interested in applying the ideas of this
paper in the recognition of entities in specific domains, and in the growth of
corpus, using the jointly assigned tag as agreement criterion in co-training or
active learning schemes.
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Abstract. In this paper, an approach to synthesize correct programs
from specifications is presented. The idea is to extract code from def-
initions appearing in statements which have been mechanically proved
with the help of a proof assistant. This approach has been found when
proving the correctness of certain Computer Algebra programs (for Al-
gebraic Topology) by using the Isabelle proof assistant. To ease the un-
derstanding of our techniques, they are illustrated by means of examples
in elementary arithmetic.

1 Introduction

Kenzo is a Common Lisp program created by Sergeraert [10], for Computer
Algebra computations in the field of Algebraic Topology. Its main characteristics
are its handling of infinite spaces (by using functional programming), and that
Kenzo has found results unreachable by any other means (see [17]).

Taking into account these features, a project to analyze formally fragments
of Kenzo was undertaken, with the aim of increasing the reliability of the system.
Two kinds of formal methods have been applied. First, algebraic specification
techniques have been used to model the data structures in algorithmic Alge-
braic Topology (see [13]). Second, we are using proof assistants to mechanize the
reasoning needed in this area of Computer Algebra (see [1], [2], [3]).

Several approaches have been introduced to deal with objects (as chain com-
plexes, morphisms, and so on) of Algebraic Topology in the Isabelle proof assis-
tant [15]. One of the fundamental theorems in algorithmic Homological Algebra,
namely the so-called Basic Perturbation Lemma [6], was chosen as a test case
for these experiments. The final formalization considers morphisms as records
encoding the real map, the potential source and target chain complexes, an also
the real domain of definition and the image (see details in [3]).

Despite of the success of this approach, the price to be paid was that we got a
formalization (and proof mechanization) of the theorems, but not of the programs
appearing in Kenzo. To bridge the gap between (mechanized) theorems and
programs, we considered to use Berghofer’s tool [4] for extracting ML programs

* Partially supported by SEUI-MEC, project TIC2002-01626.
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from Isabelle theories. We suspected that the proving efforts previously done
could be perhaps unsuitable, due to additional constraints on the constructive
nature of the proofs (up to now, we have chosen a classical way of proving
in Isabelle, trying to emulate the proofs-by-hand from Homological Algebra).
Surprisingly enough, we observed that most of our already formalized theorems
had constructive statements (in a sense which will be explained in this paper),
even if proofs are not necessarily expressed in a constructive manner. This simple
observation allows to apply Berghofer’s tool to some of our Isabelle theories,
extracting ML programs equivalent to some (small) fragments of Kenzo. Even
if preliminary (the programs extracted so forth are extremely simple, compared
with Kenzo as a whole), these results invite to explore further this research line.
This paper is devoted to illustrate, through simple examples, this approach.

The paper is organized as follows. Sections 2 and 3 briefly introduce, respec-
tively, some mathematical definitions and the case study chosen from Kenzo: the
composition of two morphisms. In Section 4, we move to a well-known domain,
namely elementary arithmetic, to work out a simple example related to Euclid’s
proof on the existence of infinitely many primes. The aim of this section is to
introduce some key ideas, without the complexities of Homological Algebra and
Algebraic Topology. Basics on formalization, automated theorem proving and
program extraction are commented on in Section 5, where our notion of con-
structive statement is (informally) introduced, too. Then, this notion is applied
in Section 6 to the elementary arithmetic example, showing how Berghofer’s
tool can be used to obtain an ML program (certified correct) computing a prime
number bigger than its input. In Section 7, we go back to Computer Algebra,
applying the same techniques to obtain an ML program (certified correct with
Isabelle) to compose two morphisms. The paper ends with a section devoted to
conclusions and open problems.

2 Mathematical Preliminaries

The mathematical machinery necessary to deal with the objects in the Kenzo
system is quite complicated. In order to make easier the reading of this short
paper, we focus only on the composition of morphisms, used as an illustrating
example. The essential definitions are the following.

Definition 1. A graded group Cx is a family of abelian groups indexed by the
integer numbers, Cx = {Cy}nez, with each C, an abelian group. A graded
group morphism f: Ax — Bx of degree k (€ Z) between two graded groups
Ax and Bx is a family of group morphisms, f = {fn}tnez, with fn: Ay — Bk
a group morphism ¥n € Z. A chain complex is a pair (Cx,dc,), where Cx
is a graded group, and dec, (the differential map) is a graded group morphism
de,: Cx — Cx of degree -1 such that do,dc, = 0. A chain complex morphism
f:(Ax,da,) — (Bx,dp,) between two chain complexes (Ax,da,) and (Bx,dp,)
is a graded group morphism f: Ax — Bx (degree 0) such that fda, = dp, f.

The mathematical result whose proof will be considered in the following
sections is elementary: the composition of two morphisms is again a morphism.



Extracting Computer Algebra Programs from Statements 161

Even if elementary, it is a fundamental fact which is used intensively in more
interesting applications. In particular, it is instrumental in the proof (and even
in the statement and in the algorithm) of the Basic Perturbation Lemma (BPL,
from now on), central theorem [6] which has been studied in previous works,
from several points of view (see [17], [3]).

3 The Kenzo Program

In [16] a fragment of the implementation in Kenzo of the BPL is presented. This
is a quite complex Common Lisp program. As explained above, we focus here
on the simpler case of the composition of morphisms. Even in this case, some
explanations are needed in order to understand the code.

In Kenzo every chain complex is free. That implies a graded group in Kenzo
is defined simply by a set of generators and an equality test among them, in each
degree. The generators are used to form combinations (that are linear combina-
tions of generators, with coefficients over the integer numbers), which are the
real elements of the group in each degree. To add two combinations, the equality
test between generators is used. With this organization, to define a morphism
between chain complexes, it is enough to give the image of each generator, that
will be a combination in the target group. In order to extend this map to com-
binations on the source group, the equality test in the target group is used. This
is the most frequent strategy to define a morphism in Kenzo. But there are sit-
uations where this way of working is really wasteful from the performance point
of view: think of the identity or the null morphisms, where obviously no equal-
ity checking is needed. So, Sergeraert considered a second strategy, called by
combination (:cmbn as keyword in Common Lisp), to cover this case (the first,
more frequent, strategy is called by generator, and denoted in Common Lisp by
:gnrt). This explains the optional argument (called strt for strategy) in the
following Kenzo program.

(DEFMETHOD CMPS ((mrphl morphism) (mrph2 morphism) &optional strt)
555 ... lines skipped
(build-mrph :sorc sorc2 :trgt trgtl :degr (+ degrl degr2)
tintr #’ (lambda (cmbn)
(declare (type cmbn cmbn))
(the cmbn
(cmbn-? mrphl (cmbn-? mrph2 cmbn))))
:strt :cmbn :orgn ‘(2mrph-cmps ,mrphl ,mrph2 ,strt))
555 ... lines skipped

The program is a method, since Kenzo is built on CLOS (the Common Lisp
Object System). This allowed Sergeraert, by using the inheritance mechanism of
object-oriented programming, to give the same name to similar operations which
compose two morphisms of coalgebras and another related algebraic structures.
The lines skipped correspond to the cases in which one of the two morphisms has
(or both have) a strategy by generator. The fragment showed here corresponds
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to the case in which at least one of the morphisms has strategy by combination,
and this is also the strategy in the result morphism: :strt :cmbn. The symbols
sorc2, trgtl, degrl and degr2, correspond, respectively, to the source of the
second morphism mrph2, to the target of the first one, and to the degrees of
the morphisms, which have been previously extracted from the morphisms in
the lines skipped. The fragments (declare (type cmbn cmbn)) and the cmbn,
show that we are in a typed context. The keyword :orgn is used to store some
information on the origin of the new morphism (that is to say, on the method
and arguments constructing the new object), for software engineering purposes.
Finally, the Kenzo function cmbn-7 allows the programmer to invoke a mor-
phism on a combination, and it is used here (twice) to accomplish the actual
composition.

Apart from technicalities, the essence of the previous method, in the par-
ticular case of chain complexes morphisms of degree zero, is equivalent to the
following Common Lisp function.

(defun CMPS (g £)
(build-mrph :sorc (sorc f) :trgt (trgt g)
tintr #’ (lambda (cmbn)
(cmbn-? g (cmbn-? f cmbn)))))

The formalization work will be illustrated with this simplified version. But,
instead of start with this algebraic case, we deal in the next section with an
elementary example in number theory.

4 An Elementary Example

In this section, the same question of proving the correctness of a program is
studied, but in the domain of elementary arithmetic, with the aim that our
ideas can be understood without the complexities of Homological Algebra.

The example is related to prime numbers. The following Common Lisp pro-
gram computes the next prime to a given positive integer number x > 1.

(defun nextprime (x) ; x integer > 1
(if (isprime (+ x 1))
(+ x 1)
(nextprime (+ x 1))))

Here, we are assuming the existence of a Common Lisp program isprime
used to determine if its input is a prime number. In addition, we assume that
isprime is correct. This will be used in the following elementary result.

Theorem 1. The program nextprime is correct with respect to the following
specification:

Input specification: x integer, x > 1.

Output specification: (isprime (nextprime x)) returns true.
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Proof. In two parts:

1) Partial correctness. If the program stops, (nextprime x) = z, with z =
(+ y 1) and (isprime (+ y 1)) = true (by the semantics of if). Then, the
output specification follows.

2) Proof of termination. By contradiction.
Let us assume that there exists x integer, x > 1, such that (nextprime x) does
not stop. This implies that Vy > x, y is not a prime number. Let P = {p1,...,pn}
be the set of primes smaller than x. By hypothesis, this is the set of all prime
numbers. Let us consider m = py * ... * p, + 1. Then we have that p; does not
divide m, Vi = 1,...,n. We conclude, by applying Lemma 1 (see below), that
m is prime. But m > p;, Vi = 1,...,n, and thus m ¢ P and m is not a prime
number. Contradiction. O

Lemma 1. Let m be an integer number, m > 1. Then, m is prime if and only
if for all prime number p < m, p does not divide m.

Everyone will perceive in this proof Euclid’s argument to show that there are
infinitely many primes. Nevertheless, there are several variations on Euclid’s
idea. This one has the property that the computational content is more hidden
than in other variants, which are based on the following Lemma 2, instead of
on Lemma 1. In those proofs, even if presented in a “reductio ad absurdum”
manner, the computational content is quite explicit!. More on that in Section 6.

Lemma 2. For all integers m > 1, there exists a prime number p < m such
that p divides m.

We have tried to write down a very detailed proof of correctness, since our aim is
not only to give such a proof, but also a mechanized certificate of correctness. To
be precise, we are looking for Isabelle [15] scripts containing proofs of correctness
for our programs. To this aim, it is necessary to link in some way the running code
(or, at least, the source code) with some formalization of it. In general, this is a
task far from trivial (the lack of the sought link has been illustrated graphically in
the previous proof, where x and = have been used in an indistinguished manner).
Different approaches to formalize and mechanize such proofs are explored in the
next section.

5 Formalization and Mechanization

In order to build correctness certificates for programs, a first necessary task is to
formalize the objects of study in a computer-aided mathematical tool. There are
many such tools: for instance, ACL2 [11], Coq [7], Mizar [18] or Isabelle [15]. The
choice of one of them depends on several criteria, including the expressiveness

! Thanks are due to W. Bosma, who explained in the Map e-list (see
http://www.disi.unige.it/map/) that the same is not true in the proof presented
above.
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of the underlying logic, the degree of automation or the libraries previously
developed for our domain of interest. In the elementary example of the section
above both Mizar and Isabelle could be convenient (in fact, the example and
proof have been extracted from [21], where they are used to compare Mizar and
Isabelle). However, once the objects of study have been formalized, more efforts
are needed in order to link the formalization with a real program.

One well-known strategy is to establish the formalization in a (mechanized)
constructive logic, and then extract a program from the proof. This is the point
of view when using the Coq system [7] for this task. Nevertheless, it is not the
only way to get certificates for programs.

In particular, the Common Lisp program nextprime in Section 4, with its
non-constructive proof, seems to be far from this kind of approach. This is true
from a strict-constructivist perspective, but it is not in Markov’s constructive
recursive mathematics?. In fact, the program nextprime is a paradigmatic ex-
ample of a (correct) program generated by Markov’s principle [14]. These issues
are also discussed in [12], where Markov’s principle is integrated with construc-
tive type theory, and by Berghofer in [5], in the context of his tool to extract
code from Isabelle scripts.

Taking into account this example it seems that Davenport’s observation in
[8] (or, even more explicitly, in page 140 of [9]), claiming that Computer Algebra
correctness proofs can be done by not neccesarily strict-constructive methods,
is quite accurate (up to our knowledge, if proofs in Computer Algebra can go
beyond Markov’s constructivism is an open problem).

In fact, in the field of algorithmic homological algebra it has been observed
that the theorems to be formalized have constructive statements. That is to say:
a new object is defined (the composite of two morphisms, in our running ex-
ample) and some property of this object is asserted (namely, it is a morphism).
Then, code can be extracted from the definition or specification appearing in
the statement. Thus, this approach seems to indicate that the underlying logic
in the proof is not mandatory to be constructive (since the program is extracted
from definitions and not from proofs), in the vein of Davenport’s observation.
This strategy will be presented in the case of the composition in Section 7. But,
first, we go back to the arithmetical example, to show how in this case state-
ments can be rendered constructive, allowing program extraction in presence of
classical proofs.

6 The Elementary Example Revisited

In this section the example in Section 4 is reconsidered. The idea is that the com-
putational content of a proof (presented in a constructive or in a non-constructive
manner) can be made explicit in order to build a new statement, which is con-
structive in the informal sense introduced above.

2 We are grateful to F. Sergeraert who attracted our attention to this important variant
of constructivism.
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We use Lemma 2 in Section 4 above to define a primitive recursive function
“some-prime-divisor” that for each integer number greater than 1 computes a
prime divisor of it.

primrec

some-prime-divisor-aux x 0 = 0

some-prime-divisor-auz ¢ (Suc n) =
(if (prime-cons (Suc n) A dvd-cons (Suc n) z) then (Suc n)
else some-prime-divisor-aux © n)

consts

some-prime-divisor :: nat => nat

defs

some-prime-divisor-def: some-prime-divisor x == some-prime-divisor-auz T
consts

some-big-prime :: nat => nat

defs

some-big-prime-def: some-big-prime © == some-prime-divisor (z! + 1)

The same task of rebuilding must be done with the predicates “divides”
and “isprime”, which are converted to two (Boolean-valued) functions “dvd-
cons” and “prime-cons” (here cons stands for constructive). In addition, it is
necessary to prove in Isabelle that these functions have the right properties (by
relating them, for instance, to the predicates “dvd” and “prime” from the Isabelle
libraries on prime numbers). With these preparations, the following lemma can
be proved in Isabelle.

theorem z < (some-big-prime z)
proof (unfold some-big-prime-def)
let ?p = some-prime-divisor (z! + 1)
from some-prime-divisor-gt-zero
have prime-cons: prime-cons ?p and dvd-cons: dvd-cons ?p (z! + 1)
by (simp-all add: some-prime-divisor-properties)
from prime-cons have prime-p: ?p € prime
by (simp add: prime-equiv-prime-cons)
from dvd-cons have dvd: ?p dvd (z! + 1)
by (simp add: dvd-cons-impl-dvd)
show z < ?p
proof —
have - 7p < z
proof
assume ?p < z
with prime-g-zero and prime-p have ?p dvd x!
by (simp add: dvd-factorial)
with dvd have ?p dvd (z! + 1) — z! by (rule dvd-diff)
then have ?p dvd 1 by simp
with prime-p show False using prime-nd-one by auto
qed
then show ?thesis by simp
qed
qged
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This proof, a variant of Euclid’s argument, is an adaption of a proof script
presented in [21]. It obviously has a non-constructive presentation. It might be
considered unsuitable from a constructivist’s point of view, but it is well-known
and easily understood. The important observation now is that, no matter the
logic underlying the proof, the statement is constructive, and Berghofer’s tool
[4] can be applied on the complete theory (only the final fragment is displayed
here) to obtain the following ML program (the names for certain constants have
been modified, in order to make the code more readable):

fun some_prime_divisor_aux x 0 = 0
| some_prime_divisor_aux x (Suc n) =
(if (prime_cons (Suc n) andalso dvd_cons (Suc n) x) then Suc n
else some_prime_divisor_aux x n);

fun some_prime_divisor x = some_prime_divisor_aux x X;
fun fact 0 = 1 | fact (Suc n) = times (fact n) (Suc n);
fun some_big_prime x = some_prime_divisor (plus (fact x) 1);

This ML code is to be compared to the Common Lisp program nextprime
in Section 4. Both functions compute a prime number greater than its argument
x. But of course, nextprime is quite more efficient.

7 Application to Computer Algebra

When applying these ideas to the Kenzo program, the first observation to be
made is that the elaboration done in the previous section is unnecessary: many
of the theorems to be proved have already a constructive statement (or can be
easily transformed into such a statement). See details in [3]. Therefore, the same
work already made for the formalization, can be reused for extracting code from
statements.

As explained at the end of Section 3, we will work with a simplified version
of the Kenzo composition. More concretely, we do not consider the degree in
the structures (that is, the degree of morphisms is 0) and, in addition, we do
not assume that groups are free (that is to say, the strategy is always :cmbn, by
combination, following Kenzo terminology). One fragment of such a formalization
can be found here:

constdefs
group-mrp-comp = [ ('b, 'c) group-mrp-type, ( 'a, 'b) group-mrp-type] =>
('a, 'c) group-mrp -type
group-mrp-comp g f ==
( src = src f, trg = trg g, morph = (morph g) o (morph f),
src-comm-gr = src-comm-gr f, trg-comm-gr = trg-comm-gr g |
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lemma group-mrp-composition:
assumes Al: group-mrp A
and BI: group-mrp B
and C1: trg-comm-gr A = src-comm-gr B
and DI: tr¢ A = src B
shows group-mrp (B o A)

We can now apply Berghofer’s extraction tool [4] on the definition appearing
in the statement, obtaining the following ML program (only the most relevant
part is shown here):

fun comp g £ = (fn x => g (f x));

fun group_mrp_comp g f =
group_mrp_type_ext (src f) (trg g) (comp (morph g) (morph £f))
(src_comm_gr f) (trg_comm_gr g) Unity;

In this case, the proof of the previous Isabelle lemma is to be considered as
a proof of correctness for the ML program (assuming, as usual, the soundness
of Berghofer’s translation). This (certified correct) ML program should be com-
pared with the real corresponding Kenzo program or better, to ease the reading,
with the simplified Common Lisp version given at the end of Section 3.

8 Conclusions and Future Work

In this paper we have applied Berghofer’s extraction tool for Isabelle scripts to
obtain Computer Algebra programs, with a certificate of correctness. Our contri-
bution lies on extracting code from statements and not from proofs, as usual in
constructive type theory. From a technical point of view, it would be more accu-
rate to say that code is extracted from definitions appearing in statements, but
it has been considered more appealing to exploit the couple statement/proof. In
fact, in the arithmetic example in Section 6, it is clear that we are programming
inside Isabelle, by transforming predicates into recursive functions, and proving,
at the same time, the correctness of these transformations.

Even if it seems that in the elementary examples from Computer Algebra in
Algebraic Topology, this work of programming in Isabelle is not necessary, im-
portant challenges are still open. It would be necessary to bridge the gap between
the ML and Common Lisp programming language, and even more difficult, the
gap between the ML programs extracted (that could be very inefficient) and
the corresponding performing programs which are really usable. With respect
to this, the toy example with prime numbers could illustrate the strong difficul-
ties (in terms of proving efforts within Isabelle) to obtain a reasonably efficient
program. Thus, finally it will be perhaps unavoidable to program in Isabelle in
order to get usable programs. From our point of view, this problem of using
proof assistants to synthetize “real-life” programs is a central one in intelligent
information processing (see, for instance, [19] and [20]).
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Abstract. In Information Retrieval (IR) systems, the correct represen-
tation of a document through an accurate set of index terms is the basis
for obtaining a good performance. If we are not able to both extract and
weight appropriately the terms which capture the semantics of the text,
this shortcoming will have an effect on all the subsequent processing.

1 Introduction

One of the major limitations we have to deal with in text retrieval applica-
tions is the linguistic variation of natural languages, particularly those with
more complex morphologic and syntactic structures than English, as in the case
of Spanish. When managing this type of phenomena, the employment of Nat-
ural Language Processing (NLP) techniques becomes feasible. Previous work
has shown that linguistic variation at word level can be effectively managed by
taggers-lemmatizers, improving the average precision attained by stemmers [5].

The next step consists of applying phrase-level analysis techniques to reduce
the syntactic variation present in both documents and queries, identifying the
syntactic structure of the text by means of shallow parsing techniques that pro-
vide an effective balance between descriptive power and computational cost [3].
However, the integration of the information obtained by syntactic processing
(usually in the form of complex index terms) into the indices of an IR system is
an open issue. As indicated in [1], when simple and complex terms are used to-
gether, the assumption of term independence is violated because words forming a
complex term also occur in the documents from which the syntactic dependency
has been extracted and deviations are introduced in the obtained results.

In our work we propose to apply data fusion, a set of techniques for combining
the results retrieved by different representations of queries and documents, or by
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different retrieval techniques, to integrate index terms coming from different text
processing techniques. This article is structured as follows. Section 2 describes
the linguistically motivated techniques we have proposed for index term extrac-
tion. In Section 3 we introduce the three data fusion methods we have evaluated
and show the results obtained in our experiments with the CLEF’2003 Spanish
corpus. Finally, in Section 4 we sumarize our conclusions.

2 Linguistic Processing for Information Retrieval

The usual approaches followed in IR systems are based on using index term or
keywords to represent documents and user queries. In our case, we propose a set
of linguistically motivated methods to extract this kind of index terms. We have
employed NLP tools to identify single word terms, by means of a lemmatization
process, and complex word terms, using a partial parser to recognize pairs of
related words. We have also used a locality based retrieval approach to combine
related words, based on word proximity measures.

2.1 Index Term Extraction by Lemmatization

The first index term extraction method we have studied exploits lexical level
information and uses lemmatization to select and normalize single word terms,
using the canonical form, or lemma, of the content words —nouns, adjectives and
verbs, the grammatical categories which concentrate the semantics of a text— as
index terms.

The process we follow for single word term identification starts by tagging
the document. The first step consists of applying our linguistically-motivated
preprocessor module [7] in order to perform tasks such as format conversion, to-
kenization, sentence segmentation, morphological pretagging, contraction split-
ting, separation of enclitic pronouns from verbal stems, expression identification,
numeral identification and proper noun recognition.

The output generated by our preprocessor is then taken as input by our
tagger-lemmatizer, MrTagoo [11], based on a second order Hidden Markov Model
(HMM). This tagger also incorporates certain advanced capabilities, such as a
very efficient structure for storage and search —based on finite-state automata
and able to support automatic error correction features [13]—, management of
unknown words, the possibility of integrating external dictionaries in the prob-
abilistic frame defined by the HMM and the possibility of managing ambiguous
segmentations. Once text has been tagged, the lemmas of the content words
(nouns, verbs and adjectives) are extracted to be indexed.

2.2 Syntactic Dependency Pairs

To extract complex index terms we have followed a syntactically based approach.
This method employs a shallow parser to identify the syntactic dependencies
present in documents and queries, that will we used to build the complex index
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Table 1. Basic retrieval results

lem dep dep-fb loc

# Docs. 57k 57k 57k 57k

Relevant retrieved 2221 2218 2256 2221
Non-interp. precision .4681 .4014 .4741 .4873
Doc. precision .5431 .4647 .5538 .5154
R-precision .4471 .3961 .4425 .4438

precision at 5 docs. .5965 4842 .5825 .6104
precision at 10 docs. .5000 .4333 .5070 .5296
precision at 30 docs. .3813 .3205 .3731 .4157
precision at 100 docs. .2314 .2053 .2328 .2571

terms used during the retrieval process. We propose a shallow parser based on a
cascade of finite-state transducers consisting of the following five layers, whose
input is the output of the tagger-lemmatizer.

Layer 0: preprocessing. Its function is the management of certain linguistic
constructions, like numerals in non-numerical format, quantity expressions
and expressions with a verbal function, in order to minimize the noise gen-
erated during the subsequent parsing.

Layer 1: adverbial phrases and first level verbal groups. This layer
identifies the adverbial phrases of the text, either those with an adverbial
head —e.g., rdpidamente (quickly)—, or those expressions having an equiv-
alent function —e.g., de forma rdpida (in a quick way). It also processes
non-periphrastic verbal groups, which we call first level verbal groups, both
simple and compound forms, and both active and passive forms.

Layer 2: adjectival phrases and second level verbal groups. Adjectival
phrases —e.g., muy alto (very high)— are managed here, together with pe-
riphrastic verbal groups —e.g., tengo que ir (I have to go)—, which we call
second level verbal groups.

Layer 3: noun phrases. We have considered some complex phenomena in
noun phrases, such as the existence of partitive complements —e.g., ninguno
de (none of)—, in order to cover complex nominal structures —e.g.,
cualquiera de aquellos coches nuevos (any of those new cars).

Layer 4: prepositional phrases. Formed by a noun phrase preceded by
a preposition, we have considered three different types according to this
preposition: those preceded by the preposition por (by), those preceded by
de (of) and the rest of prepositional phrases.

These layers and the rules of the grammar employed by the parser are explained
in detail in [3]. Each of the rules involved in the different stages of the parsing
process has been implemented through a finite-state transducer.

To extract the multiword terms from documents and queries, we identify the
syntactic roles of the basic phrases returned by the shallow parser. We only con-
sider six basic syntactic roles: prepositional noun complement, subject, attribute,
direct object, agent and prepositional verb complement. Once we have identified
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DOCUMENTS QZ/ERY
LINGUISTIC LINGUISTIC |,,,| LINGUISTIC LINGUISTIC LINGUISTIC ee| LINGUISTIC
PROCESSING 1 | | PROCESSING 2 PROCESSING n PROCESSING 1 | | PROCESSING 2 PROCESSING n

NS N

INDEXING .:> QUERY
—= PROCESSING

RANKED LIST OF
RETRIEVED DOCUMENTS

Fig. 1. Weighted mixing of index terms

these syntactic roles, we use the following four types of syntactic dependencies
to create pairs of related terms:

- Noun-Adjective/Prepositional noun complement - Subject-Verb
- Verb-Object /Prepositional verb complement - Subject-Attribute

Once the dependencies have been extracted, they are conflated into complex
index terms. In our case, we have used a conflation technique based on the
employment of morphological relations' in order to improve the management of
syntactic and morphosyntactic variation [12].

2.3 Syntactic Dependency Pairs Filtered by Relevance Feed-Back

In previous experiments, the direct combination of single terms extracted by
lemmatization, with complex terms obtained by shallow parsing, is not able to
get good performaces due to term interdependency, specially when queries are
processed. In order to overcome this problem, we have improved the selection of
query terms through a two steps method, based on pseudo-relevance feedback
(blind-query expansion), to get more representative complex terms for queries.

The indexing process is the same described in the previous case, we simple
merge single and complex terms in document representation. In contrast the
querying process is performed in two stages:

1. The lemmatized query is submitted to the system, and we perform a first
retrieval using lemmas only.

2. From those results, the n top documents retrieved by this initial query are
employed to select the most informative dependencies, which are used to
expand the query in order to obtain the final set of documents. These depen-
dencies are selected automatically using Rocchio’s approach [8] to feedback.

As a result of a tuning process, the best results were obtained expanding the
original topic with the best 10 multiword terms of the 5 top ranked documents.

! In this way we can partially overcome the kind of morphosyntactic variation shown in
’’cambio en el clima’’(change of the climate) and ’’cambio climatico’’ (cli-
matic change).
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Table 2. Weighted mixing of index terms

lem lem, dep lem, dep-fb

# Docs. 57k 57k 57k

Relevant retrieved 2221 2242 2255
Non-interp. precision .4681 .4710 .5151
Doc. precision .5431 .5475 .6047
R-precision .4471 .4454 4752

precision at 5 docs. .5965 .6070 .5930
precision at 10 docs. .5000 .5053 .5070
precision at 30 docs. .3813 .3789 .3835
precision at 100 docs. .2314 .2337 .2354

2.4 Locality Based Retrieval

Another approach to manage multiword terms is inspired on the locality based
retrieval, a pseudo-syntactic approach [4] based on the proximity between index
terms. The locality based model considers the collection to be indexed not as a set
of documents, but as a sequence of words where each occurrence of a query term
has an influence on the surrounding terms. Such influences are additive, thus,
the contributions of different occurrences of query terms are summed, yielding
a similarity measure. As a result, those areas of the texts with a higher density
of query terms, or with important query terms, show peaks in the resulting
influence graph, highlighting those positions of the text which are potentially
relevant with respect to the query.

We have adapted the original proposal of Kretser and Moffat [6]. The contri-
bution to the similarity graph of a given query term is determined by a similarity
contribution function. In such a way that the degree of similarity or relevance as-
sociated with a given location is the sum of all the influences exerted by the rest
of query terms within whose spread the term is located. The final relevance score
assigned to every document is given as the sum of the similarities corresponding
to occurrences of query terms that this document contains.

The approach we have chosen for integrating distance-based similarity in our
IR system consists in postprocessing the documents obtained by a document-
based retrieval system. This initial set of documents is obtained through a base
IR system which employs content word lemmas as index terms. This list of
documents is then processed using the locality-based model, taking the final
ranking obtained from the distance-based similarity as the final output to be
returned to the user.

3 Data Fusion Methods

In order to get an effective combination of the available term extraction methods
and to overcome the violation of term independence assumption, that raises when
single and complex terms are used together, we have tested different data fusion
techniques. The basic idea behind data fusion [10,9] is well know principle in IR.
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Fig. 2. Reindexing retrieved documents

In general, it should be expected that the combination of multiple evidences will
make possible to improve the effectiveness of the retrieved results.

In our case we are combining the results retrieved by different representa-
tions for documents and queries, as result of different index term extraction
techniques. Our objective is to take advantage of the term extraction meth-
ods shown in previous sections to improve the distribution and the ranking of
relevant documents in the final document list and get better precision values,
specially partial precision measures on top positions.

To evaluate the performance of the proposed data fusion methods we have
employed the Spanish monolingual corpus from CLEF (Cross Language Fvalua-
tion Forum), composed by 215,738 news reports and by 100 queries, numbered
from 41 to 140. Every query is formed by three fields: a brief title, a one-sentence
description, and a more complex narrative specifying the relevance criteria. In
our experiments only the title and the narrative fields have been employed to
build the running queries, using the retrieval facilities of the SMART [2] vectorial
indexing engine. The results obtained in a single run with each one of the four
term extraction methods described in section 2 are shown in Table 1. The best
results were obtained by single lemmas and by reranking using locality based
measures, while the results with pure and filtered dependency pairs were poor
in terms of global precision, because they assign too relevance to complex terms,
that leads to deviations in the final results.

3.1 Weighted Mixing of Index Terms

In our first experiments we have used a weighted combination of single terms
extracted by lemmatization and complex dependency pairs. This fusion method,
illustrated in Fig. 1, merges the sets of index terms extracted from the documents
by the different text processing techniques and assigns to each of them its own
weights, using the support for multiple indexing schemes offered by the Smart
vectorial IR engine, which will take them into account when computing vector
distances during the retrieval phase.
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Table 3. Reindexing retrieved documents

lem lem, lem lem, dep lem, dep-fb lem, loc

# Docs. 57k 57k 57k 57k 57k

Relevant retrieved 2221 2221 2221 2221 2221
Non-interp. precision .4681 .4629 4587 4639 A712
Doc. precision .5431 .5123 .5084 5124 .5445
R-precision .4471  .4128 4095 4107 4439

precision at 5 docs. .5965  .5337 .5221 .5287 .5980
precision at 10 docs. .5000 .4709 4593 4612 .5034
precision at 30 docs. .3813  .3648 .3581 .3596 3832
precision at 100 docs. .2314  .2295 .2279 2291 .2335
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Fig. 3. List merging based on mutual precision

In our evaluation we have performed exhaustive tests, trying several weights
for each indexing method and also using different formulae to compute vector
components. The best results were obtained when single terms were assigned
weights much more higher than the ones assigned to complex index terms . In
Table 2 we shown the best precision values obtained with this fusion technique.
We use as baseline the results for lemmatization based terms, comparing it with
the weighted combination of lemmas with dependency pairs and with the com-
bination of lemmas with dependency pairs filtered by relevance feedback.

The main drawback of this approach is how to find the right set of weights,
capable of offering a uniform behaviour with all of the queries being considered
and able to ensure good precision values across different queries, because weights
with good results in some queries do not necessarily maintain their performance
with other queries.

3.2 Reindexing Retrieved Documents

In this second method we propose a two-step approach. As shown in Fig. 2, we
perform a first retrieval process using single terms extracted by lemmatization.
Then, we select the top k ranked documents and reindex them using complex
terms based on dependency pairs. The final list of documents is built by re-
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Table 4. List merging based on mutual precision

lem lem, dep, dep-fb lem, dep, loc lem, dep-fbloc

# Docs. 57k 57k 57k 57k

Relevant retrieved 2221 2256 2221 2256
Non-interp. precision .4681 14691 4701 4931
doc. precision .5431 .5534 .5611 .5693
R-precision .4471 4394 4486 4512

precision at 5 docs. .5965 .6039 .6103 .6140
precision at 10 docs. .5000 .5079 .5140 .5202
precision at 30 docs. .3813 .3849 .3901 .3924
precision at 100 docs. .2314 .2385 .2430 .2509

ordering the top documents retrieved in the first step according to the results of
the second phase. The idea behind this approach is to perform a more precise
processing on the most promising documents and use it to improve the final
ranking.

We have tested this proposal by reindenxing different amounts of top ranked
documents and using different methods to extract dependency pairs for the rein-
dexing step. In Table 3 we show the results obtained with this data fusion ap-
proach, where the top 100 ranked documents for each query where selected and
reindexed using lemmatization, dependency pairs, filtered dependency pairs and
the locality based retrieval method, respectively.

The results obtained were not as good as it could be expected in terms of
global precision and also in terms of partial precision values at top positions in
the ranked list. The main reason for this poor behaviour seems to be the high de-
gree of intercorrelation shown by the index terms extracted in the second phase.
In this situation it is not clear if classical formulae to compute vector components
in vector based engines are able to offer good rankings and performances.

3.3 List Merging Based on Rank Positions and Mutual Precision

The last method considered in this paper tries, in contrast with the previous
ones, to perform a fusion of results adapted to each individual query. What this
proposal does is to merge lists of retrieved documents obtained independently us-
ing different indexing methods. As shown in Fig. 3, the final ranked list takes into
account both the ranking position of each document in the lists that retrieved it
and a value that measures the confidence that each list assigns to a document in
that position. These confidence measures are computed independently for each
query and for each list of retrieved documents, using the precision values ob-
tained at different levels for different subsets of the list, taking a combination of
the other document lists as a reference to compute them.

As a consequence of the way the confidence measures are computed and the
method employed to get the final ranked list, the main drawback of this approach
is that it tends improve the ranking position of both relevant and non-relevant
documents that are common to different lists. This is a well know fenomenon
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in data fusion, and in the case of IR applications it is not very important in
practice, since the overlap factor among relevant documents uses to be much
higher than among non-relevant ones. So, in general, it can be expected that
different retrieval approaches will return a similar set of relevant documents,
but a different set of non-relevant documents. From a practical point of view,
this approach is able to offer promising results when dealing with high preci-
sion lists of documents, especially if they do not share non-relevant retrieved
documents.

In Table 4 we can see the results of applying this fusion method to com-
bine the list of retrieved document offered by three independent runs of different
retrieval approaches explained in section 2. The best results were obtained by
merging the documents retrieved by the lemmas based method, the filtered de-
pendency pairs method and by the locality based approach.

From our point of view, the most important advantage of this data fusion
proposal is that it owns an uniform behaviour across different queries, being able
to improve the precision for almost all of the queries in our experimental corpus.
In Fig. 4 we have an illustrative example of this property. Here, we show the
relative improvements in precision values at 10 documents for some queries taken
from our corpus, using the best results obtained by the data fusion methods
described in this work (weighting, reindexing and list merging using mutual
precision). As we stated before, list merging using mutual precision has a more
uniform behaviour, offering slightly better precision improvement in most of
these queries.
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Fig. 4. Improvement in precision at 10 docs. for weighting, reindexing and list merging
using mutual precision



178 F.J. Ribadas, J. Vilares, and M.A. Alonso

4 Conclusions

In this article we have shown the application of different NLP techniques to text
retrieval in Spanish, based in both single and complex index terms, that try to
overcome the problems derivated from the linguistic variation present in nat-
ural languages. We have also proposed the application of data fusion methods
to integrate different index term extraction techniques and different retrieval
models. Three fusion approaches were proposed for this purpose and evaluated
using the CLEF corpus. The most promising approach was based on list merg-
ing based on rank position, using mutual precision measures to ponderate the
different evidences, that, as shown in the previous section, is able to obtain good
improvements in a wide rage of queries.
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Abstract. The efficiency and effectiveness of the retrieval of documents
which are relevant to a certain topic or user query can be improved by
means of the clustering of similar documents as well as by introduc-
ing parallel strategies. In this paper we explore the use of unsupervised
learning, using clustering algorithms based on neural networks, as well
as the introduction of NOW Architectures, a kind of low-cost parallel
architecture, and study the impact on Information Retrieval.

1 Introduction

In many situations we have a large collection of text files and we want to retrieve
those documents relevant to a certain topic. This is known with the name of
Information Retrieval (IR) [1].

Usually, the user of an IR system writes a query which is confronted to all
the files of the collection and, then, those most similar to the content of the
query are returned to her/him. The different ways of comparing the documents
with the query and the different notions of relevance give raise to different IR
systems.

A simple approach to this task consists of representing the documents and
the query in a similar way (for instance, by a vector of real numbers) and then
computing the distance between the query and all the documents, returning
to the user the closest ones [2]. When the number of documents is large, this
approach requires a lot of computation time.

In order to reduce the number of comparisons needed, the documents can be
clustered and a representative of each resultant group can be chosen. Then, the
query has to be matched only against the representatives, and not against the
whole collection. The documents of the clusters with representatives closer to
the query are selected. Sometimes, this clustering also has the effect of improving
the efficiency of the retrieval [3], since similar documents are usually clustered
together.

* The research reported in this paper has been supported in part under MEC and
FEDER grant TIN2004-05920.
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The existence of hardware-software parallel solutions of low cost and high
performance, like network of workstations using free open-source software like
Linux Terminal Server Project (LTSP) [4], allows us to study a solution which
involves unsupervised learning and parallel computing with a well defined goal:
The IR system must be highly scalable, efficient, cheaper than traditional ones
and low-maintainable without forgetting to improve the overall IR process.

To this extent, some clustering algorithms based on self-organizing neural
networks (as for example Self Organizing Maps (SOM) [5]) are studied in first
place. After that, to study the effect of parallel architectures over the IR systems,
these clustering algorithms are compared to their parallel version as well as
with a simple IR method named Vector Space Model (VSM) [2]. Therefore, the
clustering algorithms as well as the traditional approaches are parallelized by
distributing the examples in several ways.

2 Previous Work

The algorithm that we will use in this paper is an unsupervised clustering method
based on neural networks. The networks consist in a set of neurons or cells with
some connections among them. Each neuron has a numerical vector associated
to it. The elements that are going to be clustered are also represented by vectors
and presented to the network in the training phase. Each time that a new element
is presented to the network the most similar neurons (their vectors) are slightly
adjusted to resemble the element. After this training phase, each cell is the
representative of a cluster formed by the elements more similar to it. This process
is explained in more detailed in Section 3.2.

This kind of maps has been successfully applied to a wide variety of prob-
lems [6], including document management [7,8] and IR [3]. We have also applied
SOM’s to build an IR system from a massive collection of documents [9,10].

The typical use of these networks in IR is to cluster similar documents to-
gether. The search is then performed over the neurons instead of over the doc-
uments themselves and, hence, the computational complexity can be reduced
several orders of magnitude.

The clustering has also the effect of returning documents that may be relevant
even though they do not have many words in common with the query. There is
evidence that this might lead to an improvement in the document retrieval [3]
at least compared with simple IR methods such as VSM and Latent Semantic
Indexing (LSI) [11]. However, to our knowledge, in the literature there is no
systematic study about the influence of this kind of clustering and of the choice
of parameters. In fact, there exist only a few works [3,9,10] that study the use
of SOM’s in IR.

3 The System
3.1 NOW Architectures

The construction and use of the system involve different stages. First, we must
select the parallel architecture. As we say above, we are interested in an archi-
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Fig.1. NOW Architectures. The shaded boxes denote the alternatives used in this
work.

tecture which presents high-performance and high scalability, which is reusable
for other tasks, and which is cheaper than traditional ones and has a low main-
tenance cost. This kind of architectures are known as Network Of Workstations
(NOW), and there exist several hardware-software alternatives to build them.

In this work we have used Fast Ethernet, Linux as operating system, MPI [12]
as message passing layer and Linux Terminal Server Project [4] as middleware
(see Figure 1).

The main advantage of our selection is that it is no necessary to install any
software in the computation nodes (they do not need hard disk) and, therefore,
any available computer can be use without modifying its configuration.

The disadvantage is that the whole software is installed in a special computer
(the server), that must have fast and robust hard disks and very good network
connection. But, in general, these restrictions also apply to the rest of solutions.

3.2 The IR System

Once that the hardware-software architecture is settled up, we study the ar-
chitecture of the IR system. First, the documents are transformed from their
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original format into XML. Then, the documents are represented using the bag-
of-words model. After that, the networks are trained. All these phases have to be
carried out before the system can be used. The last stage is the search process
itself, in which the user query is matched against the neurons of the network
and the most similar documents are returned.

These stages are described in more detail in the following sections and are
graphically represented in Figure 2. In each section we study the possible paral-
lelization of the corresponding stage.

Conversion to XML. First of all, the documents in the collection are converted
to XML (see Figure 2) from whichever format they are in (appropriate translators
are needed for each specific format such as pdf, html or plain text).

The conversion of each document is independent from the others, so this task
is parallelized in a straightforward way.

Documents Representation. The use of the clustering algorithms based on
neural networks requires that the documents are represented as numerical vec-
tors. This is a common practice in IR, where the bag of words [1] representation
is widely adopted.

With this representation each document is identified with a vector whose
components measure the importance of a word in the document. Usually, this
importance is measured by means of its tfidf [1] defined by
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tfidf = tflog(g;)

where #f is the number of times that the word appears in the collection, IV is the
number of documents in the corpus and df is the number of different documents
in which the word appears. In this paper we adopt this procedure.

Then, previous to document representation, it is necessary to obtain the
lexicon or set of words that appear in the collection (see Figure 2). Among
them, some words will be too frequent to be informative (for instance adverbs,
pronouuns, ...) and are eliminated. These words are known as stop words.

Also, there will be different words with the same root or stem (for instance,
house and houses) which share a common meaning. The usual practice consists
of using the stems instead of the words themselves. To perform this stemming
we use the algorithm proposed by Porter [13].

To parallelize this stage we have to tackle the construction of the lexicon and
of the matrix representation. The strategy used is based on a master/slave model.
Depending on the resources available (number of processors) and the character-
istics of the collection (number of documents, ratio attributes/documents, ...)
the algorithm is central (just one master) or distributed (each node is master).
In this last case, the nodes are arranged in a tree-like hierarchy for the lexicon
to be assembled. The number of documents used as threshold for updating the
lexicon can also be adjusted.

Kohonen’s Self-organizing Maps. The algorithm that will be used for clus-
tering documents produces topological networks of neurons or units that can be
connected among them. Each neuron has associated to it a vector of real num-
bers. The process of obtaining (or training) a network whose neurons represent
clusters of documents involves several stages and the choice of some parameters.

Kohonen’s Self-Organizing Maps are characterized by the fact that they have
a rectangular shape and a fixed number of neurons. Also, the way the neurons
are interconnected (the topology) is predetermined and does not change during
the training process.

Before the training of the network begins, the size (and topology) of the net-
work must be fixed. Then, the values of the vectors of the neurons are randomly
initialized.

After the initialization, these values are gradually adapted to represent the
documents in the following way:

1. A new document is presented to the network

2. The closest neuron to the document is computed

3. The values of that neuron and of some of its neighbors are adjusted to be
closer to the document

This process is repeated a predefined number of times. Also, the way in
which the closest neuron is selected (that is, which metric is used to compute
the distances) and the degree to which the values of the neurons are modified
have to be selected in advance. These values are adjusted using the following
formula
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vi(t+ 1) :=v;(t) + h(t) - (z; —vi(t))

where v;(t) is the value of the i-th component of the vector at iteration ¢, v;(t+1)
is the new value for this component at iteration ¢ + 1, x; is the value of the i-th
component of the document and A is a function which usually depends on a
value « called the learning rate. The bigger «, the closer v;(¢t + 1) will be to x;.
A usual choice for h is the Gaussian function [5)].

The neurons whose values are adapted in each iteration depend on the topol-
ogy of the network (which can be rectangular or heragonal) and on another
parameter 7 called the radius. The bigger r, the more neurons are modified with
each document.

After the SOM is trained, each document of the corpus is associated to the
neuron which is closest to it. In this way, each neuron is the representative of a
group of similar documents.

There exist several alternatives for the parallelization. In the most straight-
forward, the SOM is splitted into different parts assigned to the different proces-
sors. This implies a high flow of communications among the different nodes and
it can become inefficient. However, if we adopt Batch SOM’s [14] it is possible
to process the documents independently since the modification of the vectors of
the neurons is delayed until all the documents are presented to the map. Thus,
we assign a different group of documents to each computer in the cluster and the
adjusting weights are computed independently for each of them. When all the
documents are processed the weights are summed up and the SOM is updated.
We have selected this latter approach. This is the critical step in the system
parallelization and its efficiency will be studied in deep in Section 4.

The choice of the parameters of the training phase, specially the size of the
network and the number of documents presented to it, can affect the overall
performance of the retrieval. In this work we will use the values of parameters
which have shown the best results in previous experiments [15].

Search Process. We adopt the method presented in [3,9,10] to search the net-
work for the most relevant documents. Given a query, this involves the following
steps:

1. The query is represented in the same way that the documents are
2. While there are not enough documents:
— The next closest neuron to the query is computed
— All the documents associated to the neuron are regarded as relevant
3. The documents selected are ordered taking into account their distance to
the query
4. A number of the closest selected documents is returned to the user

Notice that there are two parameters that will influence the performance of
the method: the number of documents selected from the network and the number
of documents returned to the user. We will study their behavior when analyzing
the results of the experiments (Section 5).

The parallelization in this step consists of processing each query indepen-
dently from the others.
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4 The Experiments

In this section we describe the collections of documents that have been used in
our experiments, the range of system parameters and the measures adopted to
quantify the performance of the systems.

4.1 The Corpora

For the experiments we use 6 different corpora which are well-known to the IR
community. These are adi, cacm, cisi, cran, med and time. They are distributed
with the SMART system [16] and are widely used in the literature.
All these corpora are publicly available for research purposes' and are dis-
tributed with a set of queries and the corresponding relevance assessments.
The main properties of these document collections are presented in Table 1.

Table 1. Properties of the corpora

Corpus adi cacm cisi cran med time
Number of documents 117 1587 1460 1398 1033 425
Number of different words 1015 4845 5683 4849 9287 13620
Average length of documents 51.69 93.95 119.18 163.66 153.01 622.748
Number of queries 35 64 111 225 30 83

Av. number of relevant documents 4.86 15.31 40.97 8.18 23.20 3.90

4.2 Settings of the Experiments

For the training of the networks we use the values of parameters which have
shown the best results in previous experiments [15].

Since there exist random elements in the network training (the initialization
of the neurons), we have repeated the process 30 times. For VSM only one
repetition is performed for each collection, since the system is deterministic.

4.3 The Evaluation

The measure considered to quantify the effectiveness of the system is the R-
precision [17] or simply RP. Given a query, RP is equal to the precision (i.e.
the percentage of relevant documents) in the first R documents returned by the
system, where R is the total number of documents relevant to the query.

In our experiments this is calculated for each query and the values are aver-
aged over all the queries for each corpus.

To compare the performance of the parallel and sequential versions of the

algorithms we use the efficiency defined by
t

E="°
kt,

where t, is the sequential time, ¢, is the parallel time and % is the number of
processors used by the parallel algorithm.

! The collections can be found at ftp://ftp.cs.cornell.edu/pub/smart/
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5 The Results

In Table 2 the results of VSM are compared to the best results obtained with
networks. Together with the average value of RP in the 30 repetitions of each
experiment, we present the amplitude of the confidence interval (at a confidence
level of 95%) for it.

With the exception of corpus time, the results obtained by using networks
are better than those obtained with VSM, either with the best possible choice
of parameters or with the proposed choice. In fact, in all these cases the RP
obtained with VSM is below the lower confidence limit for the average RP ob-
tained with networks. In the case of time corpus, the results of VSM and of the
networks are not significantly different.

The efficiency of the parallelization of the SOM training can be seen in
Figure 3.

Table 2. Comparison of VSM with Neural Networks

Corpus VSM  Best Network
adi  0.3827 0.3876 £ 0.0048
cacm 0.3013 0.3057 + 0.0015
cisi 0.2363 0.2486 + 0.0024
cran 0.3286 0.3356 £ 0.0011
med 0.4962 0.5508 4+ 0.0025
time 0.5907 0.5903 + 0.0007

Efficiency

0.1 T T T T T T T T T T T T T )
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Number of Processors

Fig. 3. Efficiency
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With the exception of adi, which is a collection of extremely small size, the
efficiency of the parallel algorithm is very good. In fact, it is above 0.8 for up to
10 processors and even for up to 15 processors if we exclude the collection time
(which is the second in size after adi).

6 Conclusions and Future Work

We have presented a parallel version using NOW architectures of an IR system
based on neural networks for clustering similar documents together. The results
of the experiments show that the efficiency of the parallelization is good (ex-
cepting those cases in which the size of the collection is too small). Also, the
clustering can lead to an improvement in the effectiveness of the retrieval.

In future research, we plan to tackle the parallelization of other clustering al-
gorithms based on neural networks (as, for instance, Growing Cell Structures [18]
and Growing Neural Gas [19]) using NOW architectures.

References

1. Salton, G., McGill, M.J.: An introduction to modern information retrieval.
McGraw-Hill (1983)

2. Salton, G., Wong, A., Yang, C.: A vector space model for automatic indexing.
Communications of the ACM 18 (1975) 613-620

3. Lagus, K.: Text retrieval using self-organized document maps. Neural Processing
Letters 15 (2002) 21-29

4. LTSP: Linux Terminal Server Project. (http://www.ltsp.org)

5. Kohonen, T.: Self-Organizing Maps. Volume 30 of Springer Series in Information
Science. Springer Verlag (2001)

6. Kaski, S., Kangas, J., Kohonen, T.: Bibliography of self-organizing map (SOM)
papers: 1981-1997. Neural Computing Surveys 1 (1998) 1-176

7. Lagus, K., Honkela, T., Kaski, S., Kohonen, T.: Self-organizing maps of document
collections: A new approach to interactive exploration. In Simoudis, E., Han, J.,
Fayyad, U., eds.: Proceedings of the Second International Conference on Knowledge
Discovery and Data Mining. AAAT Press, Menlo Park, California (1996) 238243

8. Kohonen, T., Kaski, S., Lagus, K., Honkela, T.: Very large two-level SOM for the
browsing of newsgroups. In von der Malsburg, C., von Seelen, W., Vorbriiggen,
J.C., Sendhoff, B., eds.: Proceedings of ICANN96, International Conference on
Artificial Neural Networks, Bochum, Germany, July 16-19, 1996. Lecture Notes in
Computer Science, vol. 1112. Springer, Berlin (1996) 269-274

9. Fernandez, J., Mones, R., Diaz, 1., Ranilla, J., Combarro, E.F.: Clustering and
retrieval of spanish news documents using self organizing maps. In Peters, C., ed.:
Working Notes for the CLEF 2003 Workshop. (2003)

10. Fernandez, J., Mones, R., Diaz, 1., Ranilla, J., Combarro, E.F.: Experiments with
self organizing maps in clef 2003. In: Comparative Evaluation of Multilingual Infor-
mation Access Systems, 4th Workshop of the Cross-Language Evaluation Forum,
CLEF 2003. Number 3237 in Lecture Notes in Computer Science, Springer-Verlag
(2004) 358-366



188

11.

12.

13.

14.

15.

16.

17.

18.

19.

E.F. Combarro et al.

Deerwester, S., Dumais, S.T., Furnas, G.W., Landauer, T.K., Harshman, R..: Index-
ing by latent semantic indexing. Journal of the American Society for Information
Science 41 (1990) 391-407

MPICH: A portable implementation of MPI.
(http://www-unix.mcs.anl.gov/mpi)

Porter, M.F.: An algorithm for suffix stripping. Program (Automated Library and
Information Systems) 14 (1980) 130-137

Lawrence, R.D., Almasi, G.S., Rushmeier, H.E.: A scalable parallel algorithm for
self-organizing maps with applications to sparse data mining problems. Data Min.
Knowl. Discov. 3 (1999) 171-195

Mones, R., Vazquez, N., Ranilla, J., Combarro, E.F., Diaz, 1., Montanés, E.: Self-
organizing maps for clustering in Information Retrieval. (Submitted)

Salton, G.: The SMART retrieval system. Experiments in automatic document
proccesing. Prentice Hall (1971)

Voorhess, E.M., Harman, D.K.: Appendix: Evaluation techniques and measures.
In: Proceedings of the Eighth Text Retrieval Conference (TREC 8), NIST (2000)
Fritzke, B.: Growing cell structures—a self-organizing network in k dimensions. In
Aleksander, 1., Taylor, J., eds.: Artificial Neural Networks, 2. Volume II., Amster-
dam, Netherlands, North-Holland (1992) 1051-1056

Fritzke, B.: A growing neural gas network learns topologies. In Tesauro, G., Touret-
zky, D.S., Leen, T.K., eds.: Advances in Neural Information Processing Systems 7.
MIT Press, Cambridge MA (1995) 625—632



An Iterative Method for Mining Frequent
Temporal Patterns

Francisco Guil!, Antonio Bailén?, Alfonso Bosch®, and Roque Marin?

! Departamento de Lenguajes y Computacién,
Universidad de Almeria, 04120 Almeria
{fguil, abosch}@ual.es
2 Dept. Ciencias de la Computacién e Inteligencia Artificial,
Universidad de Granada, 18071 Granada
bailon@decsai.ugr.es
3 Dept. Ingenierfa de la Informacién y las Comunicaciones,
Universidad de Murcia, 30071 Espinardo (Murcia)
roque@dif.um.es

Abstract. The incorporation of temporal semantic into the traditional
data mining techniques has caused the creation of a new area called
Temporal Data Mining. This incorporation is especially necessary if we
want to extract useful knowledge from dynamic domains, which are time-
varying in nature. However, this process is computationally complex,
and therefore it poses more challenges on efficient processing that non-
temporal techniques. Based in the inter-transactional framework, in [11]
we proposed an algorithm named T'SET for mining temporal patterns
(sequences) from datasets which uses a unique tree-based structure for
storing all frequent patterns discovered in the mining process. However,
in each data mining process, the algorithm must generate the whole
structure from scratch. In this work, we propose an extension which
consists in the reusing of structures generated in previous data mining
process in order to reduce the execution time of the algorithm.

1 Introduction

Data mining is an essential step in the process of knowledge discovery in databa-
ses that consists of applying data analysis and discovery algorithms that produce
a particular enumeration of structures over the data [9]. There are two types of
structures: models and patterns. So, we can talk about local and global methods
in data mining [17]. In the case of local methods, the simplest case of pattern
discovery is finding association rules [2]. The initial motivation for association
rules was to aid in the analysis of large transactional databases. The discovery
of association rules can potentially aid decision making within organizations.
Another approach is integrating the data mining process into the development
of Knowledge Based Systems [19].

Since the problem of mining association rules was introduced by Agrawal
in [2], a large amount of work has been done in several directions, including

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 189-198, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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improvement of the Apriori algorithm, mining generalized, multi-level, or quan-
titative association rules, mining weighted association rules, fuzzy association
rules mining, constraint-based rule mining, efficient long patterns mining, main-
tenance of the discovered association rules, etc. We want to point out the work
in which a new type of association rules was introduced, the inter-transaction
association rules [16,15]. Temporal data mining can be viewed as an extension
of this work.

Temporal data mining can be defined as the activity of looking for interesting
correlations or patterns in large sets of temporal data accumulated for other
purposes [7]. It has the capability of mining activity, inferring associations of
contextual and temporal proximity, some of which may also indicate a cause-
effect association. This important kind of knowledge can be overlooked when the
temporal component is ignored or treated as a simple numeric attribute [22].

Data mining is an interdisciplinary area which has received contributions
from a lot or disciplines, mainly from databases, machine learning and statistic.
In [25] we found a review of three books, each one written from a different pers-
pective. Although each perspective make strong emphasis on different aspects of
data mining (efficiency, effectiveness, and validity), only when we simultaneously
take these three aspects into account we may get successful data mining results.
However, in the case of temporal data mining techniques, the most influential
area is artificial intelligence because its work in temporal reasoning have guided
the development of many of this techniques. In non-temporal data mining tech-
niques, there are usually two different tasks, the description of the characteristics
of the database (or analysis of the data) and the prediction of the evolution of
the population. However, in temporal data mining this distinction is less appro-
priate, because the evolution of the population is already incorporated in the
temporal properties of the data being analyzed.

We can found in the literature a large quantity of temporal data mining
techniques. We want to highlight some of the most representative ones. So, we
can talk about sequential pattern mining [4], episodes in event sequences [18],
temporal association rules mining [5,12,13], discovering calendar-based temporal
association rules [14], patterns with multiple granularities mining [7], and cyclic
association rules mining [20]. However, there is an important form of temporal
associations which are useful but could not be discovered with this techniques.
These are the inter-transaction associations presented in [15,16]. The introduc-
tion of this type of associations was motivated by the observation that many
real-world associations happen under certain context, such as time, place, etc. In
the case of temporal context, inter-transactional associations represents associa-
tions amongst items along the dimension of time. Due to the number of potential
association becomes extremely large, the mining of inter-transaction association
poses more challenges on efficient processing than classical approaches. In order
to make the mining of inter-transaction associations practical and computatio-
nally tractable, several methods have been proposed in [24,23,10].

Working in the same direction, in [11] we presented an algorithm named
T SET based on the inter-transactional framework for mining frequent sequences
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(also called frequent temporal patterns or frequent temporal associations) from
several kind of datasets. The improvement of the proposed solution was the
use of a unique structure to store all frequent sequences. The data structure
used is the well-known set-enumeration tree, commonly used in the data mining
area [6,1,8], in which the temporal semantic is incorporated. Although the use
of a unique data structure implies that the algorithm requires less resources
than other approaches, mining this sort of associations is still a computationally
intensive problem. So, it is necessary to devise new optimization techniques to
speed up the global knowledge discovery process.

The aim of this paper is to propose an extension of the T'SET algorithm
in order to reduce the time execution. It consists in the incorporation of a
mechanism for reusing structures generated by previous data mining process.
In cases where an initial data structure is presented, instead of generating
the whole structure starting from scratch, the algorithm, named TSETY, it-
erates over this initial structure looking only for new frequent temporal
patterns.

The remainder of this paper is organized as follows. Section 2 gives a formal
description of the problem of mining frequent temporal patterns (sequences) from
datasets. Section 3 introduces the algorithm named TSET'. Section 4 presents
the preliminary performance results obtained. Conclusions and future works are
finally drawn in Section 5.

2 The Frequent Sequence Mining Problem

Let us describe the notation, some basic definition, and the goals of the frequent
sequences mining.

Definition 1. A dataset D is an ordered sequence of records D[0], D[1],...,
where each D[i] can have col attributes, c[0],...,c[col-1]. The 0-attribute will be
the dimensional attribute, the temporal data associated with the record, expressed
in temporal units. The rest of attributes can be quantitative or categorical.

We assume that the domain of each attribute is a finite subset of non-negative
integers, and we also assume that the structure of time is discrete and linear. Due
to every event registered has its absolute date identified, we represent the time for
events with an absolute dating system [21]. In order to simplify the calculations,
we transform the original dataset subtracting the date of each record from the
date of the first record, the time origin.

With this generic definition of dataset, and with minimal modifications, the al-
gorithm that we propose works with different types of sources, that is, relational
databases, transactional databases and data streams.

Definition 2. An event e is a 3-tuple (c[i],v,t), where 0 < i < col, v €
dom{c[i]}, and t € dom{c[0]}, that is, t € N. Events are "things that happen”,
and they usually represent the dynamic aspect of the world [21].
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In our case, an event is related to the fact that a value v is assigned to a
certain attribute cli] with the occurrence time t. We will use the notation e.c,
e.v, and e.t to set and get the attribute, value, and time variables related to the
event e.

Definition 3. Given two events ey and es, we define the < relation as follows:

1. ex = eq iff (e1.t = ea.t) A (e1.c = ea.c) A (e1.v = e3.v)
2. e1 < eq iff (e1.t < ea.t) V ((er.t = eat) A(er.c < ez.c))

We assume that a lezicographic ordering exists among the pairs (attribute, value)
in the dataset.

Definition 4. A sequence (or event sequence) is an ordered set of events S =
{eo, €1, ...,ex}, where e; < ejy1, for all i = 0,....k-1.

Obviously, |S| = k + 1. Note that different events with the same temporal
unit can belong to the same sequence. Also, the same events with different tem-
poral unit associated can belong to the same sequence. But nevertheless, in any
sequence there will exist two or more pairs (attribute, value) associated to the
same temporal unit. In other words, an attribute can not take two different values
in the same instant.

Definition 5. Let Uipin be the minimal dimensional value associated to the
sequence S. In other words, Uppin, = min{e;.t}, for e; € S. If Upnin = 0, we say
that S is a normalized sequence.

Note that any non-normalized sequence can be transformed into a normalized
one through a normalization function.

Ezample 1. Let S; = {(0,0,0),(1,0,0),(3,0,2)}, and S2 = {(0,0,3),(1,0,3),-
(3,0,5)} be two sequences. Sy is a normalized sequenced, since it has the minimal
value equal to 0 for the temporal dimension. But Ss is not a normalized sequence,
because its minimal value is not equal to zero. However, we can normalize So by
subtracting its minimal value (Upmin = 3) from the temporal values as follows:
S, ={(0,0,3—3),(1,0,3—3),(3,0,5—3)}, resulting in the normalized sequence
sS4, ={(0,0,0),(1,0,0),(3,0,2)}.

Let Upmaz be the mazximal dimensional value associated to the sequence S. This
value indicates the mazimum distance amongst the events belonging to the nor-
malized sequence S. In other words, Uimay = €gt1.t, where |S| =k + 1. From
both, confidence and complezity points of view [15], this value will be always less
or equal than a user-defined parameter called maxspan, denoted by w.

Definition 6. The support (frequency) of a sequence is defined as:

_ |Ds]

support(S) = D]’

where |Dg| denotes the number of occurrences of the sequence S in the dataset,
and |D| is the number of records in the dataset D.
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Definition 7. A frequent sequence is a normalized sequence whose support is
greater or equal than a user-specified threshold called minimum support minsup.

Given a dataset D, and the user-defined parameters mazxspan and minsup, the
goal of temporal pattern (or sequence) mining is to determine in the dataset the
set SP-w»ms where w = maxspan and ms = minsup, formed by all the frequent
sequences whose support are greater than or equal to minsup.

3 The TSET! Algorithm

Knowledge Discovery and therefore data mining is a human-centered process.
After setting the desired values for the user-defined parameters of the selected
algorithm, the user analyzes the result of the data mining step in order to extract
useful knowledge. In particular, TSET has two user-defined parameters, mini-
mum support (minsup) and the length of the temporal windows, (mazspan).
Generally, after setting the value for maxspan, the user carries out an incremen-
tal knowledge discovery process modifying the value of minsup in a gradual way.
The incremental process consist in the reduction of the minimum support and
the study of the new discovered patterns. However, as we can see in [11], with
the reduction of this value the number of discovered temporal associations and
the execution time of the algorithm increases exponentially. In order to reduce
this complexity, we propose an iterative process that consist in the reusing of
the structure generated by previous data mining processes (with higher minsup
values).

We will use an example to illustrate the basic idea. Suppose that Figure 1
shows the data structure generated by T'SET from a dataset D, with mazxspan =
1 and minsup = 2.
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Fig. 1. The initial extended set-enumeration tree structure
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Fig. 2. The second extended set-enumeration tree structure

If the user sets the minsup value to 1, instead of generating the whole struc-
ture starting from scratch, the algorithm iterates over the structure looking for
nodes with support less than or equal to the chosen value. In Figure 2 we can
see the generated structure.

TSET! is an extension of TSET, and therefore, it follows the same basic
principles as most apriori-based algorithms [2]. Frequent sequence mining is an
iterative process, and the focus is on a level-wise pattern generation. At the
beginning, all frequent 1-sequences (frequent events) are found, these are used
to generate frequent 2-sequences, then 3-sequences are found using frequent 2-
sequences, and so on. In other words, (k+1)-sequences are generated only after all
k-sequences have been generated. On each cycle, the downward closure property
is used to prune the search space. This property, also called anti-monotonicity
property, indicates that if a sequence is infrequent, then all super-sequence must
also be infrequent. Figure 3 outlines a generalized frequent sequences mining
algorithm. We want to highlight that the main difference between T'SET and
TSET! is the getSequences() method which ignores the sequences discovered in
previous process.

algorithm TSET'(dataset D, minsup m, maxspan w)
begin
if tree.isEmpty ()
tree.init(D, m, w );
tree.getSequences(D, m, w);
Output(tree);
end;

Fig.3. TSET! Algorithm
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procedure getSequences(tree, dataset D, minsup m, maxspan w)
begin
Queue Q = 0;
Q.push(tree.root);
while (Q # 0)
begin
act = Q.pop();
foreach node n in act
if (n.support < minsup) continue;
if(n.child <> NULL)
begin
Q.push(n.child);
continue;
end;
newNode = n.getCandidates();
newNode.evaluateSupport(D, w);
newNode.pruningInFrequent(m);
if(newNode # 0)
begin
n.child = newNode;
Q.push(newNode);
end;
end;
end;

Fig. 4. The code for the method getSequences

4 Empirical Evaluation and Results

The experiments were carried out with modified datasets generated by the IBM
test data generator used in [3]. Datasets generated from this tool have been com-
monly used for evaluating frequent items mining algorithms. By setting up the
parameters (see Table 1) of the program, we can generate datasets of transac-
tions as benchmarks to evaluate the improvement of our approach. After that,
we add the temporal dimension into the dataset. We have implemented the algo-
rithms TSET and TSET! algorithm in C++ language and all the experiments
were conducted on a PC with a 3GHz CPU and 512MB main memory. For the
set of experiments we set T = 5,1 =5, L = 1k, N = 500, and D = 10k, varying
the minimum support value from 1% to 0.1%, and the maxspan from 0 to 4
temporal units. The running time against the maxspan and support level are

Table 1. The meaning of all parameters

D Number of transactions

T Average size of transactions

I Average size of the maximal potentially large itemsets
L Number of potentially large itemsets

N Number of items
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Fig. 5. Execution time versus Maxspan and Minimum Support

shown in Figure 5. We want to highlight the case in which the support value is
equal to 1%. The execution time of the iterative method is greater than the non-
iterative one because the initial node contains both frequent and non-frequent
1-sequences. In the rest of cases, we can see the improvement in the execution
time of the iterative method.

5 Conclusions and Future Works

In this paper we have presented an extension of an algorithm which extracts
temporal patterns from datasets. The extension is based on the incorporation of
the possibility that the algorithm can reuse tree-based data structures generated
by previous data mining processes, with the aim of reducing the time spent in
the data mining process.
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Several optimizations techniques have been devised to speed up the discovery

of sequences. In particular, we are working in the adaptation of the techniques
proposed in the literature to reduce the number of database passes, and therefore,
to develop an algorithm which can deals with large and dense synthetic and real
datasets in an efficient way.
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Abstract. Most Data Mining tasks are performed by the application
of Machine Learning techniques. Metaheuristic approaches are becoming
very useful for designing efficient tools in Machine Learning. Metaheuris-
tics are general strategies to design efficient heuristic procedures. Scat-
ter Search is a recent metaheuristic that has been successfully applied to
solve standard problems in three central paradigms of Machine Learning:
Clustering, Classification and Feature Selection. We describe the main
components of the Scatter Search metaheuristic and the characteristics
of the specific designs to be applied to solve standard problems in these
tasks.

1 Introduction

Processing Intelligent Information requires efficient tools to extract the useful
information stored in databases. Data Mining and Knowledge Discovery are pow-
erful techniques for the extraction of information from large databases. Heuristic
approaches are already quite relevant in Data Mining [1]. Most of the data min-
ing tasks are solved by the application of Machine Learning techniques. Three
central paradigms for the application of Machine Learning [9] in Data Mining
are Clustering, Instance-Based Classification and Feature Selection. The Scatter
Search metaheuristic has been tested for the kind of problems that appear in
these tasks ([3], [2]). We describe the main components of this metaheuristic and
their specific designs to solve standard problems in these contexts.

Given a set of instances characterized by several features, the clustering or
grouping problem consists in grouping similar instances in the same cluster and
dissimilar instances in different clusters. If in addition to the description of the
objects, their classes in a training set are given, the classification problem consists
of obtaining the optimal classification rule to assign the class to the new examples
based on their description. Finally, the feature selection problem consisting in
selecting a subset of features in order to best perform the classification task.

Scatter Search [8] is a population-based metaheuristic that constructs solu-
tions by combining others in an evolving set of solutions, named reference set
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(RefSet). The procedure combines solutions of the reference set and runs a local
search procedure to reach a local optimum that would be used to update the
reference set depending on the results of the improvements. The two main dif-
ferences between Scatter Search and other classical population-based procedures
in Data Mining [7] like Genetic Algorithms [6] are the size of the evolving set
of solutions and the way the method combines the existing solutions to provide
new ones. The evolving set RefSet in scatter search has a relatively small or
moderate size (typical sizes are 10 or 15, see [8]). Scatter Search combines good
solutions to construct others exploiting the knowledge of the problem at hand in
an intelligent way. Genetic Algorithms are also evolutionary algorithms in which
a population of solutions evolves by using the mutation and crossover operators,
which have a significant reliance on randomization to create new solutions.

2 Scatter Search Metehauristic

The principles of the Scatter Search metaheuristic were first introduced in the
1970s as an extension of formulations for combining decision rules and problem
constraints. This initial proposal generates solutions taking account of charac-
teristics in several parts of the solution space [4].

In a Scatter Search algorithm [8], a moderate-sized set of solutions, the ref-
erence set RefSet, evolves due to mechanisms of intelligent combination of so-
lutions. Unlike other strategies of combination of existing rules like genetic algo-
rithms, the search for a local optimum is a guided task. In order to perform this
strategy the set of reference solutions, (RefSet), is selected from a population
of solutions. The RefSet is generated and then iteratively updated attempting
to intensify and diversify the search. After intelligently combining the solutions
in the reference set, a local search procedure is applied to improve the resulting
solution, and the RefSet is updated to incorporate both good and disperse solu-
tions. These steps are repeated until a stopping condition is met. The method
provides not only a single heuristic solutions, like other metaheuristics, but a
reduced set of disperse high quality solutions.

The Scatter Search metaheuristic includes five main methods or component
processes:

1. Diversification Generation Method This method is used to generate a wide
set of diverse solutions.

2. Improvement Method This component process improves the solutions to
reach better ones; usually local optima.

3. Reference Set Update Method This is the method that builds and updates
the reference set, which consists of a reduced set of good and disperse solu-
tions.

4. Subset Generation Method This is the method applied to select the subsets
of solutions from the reference set to be combined.

5. Solution Combination Method This process combines the solutions in the
selected subsets to produce new solutions
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A comprehensive description of the fundamentals of Scatter Search can be
found in [5].

A simple implementation of the basic Scatter Search algorithm based in these
methods is shown in Figure 1.

procedure Scatter Search

begin
Diversification Generation Method,
Improvement Method;
repeat
Reference Set Update Method,
Subset Generation Method,
Solution Combination Method;
Improvement Method,
until (StoppingCriterion);
end.

Fig.1. A Scatter Search Metaheuristic Pseudocode

The algorithm starts generating a population of solutions by running the Di-
versification Generation Method. This procedure creates a large set of disperse
solutions that are improved by the Improvement method. A representative set
of RefSetSize good solutions are chosen to be included in the reference set
(RefSet). These solutions are not limited to those with the best objective func-
tion values; the reference set must also include diverse solutions. The reference
set is initially generated by selecting the RefSetSize; best solutions according to
the objective function values that are chosen to be in RefSet. Then RefSetSizes
times, the most disperse solution with respect to RefSet is found and added to
RefSet (the final size of RefSetis RefSetSize = RefSetSize;+RefSetSizes).
Several subsets of solutions from the RefSet are then systematically selected by
the Subset Generation Method. The Solution Combination Method combines the
solutions in each subset taking account their good features without reliance
on randomization. Then, the Improvement Method is applied to the result of
the combination to get an improved solution. Finally, the Reference Set Update
Method uses the obtained solution to update the reference set following both
intensification and diversification criteria.

3 Application of Scatter Search in Data Mining

Metaheuristic searches are becoming very important for Machine Learning ap-
plications in Data Mining, Medical Record, Software Engineering, Autonomous
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Driving, Speech Recognition and Self Customizing programs. Three main
paradigms in Machine Learning applications in Data Mining are: clustering,
instance-based learning and feature selection. We describe the specific design of
the main components of the Scatter Search to solve standard problems in these
three tasks.

Clustering is the main paradigm of unsupervised learning. The objective of
clustering is to find groups of instances constituted by similar instances. Given a
set of instances described by a series of features, the problem is to find a partition
of the whole set in subsets or classes in such a way that instances in the same
class are very similar and instances in different classes are very dissimilar. The
distance based approach considers a distance between the instance descriptions
to evaluate the similarity and dissimilarity among them. A wide set of distance
functions appropriated for different kinds of instance descriptions have been
proposed and analyzed in the literature (see [10]). Then, a very usual way to
define the partition consists of finding some representative instances for the
classes (in the simplest case only one instance is chosen for each class). Then each
instance is assigned to the class of the nearest of these representative instances.
Scatter Search has been successfully applied to the p-median location problem
that is very similar to the Clustering Problem [3]. The p-median problem consists
in choosing the p points that minimize the sum of distances to the remainder
instances.

In instance-based supervised learning, in addition to the features that de-
scribe the instances, an additional variable that represents the class of the in-
stance that is to be predicted from its description is considered. From a training
set of instances with known classes, we want to get a classification rule to obtain
the unknown classes of a set of test instances or examples. The distance-based
classification approach also selects a set of representative instances from the
training set and classifies the test instances taking into account the class of the
nearest selected instance. A wide set of possible distance functions among de-
scriptions can also be applied for this tasks. This problem is also similar to the
p-median problem since it also consists of selecting a number of instances with
a different optimization function. They belong to the wide set of the named
p-selection problems, for which most of the heuristic procedures are based on
swaps in the solutions. The scatter search approach for a p-selection problem
based on interchange moves can be easily adapted to other problem in this class.

However, the use of the whole set of features is not useful for being con-
sidered in this or other classification paradigms. The feature selection problem
tries to get the best subset of features to perform the classification task. The
appropriated selection of features has not only the advantage of taking the rele-
vant information in the description of the instances, but also avoiding redundant
information and making the classification algorithms and rules more efficient to
obtain and to use. Scatter Search has been tested for this problem in [2] using a
distance between solutions (now sets of features) to evaluate the diversity among
a set of solutions.
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The distance function between solutions plays a central role in the Scat-
ter Search to modulate the diversification and intensification. Given a distance
between the items that constitute the solutions (instances for clustering and
classification and variables for feature selection), the distance between two solu-
tions is the sum of the distances between the items in one solution and the other
solution. Similarly, the most diverse solution with respect to a set of solutions is
defined in a similar way.

The most important parameter in the population creation method is the
size of the population. The usual sizes are a quadratic or linear function of the
number of classes for clustering and classification and the number of features to
be chosen for feature selection problem. Usual procedures consist of randomly
generating solutions from which a good population is obtained by quality and
diversity criteria. The Reference Set Update Method generates and updates the
reference set by following both quality and diversity criteria. Solutions for the
reference set are first chosen by quality; e.g. the RefSetSize/2 best solutions.
Then new solutions are iteratively included in the reference set by following a
diversity criterium until the whole reference set is obtained. A usual procedure
is described as follows. Let C' be the set of items that belong to any solution
already in the reference set. The diversity of each possible new solution S is
given by a distance between S and C' using a corresponding distance measure
between items. Then the most diverse solution is chosen RefSetSize/2 times
until the reference set with RefSetSize = RefSetSize;+ RefSetSizes solutions
is obtained.

The usual Subset Generation Method in the applications of Scatter Search
consists of considering all the subsets of a fixed size (usually two) of solutions
in the current reference set of solutions. The solutions in the subsets are then
combined to construct other solutions avoiding repetitions if the subset have been
previously used in a combination. The Solution Combination Method combines
good characteristics of the selected solutions to get new current solutions.

The possible combination methods for these problems are random/greedy
strategies. They start with a partial solution consisting of the items common to
the solutions to be combined. Then, at each iteration, one of the remaining items
in some of the combined solutions is added. The criteria applied to select the
items are between the pure random and greedy criteria and consist of selecting
at random one of the most improving item.

The Improvement Method applied to the solutions of the population and
those generated by the combination method are typical local searches. They are
mostly based on the basic exchange method that consists in replacing an item in
the solution by an item out of the solution. The solutions obtained by improving
the combined solutions are used to update RefSet by the Reference Set Update
Method.

The Reference Set Update Method also applies intensity and diversity criteria
to update the reference set using the improved solutions. Using the strategy
called Static Update, the improved solutions obtained after combination and
improvement are recorded in a pool of solutions, ImpSolSet. The method selects
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the RefSetSize best solutions from RefSet U ImpSolSet. If a Dynamic Update
strategy is used, the combination method would be applied to new solution faster
than in the static strategy. That is, instead of waiting until all the combinations
have been performed to update the reference set, if a new solution is to be added
to the reference set because it is better than the worst, this set is updated before
the next subset of solutions combination is carried out.

4 Conclusions

The Scatter Search metaheuristic has been proved to be useful for the main
standard tasks in Machine Learning for Data Mining: Clustering, Classification
and Feature Selection. Future research will be oriented to use scatter search also
for the instance pruning problem.
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Abstract. Despite the great success of data mining being applied for
personalization in web environments, it has not yet been massively applied in
the e-learning domains. In this paper, we outline a web usage mining project
which has been initiated in University of Cantabria. The aim of this project is to
develop tools which let us improve its Web-based learning environment in two
main aspects: the first that the teacher obtains information which allows him to
evaluate the learning process and the second that the student feels supported in
this task.

1 Introduction and Background

It can be said that, the World Wide Web is today the most important media for
collecting, sharing and distributing information. Higher Education (HE) is one of the
fields where web-based technology has been quickly and successfully adopted. The
great proposal of online courses that, nowadays, is offered by universities is one proof
of that. Even more, completely virtual universities are appearing.

Managing and tracking students, designing courses, making evaluations, etc.
requires specific systems which are called Learning Management Systems (LMS).
These systems can be organized in 3 subsets according to Jackson [5]: Course
Management Systems (CMS), Enterprise Learning Management (ELMS) and
Learning Content Management Systems (LCMS).

CMS facilitate web delivery and management for instructor-led topics and include
conferencing systems, polling and quiz modules, virtual workspaces and other tools
for measuring outcomes and reporting progress for individual or groups of students.
They tend to be very textual and template oriented to provide ease of use, but limiting
flexibility. These systems are the most popular in HE institutions (85% according to
Gartner). Examples include Blackboard, Virtual-U or WebCT. ELMS and LCMS are
more expensive and require significant customization. They typically add strong
integrated authoring tools and components to connect to database systems.

Many CMS have been developed and are in use around the world. However they
do not support tools which allow educators to thoroughly track and assess all the
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activities performed by all learners, nor to evaluate the structure of the course content
and its effectiveness on the learning process. In fact, these environments provide the
educator with access summary information such as more visited pages, favourite
communication method, and other statistics. Nevertheless this information is not
enough to analyze the behaviour of each student and his evolution.

The problem is that E-learning environments lack a closer student-educator
relationship. The lack of this relation is manifested in facts such as: teacher does not
really control the evolution of his students, and students cannot express their problems
and deficiencies in a natural way.

This problem has yet been tackled in marketing environments using web mining
techniques. In [1], an architecture that successfully integrated data mining with an e-
commerce system is shown. In [6] a methodology for evaluating and improving the
“success” of a commercial web site based on the exploitation of navigation pattern
discovery is proposed. In [3] an overview of approaches for incorporating semantic
knowledge into Web Usage Mining and personalization processes is provided.

Results of the application of Web Mining in e-commerce have not been massively
applied in e-learning environments while web-based learning systems can profit from
them [4]. In this direction, our project tries to solve the presented problems by pre-
processing and analysing the web log files, which provide a raw trace of the learners’
navigation and activities on the site, using OLAP and data mining techniques [8] in
order to extract valuable patterns that will be used to enhance the learning system and
help in the learning evaluation.

Thus in this paper we present advances of an e-learning project in which OLAP
techniques are applied to obtain data that later will be used to improve the relationship
between professor and student.

The rest of this paper is organized as follows: Section 2 briefly presents the
objectives and main tasks of the E-learning project which is being developed in
University of Cantabria (UC) with the collaboration of Universidad Politécnica de
Madrid (UPM). Section 3 presents obtained results in the OLAP analysis. Finally,
Section 4 provides conclusions and future work.

2 E-Learning Project

This project initially springs up with the aim to give concrete answers to professors
who compromised with these new methods of learning based on new technologies do
not get the appropriate feedback compared to the feedback you get from students with
traditional teaching methods. Besides, we have in mind other goals which will help
administrators and academic responsible to do better their task.

2.1 Objectives

On the one hand, professors will have information that provides them with tracking
information to assess the learning process of their students. The system will also
provide professor with the most common navigation patterns in their courses that will
help them to evaluate their courses structure effectiveness.
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On the other hand, learners will obtain a personalized environment that in near
future, will recommend them activities and/or resources that would favour and
improve their learning

An added value of these tools will be that the site administrator will have
parameters to improve the site efficiency and adapt it to the behaviour of their users.

Academic responsible will have information which allows them to know their
student profile. It will provide them with measures to better organize their resources,
both human and material, and their educational offer.

2.2 Scheduled Tasks

We briefly describe the main five tasks we have considered:

1. Data pre-processing: clean and prepare the web server log file and load the clean
data into a relational database.

2. OLAP analysis: design a multidimensional structure in which the main factors
under analysis: sessions, courses, pages, time, demographical user data, user
behaviour (content or navigational) will be taken as dimensions and later build
OLAP cubes in order to analyze the recorded data.

3. Pattern discovery: application of data mining algorithms. Firstly descriptive
algorithms (clustering and association) will be applied to obtain typologies of
users. Then classification techniques will be used in a later step to classify
behaviours according to historical patterns.

4. Pattern evaluation: All the patterns obtained will be valuated to distinguish the
patterns that really help to better achieve the site goals.

5. Recommendation engine: integrate the discovered patterns in the online component
to provide personalized environment to learners.

In the next section results obtained with the OLAP components are summarized.

3 OLAP Analysis

Although the project main aim is not only to generate OLAP reports but also data
mining analysis, in this paper we focus on the OLAP analysis. Consequently results
obtained so far are presented in what follows.

3.1 Pre-processing

Web server logs are the primary source of data in which the activities of Web users
are captured, although often can be enriched with external information obtained from
corporative database systems. These files, due to their huge size and their lack of
structure, require to be processed, this means, to be read and recorded in a relational
database to be easily managed.

Pre-processing [2] is, in fact, the first part of Web Usage Mining (WUM) which
includes the domain dependent tasks of data cleaning, user identification, page
identification, session identification and path completion. Although there are free
tools such us [7] which allow cleaning and making sessions, they have not been
suitable for us because they work with general logs (commercial environments) and
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they do not allow us to configure specific e-learning characteristics, for this reason we
have developed our own tool.

The example we use for illustration in this paper comes from a WebCT web log
with records of students’ on-line activities in all courses from October 1%, 2004 to
December 31%, 2004. There are near 10.000.000 entries in this web log file of a size
of 1.1 Gigabytes. After cleaning process, the number of entries was reduced to
2.206.024. Next, 3.235 learners and 322 courses were identified and finally, 48.691
sessions were built. In our case, a new session was considered when a change in a
user-course happened or when the time interval between two successive inter-
transaction clicks upped 30 minutes. In this last step, the duration of the visit and the
number of visited pages were calculated. Besides, the visited pages during each
session were registered to be used in the incoming navigational behaviour analysis.

3.2 OLAP Analysis

The multi-dimensional structure of the data cube provides remarkable flexibility to
manipulate the data and view it from different perspectives. Building a web log data
cube allows the application of OLAP (On-Line Analytical Processing) operations to
view and analyze the web log data from different angles, derive ratios (average stay-
session time, etc) and compute measures across many dimensions.

The first step towards analysing user behaviour in an e-learning system is to be
able to answer questions as the ones that follow:

e How long is our learner connected (by course, degree, month, etc)?

What is the connected learner distribution over time (hour of the day, day of the
week, month and year)?

How many learning sessions do our learners establish over time?

Which courses are the most frequent acceded?

Which is the percentage of connections done inside university campus?

What is the distribution of network traffic over time?

Consequently after the data was cleaned and transformed, a multi-dimensional
structure was designed. From this, a MOLAP data cube was built to aggregate the
number of visited pages, the number of error pages and the visit duration according to
the following five dimensions: date, time, courses, sessions and learners.

Not only the questions above but any question involving the dimensions of the
OLAP structure will be answered. Results of some of these questions are shown.

Example 1. Usage pattern analysis
The session analysis lets us understand how the system was used, how the course
structure was designed and how the learners’ behaviour evolved over time.

Fig. 1a and Fig. 1b show sessions per learner, average session time and pages per
session measures. The first one shows the results taking into account all courses in
this period (in weeks) and the second one, the same values but for one of the most
frequent acceded and well-designed course.
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Fig. 1. (a) Usage pattern analysis of the full system, and (b) for a well-designed course

One phenomenon we have discovered is that at the beginning of a course the
students tended to explore many different system features (more visited pages per
session). However, they became more and more focused over time.

In Fig. 1a, it can be observed how the average connection time by student in this
term is low, less than 15 minutes, nevertheless in Figure 1b, this time ups to 20 or 30
minutes. This suggests us that most of the courses have been designed as repositories
of contents, i.e., professors have designed html pages with several links to PDF or zip
files, so that, students only need connect to the system to download these files. On the
other hand, this reduced time indicates us that students do not use very often
collaborative tools (chats, mail ...) because the interaction requires longer sessions.

Example 2. Learner distribution over time

Another interesting information consists on analysing the distribution over time of the
number of connected students depending on the week day and time of the day. It is
easy to see in Fig. 2 how, in this study, students were highly connected from outside
UC (value IN) in working days (value 1) and from 12 to 20 hours.
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Fig. 2. Learner distribution over time

In relation to these results we can also say that analysed courses are chiefly
exploited as a complementary tool as the main activity begins around November. This
shows that students need have minimum knowledge about the subject before
accessing to the WebCT platform for further knowledge.
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Besides, we have observed that the number of connected students versus registered
students is around 50% in the case of not completely virtual courses. This can be
interpreted as students not connecting to the system unless the activity is completed
integrated in the course syllabus.

4 Conclusions and Future Work

In this paper we have presented an e-Learning WUM project which is being
developed in UC using its own data. This project is divided in five stages, where two
of them have been yet done. Likewise, the first relevant results have been shown.

Our experience shows us that pre-processing step although being time consuming
is crucial for the success of the discovery process. A good data cleaning and filtered
process needs metadata provided by web site designers and a good knowledge about
how the LMS works because generally are environments based on scripts.

Also we can say that, the multi-dimensional structure of the data cube provides
remarkable flexibility to manipulate the data and view it from different perspectives.
Besides, as it can be managed with MS Excel, teachers and system administrators can
evaluate easily the system use.

Our next step will be to select a course whose design allow us to analyse learner
navigational behaviour and compare it with professor intention. For that rule
association and sequential algorithms will be used. Also its effectiveness in the
learning process will be evaluated. On the other hand, we will try to complete learner
information and, applying descriptive algorithms, obtain typologies of students.
Further development and experiments will be reported in the future.
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Abstract. Similarity queries in traditional databases work directly on attribute
values. But, often similar attribute values do not indicate similar meanings. Se-
mantic background information is needed to enhance similarity query perform-
ance. In this paper a method will be addressed which follows the idea to map at-
tribute values to multidimensional points and then interpret the distances be-
tween that points as similarity. The second part brings the questions “How to
arrange these points that they correspond to real world?” and “Can that be done
automatically?” into focus and comes to the following result: For the case that
all similarities are known in advance a good solution is given otherwise it turns
to a complex optimization problem.

1 Introduction

Similarity search has emerged and become a fundamental requirement, even for data
base applications and data base management systems. Unfortunately similarity search
based on the attribute values itself does not fit all user needs. For example in the case
of a tourism information system the attribute values “San Augustin” and “Playa del
Ingles” should be identified as similar because both are villages in the southern part of
Gran Canaria, even if their attribute values are anything but similar. Additional con-
cepts to model and maintain semantic background information are needed to support
such enhanced similarity queries.

1.1 Flexible Query Answering Systems

Query processing in conventional data base systems is not flexible enough to support
advanced similarity search capabilities directly. That means when the available data
does not match a users query precisely, the system will only return an empty result set
to the user. This limits its applicability to domains where only crisp answers are
meaningful. In many other application domains, however, the users expect not only
crisp results returned but also some other results close to the query in a sense. Sys-
tems that can solve this problem are called flexible query answering systems (FQAS).

R. Moreno Diaz et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 211-216, 2005.
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1.2 The Need of Semantic Background Information

As mentioned above attribute values do not hold enough information to find similar
data objects from a user point of view. The semantic of the objects is needed. Then
we can determine semantically near objects which will produce much more adequate
results for similarity queries.

2 Modeling Semantics Using Metric Spaces

Nowadays most common approaches for modeling semantic background are tech-
niques which can be categorized by semantic networks or ontologies such as the Re-
source Description Framework (RDF) or Topic Maps.

This paper will concentrate in a different approach coming from pattern recogni-
tion or information retrieval. There feature vectors and corresponding feature spaces
are used. The distance between two points in these metric feature spaces is equivalent
to the similarity between the corresponding objects.

2.1 Numeric Coordinate Representation

Thinking about similarity queries in databases we see two approaches: Modeling
similarity on object level or attribute level. Concerning typical database queries where
the query conditions address attribute values our institute focused on attribute level.

The basic idea was that values of non-numerical attributes are mapped to points in
a multidimensional feature space. Each attribute domain can have its own feature
space. Thus similarity between two attribute values — and based on that even similar-
ity between whole database objects - can be derived from the metric distances in these
spaces. The database tables which hold this mapping of attribute values to multidi-
mensional points are called NCR-Tables (Numeric Coordinate Representation Ta-
bles). They can be seen as a semantic background information pool that supports an
application domain appropriate similarity search.

2.2 A particular Vague Query System

At our institute a prototype called Vague Query System (VQS) was implemented
which follows that approach [1] [2]. It works quite well and supports also a standard
metric for attributes which have no NCR-Table in the background, multiple similarity
query conditions and, vague joins.

3 Maintaining Numeric Coordinate Representations

In the classical case this is the work of a knowledge engineer or a domain expert. He
designs the similarity measure between the possible values and enters this information
into an NCR-Table. Sometimes existing data can be used. For instance the similarity
of location names can be defined as the geographical distance and an eventually exist-
ing database table containing geographical coordinates of the locations can be used.
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Anyway, autonomous similarity learning by the system itself would be the optimal
case. In this chapter we concentrate on the challenges and possible solutions for real-
izing such an intelligent system.

3.1 Euclidean Distance Matrix

Regardless of the manner how it has been built similarity measure can be placed in a
natural way in a matrix. However, this similarity matrix must have special properties
in order to be possible to build a sound representation. A matrix which has these prop-
erties is called Euclidean Distance Matrix:

Definition 1. A matrix D € R™" is called Euclidean Distance Matrix (EDM) if and
only if the following four properties are satisfied:

1. Vij:d; 20 (non-negative)

2. Vi:d; =0 (zero diagonal)

3. Vij:dj=d; (symmetry)

4. Vijk: dj+dy 2dy (triangular inequality)

3.2 Reinforcement Learning

Two main paradigms of machine-learning are known: learning with a teacher, which
is called supervised learning, and learning without a teacher. The paradigm of learn-
ing without a teacher is subdivided into self-organized (unsupervised) and reinforce-
ment learning. Supervised learning is a "cognitive" learning method performed under
tutelage of a teacher: this requires the availability of an adequate set of input-output
examples. In contrary, reinforcement learning is a "behavioral" learning method,
which is performed through interactions between the learning system and its envi-
ronment. The operation of a reinforcement learning system can be characterized as
follows [3]:

The environment stochastically occupies a finite set of discrete states.

For each state there is a finite set of possible actions that may be taken.

Every time the learning system takes an action, a certain reward is incurred.

States (s, € S) are observed, actions (a, € A) are taken, and rewards (r, € R) are
incurred at discrete time steps (t € N).

N

The goal of the learning system is to maximize its cumulative reward. This does not
mean maximizing immediate gains, but the profit in the long run. In our automated
FQAS the states of the reinforcement learning are the searched records (the queries of
the users), the actions are the selection of similar records which will be offered to the
user and the rewards are computed from the reaction of the user or from his marks.
One should be cautious when learning a similarity matrix, because when the matrix
or its approximation is updated then one should check that the new matrix is still an
EDM. Testing the first three properties after a cell has changed is straight forward,
however verifying the triangular inequality could need a lot of computation. We have
another choice namely we do not learn the similarity matrix but we learn directly the
NCR-Table instead. In this way we do not need to check the EDM properties. How-
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ever this approach has a major drawback, viz. in that case changing the dimensions of
the representation is hard, or even realizing that we need a higher dimensional NCR-
Table during the learning is non-trivial. Moreover, we need to have an advance esti-
mation of the NCR-Table dimension, but if we learn the distance matrix then we do
not need such an estimation. Both ways have their own advantages/disadvantages, we
will continue with the case when we have learnt the distance matrix and we need to
build an NCR-Table from it.

3.3 Building a Numerical Coordinate Representation

If we have an Euclidean Distance Matrix (EDM), for example we have learnt it from
the interaction with the user or a knowledge engineer designed it, then we need to find
a "good" representation of it. We have already mentioned that Numeric Coordinate
Representation Tables provide an efficient way of representing similarity information.
The problem of finding a representation is to build such an NCR-Table from, a possi-
bly sparse, EDM which means that we have to find a mapping @ that projects our
points to a sufficiently high dimensional Euclidean space in a way that the distances
of the points in that space equals to the desired distances in the given EDM. Naturally,
our aim is to minimize the number of needed dimensions, as well.

The problem given above was stated as the fundamental problem of distance ge-
ometry and formulated by Blumenthal [4] in 1953. Distance geometry has received
much attention in recent years because of its many applications in fields such as
chemistry, statistics, archaeology, genetics and geography. A detailed discussion on
distance geometry can be found in [5]. We will discuss the representation problem in
two steps. First, an easier case will be presented, when all the distances are exactly
given. Then, we present a harder problem, when only a few distances are given (so
the distance matrix is sparse).

Complete Distance Information. If all the distances are known then we can find the
minimal dimension that we need with the help of the following theorem [6]:

Theorem 1. If x;, x5, . . ., x, € K" and Vije {I, ..., n}:d;= |x:- xl, then the
rank of a corresponding distance matrix is at most r + 2.

With this theorem we can compute exactly the minimal dimension of the target
Euclidean space. We can use the eigenvectors of a specially designed matrix to find
the coordinates of the points immediately [4]. Regarding the complexity, this problem
is tractable, because both computing the rank of a matrix and finding the eigenvectors
can be done in polynomial time, more precisely in O(n’) if the matrix is n x n. How-
ever there is another approach which is much faster than building the representation
by eigenvectors. This algorithm is called fastmap and it can place n points in a k di-
mensional space in O(nk) time [10].

Incomplete Distance Information. When we have given only a sparse set of dis-
tances then the distance geometry problem becomes very hard to solve. Easy to see
that this problem is equivalent to the graph embedding problem, which we present
here:
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Definition 2. Let G = (V, E, @) be an undirected edge-weighted graph with vertex
set V= (v;, vz,...,v,),edge set EC V xV and a non-negative @), for each (v;, v;) €
E. G is said to be r-embeddable if there exists a mapping @: V — 9" such that for
every edge (v;, v;) € E, the Euclidean distance [|(v))- ()l = @

As we saw, the distance geometry problem is tractable if all the distances are exactly
given. Unfortunately, the following theorem shows that if we have only a sparse set of
distances then the problem becomes intractable:

Theorem 2. V' r € N : the r-embeddability problem of an integer-weighted graph
G =(V, E, w)is NP-Hard.

Proof. Saxe showed that the one dimensional distance geometry problem with incom-
plete distance information is equivalent to a set-partition problem which is known to
be NP-hard. He extended his proof to higher dimensions, as well. The complete proof
can be found in [7].

Concerning this major drawback we just see an application of some optimization
techniques as a possible solution. Indeed, an estimation of the number of dimension
needed in the corresponding NCR-Table is possible. Then the distance geometry
problem can be transformed to a least square optimization problem for which one of
the available multidimensional minimization methods can be used. Later on a reduc-
tion of the number of dimensions can be performed (e.g. by applying a Principal
Component Analysis or an Independent Component Analysis). In [8] some of such
solution variants are addressed.

4 Conclusion

This paper addresses the application of metric spaces and metric distances to support
similarity queries. After an introduction of a still existing prototype system we inves-
tigated questions like: How can we obtain a similarity measure automatically? What
is the minimal number of dimensions we need for a multidimensional semantic back-
ground representation and what methods can be used to let the mapping done autono-
mously by the system? We could show that a representation can be built in polyno-
mial time when all distances between the objects are known. However, this is mostly
not the case in practice. Normally, it is not possible to gain all the distances. For that
case only an upper bound of the minimal number of dimensions can be computed and
the mapping can be handled as an optimization problem. Unfortunately, the problem
with incomplete distance information is NP-hard. Only heuristic application domain
specific methods can decrease that complexity.
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Abstract. In this paper we present a Web-based CASE tool for hy-
brid software projects that supports first stages of InSCo, an extended
methodology based on CommonKADS and RUP. The tool InSCo Requi-
site will guide the development of a sort of software where knowledge-
based components are integrated with traditional information systems.
Furthermore, this tool will allow to manage several development projects
at the same time, and determine the users which will take part in each
development team.

1 Introduction

When we are developing software, based or not based on knowledge, develo-
pers choose a methodology depending on the problem, the prior knowledge, the
available tools or other factors. These methodologies lead us to the production
process determining the documents and artifacts we must generate, the activities
to do and the order that we must follow.

The main artifact generated during the software development process, is a
group of models [1]. The models of first stages in the process are often spec-
ified using natural language. However, this technique has problems like am-
biguity, uncertainty or imprecision. Several alternatives have proposed a so-
lution by means of the use of a structured natural language, description lan-
guage, description languages of design, graphic notation or formal specifications,
that are similar to the successfully used in the final stages of software develop-
ment [5].

We propose to use these techniques in the organization modelling and require-
ments level scope, combining the forms and diagrams to model complex systems.
In most cases, the models and documentation that we generate and maintain
is very complex. For this reason, we need software tools that guide us in the
generation of these artifacts, its maintenance, and the control of the integrity
of changes. Nowadays, we can find tools which help us in the development of
traditional software. However, our main objective is the extension of this kind
of tools.
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2 InSCo Methodology

In many application domains, there are problems that we need to solve by buil-
ding a software system that uses knowledge engineering methods. These systems
are known as hybrid systems. [2]
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Fig. 1. Models of InSCo Methodology

Hybrid systems are needed in domains and organizations that must solve,
on one hand, less structured problems with subjective requirements, uncertainty
and imprecision. To deal with these problems, the incorporation of a Knowledge
Based System is essential. On the other hand, it is necessary to add not-based on
knowledge functionality (a traditional information system [2]) in order to reach
the success of the organization and the KBS. For this reason, the methodologies
that expect to support the development of this kind of software must create an
unique solution, integrating both classes of software systems [4] [5].

The InSCo methodology [3] was designed from a requirements engineering
perspective to deal with the hybrid software development . As we can see in
Figure 1, InSCo proposes a total of seven main activities for developing hy-
brid software: Organization, Requirements , Knowledge, Analysis, Design, Im-
plementation and Maintenance or Evolution. It is necessary to emphasize that
the prototype we have developed covers the two first stages: Organization and
Requirements.

The results of these two activities constitute the business and services mo-
dels. The business model covers the organizational environment, the roles that
take part in the project, the objectives of the organization, the information re-
sources and finally, a list of items that allow us to make the decisions about
the feasibility of the project. On the other hand, the services model represents a
more detailed specification of the information that we obtain from the business
model. This specification is related to functional, non-functional and informa-
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tion requirements of the project. The InSCo methodology proposes the use of
templates and graphic notation in order to represent all these models.

3 The InSCo Requisite Tool

A competitive methodology must have a set of associated tools for making the
development of software based on it easier. In this paper we present InSCo
Requisite, a tool designed for guiding us in the whole development process of
the hybrid software. This tool helps the users to carry out the different tasks
involved in the development, the forms construction or the administration of the
diagrams associated.

One of the strong points of the application is the possibility of accessing
the application via the Internet. Most of CASE tools designed for developing
traditional or hybrid software need the installation of client programs to work
with the application. InSCo Requisite is Web-based, so the only requirements we
need will be an Internet connection and a browser. Nowadays, the use of Internet
is very extended so, it is easy to find a fast and cheap Internet Connection. On
the other hand, getting a browser is very easy because browsers are incorporated
by default in most operative systems. Furthermore, this feature will allow the
cooperation of users situated in different geographic areas, this way, the distance
among the members of a project will not be a problem in order to carry out the
development.

It is necessary to emphasize that InSCo Requisite can manage several hybrid
software projects with independent development teams working at the same
time. All the information related to these projects and the users that take part
in them must be managed. For this reason, InSCo Requisite provides an admi-
nistration area (Figure 2) which is integrated in the application, and that will
allow the system administrator to control all these aspects of the application.

« Estados conectado @] Opciones de Administracion
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- Administracidn de Proyectos - Seleccién del administrador del proyecto

+ Nue
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el Provecto de arrendamientos fiorella [Cambar]

Fig. 2. Administration Area
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The main options we can find in the administration area are:

— Management of the projects. The administrator can insert new hybrid soft-
ware projects, modify the data of the existing projects or delete them.

— Management of the users of the system. The main tasks that can be per-
formed by the administrator are: registration of new users,the establishment
of their access data (username and password) and update the information
(personal details, access data)

— Appointment of responsible persons for each project. Each project must be
managed individually by a person who will configure the main aspects of the
project.

Getting more details about the management of the requirements in a hybrid
software project, as we commented before, each project is formed by a group
of users which will work with the whole group of templates that belong to the
first stages of InSCo methodology. Their main task is the management of the
documents and artifacts associated with the project they belong to. Furthermore,
each project has a responsible person or administrator defined by the system
administrator. This person can access to a group of options related to the project,
which allow him to decide what users are going to participate in the project and
configure some other aspects.
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Fig. 3. Screenshot of InSCo Requisite

Each member can participate in a project interacting with the different tem-
plates proposed by the InSCo methodology. The possible operations can be ca-
rried using web-based forms (Figure 4) and hyperlinks. This way, each user
can access to the whole group of templates, updating their information or es-
tablishing connections with other templates by using an intuitive and easy web
interface.
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Fig. 4. Forms

One of the most interesting features of the application is a tree-based menu
(Figure 5), which represents the hierarchy of the templates that belong to a
specified project. This tree allows the users to have a general view of the project
and provides a easier method to classify and access to each element of the project.
Due to the huge quantity of templates and information that take part in a
project, one of the main objectives of InSCo Requisite has been to make the
work lighter. For this reason, the application features this tree-based menu, icons
associated to each template that allow us to identify them or texts that help us
to perform the different processes.

We have proposed several improvements in order to increase the functionality
of the application. As we commented, it is possible to represent the models of first
stages using graphic notation like diagrams. Up to date, we can include this kind
of notation in our project attaching a graphic file to a particular template. We
propose the incorporation of a graphic editor integrated with the web application
that allow us to create the diagrams without using an external application.
Another improvement we have considered is the incorporation of a glossary of
terms related to a specified project. The documentation of each hybrid software

+ @ e e
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B .1 (23 Objetives

.1 [if] Asignar viviendas

Fig. 5. Tree-based Menu
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project contains a lot of words and technical terms which are related to the
project domain. Sometimes, the people who participate in the project are not
familiarized with that domain terms. It would be a good idea that the members
of a project could access to a glossary to look up the meaning of those words.
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Abstract. This paper focuses on improving ACS (Augmentive Communication
Systems) by means of an adaptive evolutionary hypermedia. One of the most
important features of our approach is the separation of the different aspects
involved in the development, use and maintenance of the communication
system. Concerning the knowledge representation aspect we use an ontology
model that permits specifying the semantic of the represented reality. Regarding
the presentation aspect, in order to generate the hypermedia structures we
provide a mechanism that allows the creation of different views of the global
knowledge model. About the navigation aspect it is important to emphasise its
multimodal facet: at the technology level (PC or PDA) and at the interaction
level (depending on the access restrictions and the selection units). The user
adaptation aspect permits to analyse and to personalise the user navigation
using his user profile, his user model and a set of appropriate adaptive methods.
In addition, during the whole process we apply an evolutionary mechanism to
evolve these aspects in an integral form.

1 Introduction

Augmentive Communication Systems [1] (sign languages, pictorial languages, sign
templates and communicators) are part of a technology developed to improve the
social integration of people with temporal o permanent communicative difficulties
providing useful tools for their rehabilitation.

Each person requires a specific attention and adaptation to fit his profile, which
could evolve in time. However these systems don’t support mechanisms for their
necessary adaptation to each user and situation taking in account his capabilities,
skills and progresses at run-time. Therefore, an efficient and suitable approach to
design these systems is needed, based on software evolution and adaptability [2,3].

In particular this paper proposes an adaptive evolutionary hypermedia (from a
knowledge and an interaction models) that allows to represent control and to adapt the
context communication.

2 Features of Adaptive Evolutionary Communication Systems

The elements that this approach manages in order to design adaptive evolutionary
communication systems are:
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Ontology model, which represents each conceptual world and describes a
specific knowledge domain by means of concepts and relationships between them
(a semantic net) [4]. The ontology, in this case, provides the link between the
symbols used in the communicator (image, sound or text adapted to each
person’s knowledge) and the entities of the real world they represent. In addition,
ontologies both allow a global vision of each conceptual world based on the
concepts employed by the users, and allow to standardize into a single model the
knowledge about the people with the communicative difficulties, the knowledge
about the people around them (i.e. relatives, tutors, rehabilitators, etc.), and the
media used for communication (i.e. templates, agendas, etc.).

User model, which provides knowledge about the people with communication
disabilities and consists on the following components:

o Knowledge domain represented by means of ontology. In addition, the
educators can define different semantic views of the whole knowledge
domain taking into account the user profile. For example, figure 1 shows a
partial view of ontology that describes a scenario of shopping.
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Fig. 1. Shopping scenario

The process followed by the tutor to create a new view consists in hiding
in the semantic net the concepts, items and conceptual relations he
considers not related to the current view. The system automatically keeps
the integrity of the view, for example, if after hiding a relation some
concepts get disconnected, they are also automatically hidden. In the same
way, when a concept is hidden all the items associated to it and all the
relations starting or arriving to the concept are also hidden.

Once the semantic net is built, the system will be able to automatically
generate the interaction templates from it. These templates constitute one
of the possible media used to establish the communication with the user
and are represented in hypermedia format.
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o User profile containing the particular characteristics of users
(communication habits, training or therapy objectives, and interaction
preferences). To construct and select it the user (and relatives or educators)
must provide this information. This artefact allows the adaptation and
selection of the semantic view that best fits to a particular user.

o User interaction determines how the person must interact with the
communicator in order to communicate. We use a format approach to
represent the person’s interaction. It is cased on direct manipulation style
in order to highlight relevant system features and properties [5].

¢ Evolution and Adaptation methods. The evolutionary mechanisms allow the
hypermedia model to incorporate the needed changes in an easy, flexible and
consistent way. The process of adaptation to the user can be seen as a particular
case of evolution where the system changes its behaviour depending on the user
utilizing it.

3 Architecture of Adaptive Evolutionary Communication System

The architecture of our adaptive model has two tiers: the system (communicator) and
the meta-system [6]. This division allows us to separate on the one hand the
interaction, communication and user adaptation and on the other hand its evolution
process.

The communicator is used by the user and the meta-system by the educators. The
cognitive, interaction, design and adaptation aspects have to be differentiated to avoid
the coupling. Thereby, evolution/adaptability can be done more easily and safely
because the architecture components are independent.

The system is itself divided in four parts, which allows us to tackle separately the
aspects of knowledge representation (memorization system), construction of partial
views focused to one o several concrete knowledge subdomains (presentation
system), navigation of the built views (navigation system), and personalization of the
navigation process (learning system) [2].

3.1 Types of Navigations and Adaptations

The structure offered to navigate is different depending on the used platform. If a
personal computer is used the interface has two frames: at the left the semantic net
and at the right some information about the element selected in the net (Figure 2). It
provides a semantic and contextual mode of navigation.

If it has not been predefined by the educator, the user can choose the navigation
mode that he desires. Depending of the chosen mode (free navigation, conceptual
navigation, navigation by conceptual relation or navigation by prerequisites), some
options in the semantic net are disabled according to the user features and his
interests. So, the adaptation is carried out depending on the user, but also on the
navigation mode used in that moment.

In the free navigation, the conceptual structure is chosen according to the user
profile and the user browses the structure without any restriction. While the user visits
items, the system gathers information about the navigation strategy. By means of a
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transition matrix, the system captures the conceptual relationships followed by the
person during navigation. The matrix has one row and one column for every concept
represented in the knowledge domain. Based on the analysis of the matrix, the system
can identify new conceptual relationships that are needed or existing conceptual
relations that should be removed in the knowledge domain. Take into account these
navigation patterns, the system can suggest changes in the structure and the educator
can identify progress or problems in the mental knowledge of the patients (adaptation
by feedback).

" | Vismaiing the Informstion Space of
Hypermedia Systems

" [apramn] ot

Fig. 2. Shopping with the PC

Conceptual navigation only shows the conceptual structure so, the navigation
structure is smaller. When a user visits a concept, the system presents the whole
domain information associated to it; a composition of the items order according to a
compositional structure specified by the educator.

In the navigation by conceptual relation the user must follow the navigational
links established among the concepts in the navigation system. Therefore, the user
must visit the items in an order that is consistent with the semantic of the relation
among them. This type of navigation is suitable for people we need to learn/remember
routine tasks (autistic, Alzheimer’s disease).

Navigation by prerequisites restricts the items the user can visit depending on
some educational or the therapeutic prerequisites. To determinate the accessible items
the system checks if the user reaches some achievements. This kind of navigation is
the one that permits more adaptation possibilities. For instance, the educator or
therapist wants the user works in a particular direction. In this case, the system can
personalize the structure and show only those concepts that suit a set of interests or a
specify knowledge goal. In addition, the system can provide the optimal route that
best matches the preferences of the educator. With this adaptation technique (guides
routes) the user loses freedom but in return it increasing the efficiency and quality of
the navigational process.
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In other case, when a PDA or other embedded system is used, the interface is based
in templates. Every template only shows the available options in the current moment,
without additional information. Each option is represented by means of an icon which
can also have associated text and audio.

Figure 3 shows a possible use of the PDA in a scenario based on figure 1. As it can
be seen, in some templates all the options must be selected in a particular sequence,
while in others it is enough that the user selects one or several options in any order.

u,mbhs

I | dary products
-
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Fig. 3. Shopping with the PDA

3.2 The Evolution Process

The meta-system is in charge of the evolution of the system. It includes the evolution
of the complete knowledge domain, of the partial views built from it, and of the
navigation and adaptation rules used during the user interaction.

This level of abstraction includes tree evolutionary mechanisms: evolutionary
actions, restrictions and change propagation. To perform a change, the educator
chooses the appropriate action and run it. The action is only executed if it satisfies a
set of restrictions imposed by the model and by the educator. Finally, this change
could involve modifications in order to guarantee the consistency of same system and
the other systems. For example, when a concept is removed in the knowledge domain,
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the meta-system removes this concept in all the views that show it. In addition, if after
the change, some concept is disconnected in a semantic net, the meta-system performs
new modifications in order to guarantee the consistency of the net.

4 Conclusions and Further Work

This work proposes a new way of conceiving Augmentive Communication Systems
development based on adaptive evolutionary hypermedia systems. This approach
reaches to design adaptive evolutionary communication systems: using an ontological
model to define conceptual world, modeling the user’s interaction by means of the
knowledge model and the user model, and supporting ad hoc communications by an
adaptive evolutionary hypermedia system.

This new conception allows: the representation and control of communication with
the environment, the generation of different templates and navigation models which
are available using a PDA or PC, the selection of the best semantic view take into
account the user profile and, finally, the adaptation and evolution of the hypermedia
model according to the progress obtained and to the new demands of each user.

Now we are working on creating a tool for educators to allow the design and
adaptation of the communicator and to monitor the user behaviour. In next future, we
will extend our experience with autistic children (Sc@ut project) to other
communities such as people with speech or memory disabilities.
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Abstract. Due to the exponential growth of Internet it is very important to have
good knowledge structures that let to obtain good results in Web search. The
aim of this work is to discover the user tendencies when they use the search en-
gines and to know the limitations of the knowledge structures that GUMSe'
uses. With this information is possible to design a more efficient system. For
this reason, it is analyzed the set of keywords and queries more frequently used
in the search engines and how WordNet manage it. This information is very
useful to avoid bad situations in our meta-search engine.

1 Introduction

Different users may differ about the relevance of several documents obtained using
the same query. Relevance is a subjective notion. Standard search engines try to solve
the main problems that affect the quality of the results with the aim of obtaining a
relevant collection of documents. The main sources of these problems are the ambigu-
ity and the vocabulary. But the search engine needs to know some kind of semantic
information that let it to improve the results.

The main sources that are usually used to discover the semantic information and
relations are the dictionaries, thesaurus or ontologies. WordNet [1] is one of the main
tools used in information retrieval processes, mainly for disambiguation tasks. These
tools have several problems such as for example the granularity of the senses [2] or
the lack of recent terms. For example, WordNet 2.0 doesn’t recognize the terms
“XML” or “CORBA”. Other times, it recognizes the common senses of one word,
like in the case of “SOAP”, but does not recognize the new sense (Simple Object
Access Protocol for the previous case).

This work is focused on the study of the weak points of WordNet. Our objective is
to use its information to improve our knowledge structures. For this reason, the study
of the user’s query is an important aspect that helps us to know the terms not recog-
nized by WordNet. This information can be later on used to get better results.

There are many works focused on the study of user queries. Most of them offer sta-
tistics about the number of keywords, the number of queries per session, and other

' GUMSe: Gum Search, meta search engine Developer in the framework of SMILe-ORETO-
UCLM (Soft Management of Internet e-Laboratory) research group.
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statistical measures [3]. For example, Jansen & Spink [4] studied the queries of the
users for the Excite Search Engine. But this study was concentrate on users’ sessions,
queries and terms. Other interesting study is the comparison of three different search
mechanisms: query-based search, directory-based search and phrase-based query
reformulation assisted search [5]. This study concludes that query reformulation can
significantly improve the relevance of the documents but with an increase in the
search time and the cognitive load.

Usually one keyword is considered a unique word. It is a serious problem because
in many situations it is not possible to use an isolated word to describe a text. For this
reason, in this work, it is defined a ‘keyword’ as a word or combination of words that
describe a remarkable characteristic or item of one topic. But, usually user queries
have several words, and now another problem appears: how to distinguish keywords
within a query?

GUMSe [6] have been developed like a platform that allows us to test new ideas in
Web search processes. Using the classic technique of query expansion, GUMSe se-
mantically obtain a collection of additional queries related to the original one. New
queries are generated replacing or introducing new related terms to previous ones by
means of synonymy, hyponymy or hyperonymy relations.

2 Methodology

The first step was to obtain a collection of user queries. Nowadays, the system is in
test phase and we do not have enough queries to make an exhaustive study. Neverthe-
less, there are many web sites that make available the most popular queries that users
submit, or even all the queries. For the object of this study, the main source of our
collection of keywords was Hitbrain® and MetaSpy. The Hitbrain Web site offers a
collection of 10.000 keywords and information about each one such as the frequency
of use, the position in the monthly ranking and the last positions. This site assumes
that a keyword can consist of several words. In addition, we used other sets of queries
from MetaSpy. At this point we have to distinguish between keywords and queries.
The difference between both is a little bit unclear because one keyword is also a
query, but a query is not a keyword. That is to say, a query can be formed by one or
more keywords.

The following step was to adapt the data from different sources to the same format
for its later processing and study. Once it was completed, we made three different
experiments:

1. Study of the terms recognized by WordNet: counting the number of terms
that WordNet recognizes.

2. Study of the terms recognized by WordNet with bad sense: it is analyzeed
if WordNet recognizes the terms in a wrong way. Frequently WordNet rec-
ognizes one keyword in a wrong way due to the polisemy of the terms.

3. Study of the topics of the terms: Finally, it is analyzed what topics are most
frequently used by users.

2 http:/www.hitbrain.com
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3 Results

3.1 Terms Recognized by WordNet

Our first experiment was to count the number of keywords that WordNet recognizes.
In this experiment, three different situations appear: WordNet recognizes the key-
word, WordNet does not recognize the keyword and WordNet recognizes the key-
word in a wrong way. In this analysis, the third case is not considered. We assume
that WordNet recognized the items in a right way.

For this study two test collections of terms were used: Coll and Col2. The first col-
lection (Coll) from Hitbrain was compound by 10,007 keywords. The second (Col2)
was a collection of queries obtained from Metaspy with 123,809 queries.

Table 1. Characteristics of the two collections

Items Type Source
Coll 10,007 Keywords HitBrain
Col2 123,809 Queries MetaSpy
Col2 307,286 Keywords MetaSpy

The results of the analysis of Coll are shown in table 2. This collection has key-
words formed by one to five words. The experiment reveals that WordNet recognizes
the 66% of the keywords formed by one word, and this percentage decrease when the
number of words that compound each keyword increase. WordNet only recognizes
the 4,53% of the keywords formed by 2 words (see Table 2), and practically the 0%
of the keyword with more than 2 words. Total: the 45,45% of the keywords are rec-
ognized by WordNet, where the 66,6% of them are keywords with only one word.

Table 2. Results of the analysis for Coll. The table shows the number of words that form one
keyword, the number of keywords recognized and not recognized by WordNet, and the per-
centage of keywords recognized.

N°WORDS  RECOGNIZED NOT RECOGNIZED N°KEYWORDS PERCENTAGE

1 word 4420 2250 6670 66,26%
2 words 127 26076 2803 4,53%%
3 words 0 451 451 0%

4 words 1 61 62 1,61%
5 words 0 13 13 0%
Others 0 8 8 0%
TOTAL 4548 5459 10007 45,45%

The analysis of Col2 was different because it is formed by queries of the users, and
not only keywords. One query can be formed by one or more keywords. In this ex-
periment we use two criteria of evaluation of the query: the first one was to consider
the query like a keyword (formed by one or more words) and the second was to con-
sider one query formed by one or more keywords (each word is assumed like a
keyword).
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Table 3. Results of the analysis of Col2

Case Items Rec. Not Rec. Per.
Queries 123,809 31,637 92,172 25,55%
Keywords 307,286 152,679 154,607 49,69%

The results in both cases are very different. For the first case the number of
queries was 123,809. The number of queries recognised was very low (only the
25,5%) and it was only the queries formed by one keyword. In the second case
each word is considered like a keyword. The number of words processed was
307,286 (the average number of terms by query was 2,48) and WordNet recog-
nized the 49,68% of the words. This result is very similar to the average number
of the first experiment.
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Fig. 1. Average of the terms recognized by WordNet for Coll related to the frequency of use

Another important aspect is that WordNet recognized around the 60% for the 600
first keywords (see Figure 1). But the average is decreasing in the keywords with
lower position (or frequency of use). This means that if the number of different key-
words is very small, then the behaviour of WordNet is better than if there are many
keywords. But if the frequency of the use of the first keywords is very high, then the
behaviour of WordNet improves because correct cases are more frequents. It implies
that it could be better to improve only the behaviour for the keywords more frequently
used because they are the more probable situations.

3.2 Terms Recognized by WordNet with Bad Sense

Next work is a preliminary study of the precision of WordNet. This experiment uses
the 250 first keywords of the collection Coll, where WordNet recognized only 180.
The process consists of verifying what keywords recognized by WordNet are wrong.
For the accomplishment of this study, the meanings of each keyword recognized by
WordNet were observed. If WordNet has the correct sense then the keyword has been
recognized right. On the contrary, the sense has been selected incorrectly. Evidently
this test is subjective, since the criterion to decide if one keyword is wrong depends of
the person that makes the test. For this reason this aspect of our investigation can be
improved in the future. The results of this experiment are showed in table 4.
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Table 4. Results of the second experiment

N° Keywords 180
OK 157 87,2%
WRONG 23 12,8%

This experiment shows that around the 12% of the keywords recognized by Word-
Net are not in the correct sense. This is the case, for example, of the keyword “ama-
zon” that in WordNet can be: “a large strong and aggressive woman”, “one of a na-
tion of women warriors of Scythia”, “a major South American river” or “mainly green
tropical American parrot”. The previous meanings are correct and there are people
that looking for these topics, but in Internet, the usual case (we think) is to use this

keyword to search a web site that sells books.

3.3 Study of the Topics of the Terms

The last experiment classifies the keywords with the objective of knowing what do-
mains are more demanded for the users. This information is useful to know why the
WordNet thesaurus fails. In this experiment we analyze the first 250 keywords of
Col2 and each keyword was assigned to one or more pre-established categories.
Table 5 shows the 10 categories. The “other” category includes the keywords that are
not in the previous nine ones. This experiment uses, such as the previous one, a sub-
jective criterion. The results show that many queries in Internet are about Internet.
This causes that the queries about Internet are not recognized in some cases in a cor-
rect way by WordNet. An exhaustive analysis can help us to know the weakness of
WordNet and what aspects are necessary to improve if we want to get a more efficient

meta-search engine.

Table 5. Distribution of the keywords by categories and wrong senses in each one

Category Hits Errors % OK % ERROR
Web 75 10 30% 13,3%
Computer 55 7 22% 12,7%
Location 25 4 10% 16%
Games 21 3 8,4% 14,3%
Music 19 2 7,6% 10,5%
Movies 15 1 6% 6,6%
People 13 0 5,2% 0%
Sport 10 0 4% 0%
Health 6 0 2,4% 0%
Others 99 0 39,6% 0%

It is also studied the relation between the categories and the recognition of bad
senses in WordNet. This experiment reveals that the two main categories that causes
fails are Web and Computer categories (the category Others is not considered).There
are also other categories such as Music or Games that are in continuous change. This
situation make difficult to update a knowledge structure and it is so easy that it fails
when terms about these categories are used.
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4 Conclusions

In this study, WordNet recognizes the 45,45% of more frequently keywords used in
user queries. The study used 10.007 keywords. The keywords have 1 to 5 words.
Other important aspect is that there are situations where WordNet recognizes key-
words, but in a wrong way. These cases are very infrequent but they can produce
mistakes in search processes.

It is necessary to have good knowledge structures that could be used for informa-
tion retrieval purposes to focus the search and to obtain better results. For this reason,
a subsystem specialized in the improvement of the knowledge structures could be a
good support for search engines.

References

1. Barto, A. G., Sutton, R. S., Anderson, C. W.: Neuronlike adaptive elements that can solve
difficult learning control problems. IEEE Trans. Systems, Man, and Cybernetics, Vol.
SMC-13, (1983) 834-846.

2. Agirre, E, Lopez de Lacalle, O.: Clustering Wordnet word senses. In: Proceedings Recent
Advances on Natural Language Processing (RANLP’03) (2003)

3. Werbos, P. J.: Neural networks & the human mind: New mathematics fits humanistic in-
sight. In: Proceedings of the 1992 IEEE Trans. Systems, Man, and Cybernetics, Vol. 1,
(1992) 78-83.

4. Jansen, B. J., Spink, A., Saracevic, T.: Real life, real users, and real needs: A study and
analysis of user queries on the web. Information Processing & Management, Vol. 36, No. 2,
(2000) 207-227.

5. Bruza, P., McArthur, R., Dennis, S.: Interactive internet search: Keyword, directory and
query reformulation mechanisms compared. In: Proc. 23rd annual Int. ACM SIGIR conf. on
Res. and Devel. in Inform. Retrieval. Athens, ACM Press: New York. (2000) 280-287.

6. Olivas, J. A., de la Mata, J., Serrano-Guerrero, J.: Ontology Constructor Agent for impro-
ving Web Search with GUMSe. In: Proc. of Information Processing and Management of
Uncertainty in Knowledge-Based Systems (IPMU’04), Vol. 2, Perugia, Italy, (2004). 1341-
1348.



Fuzzy Adaptive Objects (Logic of Monitors)

Germano Resconil, Javier Alonso?, and Raul Izquielrdo2

! Catholic University, via Trieste 17, Brescia, Italy
resconi@numerica.it
2 Object Oriented Technology Laboratory, Department of Computer Science,
University of Oviedo, Calvo Sotero s/n 33005 Oviedo, Spain
{javier, raul}@addevis.com

Abstract. The active semantic in Adaptive Object-Model (AOM) is only one ex-
ample of the more complex active semantics at different orders. When we violate
the integrity of the system, uncertainty grows up in the system. When monitors
are conflicting worlds in the modal logic, we can study uncertainty with the logic
of the monitors that is comparable with the logic in the fuzzy set theory. Fuzzy
values (integration degree) of a concatenation of interactive objects can be com-
puted by fuzzy AND, OR and NOT operators presented in this paper.

1 Introduction

An Adaptive Object-Model (AOM) is a system that represents classes, attributes and
relationships as metadata. Users change the metadata (object model) to reflect
changes in the model. These changes modify the system’s behaviour.

The relation among objects or interactive object generates constrains that we con-
trol by the monitors and propagators. To enforce constrains requires that the related
objects were updated with information describing the trigger when the propagator is
instantiated Active semantics uses monitors for a local object. For a far object to ac-
tively restore the integrity of the interactive object we use the propagator that propa-
gates through objects the message of the monitors. The active semantics in AOM is
only one example of the more complex active semantics at different orders. When we
violate the integrity, the monitors give the information how and where the integrity is
violated. When we assume that any monitor is a world in the modal logic, the moni-
tors are a set of conflicting worlds. With the logic of the monitors we can study how
uncertainty can be computed by the AND, OR and NOT elementary logic operators.
The logic of the monitors can be compared with the logic of the fuzzy sets. We create
logic expressions with the monitors and we compute the degree of integrity in com-
plex logic situations.

2 Entity and Relationship

Following the Specialization Principle we design Entity —Relationship structure as in
the following figure and table.
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John farther daughter | Mary
R1
hrother mother
R Ry
brother daughter
Charles E: Anna

granduncle grandniece

Fig. 1. Graphic image of a particular coherent case of roles and relations

Table 1. Coherent table of role and relations

Roles Relation, Relation, Relation; Relation,
father daughter

daughter father

daughter mother

Any entity (E1, E2, E3 & E4) has two roles that must be coherent with the entity
itself.

El =“John” , E2 = “Mary” , E3 = “Charles” and E4 = “Anna”
So the Entity — Relation can be modelled in this way
M =<ROLE, RELATION , ENTITY ,F, G > (1)

Where ROLE is the set of roles, RELATION is the set of relations, ENTITY is the set
of entities and

F: ROLE x RELATION — ROLE (2)

Is the transition rule for which given the “relation” we can obtain a role from another
role. The function G

G : ROLE x RELATION — ENTITY 3)

Is the reply rule for which we can associate any role and relation with an entity.
Because any entity is not a simple element but is an abstract element with different
instances, we can describe the internal structure of the entity by the rule

H : INSTANCE x ATTRIBUTE — VALUE “)

Where instances are samples of the Entity class.

3 Active Semantics

Relationships capture the semantics of the interactive objects and become the means
by which active semantics is used to express behavioural composition.
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Adaptive Object Modelling (AOM) is a model based on instances rather than
classes. When we define the object type class, any instance of the class is an instance
of the object. With the introduction of the object type, we can have active objects and
passive objects. In passive objects we have only the reaction of the object to a mes-
sage. Inside the object type we have the methods, states, monitor and participant
structure.

Ghject A | object
Trigger Monitor
List
actions
¥ T;igger
Method List
actions
h J
Method
Cbhiject B = Cbhiject A

Fig. 2. Internal structure of two interactive objects with monitor and participants in the relation-
ship of the mutual control of the methods

4 Monitors as Worlds in the Meta-theory of Uncertainty

We know that in modal logic the world is the entity by which we can know if a propo-
sition or assertion is TRUE of FALSE. When the enforcement rule (assertion) is vio-
lated the assertion is FALSE and the integrity of interactive objects is not valid.

In the Adaptive Object Modelling the implied action of an assertion is to reject any
action which would lead to violation of the constraint. But in general we assume that
the implied action cannot always eliminate the violation of the constraint. In this case
we break the integrity and the system has uncertainty condition. When the assertions
are given as TRUE in all the monitors the associated objects are completely integrate
and the constrain condition is valid. When all the monitors give the value FALSE then
we have a complete violation of the integrity. But, when for a part of the monitors the
assertions are true and for other parts the assertions are false we have a partial integ-
rity of the objects. In conclusion we assume that:

— We associate to a monitor a possible world
— The relation among the monitors is a relation among the worlds
— We associate to any assertion in a monitor (world) a logic value TRUE or FALSE

With the monitors (worlds) we define the Kripke model i
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M=<W,R,V> 5)

where W is a non-empty set of possible worlds (monitors), R is any type of relation
among the worlds. R € W X W is an accessibility relation on W, and V is the function
that assigns a logic value TRUE or FALSE to any monitor.

V: Propositions X W — {T, F} (6)

A proposition p is necessarily true when in all the accessible worlds (monitors) p is
true. The proposition p is necessarily false when there is at least one accessible world
(monitor) where p is false. The proposition p is possibly true when there is at least one
accessible world (monitor) where p is true.

Resconi, et al. (1992-1996) suggested to adjoin a function

¥:W >R (N

where R is the set of real numbers assigned to worlds W in order to obtain the new
model

SI=<W,R,V,¥> (8)

That is for every world, there is an associated real number that is assigned to it.
With the model S1, we can build the hierarchical meta-theory where we can calculate
the expression for the membership function in the fuzzy set theory .

Imprecision means that an “entity” (temperature , velocity ...) cannot have a crisp
logic evaluation. The meaning of a word in a proposition may usually be evaluated in
different ways for different assessments of an entity by different monitors, i.e. worlds.
In this case a world is associated to a monitor in the active object.

The violation of the integrity in an interactive object is the principal source of the
imprecision in the meaning representation of the interactive object.

When we write for short:

(set of monitors where p,, (x) is true)
IW(x)I

u, (x)= ©
where pA(x) is the integrity attribute for the interactive object x in the set A of inter-
active objects, the variable LA (x) is the membership function in the fuzzy set A of the
interactive objects and for a particular interactive object x.

The membership expression is computed as the value of ¥ in S1 stated in (1)
above. Itis computed by the expression

Y= — (10)

5 Logic of the Monitors and Fuzzy Set Theory

Because any monitor as a world gives us information where we violate the integrity of
the system, we are interested in the development of logic operations by which we can
create logic expressions in the logic of the monitors.
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5.1 Operation AND

Starting from two propositions, such as'"John is tall" is true' AND "John is heavy"
is true', given that we know the membership functions of Hy, (%) for Py: "John is tall"

is true', and Hy, x) for P,: "John is heavy" is true'. It should be clear that if we know
the set of possible worlds W;={Wi} where p,; is true and the set of possible worlds
W,={Wj} where p; is true, then we can compute

f, () =W, 1/1W 1 and g, (x) =l W,/IW1. (11)

Because | W; | = N; is the number of possible worlds where the proposition p; is
true. We generate a new event p such that "p; and p," is "true" by the expression

P=Pi1ADP 12)
where “and” is interpreted to be equivalent to “A” operation. So we have
W, N W,|

0=, 00 =1

(13)
Remark 1. When we know the value of p; and p; for every world we evaluate the
expression p = p; A p,. Because for p, I can choose any type of sentence, we can
choose p, = — p;. When the set of worlds where p; is true and the set of worlds where
D2 is true have intersection different from zero, irrational worlds (monitors) can grow
up: obtaining worlds where p = p; A = p; is true.

We can easily show that for W, , the complement of W, we have

MWy | 1w AW, W, AW, |

= = 2 _mi - 14
“piapy (€ W] W] Wi mln[,upl (x),,upz (] Wi (14)

In this case we have WINW2 = W2 that is the set with the minimum value of car-
dinality.
When p2 = — pl we have that all the worlds in W2 are irrational. We can prove
that
OS,Llpl/\pz < min('upl”upz) (15)

Between a zero irrationality to the maximum of the irrationality in the monitors.

5.2 Operation OR
For the OR combination, following similar steps as in the paragraph above, we have:
max(ip s fp ) S Hpv—p, =1 (16)

In this case, the set where — pl is true is included in the set where p1 is true, we
break the classical property for which the set of worlds where — p1 is true is the com-
plement set of the worlds where pl is true.
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5.3 Operation NOT
In the fuzzy calculus we break the classical symmetry for which:
Hop=1-4, (17)

The set where p is true and the set where —p is true are separate sets without any
connection one with the other as we have in the classical modal logic.

6 Conclusion

This paper introduces the partial coherence or integrity. When we have defect in
knowledge, we violate the integrity of the system of interacting objects. The monitors
give us the position in the system where the integrity is violated. Meta-theory of un-
certainty by modal logic, where the world is a monitor, can generate a special logic or
logic of the monitors by which we can compose the monitors results with the AND,
OR and NOT logic operations.
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Abstract. The application of Model Based Diagnosis (MBD) techniques to-
gether with Knowledge Base Systems, points out the need of general modelling
frameworks in domains where time management is important. The development
of this kind of systems, far from becoming simpler, reveals the additional com-
plexity inherent in each specific domain. This paper describes a general archi-
tecture for this purpose using a model based approach for developping temporal
knowledge based systems in different domains. This work also relates our ex-
perience in applying this architecture in the concrete domain of Intensive Care
Units.

1 Introduction

Since its beginnings, Artificial Intelligence has paid special attention to knowledge-
based systems and its design. In particular, the application of model-based reasoning
has obtained important results in the last decades [1,2].

However, the experience in developing these systems reveals the complexity of the
design, the development, and its maintenance. Furthermore, in most of cases, the sys-
tems are highly dependent on the domain and the problem to be solved. In our opinion,
there are some particular situations where these difficulties are critical, for instance
the analysis of knowledge-based systems in order to solve temporal diagnosis prob-
lems ([3,4]).

This work presents a general model-based framework for intensive-knowledge do-
mains, where the temporal dimension is considered to deal with the diagnosis problem.
Nevertheless, the task of designing a generic architecture is a complex issue. One of
the most difficult steps is to establish the set of goals to be reached. Our general frame-
work tries to deal with the following key topics: domain independence, the management
of temporal uncertainty, the knowledge acquisition bottleneck, model-based represen-
tation, and the diagnosis task. This paper also relates our practical experience in the
application of this architecture.

The structure of this paper is organised as follows: firstly there is a general overview
of the proposed architecture. After that, the two main modules (temporal/domain and

* This work was supported by the Spanish MEC under project MEDICI (TIC2003-09400-C04-
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under the FPU national plan (grant ref. AP2003-4476).
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decision support module) are explained in detail.Finally, we describe our practical ex-
perience in the application of this architecture in the particular domain of the Intensive
Care Units.

2 Model-Based Architecture Overview

The architecture proposed is based on a behavioural model in order to solve the tempo-
ral diagnosis problem from a Model-Based Reasoning approach (MBR). This section
shows the main structure of the architecture, describing each part in detail afterwards.
This structure defines two modules, the Temporal/Domain Module and the Decision
Support Module.

I
DOMAIN ONTOLOGY :I\ /L’
[]
TEMFORAL
AND DOMAIN
MODULE
D ’

DIAGHCSIS MODEL

Knowledge Kn
Acquisition '

DIAGMOSIS PROCESS

Diagnosis DIAGMNOSIS
Algorithm SOLUTION

| DECISION
SUPPORT
MODULE

Fig. 1. The General Model-Based Architecture Overview

The Temporal/Domain Module is composed by all those elements that allows the
architecture to be independent of the domain, and the management of the temporal
dimension. The Decision Support Module includes all the elements needed to obtain
the diagnosis solution.

3 The Temporal / Domain Module

The design of any system architecture for model-based diagnosis becomes highly dif-
ficult if the importance of the knowledge domain is considered, as well as its impact
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on the design of systems. This work proposes an architecture able to be used in the de-
velopment of fuzzy temporal diagnosis systems for different domains. To this end, we
suggest the use of ontologies and general purposes temporal reasoners.

The temporal/domain module provides the general architecture with two main ad-
vantages. Firstly, this module deals with the consistency task: both domain and temporal
consistency. Secondly, the use of ontologies to represent part of the domain knowledge
gives the architecture flexibility, in order to apply it on different domains.

The complexity inherent to some domain knowledge increases the problems associ-
ated to generic architectures. The use of a domain ontology server allows to solve this
situation partially by keeping the semantic consistency of the concepts used.

The temporal database stores all the system information as well as some temporal
data. However, those tags are not enough to manage the temporal dimension. Thus, the
use of temporal reasoning techniques provides the architecture with important advan-
tages. For instance, it guarantees the temporal consistency, and it infers new temporal
relations [5]. This architecture relies on FuzzyTIME [6], a general purpose fuzzy tem-
poral reasoner.

4 The Decision Support Module

The main elements of the Decision Support Module are the formal model, the knowl-
edge acquisition tool and the diagnosis process. These elements conform the set of
fundamental components of the architecture in order to build a diagnosis solution.

This architecture is supported by a formal model which is a temporal and causal
model of failures named TBM (Temporal Behavioural Model). The TBM describes the
underlying structure stored in the KB. This model is structured as a causal network in
which each failure is connected to the abnormal manifestations and to other caused fail-
ures. Time dimension is an important factor to be considered. Therefore, each failure
description is extended to include temporal knowledge as a set of temporal constraints
among elements. The application of TBM in the medical domain is the result of previ-
ous works and can be read in [7].

The model (TBM) that supports the architecture is used and stored in the knowl-
edge base of the architecture. This knowledge base is supported by some knowledge
acquisition tools, which must access both the formal model and the domain
ontology.

The diagnosis process is the main element of the module. The diagnosis process, is a
fuzzy temporal model-based diagnosis. In this kind of process, the role of the diagnosis
is to find a diagnosis solution from the temporal data (from the temporal database), from
the domain ontology (from the ontology server), from the knowledge base, and with the
help of the temporal reasoner. This process is based on an algorithm that obtains a di-
agnosis solution. This solution must be temporally consistent, semantically consistent,
fulfill the temporal and causal constraints of the formal model, and explaining the find-
ings of the temporal database information. Essentially, our diagnosis proposal is based
on a causal network (temporally consistent) and a temporal constraint network that are
built using and abductive strategy to explain the set of events.
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5 Practical Experience. An Application for Intensive Care Unit

This section describes the practical application of the architecture by explaining our
implementation for the medical domain, in particular the Intensive Care Unit (ICU).

Physicians at intensive care units have to deal with an overwhelming amount of data
provided not only by on-line monitoring but also collected from patients’ records (e.g.,
laboratory results), which are, in most cases, collected manually at different time in-
stants. In order to provide efficient decision support systems and medical research tools
in the ICU domain, it is necessary to integrate and analyze the information provided
from these different sources. The result is ACUDES , the Architecture for intensive
Care Unit Decision Support.

C PTDB
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Behaviour Adguisition Tool [€—%  Server
Model ) [P (CTKAT)

Clinical
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|

Query/Asseron/Retractation
Interface (Q)
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Decission Support Temporal Data Management

History
Data
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Fig. 2. ACUDES: Architecture for intensive Care Unit Decision Support

ACUDES is an specific system that follows the structure of the architecture pro-
posed. Thus, it includes a temporal Data management Module, where the FuzzyTime
temporal reasoner and the Ontology Server are allocated; in this module you can find
also the Temporal Data Base (TDB), the ICU Ontology and the interface defined for
accessing the module. On the other hand, the Decision Support Module (DSM) con-
tains the diagnosis agent which is in charge of the diagnosis process. This process is the
core of ACUDES and it is described by a causal and temporal behaviour model-based
algorithm. It is worth mentioning that we have designed and implemented CATEKAT,
a web-based tool to acquire the domain knowledge for the diagnosis model.

5.1 Knowledge Acquisition Tool: CATEKAT

The medical domain, in particular ICUs, is hard to classify and its terminology is hard
to interpret. In some cases, the definition of terms may leave space for wrong interpre-
tation. Hence, the knowledge acquisition lies on an ontology which allows a consistent
use of the medical terms. Thus, using ontologies, KB acquisition could be viewed as
a process for enlarging a domain ontology with specific knowledge of a particular do-
main.
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We suggest the use of dictionaries of synonyms and thesaurus for solving cases of
equivalent terms that are not considered in the ontology.

Another point that we dealt with was the incompleteness of the knowledge acquisi-
tion. For example, the physician could describe some related clinical signs. However ,
the physician does not specify how this signs must be interpreted when they are present
in the patient. This insufficient information must be acquired from some other experts.

The main module in CATEKAT is the web based KA user interface. There are
several requirements that characterise its design and implementation:

— a multi-user environment.

— role-aware, i.e. the management of different roles such as expert or knowledge en-
gineer

— avoiding inconsistencies in temporal pattern edition by locking a pattern when a
user is working on it

— providing an effective cooperative work platform

— allowing the definition of projects related to different domains

— browsing and querying capabilities.

5.2 Graphical Diagnosis Tool

In our experience at the ICU domain, we had dealt with two problems of the clini-
cal decision support: the gathering of temporal medical information (the input of the
diagnosis process); and the representation of the diagnosis outcome.

The aim of the Evidence Acquisition Tool is to provide physicians with the data
gathering of clinical histories, allowing the system to return the diagnosis outcome. This
tool has been designed to facilitate a visual and interactive acquisition of patients’ find-
ings, taking into account the temporal dimension of this information, which is critical
in ICUs domains.

In decision support systems, the representation of the diagnostis solution is a key
question, not only from a practical point of view, but also to provide an understable
diagnosis output. To this end, the Diagnosis Navigator shows an understable output
of the diagnosis process, as well as an explanation of the diagnosis solution. This ex-
planation is made by describing each decision that the diagnosis algorithm has reached
through the process of causal network construction within the reasoning process. This
functionality allows the physician to understand the behaviour of the diagnosis pro-
cess. Thus, the expert could criticize it and suggest new modifications by means of the
CATEKAT tool.

6 Conclusions

This paper proposes a general architecture based on a causal and temporal behavioural
model [7] (TBM) for treating the fuzzy temporal diagnosis problem. This architecture
defines two modules, the Temporal/Domain Module, and the Decision Support Module
in order to deal with: domain independence, the management of temporal uncertainty,
model-based representation, and decision support.
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In the design of architectures based on models, the selection of a knowledge model
is a critical factor. At this point, an important question to be considered is the degree
of dependency of the model and the domain which is modeled. On the one hand, a
weak dependence facilitates the design of a generic model that can be reused in other
domains. On the other hand, the approach of a highly dependent model on the domain
provides an easy design of knowledge acquisition tools. The proposed architecture is
based on our research in the representation of temporal behavioural models TBM. The
model used in the architecture deals with both, generic model and easy acquisition.
However, the agreement of the TBM with the domain provides an easy KA, but also a
complete description of the domain behaviour.

As we mentioned in Section 5, this work also describes our experiences in the im-
plementation of this architecture for a Decision Support system in a ICU. One of the
problems in this domain is the high difficulty of the knowledge acquisition process,
where the temporal dimension plays an essential role in the knowledge domain. Thus, in
this work we present ACUDES, an implemented system for decision support in ICU to
deal with these problems. We also propose the knowledge acquisition tool CATEKAT,
which uses TBM to built the knowledge base.
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Abstract. A method to extend ontologies with the assistance of au-
tomated reasoning systems and preserving a kind of completeness with
respect to their associate conceptualizations is presented. The use of such
systems makes feasible the ontological insertion of new concepts, but it
is necessary to re-interpret the older ones with respect to new ontological
commitments. We illustrate the method extending a well-known ontology
about spatial relationships, the called Region Connection Calculus.

1 Introduction

Ontology Management has becomed in a critical issue in fields related with
Knowledge Representation and intelligent information processing as the Seman-
tic Web. One of the involved tasks, the most important, is the need of extending
or revising ontologies. This task may be, from the point of view of companies,
dangerous and expensive: every change in the ontology can affect to the overall
knowledge organization of the company. Moreover it is also known that the self
process of extension is hard to automatize: the tools are designed to facilitate
the syntactic extension or ontology mapping. But the effect of ontology mapping
on the logical reasoning may be, in general, unknown, and specially on the use
of automated reasoning systems [2].

The aim of this paper is to propose a formal semantics for ontology exten-
sion (following the foundational principles given in [2] and suggested by the
computer-assisted cleaning of Knowledge Databases [1]) as well as a feasible
method, assisted by Automated Reasoning Systems (ARS), to extend ontologies
preserving a certain type of robustness.

2 Lattice Categorical Extensions

We assume throughout that the conceptualization associated to the ontology is
endowed of lattice structure. Actually it is not a constraint: there are methods
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and Science, cofinanced by FEDER funds.
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to extract lattices of concepts from data (such as the Formal Concepts Analysis,
see e.g. [8]), and an ontology is easy to be extended by definition to satisfy
it. Although we think about Description Logics as a language (a logical basis
for ontology languages like OWL, see http://www.w3.org/TR/owl-features/),
the framework is useful for First Order Logic (FOL).

A lattice categorical theory is a theory that proves the lattice structure of its
basic concepts. It is a reasonable requirement: the theory must certify the basic
relationships among them. We aim to replace completeness by lattice categoricity
to make feasible the extension of formal ontologies.

Fixed a language, let C = {C1,...,C,} be a set of concept symbols and let T’
be a theory (in the general case, definable concepts in T' can be assumed) and let
us consider the language L¢ = {T, L, <}U{c : c€C}. Given M = T, we con-
sider the L¢-structure L(M,C), whose universe is the set of the interpretations
in M of the concepts (T is M, L is @), and < is the subset relation.

The relationship between L(M,C) and the self M is based in two facts. The
first one, that the lattice can be characterized by a finite set of equations FE,
plus a set of formulas ©¢ categorizing the lattice under completion, that is, ©¢
includes the domain closure axiom, the unique names axioms and aditionally
the axioms of lattice theory. Secondly, there is a natural translation IT of lattice
equations into FOL formulas such that if F is a set of equations characterizing
L(M,C), then M = II(E).

Definition 1. We say that a Le-theory E is a lattice skeleton (1.s.) for T if

— There is M =T such that L(M,C) E E + O¢, and
— E+ O¢ has an only model (modulo isomorphism).

Every consistent theory T has a lattice skeleton (it is sufficent to categorically
axiomatize the lattice associated to some model of T'). Intuitively, the existence
of essentially different lattice skeletons difficults the reasoning with the concep-
tualization associate to T'.

Definition 2. T is called a lattice categorical (l.c.) theory if whatever two
lattice skeletons for T are equivalent modulo O¢.

It is easy to see that every T consistent has a lattice categorical extension:
it is sufficent to consider a model M = T, and next to find a set E of equations
such that ©¢ + E has L(M,C) as only model. The theory T+ II(E) (and any
consistent extension of it) is l.c.

To simplify, we deal with a pair (T, E) -where T is lattice categorical and E
is a lattice sekeleton for T- that we call a lattice categorical core (l.c.c.). Thus,
(T,E)isalc.c. if T+ II(FE) is a l.c. theory.

Definition 3. Given two l.c.c. (Th, E1), (Ta, Es) with respect to the sets of con-
cepts C1 and Co respectively, we say that (Ta, Eq) is a lattice categorical ex-
tension Of (1—117 El) Zf L(Tl,Cl) g L(TQ,CQ) and L(TQ,CQ) ): El.
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3 Extending Ontologies

In order to obtain a practical method, some of the basic (theoretical) logical prin-
ciples required by the definitional methodologies of building of formal ontologies
must be weakened [3]. Such principles, in their original forms, are:

Ontologies should be based upon a small number of primitive concepts.
These primitives should be given definite model theoretic semantics.
Azioms should only be given for the primitive concepts.

Categorical aziom sets should be sought.

The remaining vocabulary of the ontology (which may be very large), should
be introduced purely by means of definitions.

Guds fo do =

The three first principles are assumed, but, in order to a feasible management,
the last two ones (two strong logical constraints) are weakened. The fourth one
will be replaced by lattice categoricity, more manageable than logical categoricity
or completeness. With respect to the last one, if we start with a basic theory, it
can be hard to define any new concept/relation by means of the basic elements of
the ontology. Thus, we must consider that there are ontological insertions, that
is, additions of new concepts/relations not ontologically defined on the former
ontology. This may produce a deep readdress of the domain analysis.

The method consists of four steps, assisted by an automated theorem prover
(in our case, OTTER, http://www-unix.mcs.anl.gov/AR/otter/), a model
finder (MACE4, www-unix.mcs.anl.gov/AR/mace4/), and a last stage for on-
tological reconsideration. Starting from a lattice categorical theory:

1. First, one extends the lattice of the basic concepts of the ontology by ex-
tending the selected skeleton.

2. Next, one applies MACE4 on a possible axiomatization of the new lattice
in order to obtain the new lattices. In general, the characterization of the
lattice is a theory weaker than the initial ontology.

3. The third step consists of the refinement of the skeleton in order to MACE4
exhibits one only model (that is, the theory is lattice categorical).

4. Finally, it is necessary to certify (by means OTTER or hand-made) the
unicity of above model.

The final stage of the method is not algorithmical. It consists of an ontological in-
terpretation of the new element, by re-interpreting (generally by refining) if nec-
essary, the older ones. This task, nonalgorithmical in essence, is responsability of
experts in the domain represented by the ontology. In fact, such re-interpretation
can force us to reconsider the initial ontological commitments.

4 An Example in Qualitative Spatial Reasoning

We shall apply the method for extending an ontology on Qualitative Spatial
Reasoning by means of the insertion of relations on imperfect spatial informa-
tion, concretely the well-known Region Connection Calculus (RCC) [6]. The
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DC(z,y) + =C(z,y) (z is disconnected from y)
P(z,y) < V2[C(z,7) — C(2,y)] (z is part of y)
PP(z,y) < P(x,y) AN =P(y, ) (z is proper part of y)
EQ(z,y) « P(z,y) A P(y,z) (z is identical with y)
O(z,y) < 3z[P(z,z) A P(z,y)] (z overlaps y)
DR(z,y) < ~O(z,y) (z is discrete from y)
PO(z,y) < O(z,y) AN —=P(z,y) N =P(y,x) (z partially overlaps y)
EC(z,y) < C(z,y) AN —=O0(z,y) (z is externally connected to y)

TPP(z,y) < PP(z,y) A3z[EC(z,x2) N EC(z,y)] (z is a tangential prop. part of y)
NTPP(z,y) < PP(z,y) AN ~3z[EC(z,2) A EC(z,y)] (x is a non-tang. prop. part of y)

Fig. 1. Axioms of RCC

T=CUDR POC—-PMN-PiM—~DR DR=EC U DC
NTPPC-TPPM-PiMm-DR C=0OUEC TPPC-PiM-DR
O=POUPUP; EQC—-PPiMN-DR Pi=EQU PPi
TPPiC-NTPPiMN-DR P=EQUPP NTPPiC-DR
PPi=TPPiUNTPP; ECC-DC PP=TPPUNTPP

Fig. 2. The skeleton E for the lattice of concepts of RCC

need of such extension arose, for example, when we applied RCC as a meta-
ontological tool for analysing and repairing anomalies in ontologies [1] [5]. RCC
is a mereotopological approach to spatial reasoning; the spatial entities are non-
empty regular sets. The primary relation is the connection, C(z,y), with in-
tended meaning: “the topological closures of x and y intersect” and basic axioms
Va[C(x, x)] and VY, y[C(x,y) — C(y,x)] jointly with a set of definitions on the
main spatial relations (fig. 1). Actually the theory has other axioms (see [6]),
but these are not necessary to prove the lattice structure of the set of relations
(shown in fig. 3). Thus, RCC is lattice categorical.

4.1 Isolating a Skeleton for RCC

In order to isolate a skeleton without redundant formulas, we start with the
lattice equations induced by the Hasse diagram of the RCC-relations. Next we
sequentially remove equations of this set when such elimination does not produce
other new lattices modelling the final set. The set of equations E, see the figure
2, we obtain has an only model (is a skeleton). categorizes under completion the
lattice of the RCC-spatial relationships (given in fig. 3) [5].

4.2 Inserting New Elements

The Jointly Exhaustive and Pairwise Disjoint set (JEPD) of atomic relations
of the lattice (fig. 3) is denoted by RCCS. It represents the set of the most
specific spatial relations in RCC8. Our aim is to insert a new relation representing
undefinition, such relation must be disjoint with RCCS.
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Fig. 3. The lattice of RCC-relations (left) and the egg-yolk representation of vague
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Theorem 1. There are only eight E-conservative extensions of the lattice of
RCC by insertion of a new relation D such that RCC8 U{D} is a JEPD set.

In the proof of the theorem we use MACE4 for listing the lattice extensions,
taking as input the lattice axioms, the skeleton, the unique names principles and
the closure domain axiom. The system outputs eight extensions. Since MACE4
has not been formally verified to work correctly, it is necessary to certify that
such models are correct, and, by finding OTTER’s proofs, to show that the list
of models is exhaustive. The analysis of the extensions (fig. 4) suggests us that
the new relations represent undefinition up to a degree.

4.3 Refining the Skeleton for the New Extension

We are not specially interested here in a determinated extension, although there
exist situations where it is necessary to select one of them (by example, when we
intend to classify unaccurate data [4]). However, the refinement of the skeleton
is easy: once an extension is selected. For instance, with respect to the first
extension, it is sufficent to substitute the formula PP = TPP I NTPP by the
new formula PP = TPPUI; UNTPP to obtain a skeleton E’ for the extension.
Every extension of (RCC, E’) is a l.c. extension of (RCC, E).

4.4 Final Stage: Ontological Interpretation

Finally, we need to mereotopologically interpret the new relations. In [5] four
different interpretations are offered, we tried to use some of them for supporting
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Fig. 4. The eight lattice describing the l.c. extensions of RCC by undefinition

ontological cleaning tasks. In order to show how they can be interpreted in each
case, we consider the classical egg-yolk interpretation of spatial vague regions
[7]. Intuitively, a spatial region a compounded by two subregions, as figure 3
shows, the first, y(a) (the yolk) which represents accurate locations in a, and the
second one, e(a) bounding the unaccurate locations of a. In [7] the 48 possible
spatial relations between two vague regions are shown. If we want to work with
I, for example, its vague interpretation is I (a, b) = PP(e(a), e(b)), while RCC
relations are interpreted by the natural way.

5 Final Remarks

The method described here is a logical basis for extending ontologies. Since
there is a lack of formal notions -feasible in practice- describing features about
completeness in the evolution of formal ontologies, we think that our proposal
can be useful to add formal semantics to several ontological transformations [5]
[1], achieving in this way the logical trust. The feasibility of the method depends
of two factors: the use of efficent ARS and the simplicity of the completeness
notion, related with the conceptualization of the ontology. Future research lines
are addressed to embrace the use of roles on spatial reasoning.
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Abstract. This works presents a software solution for enhancing in-
verted file compression based on the reassignment of document identi-
fiers. We introduce different techniques recently presented in the Infor-
mation Retrieval forums to address this problem. We give further details
on how it is possible to perform the reassignment efficiently by apply-
ing a dimensionality reduction to the original inverted file and on the
evaluation results obtained with this technique. This paper is devoted
to the software architecture and design practises taken into account for
this particular task. Here, we show that making use of design patterns
and reusing software components leads to better research applications
for Information Retrieval.

1 Introduction

Indexing mechanisms are a critical part of Information Retrieval systems, as they
provide fast access to term information needed for query evaluation [7]. Inverted
files are by far the most used indexing structure in Information Retrieval (and
even in large-scale database systems), specially when dealing with very large
sets of data. Indexing structures store different information related to each term
appearing in the collection, depending on the granularity specified. In this paper
we will focus on document-level inverted files, this is, we only take into account
the occurrences of terms in documents. Figure 1 is an illustrative example, where
each line stands for a different document, and the structure stores term document
frequency (number of different documents that contain the given term) and
document identifiers.

This indexing structure is organised in posting lists, where each one holds the
information for a different term. Therefore, an inverted file can be expressed as:

{< ti; fti;dhdg, .. -7dft,; >,di < d]VZ < j}vt,’ S T, (1)

where T' is the set of terms, f;, stands for the document frequency of the
term t;, and d; is the document identifier. As the notation implies, the document
identifiers are ordered.

Usually, posting lists are compressed with a suitable coding for the data
involved. Compression methods need a suitable model of the data to perform
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Fig. 1. Inverted File Example

the coding and decoding operations. Nevertheless there exists a family of meth-
ods, known as static codes [6] that work without having to store any informa-
tion about the data. These coding methods are useful for posting lists, as they
only contain integers and a model can become larger than the real compressed
data.

Actually, not every integer corresponding to a document identifier is coded,
but the difference between two consecutive ones, also known as d-gaps [7]. Static
codes use the fact that small integers occurs often, and give shorter codes to them
(measured in bits). So the shorter the differences between consecutive documents,
the higher gain in compression, which translates into a smaller inverted file.

The reassignment of document identifiers is a very recent technique for en-
hancing compression with static codes [2]. The main idea is to map each original
document identifier appearing in the collection into a new one, trying to reduce
the distances between occurrences in the posting lists. Some papers proved that
reordering can lead into gains in compression ratio for static inverted files of
medium size collections [2,8,9,10]. These works approached the problem from
different perspectives, using other well-known problems for approximating the
original one. In this paper, we will show how to build a software architecture for
the technique described in [10], which tries to solve the problem in an efficient
way by reducing the dimensionality of the input data through matrix transfor-
mations. The set of programs to be used must be able to index, perform matrix
operations with large sets of data and recompress inverted files using a previously
calculated order, everything in an independent manner and using reusable and
modular data structures. We focus on an object oriented programming paradigm
and make extensive use of design patterns [12]. Section 2 describes the known
approaches to the document identifier reassignment problem. Section 3 shows
the main technique implemented in the software architecture we are describing.
Sections 4 and 5 presents the architecture developed for the referred solution
and implementation details. Finally, section 6 summarises the work and shows
some future research lines.
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2 Previous Work

Next, we describe the state of the art concerning the reassignment of document
identifiers. Different approaches to the problem consider different data struc-
tures. Most works build a weighted similarity graph G, where the nodes v;,v;
represent the document identifiers 4, j and an edge (v;,v;) represents the simi-
larity between documents ¢ and j [2,8,10]. On the other hand, the work in [9]
uses document clusters for reordering the identifiers.

Blandford and Blelloch (B&B) [2] developed a technique that improved the
compression ratio about fourteen percent in TREC text collections. The tech-
nique employs a similarity graph as described before, and operates in three
different phases. The first phase constructs the document-document similarity
graph from the original inverted file. The second part of the algorithm calls
to a graph partitioning package which implements the Metis [11] algorithm for
splitting recursively the similarity graphs produced by the first part. Finally,
the algorithm applies rotations to the clustered graph outputted by the second
part for optimising the obtained order. The final assignment for the document
identifiers is obtained by simply depth-first traversing the resulting graph. As is
stated in [2], constructing a full similarity graph is O(n?), so the raw technique
may not suitable for very large collections. Nevertheless, the efficiency of the
algorithm can be controlled by two parameters: 7 and p. The first parameter,
T, acts as a threshold for discarding high-frequency terms, i.e., if a term ¢; has
size |t;| > 7 it is discarded for the construction of the similarity graph. Actually
the algorithm works with a sample of the full similarity graph. The parameter
p stands for how aggressively the algorithm sub-samples the data: if the index
size is n it extracts one element out of [n”]. Tuning 7 and p the technique may
lead to a tradeoff between efficiency and time and memory usage.

Shie et al. [8] proposed a different graph-based approach, based on the well
known Travelling Salesman Problem. The TSP is stated as follows: given a
weighted graph G = (V, E) where e(v;, v;) is the weight for the edge from v; to v;,
find a minimal path P = {v1,va, ..., v, } containing all the vertexes in V', such as
if P’ = {v},vh,...,v,}is another path in G, 3.7, e(v;,vi—1) < > iy e(v],vi_4).
Considering Sim a weighted adjacency matrix, it is possible to build a Docu-
ment Similarity Graph (DSG). The idea is to assign close document identifiers
to similar documents as this will likely reduce the d-gaps in common terms post-
ings. This traversing problem can be transformed into a TSP just by considering
the complement of the similarity as the weights in the edges of the DSG. The
solution found by the TSP is the path that minimises the sum of the distances
between documents, therefore the algorithm is an appropriate strategy to the
document reassignment problem.

Silvestri et at [9] proposed a method which aimed at enhancing the clus-
tering property of the index. Prior to reassigning, the technique computes a so
called transactional representation for the documents, which consists in storing
a 4-bytes truncated MD5 [13] digest for the terms appearing in them. Starting
from that, the authors follow into two different assigning schemes, differing in
the starting point of the algorithms: top-down, considering the whole collection
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and recursively splitting it, and bottom-up assignment, starting from a flat set
of documents and extracting disjoint sequences containing similar documents,
grouping them.

The previously described techniques are only approximations for solving the
real problem, and have some efficiency drawbacks, as stated in [10], like comput-
ing and storing the full similarity graph or in [9] the linear dependence of time
and memory usage respect to the document size.

3 Document Identifier Reassignment Through
Dimensionality Reduction

The architecture to be presented here, solves the document identifier reassign-
ment problem as a TSP like in [8] but avoiding some efficiency problems. The
main idea is to reduce the input similarity matrix data via Singular Value De-
composition. That leads to the development of a new software framework, in
which reordering and recompressing techniques can operate after carrying out
a dimensionality reduction. This way, the memory usage by such algorithms is
controlled and as it is possible to determine the total amount of memory used in
each step. Moreover, by assigning document identifiers through dimensionality
reduction, results are consistent between different collections and are compara-
ble with those obtained by working with the full dimension schema, as stated
by [10].

Next, the main method for effectively reducing the dimensionality by SVD
is described. Section 5 gives further details on the algorithm used.

3.1 Singular Value Decomposition

Singular Value Decomposition (SVD) is a well known mathematical technique
used in a wide variety of fields. It is used to decompose an arbitrary rectangular
matrix into three matrices containing singular vectors and singular values. This
matrices show a breakdown of the original relationships into linearly independent
factors. The SVD technique is used as the mathematical base of the Latent
Semantic Indexing (LSI) IR model [14].

Analytically, we start with X, a t X d matrix of terms and documents. Then,
applying the SVD X is decomposed into three matrices:

X =TS D)) (2)

Ty and Dy have orthonormal columns, and Sy is diagonal and, by convention,
sii > 0 and s; > sj;Vi > j. Tp is a t x m matrix, Sp is m x m and Dy, the
transposed matrix of Dy, is m x d where m is the rank of X. However it is possible
to obtain a k-ranked approximation of the X original matrix by keeping the k
largest values in Sy and setting the remaining ones to zero obtaining the matrix
S with k x k dimensions. As S is a diagonal matrix with k£ non-zero values, the
corresponding columns of T and rows Dg can be deleted to obtain T, sized t x k,
and D', sized k x d, respectively.
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This way we can obtain X which is a reduced rank k& approximation of X:
X~X=TSD 3)

X is the closest rank k approximation of X in terms of the Euclidean or
Frobenious norms, i.e. the matrix which minimises || X — X||3, where || - |3 is
the involved norm.

The i-th row of DS gives the representation of the document ¢ in the reduced
k-space and the similarity matrix ©@(X) is k-approximated by O(X):

O(X)~O(X)=X'X = DS*D’, (4)

where X' is the transposed matrix of X and D’ is the transposed of D.
If Dgxi = {2} and {s;} is the set of diagonal elements of S, it is easy to

prove that
k—1

O(X)ij =Y 2inziys2 (5)
v=0

Therefore it is possible to calculate @(X’ )i; only storing the set of k elements
{s;} and the d x k matrix D instead of computing and writing the full rank
matrix O(X)axad-

The output of the SVD of X, X has been used in the computation of @(X )
(equation 4). The same result could be obtained by calculating the SVD of O(X)
due to the uniqueness property of SVD [1]. Since SVD computes the best rank
k approximation, it is proved that the best rank & approximation of @(X) is
obtained starting from X and without the need of computing ©(X).

3.2 Results

Applying this technique and tackling the TSP with a Greedy Nearest Neighbour
algorithm (Greedy-NN), we obtain good values in compression ratios, measured
in bits per document gap used. For a detailed reference of this results see [10].
Tests were driven in the LATimes and FBIS collections, which form the TREC-
5 disk, and with different values of the k parameter (which reflects the matrix
dimension in the reduced space).

With k=200, for the LATimes collection (FIBS collection) we achieved a
13.65% (8.02%) gain in compression ratio respect to the original document iden-
tifier order with the gamma encoding, 13.2%(8.7%) for the delta encoding, and
11.32% (5.15%) for the interpolative coding. These values are 17.67% (21.92%),
17.8%(21.1%) and 13.66% (14.58%) repectively for both collections and the three
encoding schemes, respect to a random reassignment. Computing the Greedy-
NN TSP with the reduced space approximation @(X’ ) gives worthy compression
ratios in every case. The gains in the FBIS collection are worse than the ones in
the LATimes, although starting from a randomized order the result is inverted.
This is the expected behaviour if the FBIS collection exhibits a better original
document order. One point to remark is that even in the case of interpolative
coding, where the starting point is much better, the method is able to produce
gains in bits per document gap.
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4 Architecture

Figure 2 describes the system built for testing this approach. Nodes represent
the data and components represent the different modules deployed. A solid ar-
rows means direct dependency between data and a module (either input or
output), and dashed arrows drive the flow of the program through the different
components.

D & Stats Reordering
ucumgn Recompressor | . —
Collection ‘ 1
|
g Inverted File Builder IF |
|

Reduced Pides !
Matrix I
(DS) |

Matrix
Transformation |

GVD)

Fig. 2. Main component diagram for the software architecture

The full process is driven by a Mediator [12], which controls the interaction
between the different components and reduces the dependency between the pro-
cessing steps. The mediator serves as an intermediary and keeps modules from
referring to each other explicitly, thereby reducing the number of interconnec-
tions. This has a purpose of generality for the architectural design, as it is a
feature that facilitates the development and extension of the current software
by allowing the construction of program pieces completely independent between
each other. This is interesting for having different indexing, compression, dimen-
sionality reduction, statistical and reordering modules. Extensions could be, for
example, a component for building Direct Files, which are convenient for doing
query expansion.

The process starts with the inversion of the text collection. The inverted file
builder mechanism produces a complete version of the inverted file, considering
the document identifiers in natural order, this is, as they appear originally in the
collection. Also, this module outputs the X data matrix to a SVD module (see
3 for more details on this). This module produces the matrices Dgx and Sgxk
that allow the computation of Q(X' ), therefore there is no longer needed to store
the similarity matrix ©(X)gxq. The reassignment module uses the SVD output
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matrix to compute the TSP approach fully described in [10], however the open
design allows the interchangeability with the other techniques introduced in 2.

The output of the TSP reassignment module is used by an inverted file
recoding program which exploits the new locality of the documents to enhance
d-gap compression. Finally, some statical information is taken to make suitable
comparisons between compression ratios achieved by the original encoding and
those obtained after reassignment.

Respect to the complexity involved, as k is a constant factor, we can conclude
that the space usage of the algorithm now is O(d), i.e., linear in collection size and
not dependant on document size. The main difference with respect to previous
implementations for the TSP technique for the document identifiers reassign-
ment problem, is that computing the similarity between two documents d; and
d; involves k operations (Z:;E(DS)M (DS);y) and storing k real pointers per
document, making a total of k x d for the full matrix. This representation can fit
smoothly into memory by adjusting the parameter k and uses considerably less
space than the original d x d matrix. Even more, the space usage can be precalcu-
lated so suitable scalable algorithms can be easily developed. Considering 32 bits
per float (real number), our implementation uses 4 X k x d bytes of main memory.

5 Implementation

In this section, it is explained how the architecture was developed. The modules
implemented make extensive use of design patterns: descriptions of problems
that appears repeatedly and solutions to them, in such way that the solution
can be applied in different situations. Design patterns are an extended technique
for developing Object Oriented software providing a good balance between space
and time [12].

For indexing and compressing tasks we used the MG4J [4] from the University
of Milan, a free Java implementation of the indexing and compression techniques
described in [7] and originally implemented in the MG software [3]. The indexing
is made in three different passes to the original text of the collection, using a
technique called in-memory text-based partitioning inversion [7]. As an overview,
the technique builds the index entirely in main memory and avoids random
accesses to disk by controlling the amount of storage needed in each step of the
algorithm and using compression techniques. This way it is possible to perform
an efficient map from memory to disk, avoiding seeking and swapping times.
The first pass collects statistics from the text, like term document frequency
and in-document term frequency, and builds a dictionary file, also known as
lexicon. The second pass reads the lexicon and calculates appropriate values for
compressing efficiently the data structures used in the inversion process, and
allocates disk space for guarantying an optimum usage of the resources. After
that, the program builds a random access in-memory inverted file for chunks of
the collection, and the inverted file in disk for the whole collection. Finally, a
third an optional pass over the text is done for recompressing and producing a
new final inverted file.
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For the SVD module we used the SVDLIBC [5], a C library based on the
SVDPACKC library. It should be pointed that we needed to modify the MG4.J
software to output data directly to the SVDLIBC module. This module computes
the singular values associated to a matrix, which can be inputted in different
formats, by the algorithm las2, standing for Single-Vector Lanczos Method [15].

The rest of the program code (reassignment, recoding and statistical soft-
ware) is written in Java, taking into account that some routines and methods
are shareable between different components. Some excerpts of the written code
may include modifying coding routines and generating generic libraries for graph
manipulation, matrix transformations and standard data formats for matrices.
As a brief example, in the figure 3 we present an usage of the strategy pattern
[12] for coding routines, which was adapted for including interpolative coding [6]
for document pointers.

Inverted File Coder
+readDocs) : byte [ +write( obs : OuwtputbitStream )  int
+writeDocs( byte © yde ) +readl ibs | npu