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Preface 

The concept of CAST, computer aided systems Theory, was introduced by F. Pichler 
of Linz in the late 1980s to include those computer theoretical and practical 
developments used as tools to solve problems in system science. It was considered as 
the third component (the other two being CAD and CAM) that would provide for a 
complete picture of the path from computer and systems sciences to practical 
developments in science and engineering. 

The University of Linz organized the first CAST workshop in April 1988, which 
demonstrated the acceptance of the concepts by the scientific and technical 
community. Next, the University of Las Palmas de Gran Canaria joined the 
University of Linz to organize the first international meeting on CAST (Las Palmas 
February 1989), under the name EUROCAST 1989, a very successful gathering of 
systems theorists, computer scientists and engineers from most European countries, 
North America and Japan. 

It was agreed that EUROCAST international conferences would be organized 
every two years. Thus, the following EUROCAST meetings took place in Krems 
(1991), Las Palmas (1993), Innsbruck (1995), Las Palmas (1997), Vienna (1999), Las 
Palmas (2001) and Las Palmas (2003) in addition to an extra-European CAST 
conference in Ottawa in 1994. Selected papers from those meetings were published as 
Springer Lecture Notes in Computer Science vols. 410, 585, 763, 1030, 1333, 1728, 
2178 and 2809 and in several special issues of Cybernetics and Systems: an 
lnternational Journal. EUROCAST and CAST meetings are definitely consolidated, as 
has been demonstrated by the number and quality of the contributions over the years. 

EUROCAST 2005 (Las Palmas, February 2005) continued with a new approach to 
the conferences which was adopted in 2001. Besides the classical core on generic 
CAST, chaired by Pichler and Moreno-Diaz, there were workshops on Computation 
and Simulation in Modelling Biological Systems, chaired by Ricciardi (Naples); 
Cryptography, chaired by Müller (Klagenfurt); Intelligent Information Processing, 
chaired by Freire (A Coruña); Robotics and Robot Soccer, chaired by Kopacek 
(Vienna) and Pfalgraf (Salzburg); Spectral Methods, chaired by Astola (Tampere); 
and Computer Vision and Intelligent Vehicular Systems, chaired by Maravall and 
García Rosa (Madrid). 

This volume contains the full papers selected after the oral presentations of the 
different sessions. The editors would like to thank all contributors for their quickness 
in providing their material in hard and electronic forms. Special thanks are due to the 
staff of Springer Heidelberg for their valuable support. 

July 2005 Roberto Moreno-Díaz, Franz Pichler and Alexis Quesada-Arencibia 
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Javier de la Mata, Jose A. Olivas, Jesús Serrano-Guerrero . . . . . . . . . . 229

Fuzzy Adaptive Objects (Logic of Monitors)
Germano Resconi, Javier Alonso, Raul Izquierdo . . . . . . . . . . . . . . . . . . . 235

A Model-Based Architecture for Fuzzy Temporal Diagnosis
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Antonio Morales, Roque Marin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

Extension of Ontologies Assisted by Automated Reasoning Systems
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Néstor Falcón, Carlos M. Travieso, Jesús B. Alonso,
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Jesús Rodŕıguez-Millán, Carla González, Anna Patete . . . . . . . . . . . . . . 608

Hierarchical Control of a Distributed Solar Collector Field
Manuel Berenguel, Cristina M. Cirre, Ryszard Klempous,
Henryk Maciejewski, Maciej Nikodem, Jan Nikodem, Imre Rudas,
Loreto Valenzuela . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 614

Explanatory Analysis of Data from a Distributed Solar Collector Field
Manuel Berenguel, Ryszard Klempous, Henryk Maciejewski,
Jan Nikodem, Maciej Nikodem, Loreto Valenzuela . . . . . . . . . . . . . . . . . . 621

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 627



On the Physical Formal and Semantic Frontiers
Between Human Knowing and Machine Knowing

José Mira Mira

Dpto. de Inteligencia Artificial,
ETSI. Informática. UNED, Madrid, Spain

jmira@dia.uned.es

Abstract. The purpose of this paper is to reflect on the nature of hu-
man knowledge and that of the knowledge that finally can dwell in an
electronic computer. Three frontiers can be distinguished between these
two constitutively different types of knowing: (1) The nature of current
physical machines (silicon semiconductor crystal) and its organizational
restrictions in relation with the biological tissue, which is autonomous,
dynamic, tolerant to failures, self-organizative, and adaptive. (2) The
semantics of the available algorithms and programming languages in re-
lation with the evolutionary and reactive (behavior-based) biological pro-
gramming strategies. (3) The nature of current formal tools in relation
with natural language.

1 Problem Statement

A great part of the AI community attempts to interpret and use concepts of
the computational paradigm when applied to natural systems as equivalent to
the corresponding concepts when applied to artificial systems. These scientists
assume that natural language can be reduced to formal language, that biological
programming strategies can be reduced to conventional programming languages
and that the nervous tissue and a body of meat can be reduced to a CPU of Sil-
icon crystal and an electro-mechanical robot. Unfortunately, fifty years after the
christening of AI at the 1956 summer conference at Dartmouth Colleague, this is
not the case. There are relevant, constitutive, differences between Computation
in Natural Systems (the human way of knowing) and Computation in Artificial
Systems (the machine way of knowing). To contribute to the establishment of
a clear distinction between these two different ways of knowing we introduce
in section two the methodological building of knowledge [11,9,10], which will
enable us to distinguish between three levels and two domains of description
of the knowledge involved in a calculus. In sections three, four and five, mak-
ing reverse engineering, we consider the knowledge that each one of these levels
can accommodate, from the physical level to the symbol level and, finally, to
the knowledge level. Then we conclude, mentioning the topics in which, in our
opinion, we should concentrate our efforts to move the frontiers between human
intelligence and machine intelligence.

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 1–8, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Reverse engineering in the building of knowledge

2 Direct and Reverse Engineering Inside the Building of
Knowledge

The three levels (storey) of the building for knowledge are the physical level
where lives the machine hardware, the symbol level where the programs live and
the third level, introduced by Allen Newell [12] and David Marr [4], located over
the symbol level and named by Newell the knowledge level and by Marr the level
of the theory of calculus. Additionally the external observer of a calculus (either
in natural or in artificial systems) always can distinguish between two domains
of description in each level [6,15,8]: the level’s own domain, OD, and the domain
of the external observer (EOD), as shown in figure 1.

In direct engineering we start with a conceptual model at the KL and in
the EOD of the method used by humans to solve a problem. The architecture
of this model depends on the AI paradigm used in our approach (symbolic,
connectionist, situated or hybrid). Then we use a table of correspondences to
move from this conceptual model to the abstract entities and relations of a
formal model situated in the OD of the KL (the 3rd right apartment). Next we
program the formal model and a compiler ends the work by producing the final
machine language version of the program.

In this formalization process we have left out (in the third left apartments)
a great part of the human knowledge used in the conceptual model. This non-
computable knowledge establishes the first semantic and formal frontier between
human knowing and machine knowing. Only the formal model underlying natural
language words enters the computer. The rest of the knowledge always remains
in the natural language of the external observer, in the EOD. Obviously the
external observer injects this non-computable knowledge when he interprets the
results of the calculus (left hand bottom-up pathway in figure 1).

If we now attempt to recover the conceptual model from which this calculus
has emerged we have to make reverse engineering, starting on the first right
apartment where the program is running in a physical machine, going through
the symbol level and ending at the EOD of the KL. In this reverse pathway
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we will reflect on the type of knowledge that can accommodate each level, both
in electronic computers and in humans. Then we propose a comparison frame
to enlighten the differences (frontiers) between human knowing and machine
knowing. Two considerations are common to the three levels, both in natural
and in artificial systems:

1. Each level (KL, SL, PL) is a closed organization and its knowing capacity
is constitutively determined by the set of entities and relations that char-
acterize this level as a distinguishable class. That is to say, by its language
[5,7].

2. The interpretation (translation) of this language in each level is structurally
determined by the architecture and the language of the level below. That is
to say, the available programming languages determinate the interpretation
of the natural language models and the available machine language deter-
minate the interpretation of the programs. Finally, the available materials
determinate the limits of machine languages.

3 The Knowing and the Physical Level (PL)

The constituent entities of a computer hardware (logic circuits) only enable us
to establish binary distinctions (0, 1) on the true or falseness of a set of logical
expressions. If we consider digital delays the PL can also accommodate all the
knowledge related to abstract internal states and state transitions of a finite
state automaton (FSA). Finally the superimposed organization of the computer
architecture provides computation with the electronic mechanisms necessary to
accommodate the knowledge that can be described using the machine language.
In conclusion, the PL of machines can only accommodate (OD) the formal knowl-
edge associated with logical expressions, FSAs and machine languages. The se-
mantic tables of these abstract entities always remain at the EOD of the PL,
outside the machine.

The capacity to accommodate knowledge at the PL in biological systems also
is a consequence of the constitutive entities of the nervous system (ionic chan-
nels, synaptic circuits, neurons, neural assemblies, ...) and of the neural mech-
anisms that evolution has superimposed at the architecture level (oscillatory
and regulatory feedback loops, lateral inhibition circuits, reflex arches, adap-
tive connectivity and routing networks, distributed central-patterns generators,
...) and the emerging functionalities (learning, self-organization, reconfiguration
after physical damage, ...) characteristic of an always unfinished architecture.

It seems now clear to us where is the first frontier between human know-
ing and machines knowing: In the constitutively different nature of its physical
elements, mechanisms and architectures (figure 2), and, consequently, in the
differences between the emergent semantics of neural networks and the limited
semantics of the formal descriptions of combinational logic and FSA.
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Fig. 2. The knowledge that can accommodate the physical level of human and ma-
chines depends on the entities (OD), mechanisms (OD) and formal descriptions (EOD)
constitutive of this level

4 The Knowing at the Symbol Level (SL)

Let us assume that we know all the knowledge than can accommodate the circuits
of the PL in humans and machines. We still do not know what the brain and
the computer are calculating, until the description of the SL and the KL are
completed. The knowing capacity of the SL is determined again by the set of
entities and relations that characterize this level as a class (by its language). That
is to say, the second part of the human knowledge involved in a calculus that
finally can dwell in an electronic computer, is determined by the representational
and inferential facilities and limits provided by current programming languages.
The “Physical Symbol System Hypothesis” proposal of Newell and Simon [13] is
representative of these limits (frozen symbols of arbitrary semantics, descriptive,
abstract and externally programmable).
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If we accept that evolution has accumulated enough mechanisms in the ner-
vous system architecture as to accommodate what an external observer could
describe as neurophysiological symbols and programs, then we can compare again
the human knowing versus the machine knowing at the symbol level (figure 3).
These symbols are connectionist and grounded in the neural mechanisms that
generate and recognize them. Also, these symbols and the corresponding pro-
grams, are not programmable in the conventional sense, but via dynamic ad-
justment of a huge number of synaptic contacts. As a consequence, symbols in
natural systems are emergent, situated, grounded and adaptive. Per contra, in
artificial systems symbols are arbitrary, representational, static and externally
programmable. These constitutively different characteristics establish the second
semantic and formal frontier between human and machines knowing.
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Tables of correspondences (sign/signification) 

Problem dependent programming knowledge 
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Fig. 3. The knowledge that can accommodate the SL in humans and machines

Some bio-inspired programming strategies (genetic algorithms, evolutionary
and genetic programming) seems promising but are again for away from biology.
Other approaches, such as computational ethology, collective emergent calcu-
lus (ant colonies, bees, ...) and the reactive (situated) approach to program-
ming [3,2] are also trying to move the frontier between humans and machines at
the SL.



6 J.M. Mira

Formal Languages (Extenso) 

Syntax 

 Natural Language (Intenso, Intentio) 

Semantic 

The HUMAN knowing at the KL (EOD) The MACHINE knowing at the KL (OD) 

CONCEPTUAL 
MODELS 

Words-Concept 

(“nouns”) 

& 

Words-Inference 

(“verbs”) 

Sel. Op. 
Selected 
Operator 

compose 

LIBRARY OF FORMAL TOOLS 
  Logic & Math. Expressions

select 

FORMAL MODEL

Balance 
Data/Know  

Table of 

Correspondences
 syntax

 semantics

Fig. 4. Semantic frontier between natural and formal languages at the knowledge level.
(Adapted from [10]).

5 The Knowing at the Knowledge Level (KL)

Let us finally climb upstairs from the SL (second floor) to the KL, the third
floor of the building in which we have distributed the knowledge involved in a
calculus. What are the differences between the knowledge that can accommo-
date at this level humans and machines?. Or, what is equivalent, what are the
constitutive differences between the entities and relations of cognition and those
of the conceptual and formal models currently used in AI and Knowledge En-
gineering? [14]. We do not know in deep the architecture of cognition but it is
usually accepted that its constitutive entities are what we call perceptions, goals,
purposes, intentions, ideas, plans, motivations, emotions, attitudes, actions, and
so on. A major part of what we know about cognition has emerged through the
observer’s natural language. Consequently, we can consider that the accessible
part of the architecture of cognition coincides with the architecture of natural
language. Then the human knowing at the KL is the knowledge that can ac-
commodate the natural language of the external observer. And here is the main
frontier between humans and machines at the KL: Computing machines can
only understand formal languages (the formal components underlying natural
language models). In figure 4 we show a summary of the distinctive characteris-
tics between these two types of languages as well as the current procedure in AI
to reduce natural language to formal descriptions based on logic and mathemat-
ics. A table of correspondences between words and abstract entities is always
necessary to store the meanings that are non-computable. These meanings are
recovered when interpreting the results of the calculus.
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6 Conclusions

The purpose of AI is to make human knowledge computable using conceptual
models, formal tools, programming languages and electronic machines. Unfor-
tunately, after fifty years and different approaches (cybernetics, heuristics, sym-
bolic or representational stage, connectionistic again, situated and hybrid) this
dream has not been yet fulfilled in a satisfactory manner. Two of the possible
causes of this failure could be (1) the excess of initial optimism in assuming that
cognition can be reduced to computation and (2) the lack of distinction between
the constituent elements of humans and machines.

In this paper we have used the methodological building of levels and domains
of description of a calculus to establish the constitutive differences at three levels
(materials, symbols and languages) and we hope that the acceptance of these
differences could help to delimit the real scope of AI and to focus where the real
problems are: (i) Development of new materials and new computing architec-
tures. (ii) Development of more powerful programming languages and algorithms
and (iii) Development of new modeling tools and formal languages semantically
closer to natural language, and still compilable.

Let us assume that these three objectives has been fulfilled. Would we say
that human knowing has been then reduced to machine knowing?. Clearly, not.
If the brain reasons as a logical machine the signals and symbols that it employs
in its reasoning, must constitute a formal language [1], but it is not clear to us
neither that cognition could be represented by using only formal languages, nor
that the computational paradigm could be the only way to tackle living systems.
What about cognition without computation?. Let us see what happens in the
next fifty year of Neuroscience and AI.
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Abstract. In this paper we continue along the same line of research
started in earlier works, towards to providing a categorical view of struc-
tural complexity to optimization problems. The main aim is to provide
a universal language for supporting formalisms to specify the hierarchy
approximation system for an abstract NP-hard optimization problem.
Categorical shape theory provides the mathematical framework to deal
with approximation, enabling comparison of objects of interest and of
models. In this context, tractable optimization problems are considered
as a class of “models” or “prototypes” within a larger class of objects of
interest - the intractable optimization problems class. Standard catego-
rial constructions like universal objects, functors and adjunctions allow
to formalize an approximation hierarchy system to optimization prob-
lems, besides characterizing NP-hard optimization problems as concrete
universal objects.

1 Introduction

The notion of approximation problems was formally introduced by Johnson [4] in
his pioneering paper on the approximation of combinatorial optimization prob-
lems, and it was also suggested a possible classification of optimization problems
on grounds of their approximability properties. Since then, it was clear that,
even though the decision versions of most NP-hard optimization problems are
polynomial-time reducible to each other, they do not share the same approxima-
bility properties. In spite of some remarkable attempts, according to Ausiello
[1] the reasons that a problem is approximable or nonapproximable are still un-
known. The different behaviour of NP-hard optimization problems with respect
to their approximability properties is captured by means of the definition of ap-
proximation classes and, under the “P �= NP” conjecture, these classes form a
strict hierarchy whose levels correspond to different degrees of approximation.

In this paper we continue along the same line of research started in [7], to-
wards to providing a categorical view of structural complexity to optimization
� This work is partially supported by FAPERGS and CNPq.
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problems. The main aim is to provide a universal language for supporting for-
malisms to specify the hierarchy approximation system for an abstract NP-hard
optimization problem, in a general sense. From the observation that, intuitively,
there are many connections among categorical concepts and structural complex-
ity notions, we started defining two categories: the OPTS category of polynomial
time soluble optimization problems, which morphisms are reductions, and the
OPT category of optimization problems, having approximation-preserving re-
ductions as morphisms. The study of approximation implies to create means of
comparing optimization problems. The basic idea of approximation by models
is a recurrent one in mathematics and in this direction a comparison mechanism
between the OPTS and OPT categories has been introduced in [8]. In order
to establish a formal ground for the study of the approximation properties of
optimization problems, a system approximation to each optimization problem
is constructed, based on categorical shape theory [3]. In so doing, we were very
much inspired in previous works by Rattray [12,13] on complex systems.

Given a functor K: OPTS −→ OPT, the category APXB,K of approxima-
tions to an optimization problem B ∈ OPT is the comma category B ↓ K of
K-objects under B. A such kind of limit construction provides a means of form-
ing complex objects from patterns (diagrams) of simpler objects. In particular,
by using co-limits in the APXB,K definition, a hierarchical structure can be im-
posed upon the system of approximation, reaching the best approximation from
the system, if it exists. Besides, optimization problems B and B′ can be com-
pared by their approximation B ↓ K and B′ ↓ K more easily. In addition, if K
has an adjoint then each B ↓ K has an initial object, i.e., a best approximation
to B. The advantage of initiality conditions is that they imply that each B ↓ K
can be handled as if it were a directed set. Thus the existence of an initial object
means that given any two approximation, one can find a mutual refinement of
them.

In a sequel of this paper, we have planned to extend the investigation in
order to characterize optimization problems in terms of their hardness in being
approximated, also exploiting farther on the class of NPO problems.

2 Definitions and Known Results

In this section the results of earlier papers on the subject are summarized with
some notational improvements. It is supposed that the basic concepts as of com-
putational complexity theory well as of category theory are well known. The
main refereed books are [1,2,6,11]. Next, in analogy to P and NP complexity
classes, NPO stands to the class of nondeterministic polynomial time optimiza-
tion problems, and PO stands to the deterministic one.

2.1 Optimization Problems Categories

The notion of reductibility provides the key-concept to this approach. In this
context, reductions between optimization problems are considered as morphisms
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in the categorial sense, being optimization and approximation problems viewed
as the obvious objects.

Definition 1 (OPTS Category). The polynomial time soluble optimization
problems category OPTS has PO optimization problems as objects and reductions
between optimizations problems as morphisms.

Definition 2 (OPT Category). The optimization problems category OPT has
NPO optimization problems as objects and approximation-preserving reductions
as morphisms.

NP-hard problems were proved concrete universals objects to OPT category,
according to the Theory of Universals [5], confirming that a hard problem cap-
tures the essential properties of its class.

After defining both the OPTS and OPT categories in [9], the next step was
to identify the relationships between them. In [10] were proposed two basic
questions: What does it mean to say that a problem A “approximates” an op-
timization problem B? What is it understood by the “best approximation” for
such an optimization problem?

In order to answer those questions, were provided mechanisms for the com-
parison between such categories. This led us to the categorical shape theory.

2.2 Categorical Shape Theory Revisited

The first categorical approach to shape theory arose in the beginning seventies.
Since then many other works related to the subject have appeared. As was
pointed by Cordier and Porter in their introduction to [3], shape theory describes
a process which is common in mathematical reasoning. Typically one has a class
of objects in which one has a reasonably complete set of information. This class is
considered as a class of “models” or “prototypes” within a larger class of objects
of interest.

In the context of categorical shape theory, there are three basic defining
elements:

1. a category B of objects of interest;
2. a category A of prototypes or model-objects;
3. a “comparison” of objects with model-objects, ie. a functor K : A −→ B.

If B is an object of B, one can form the comma category B ↓ K whose
objects are pairs (f, A) with f : B −→ KA. A morphism from (f, A) to (g, A′) is
a morphism a : A −→ A′ such that K(a)◦f = g. If h : B −→ B′ is a morphism in
B, there is an induced functor h∗ : B ↓ K −→ B′ ↓ K obtained by composition
in an obvious way. This functor preserves the codomain h∗(f, A) = (fh, A).

A shape category is defined introducing new morphisms preserving codomain
between objects in B. The basic idea behind categorical shape theory is that rec-
ognizing and understanding an object of interest B via a comparison K : A−→B
requires the identification of the corresponding prototype A which best repre-
sents B. Besides, in any approximating situation, the approximations are what
encode the only information that it can analyze.
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3 Category of Approximations

Through categorical shape theory and under a few many conditions it is possi-
ble to identify the best approximation to an optimization problem B in OPT
category, if it exists. The notion of “most closely approximates” is given by a
universal object. Besides, it is provided the way of comparing NP-hard problems
whose are approximated by the same design technique.

Let OPT be the category of objects of interest B and OPTS the category
of prototypes A. We must have some way of comparing hard problems with
tractable problems. The fundamental techniques for the design of approxima-
tion algorithms are presented in [1]. In many cases it is possible to define an
algorithm scheme that can be applied to obtain several algorithms for the same
problem with possibly different approximation properties. The most used such
design techniques are: relaxation method, greed method, local search, linear pro-
gramming based algorithm, dynamic programming and randomized algorithm.

Let K: OPTS−→ OPT be a comparison mechanism related to an approxima-
tion method (for instance by using relaxation method). In order to characterize
approximation degrees by means of categorical shape theory, the basic idea is
the construction of a system approximation to each optimization problem, using
the notion of co-limit. In a general case, approximations with their morphisms
form a category B ↓ K, the comma category of K-objects under B.

Definition 3 (Approximation Problem). Given a functor K:OPTS−→OPT,
a problem B ∈OPT is said an approximation problem if there are a problem
A ∈OPTS and an approximation-preserving reduction f , such that f : B−→KA.

In this case, the pair (f, A) is an approximation to the problem B. Notice that
as a particular K may apply distinct problems from OPTS to the same problem
in OPT, it is better to represent such an approximation as a pair (f, A).

Definition 4 (Category of Approximations).
Given a functor K:OPTS−→OPT, the category APXB,K of approximations to
an optimization problem B ∈ OPT is the comma category B ↓ K of K-objects
under B.

The definition of a morphism h : (f, A) −→ (g, A′) between approximations
corresponds to saying that g : B −→ KA′ can be written as a composite K(a)◦f ,
where f : B −→ KA and a : A −→ A′, that is

B → KA→ KA′

This it means that (f, A) already contains the information encoded in (g, A′).
Thus in some way (f, A) is ”finer” approximation to B than is (g, A′). The cone-
like form of the morphisms in B giving the approximations for some problem B,
suggests that the best approximation to such problem B, if it exists, is given by
a limit object in APXB,K . In this case, a hierarchical structure can be imposed
upon the system of approximation by using a kind of universal construction in
the category of approximations.
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3.1 Comparison of NP-Hard Problems

Very often we are faced to comparing two problems related to the approximation
issue. Supposing that it is given a comparison functor K:OPTS−→OPT, and a
problem-object B in OPT, the category of approximations APXB,K encodes the
only information available on B, by using an approximating-object (f, A). There-
fore, if we would compare two problems B and B′ in OPT, we should compare
the corresponding categories of approximations APXB,K and APXB′,K .

In this case a morphism preserving codomain from B to B′ induces a func-
tor(shape morphism) that compares the information encoded in their corre-
sponding categories of approximations.

The meaning of this categorial construction has to be investigated in more
detail and it is in order for further work.

3.2 Approximation Scheme

In the context of complexity theory, the existence of an algorithm scheme to a
problem means that there is a best approximation to such problem.

Consider the comparison functor K:OPTS−→OPT resulting of an algorithm
scheme. In the categorical approach, this it means that a problem-object B in
OPT has a K-universal prototype A in OPTS. Therefore there is an adjoint func-
tor to K. This fact implies that the corresponding category of approximations
APXB,K has an initial subcategory consisting of a single morphism and a single
object. Thus such a category can be handled as if it were a directed set. The
meaning of this result is of great theoretical significance: it implies that given
any two approximations to the problem B, one can find a finer approximation
than both of them.

4 Conclusions

Approximation of optimization problems has become a very active area of re-
search. Nowadays it is known that the computational efficiency of approximating
different NP-hard optimization problems varies a great deal. It is normal in com-
putational theory to regard a problem as “tractable” if we know of an algorithm
that takes time that is bounded above by some polynomial of the size of the
problem instance. Unfortunately, for many problems there are complexity theo-
retic evidence to suggest strongly that they are, in fact, “intractable”. In order
to define the structure of problems better, much effort has been turned to classi-
fying computational problems according to how hard they are to solve. However,
computational problems are not only things that have to be solved. They are
also objects that can be worth studying problems and can be formalized math-
ematically.

In this paper we extend our previous work on the application of categori-
cal shape theory in order to provide a mathematical framework in dealing with
the question outlined above. Our knowledge is by no means complete however,
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and there remain many open problems. The direction is aimed towards actually
exploring the connections among the structural complexity aspects and categor-
ical concepts, which may be viewed in a ”high-level”, in the sense of a structural
complexity approach.

References

1. G. Ausiello, P. Crescenzi, G. Gambosi, V. Kann, A. Marchetti-Spaccamela and M.
Protasi, “ Complexity and Approximation – Combinatorial Optimization Problems
and their Approximability Properties”, Springer-Verlag, 1999.

2. M. Barr and C. Wells “Category Theory for Computing Science”, Prentice Hall,
New York, 1990.

3. J-M. Cordier and T. Porter. Shape Theory: Categorical Approximations Methods.
Ellis Horwood Ltd, 1990.

4. D. S. Johnson, “Approximation Algorithms for Combinatorial Problems”, J. Com-
put. System Sci. 9, 1974. p.256-278.

5. D. P. Ellermann. Category Theory and Concrete Universals. ERKENNTNIS, 28.
No.3,1988. p.409-429.

6. M. R. Garey and D. S. Johnson, “Computers and Intractability - A guide to the
Theory of NP-Completeness”, Bell Laboratories Murray Hill, New Jersey, 1979.

7. L. A. S. Leal; P. B. Menezes; D. M. Claudio and L. V. Toscani. Optimization
Problems Categories. EUROCAST’01, LNCS 2178. Springer-Verlag, R.Moreno-
Diáz, B. Buchberger and J-L. Freire Eds., 2001. p.285 – 299.

8. L. A. S. Leal. Uma fundamentação Teórica para a Complexidade Estrutural de
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Abstract. In this paper a way to have structures with partiality in its
internal structure in a categorical approach is presented and, with this,
a category of partial graphs Grp is given and partial automata are con-
structed from Grp. With a simple categorical operation, computations of
partial automata are given and can be seen as a part of the structure of
partial automata.

Keyworks: computation, partial automata, Category Theory.

1 Introduction

In Computer Science, to express non-terminanting computations and to define
partial recursive functions, it is common to use the notion of partiality. Actually,
due to partiality, p.g., the class of partial recursive functions becomes equiva-
lent to Turing Machines. Category Theory arrises as an useful tool to formalize
abstract concepts making easy to construct proofs and investigate properties in
many areas, specially in Semantics and Type Theory. The constructions about
universal mappings like limits and adjunctions are getting useful interpretations
in terms of compositionality of systems. Besides, in Category Theory there are
tools to define structures more complex based in simple ones like Comma Cate-
gories, that allows to define a category based in another and to inherit properties.
Categories of Graphs and Automata are usually defined by this structure.

Graphs are commonly used to model systems, either by simple graphs or by
graph-based structures like Petri nets [1,2,3] and automata [4,5]. Automata is
a common formalism used in many areas in Computer Science like compilers,
microelectronics, etc. Most of the study about it is in the Formal Language area.

In this paper we define a different category of automata: a category of Partial
Automata, named Autp. This category is constructed over a category of partial
graphs (Grp). The difference between a graph and a partial graph is in the
definitions of the source and target functions that mapped an arc to a node:
in graphs these functions are total while in partial graphs source and target
functions are partial functions. Due to this difference, automata based in partial
� This work is partially supported by CAPES, CNPq and FAPERGS.
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graphs can have marks of initial and final states naturally. Beyond that, we can
also define constructions like limits in Autp that allows composition of partial
automata.

In [6], span Composition [7] is used to compose graphs given semantics of
systems with dynamic topology, p.g.. This kind of composition could be used
to define the computations of (partial) automata. Briefly, a span composition of
two partial automata results in a partial automata where each edge represents a
path of length up to two (between nodes), which first half is some edge of the first
automaton and which second half is some edge of the second one. It is possible
to compose the same automaton with itself several times which is the purpose
of this paper. In the case of n successive span compositions, we can obtain all
the words of its accepted language whose needs n + 1 steps of computation in
the arcs of the partial automaton that don’t have source neither target.

2 Partial Graphs

To define partial automata, we’ll first construct a way to define structures with
partiality in its internal structure: this is done with the definition of pComma – a
special kind of comma-category [8]. Then a category of partial graphs is defined.
A partial graph is a directed graph where the functions source and target of arcs
are partial functions. The definition of pComma, uses the notion of category of
partial morphisms – named pC – defined in [9].

Definition 1 (pComma). Consider the finitely complete category C and the
functors incp : C → pC (the canonical inclusion functor), f : F → C and g : G →
C. Therefore, pComma(f ,g) is such that the objects are triples S = 〈F, s, G〉,
where F is a F-object, G is a G-object and s : incp ◦ fF → incp ◦ gG is a pC-
morphism; a morphism h : S1 → S2 where S1 = 〈F1, s1, G1〉, S2 = 〈F2, s2, G2〉
is a pair h = 〈hF : F1 → F2, hG : G1 → G2〉 where hF and hG are morphisms
in F and G respectively, and are such that in pC (see figure 1) (incp ◦ ghG) ◦
s1 = s2 ◦ (incp ◦ fhF ); the identity morphism of an object S = 〈F, s, G〉 is
ιS = 〈ιF : F → F, ιG : G → G〉; and the composition of u = 〈uF , uG〉 : S1 → S2,
v = 〈vF , vG〉 : S2 → S3 is v ◦ u = 〈vF ◦ uF , vG ◦ uG〉 : S1 → S3.

incp ◦ fF1 s1 ��

incp◦fhF

��

incp ◦ gG1

incp◦ghG

��
incp ◦ fF2 s2 �� incp ◦ gG2

� � � � � � � � � � � � � ��
�

�
�

� � � � � � � � � � � � � �

� � � � � � � � � � � � � ��
�

�
�

� � � � � � � � � � � � � �

Fig. 1. Diagram of Partial Comma Category

Definition 2 (Category of Partial Graphs). The category of partial graphs
with total homomorphisms, named Grp, is the partial comma category pCom-
ma(Δ,Δ) (beeing Δ : Set→ Set2 the diagonal functor).
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Thus, a partial graph is 〈V, T, ∂0, ∂1〉 respectively set of nodes, set of arcs
and source and target partial functions. Seeing a graph as a system, arcs with
target function defined only can be seen as entry-points, arcs with source func-
tion defided only as end-points. And arcs with neither defined can be seen as
transactions. We can divide the set of arcs of a given partial graph respecting
the type of the arc.

Definition 3 (Division of T ). Let G = 〈V, T, ∂0, ∂1〉 a partial graph, ∅ :
T → {∗} the empty partial function, totT : T → {∗}, totV : V → {∗} both
total functions and ∂∗

0 = totV ◦ ∂0, ∂∗
1 = totV ◦ ∂1. The following subobjects

are given by the equalizers in pSet like in figure 2:〈K0,¬∂0〉 equalizer of ∂∗
0 and

∅ – arcs of G with source undefined; 〈K1,¬∂1〉 equalizer of ∂∗
1 and ∅ – arcs

of G with target undefined; 〈E0, ‘∂′
0〉 equalizer of ∂∗

0 and tot – arcs of G with
source defined; and 〈E1, ‘∂′

1〉 equalizer of ∂∗
1 and tot – arcs of G with target

defined. The pullbacks of figure 3 give the division of T in four classes, where:

K0
�� ¬∂0 �� T

∂∗
0

��
∅

�� {∗} K1
�� ¬∂1 �� T

∂∗
1

��
∅

�� {∗}

E0
��
‘∂′

0 �� T
∂∗

0
��

totT

�� {∗} E1
��
‘∂′

1 �� T
∂∗

1
��

totT

�� {∗}

Fig. 2. Equalizers in pSet

〈V V, vv〉, being vv = ‘∂′
0 ◦ vv0 = ‘∂′

1 ◦ vv1, arcs with ∂0 and ∂1 defined; 〈V F, vf〉,
being vf = ‘∂′

0 ◦ vf0 = ¬∂1 ◦ vf1, arcs with ∂0 defined only; 〈FV, fv〉, being
fv = ¬∂0 ◦ fv0 = ‘∂′

1 ◦ fv1, arcs with ∂1 defined only; and 〈FF, ff〉, being
ff = ¬∂0 ◦ ff0 = ¬∂1 ◦ ff1, arcs with ∂0 and ∂1 undefined.
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¬∂0

����������
E1

��

‘∂′
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���������
T

pb

FV
��fv0

���������� �� fv1

���������
T

pbE0

��

‘∂′
0

����������
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¬∂1

����������

E0

��

‘∂′
0

����������
E1

��

‘∂′
1

����������

V F
��vf0

���������� �� vf1

���������
V V
��vv0

��������� �� vv1

���������

Fig. 3. Division of Arcs

3 Partial Automata

The term “partial automaton” had been used before to define an algebraic struc-
ture based in the definition of automaton. One of the most frequent reference of
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this term is given by [10]. This kind of partial automata accepts a different type
of language in comparison with the languages in [4] that are one of the subjects
of this work. Despite, the term partial automata in this paper is different from
Rutten. Here, a partial automaton is an automaton (possible non-deterministic)
where transitions can occur without the assumption of any state before and/or
after them. In other words: is an automaton defined from a partial graph.

To define a partial automata category of partial automata we first define two
functors: arcsp and coprod4. The forgetful functor arcsp takes a partial graph
to its set of arcs T in Set with a function m : T → Ω2 that classifies each arc of
T in its type by the definition 3, where Ω2 = {vv, vf, fv, ff}.

Definition 4 (Functor arcsp). The functor arcsp : Grp → Set/Ω2 is such
that, taking 〈V, T, ∂0, ∂1〉 any partial graph, arcsp(〈V, T, ∂0, ∂1〉) = 〈T, m〉 where
m : T → Ω2 is such that (given t ∈ T ) m(t) = 〈v, v〉 if t ∈ V V, m(t) =
〈v, f〉 if t ∈ V F, m(t) = 〈f, v〉 if t ∈ FV or m(t) = 〈f, f〉 if t ∈ FF ; and given
h = 〈hV , hT 〉 : 〈V1, T1, ∂

1
0 , ∂1

1〉 → 〈V2, T2, ∂
2
0 , ∂2

1〉 a total homomorphism of partial
graphs, arcsp(h) = hT .

The functor coprod4 does the 4-ary disjoint union of a set and associates a
function where each element of a given set A goes to each element of Ω2.

Definition 5 (Functor coprod4). The functor coprod4 : Set → Set/Ω is
such that, given any set A, coprod4(A) = 〈
4

A, α〉 where α : 
4
A → Ω2 is such

that (suppose ai ∈ 
4
A where i ∈ {1, 2, 3, 4} indicate the source of the element

in the coproduct – first, second, third or fourth immersion) α(ai) = 〈v, v〉 if i =
1, α(ai) = 〈v, f〉 if i = 2, α(ai) = 〈f, v〉 if i = 3 or α(ai) = 〈f, f〉 if i = 4; and
taking f : A → B a function, coprod4(f) = f∗ : 〈
4

A, α〉 → 〈
4
B , β〉 where (for

p, q ∈ {v, f}) f∗(〈a, 〈p, q〉〉) = 〈f(a), 〈p, q〉〉.
Definition 6 (Category Autp). The category of Partial Automata, called
Autp, is the comma-category arcsp ↓ coprod4.

4 Computation of Partial Automata

We use an extension of span composition to define computations of partial au-
tomata in the sense used in [6], where span composition was used to compose
graphs as dynamic systems. To have definitions and proprieties of span and span
composition see [7,11,6].

Definition 7 (Partial Automata Composition of Transitions). Given the
partial automata A1 = 〈V, T1, ∂

1
0 , ∂1

1 , Σ1, etiq1〉 and A2 =〈V, T2, ∂
2
0 , ∂2

1 , Σ2, etiq2〉.
The Binary Composition of Transitions, or just Composition of Transitions, of
A1 and A2 is the partial automaton A1 � A2 = 〈V, T, ∂0, ∂1, Σ, etiq〉 where T is
the object from the pullback, Σ = Σ1 × Σ2 and etiq is the function induced by
the product in pSet illustrated in figure 4 and ∂0 = ∂1

0 ◦ p0 and ∂1 = ∂2
1 ◦ p1.
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Fig. 4. Partial Automata Composition of Transitions

Example 1 (Partial Automata and Composition of Transitions). Let the partial
automaton A = 〈{A, B}, {t, u, v, w, x, y, z}, ∂A

0 , ∂A
1 , {0, 1}, etiqB〉 from figure 5

(left) where the functions ∂A
0 , ∂A

1 and etiqA are represented in there. The resulted
Composition of Transitions A � A is in figure 5 (right).
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Fig. 5. Partial Automaton A (left) and its Composition of Transitions (right)

Definition 8 (Finite Computation of Partial Automata). Given a partial
automaton A = 〈V, T, ∂0, ∂1, Σ, etiq〉, the finite computations of length up to n+1
of A is the class of arcs FF (as in the definition 3) of the resulting automaton
from the Transitions Composition with itself n times.

Let a partial automaton that computes the language L (the automaton from
example 1 computes the language L = {w|w ∈ {0, 1}∗∧w finishes in 11}). Com-
posing itself ad infinitum by composition od transistions, the resulting arcs with-
out source neither target nodes can be seen as the transitive closure L+. If we
compose itself n times, this kind of arcs will be the subset of L+ whose word’s
length is limited to n + 1, i.e., the computations of the automaton with n + 1
steps.

5 Concluding Remarks

In this paper we presented a way to define computations of a different type of
automata: the partial automata. One of the advantages of this kind of automaton
is that initial and final actions are natural in the structure, that is constructed
in a categorical approach. Generally, to construct structures like graphs and
automata in a categorical way, initial and/or final states are not natural. Besides,
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we can computes the language of a partial automaton with a simple operation
of composition seen in each resulting automaton the steps of the computation.

From this work is possible to research and to develop extensions to more
complex structures like, for instance, Petri Nets; to explore partial automata that
evolve (by a graph-grammar like approach) using the composition of transitions
and to study proprieties of formal languages using this approach.
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Abstract. Boolean algebra provides an important model for the de-
scription of knowledge using a binary language. This paper considers
a multivalued language, based on arrays and co-arrays, that allows a
multivalued description of the knowledge contained in a data table.

This multivalued algebra has some special elements which are arryas
and co-arrays at the same time: the degenerate arrays. These degenerate
arrays are singled out and their interpretation analyzed, which gives rise
to the introduction of the array projections and co-array projections.

Finally, a relation between array projections, co-array projections and
uncertain data tables is examined.

1 Introduction

It is well known that the set of all subsets of a given set C (the power set of C),
constitutes a Boolean algebra < ρ(C),∪,∩, ,̂ ∅, C >. If a symbolic representation
or a description of subsets is considered, there is a parallel Boolean algebra
< Sc, +, ·, ,̂∨c,∧c > defined on the set Sc of all possible symbols describing
subsets of C.

The special elements of Sc are ∨c the symbol describing the empty set, ∨c �
∅C , and ∧c the symbol describing set C, ∧c � C. Throughout this paper, the
expression ci � Ci may be read as “ci is the symbol describing set Ci”.

All the concepts, operations and special elements introduced above make
reference to only one set of values, that is, one attribute. A data table has more
than one attribute. Let’s consider g sets G, . . . , B and A, the elements of each of
these sets are the 1-spec-sets (one specification). A g-spec-set, [gk, . . . , bj , ai], is a
chain ordered description of g specifications, one from set G, . . . , one from set B
and one from set A. Each spec-set represents itself and all possible permutations.

The cross product G⊗· · ·⊗B⊗A is the set of all possible g-spec-sets formed
by one element of G, . . . , one element of B and one element of A. The set of all
possible g-spec-sets induced by sets G, . . . , B and A is called the universe and
every subset of the universe is called a subuniverse.

It is important to mention that the cross product is not the cartesian product.
A g-spec-set represents itself and all possible permutations whereas the elements
of the cartesian product are different if the order in which they are written varies.

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 21–26, 2005.
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Recently, a non binary algebra that allows the treatment of multiple valued
data tables with systematic algebraic techniques has been introduced [1]. The
basic elements of this algebra are the arrays and co-arrays. An array is a descrip-
tion of those subuniverses (subsets of g-spec-sets) that can be written as a cross
product. A co-array is a description of those subuniverses (subsets of g-spec-sets)
whose complement (respect to the universe) can be written as a cross product.

Definition 1. Given sets G, . . . , B, A, let Gi ⊆ G, . . ., Bi ⊆ B, Ai ⊆ A,
an array |ti| = |gi, . . . , bi, ai| is the symbolic representation of the cross product
Gi ⊗ . . .⊗Bi ⊗Ai where gi � Gi, . . . , bi � Bi and ai � Ai.

|ti| = |gi, . . . , bi, ai|� Gi ⊗ · · · ⊗Bi ⊗Ai

Definition 2. Given sets G, . . . , B, A, let Gp ⊆ G, . . ., Bp ⊆ B, Ap ⊆ A, the
symbolic representation of the complement (in the universe) of the cross product
of subsets Ĝp ⊗ . . . ⊗ B̂p ⊗ Âp where gp � Gp, . . . , bp � Bp and ap � Ap is
called a co-array.

||tp|| = ||gp, . . . , bp, ap||� ∼ (Ĝp ⊗ · · · ⊗ B̂p ⊗ Âp)

Arrays and co-arrays are symbolic representations of subuniverses, 2-dimen-
sional (two attributes) arrays and co-arrays can be represented graphically as
shown in Fig. 1.

�
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��B
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Bi
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|ti| = |bi, ai|

�
��

�
���

�
�

�
��

�
��

�
�� �

�
�

�
��

�
�

��Bp

Ap

||tp|| = ||bp, ap||

Fig. 1. Arrays and co-arrays in 2 dimensions

2 Degenerate Arrays

This array algebra has some special elements which are arrays and co-arrays at
the same time.

Definition 3. Given sets G, . . . , B, A, if |ti| = ‖ti‖ then |ti| is called a degen-
erate array or a degenerate co-array.

The degenerate arrays were introduced in [2]. There are three types of degenerate
arrays:
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– The identity array
∧

, which describes the universe:∧
= |∧g, . . . ,∧b,∧a| = ||∧g, . . . ,∧b,∧a||� U = G⊗ · · · ⊗B ⊗A

– The zero array
∨

, describing the empty universe:∨
= |∨g, . . . ,∨b,∨a| = ||∨g, . . . ,∨b,∨a||� ∅U = ∅G ⊗ · · · ⊗ ∅B ⊗ ∅A

– Arrays of the form:

|ti| = |∧g, . . . , bi,∧a| = ||∨g, . . . , bi,∨a||
The 2-dimensional degenerate arrays can be represented graphically as can be
seen in Fig. 2. The identity array describes the universe, whereas the zero array
describes the empty universe. The third type of degenerate arrays describes
subuniverses with only one distinguising attribute.
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Fig. 2. Degenerate arrays in 2 dimensions

3 Array Projections and Co-array Projections

Even though the cross product is not the cartesian product it inherits some of its
properties. It is well known that the cartesian product of any set by the empty
set is the empty set. In array algebra this can be stated as follows: any array with
a ∨ component is equal to

∨
. The dual statement maintains that any co-array

with a ∧ component is equal to
∧

. These statements have been proved and used
throughout the development of the array algebra, however they give rise to some
interesting questions.
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1. Arrays with a ∨ component are equal to
∨

, in other words, just because there
is a missing piece of information, we have no information at all. Furthermore,

|gi, . . . , bi,∨a| = |gi, . . . ,∨b, ai| = · · · = |∨g, . . . , bi, ai|
2. Co-arrays with a ∧ component are equal to

∧
, that is, just because all values

of some attributes appear, we have complete information. Furthermore,

||gi, . . . , bi,∧a|| = ||gi, . . . ,∧b, ai|| = · · · = ||∧g, . . . , bi, ai||
The first question was studied in [3] and the array projections were intro-

duced.

Definition 4. Given an array |ti| = |gi, . . . , bi, ai|, a first order array projection,
|P 1|, is an array with one ∨ component and (g−1) non-zero components, a second
order array projection, |P 2|, is an array with two ∨ components and (g−2) non-
zero components, a nth order array projection (n < g), |Pn|, is an array with n
∨ components and (g − n) non-zero components.

Bi

Ai

|∨b, ai|

Bi

Ai

|bi, ∨a|

Fig. 3. 2-dimensional array projections

The array projections are descriptions of a reality with missing values for
some of the attributes. An nth order array projection, |Pn|, is a description
with no attribute values for n of the g attributes. The array projections are
descriptions of incomplete data tables, some attributes do not take any of the
attribute values.

Given a 2-dimensional array |ti| = |bi, ai|, the first order array projections
describe the following:

|P 1
a | = |bi,∨a|� Bi ⊗ ∅A

|P 1
b | = |∨b, ai|� ∅B ⊗Ai

If two dimensions (attributes) are considered, an array |bi, ai| can be graphi-
cally represented by a rectangle bi×ai. When one of the sides becomes zero, then
the rectangle has zero area. In this sense |bi,∨a| = |∨b, ai|. But even though one
of the sides is zero, the other is not. The array |bi,∨a| becomes a line of size bi,
whereas the array |∨b, ai| becomes a line of size ai. Therefore there is a difference.
These lines are the array projections.

These array projections are shown on Fig. 3.
Let’s address the second question, by studying co-arrays with a ∧ component.
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Definition 5. Given a co-array ||tp|| = ||gp, . . . , bp, ap||, a first order co-array
projection, ||P 1||, is a co-array with one ∧ component and (g − 1) non-identity
components, a second order co-array projection, ||P 2||, is a co-array with two ∧
components and (g−2) non-identity components, a nth order co-array projection
(n < g), ||Pn||, is a co-array with n ∧ components and (g − n) non-identity
components.

The co-array projections are descriptions of a reality with non distinguishing
values. An nth order co-array projection, ||Pn||, is a description with all attribute
values for n of the g attributes. The co-array projections are descriptions of
ambiguous data tables, where some of the attributes take all possible attribute
values.

Given a 2-dimensional co-array ||tp|| = ||bp, ap||, the first order co-array pro-
jections describe the following:

||P 1
a || = ||bi,∧a||�∼ (B̂i ⊗ ∅A)

||P 1
b || = ||∧b, ai||�∼ (∅B ⊗ Âi

If two dimensions (attributes) are considered, a co-array ||bp, ap|| can be
graphically represented, as shown in Fig. 1. Its first order co-array projections
are: ||P 1

a || = ||bp,∧a|| and ||P 1
b || = ||∧b, ap||. Even though one of the sides is the

identity, the other is not. Therefore, the co-array projections are not completely
the identity, there is a line missing, as is shown in Fig. 4. This line corresponds
to a first order array projection.
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Fig. 4. 2-dimensional co-array projections

The number of nth order co-array projections can be easily found by count-
ing the number of ways n ∧ components can be placed in a co-array ||tp|| =
||gp, . . . , bp, ap||. Depending on the location of the ∧ components, there are

g!
n!(g−n)! nth order co-array projections.

4 Conclusion

The multivalued algebra does not handle raw data, it handles declarative de-
scriptions of tha data. The knowledge contained in a data table can be obtained
using arrays and co-arrays.
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Array projactions and co-array projections allow us to describe uncertain
data tables, that is, those data tables that are incomplete (missing attribute
values) and those that are ambiguous (non-distinguishing attributes).

On occasions data tables are incomplete, that is, several entries are empty.
Data tables with no attribute values can be described by array projections. the
order of the array projection is the number of missing attribute values.

Data tables can also be ambiguous, that is, some attributes are non-
distinguishing (all attribute values apply). These data tables can be described
by co-array projections. The order of the co-array projection is the number of
non distinguishing attributes.

The array projections and co-array projections presented in this paper can
be seen as a valid strategy for handling uncertain data tables.

Future work will deal with inductive learning [4], and the inclusion of the
array projection in the learning process. Furthermore, the fact that

∨
and

∧
are degenerate arrays originates the need to further investigate the third type of
degenerate arrays and to try to forsee the relationship between the three types
of degenerate arrays, their projections and uncertainty.
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Abstract. The neural network sensitivity analysis, involving neural net-
work training and the calculation of its outputs derivative on inputs, was
applied to select the least significant sensor in the multicomponent gas
mixtures analysis system. The sensitivity analysis results, collected for
various neural network structures were compared with the real signif-
icances of the sensors, determined experimentally. The question of the
influence of the correlation of the input vector elements on the analysis
results was also illustrated and discussed.

1 Introduction

Contemporary gas mixtures analysis technology relies on the matrices of sensing
elements and smart data processing techniques applied for their responses anal-
ysis, providing the desired information of qualitative or quantitative character.
This approach is usually forced by the low selectivity of sensors, which disables
simple calibration of 1 sensor for 1 gas appearing in the mixture. It may be ob-
served that most of gas sensor systems described in the literature, although very
successful, contain more or less redundant sets of sensing elements [1,2,3,4,5].
Shall be noted that each redundant sensor, applied in the matrix increases the
cost of both fabrication and operation of the prospective system. Seems like
the main problem is the lack of the reasonable and efficient methods of sensors
selection.

If to assume that the preliminary version of the system, providing the ac-
ceptable accuracy of measurements is available (what is btw. usually reached
using the large enough sensor array) the problem may be transformed to the
elimination of the most redundant sensors, as far as the required performance of
the system is preserved. The possible solution may be neural network sensitivity
analysis [6,7], adopted for the estimation of the significance of the information
given to the system by the particular sensors in the matrix. The neural networks
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approach is somewhat unusual here. In the initial phase of the system construc-
tion the dummy neural network is trained to provide the sensitivity analysis and
judge each sensor. After selection of the reasonable set of sensors the eventual
data processing algorithm may be created using either neural network again or
any other methodology.

The paper focused on the investigation of the efficiency and reliability of
the neural network sensitivity analysis approach in the context of both the real
world application in gas sensor system and the data artificially created for the
purposes of the experiment.

2 Neural Network Sensitivity Analysis

The operation of the feedforward neural network with a single hidden layer and
the sigmoid transfer function applied may be described by (1).

y
(2)
k = f

⎛⎝ J∑
j=0

w
(2)
kj f

(
I∑

i=0

w
(1)
ji ui

)⎞⎠ , where f(x) =
1

1 + e−x
(1)

After the training process, when the weights, denoted by w (with the ap-
propriate indexes) are fixed, the neural network gains the unique approximation
capabilities [8]. In the context of sensor systems the vectors of sensors responses
u are transformed to the series of outputs y(2), providing desired information of
either qualitative or quantitative character, on request.

The k-th neural network output sensitivity for the selected input ui is defined
as a derivative (2), which for the presumed construction (1) gives (3). Calcula-
tion of the sensitivity is made for each output-input pair and for each input
pattern u(p). Concerning the patterns, the global sensitivity for the whole data
set is calculated using for instance the Euclidean formula (4) or by finding the
maximum absolute value. Eventually the sensitivity matrix is obtained with e.g.
inputs listed in columns and outputs listed in rows. Further analysis may involve
the min-max procedure providing the series of parameters describing how much
the neural network is sensitive to the particular input. The inputs (i.e. the sen-
sors in our context), with the lower values of sensitivity shall be considered as
the candidates to remove.
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Formula (3) was originally proposed for pruning the redundant inputs of the
neural network with the single hidden layer only [6]. The experience with con-
struction of neural networks for the gas sensor arrays shows the need of applying
the structures with two hidden layers to obtain the highest performance. Some
doubts may appear then whether the sensitivity analysis applied for the too
scant neural network structures would give the reliable results. Eventually the
extended sensitivity formula, for the neural networks with two hidden layers, was
calculated. Starting from (5) describing the appropriate neural network with two
hidden layers, where uh and y

(3)
k denote the selected input and output, and the

w(1), w(2) and w(3) with the appropriate indexes are the weights of the neurons
in the following layers, the eventual sensitivity is given by (6).
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Analysis of (3) and (6) induces that the extension of the sensitivity formula
for the bigger and bigger neural networks may be generalized to the recurrence,
somewhat similar to the classic error backpropagation [9], where the sensitivity
of the bigger structure may be calculated as a weighted sum of the sensitivities
calculated for the appropriate nodes of the smaller structure (7),(8).
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3 Experimental

The sensitivity analysis methodology was applied to the design of the sensor
system providing quantitative analysis of the mixtures of butanol and toluene.
The matrix, initially containing six sensors - TGS 800, TGS 822, TGS824, TGS
825, TGS 880, TGS 883 [10], was placed in a test chamber with controlled atmo-
sphere for the multi-component characterisation. The set of vectors containing
the gas concentrations and sensors responses was collected this way building up
the 148 samples data set [2]. A series of the neural networks was created to
provide some estimation of the reliablity of the method, with the sensors re-
sponses acting as the input and two gas concentrations as the desired output.
The structures were varying between 6-10-2 and 6-40-2. For each neural network
the sensitivity analysis was performed, i.e. sensitivities of all outputs to all the
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Fig. 1. Neural network sensitivities obtained for the structures with the single hid-
den layer (dotted lines) and with two hidden layers (dashed lines) compared with the
experimental estimation of the sensors significance (thick solid line).

inputs were calculated for all the available samples. The global sensitivities for all
patterns were calculated in two variants - Euclidean formula (5) and maximum.
In-house developed software tools were used for both the neural networks de-
velopment and sensitivity calculation. In further steps of the analysis the sensor
with the lowest absolute value of the sensitivity factor shall be removed and
the whole process may be repeated, with the reduced sensor matrix, to point
the next one to remove etc. This process shall be stopped when either the sys-
tem performance decreases dramatically or the results of the sensitivity analysis
performed for series of neural networks are no longer coherent.

The sensitivity analysis performed for several neural networks with the sin-
gle hidden layer consequently pointed to the sensor No. 4 as redundant. The
details may be found in [11]. The sensitivity factors, obtained in several trials,
are presented in Fig. 1 (the dotted lines). The dashed lines present analogous
results obtained for the structures with two hidden layers. Various structures
were implemented, starting from 6-12-8-2 up to 6-50-30-2. The results within
this group are similar again, but this time sensor No. 5 is commonly recognized
as redundant one. Such contradiction could be perceived as a stop condition for
the sensor matrix reduction, but it is known from the other experiments that
this set of sensors may be reduced indeed without visible loss in accuracy.

Further investigation of this phenomenon involved the introduction of the
six data sets deriving from the original one, but with 1 input-sensor removed in
each. The series of neural networks were trained for each variant, targeting in the
experimental determination of the significance factors for all the sensors. These
factors were calculated as an average error of the 3 best structures. (The higher
error of the neural network trained without particular input denotes its higher
significance). The balance of these factors was plotted again in Fig. 1 (thick solid
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Fig. 2. Sensitivity analysis results (left) compared with the experimental estimation
of the input significance (right) for (a) linear dependent, (b) independent and (c) non-
linear dependent data

line). If to analyse the precise values of the sensors significance factors obtained
this way, No. 2 shall be considered most redundant this time. Eventually the re-
sults of the sensitivity analysis performed for various neural networks, especially
in the critical first to remove context are sometimes contradicting themselves
and simultaneously contradicting the experimentally determined significance of
the sensors. Shall be noted however that the experimental analysis, which shall
be perceived as the most reliable here, estimates the significance of five sensors
(i.e. No. 1, 2, 4, 5 and 6) at the very similar level. The insignificant differences
mean that in fact any of these sensors could be removed, with similar impact on
the system performance, what probably justifies the contradictions mentioned
before.

The meaningless differences between the significance of the sensors and con-
sequently the contradictions are probably caused by the correlation of the sensors
responses (i.e the elements of the neural network input vector), which is very
high. The simple experiment may show how the dependent inputs may keep the
sensitivity analysis results far away from the real balance of the inputs signifi-
cance. Let’s take a sample function of y = x1 + 2x2 + 3x3 + 4x4 and generate a
data set for the appropriate neural network training, in 3 variants - the first one
with independent input variables x1, x2, x3, x4, the second one with linear depen-
dence x4 = x1+x2+x3, and the third one with non-linear x4 = x2

1+x2
2+x2

3. The
results of the sensitivity analysis are shown in Fig. 2 (on the left). These ones are
very similar for all the data sets. And the real significance factors of the input
variables, estimated by the ”remove the input and train the neural network” pro-
cedure, are completely different for the dependent and non-dependent variants
as it is shown in Fig. 2 (on the right), matching the intuitive expectations.
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4 Conclusions

The neural network sensitivity analysis may be attractive tool for the reduction
of the redundant sensor arrays. Presented experiments have shown however, that
it does not provide the absolutely reliable results, when some elements of the
input vector are dependent. It may be used, with care, as a reasonable heuristics
for the construction of the effective gas sensor arrays, where the number of
sensors is critical issue, and in many other fields requiring an estimation of the
significance of the particular factor.
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Abstract. This work presents a set of linguistic variables for modelling some 
geologic and morphological features of a coal seam. Since self-advancing 
winning coal systems and their interactions with coal faces represent extremely 
complex situations where traditional mathematical models are unable to offer 
working solutions, we explore the viability of using Fuzzy-logic based 
techniques in order to obtain a good-enough model that allows technicians at 
mine to get a better understanding of the variables at play and to foresee the 
coal production. 

1   Introduction 

Coal mining is a strategic industrial activity in the North of Spain. An example of an 
especially competitive mine is that of Carbonar S.A. because of its hard coal seam 
about 4m in thickness and the planning and use of modern techniques for coal 
winning. Coal thickness up to 6 meters and other physical characteristics of the seam 
permits the exploitation with a longwall mining method. This method consists on a set 
of self-advancing shields (left part of figure) that are located adjacent to one another 
along a transversal section of the seam. The shields are used to keep the hanging-wall 
in place while the coal winning machine takes 60 cm off the wall (right part of figure) 
for every coal winning run. After the shearer passes, the coal is taken off the mine 
with a continuous system of transport (panzers, conveyor belts). A manually operated 
mechanism permits the operators to advance the shields. In Figure 1 can be seen the 
Shield supporting system and the Coal-winning shearer working.  

A research project 1 has been awarded in 2004 to Carbonar S. A. by the “Centro 
para el Desarrollo Tecnológico Industrial” (CDTI) agency of the Spanish Ministry of 
Industry for financially supporting the research. The goals of the project are to 
analyze, model and simulate the longwall exploitation system merging finite element 
modeling (FEM), fuzzy logic techniques (FL) and virtual reality (VR). In this paper 
                                                           
1 “Sistema de Simulación Inteligente en Arranque Mecanizado Integral”, CDTI 20040116.  
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we will present the preliminary works of that project. Aside the R+D department of 
Carbonar S.A., CSIC’s Instituto de Automática Industrial and the Mining and 
Exploration Department of the Mining Engineering School of the University of 
Oviedo cooperate in the project. 

As exposed, one of the goals of the project is to simulate the behavior of the 
longwall equipment with fuzzy logic. Fuzzy logic is a technique whose power to 
perform control of systems where the model is not well known has already been 
proven. In this work we attempt  to use fuzzy logic not to control the longwall, but 
to model its interplay with the existing geomorphologic conditions. In order to do 
this, the project is planned in three phases: 

              

Fig. 1. Shield Supporting system and the Coal-winning shearer working 

1. Simulation of the coal winning system. There are many variables influencing 
the coal winning activities. This part of the project will attempt to identify 
them and assign linguistic values to them. Several output variables will be 
established as, for instance, the number of shearer passes per labor shift, or 
the daily advance in longitude for the coal seam resulting from winning the 
coal. After that, it will be necessary to establish the rules linking the input 
and output variables.  

2. If problems are detected in the simulation by the fuzzy module under definite 
conditions, a detailed physical analysis of the shield mechanism will be run 
for these conditions by means of finite elements modelling techniques. 

3. A virtual reality system will show the results of the simulation. 

2   Fuzzy Model and Simulation of the Coal Winning System 

Our initial model of the coal winning system was developed as a set of geologic and 
morphologic properties represented by means of a set of input variables to the 
system. For each of these input variables, we have defined the corresponding 
linguistic label set or fuzzy partitions.  These linguistic labels describe the level of  
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Features: 

 Coal thickness  
 Transversal dip 
 Longitudinal dip 
 Roof fractures 
 Barren 
 Coal Hardness 

For example, the coal thickness is one of the most important features in the mining 
activity because it determines the kind of exploitation methods that can be performed. 
In our particular case, the coal thickness is very well suited for a coal winning system 
based on a semi-automated machine. In Figure 2 we can appreciate the adjustable 
shield supporting system with its maximum expansion is up to 5 meters. 

Other important features are Longitudinal and Transversal Dip, which describe the 
inclination of the coal seam. 

 

Fig. 2. Representation of the adjustable shields structure 

 

Fig. 3.  Longitudinal and Transversal Dip 
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 IF transversal dip low AND coal thickness high AND longitudinal dip 
low THEN Advance fast 

 IF coal thickness high AND longitudinal dip high AND transversal dip 
high THEN Advance slow 

 IF hardness sandstone THEN Advance slow 

Thus, the ultimate goal of the project can be described by; the quest of a 6-D 
hypersurface that can be expressed in its general form as the Equation 1. 

wherexxxxxfS ),,,,( 54321=  

S = Advance speed 
x1 =  Coal thickness 
x2 = Transversal dip 
x3 = Longitudinal dip 
x4 = Roof fractures 
x5 = Barren 
x6 = Coal Hardness 

(1) 

Due to the intrinsic uncertainty and complexity of a coal mining activities, such a 
6D surface is impossible to express with a traditional closed mathematical models, so 
we have opted to build a model with the aforementioned linguistic variables and a 
relatively simple set of expert fuzzy-rules. 
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Abstract. The uncertain variables have been developed as a tool for
decision making in a class of uncertain systems described by traditional
models or by relational knowledge representations. The purpose of this
paper is to show how the uncertain variables may be applied to specific
optimization problems formulated for uncertain static plants. A general
approach and the optimization with the given certainty threshold are
described in the first part. In the second part the application of the
presented approach to an optimal distribution problem is considered.
Two examples illustrate the presented concepts.

1 Introduction

The uncertain variables have been introduced and developed as a tool for decision
making in a class of uncertain systems [1,4,5,6]. The uncertain variables are
described by a certainty distribution given by an expert and describing his/her
knowledge on approximate values of the variable. The purpose of this paper is to
show how the uncertain variables may be used for specific optimization problems
formulated for an uncertain plant described by a functional model or by an
inequality with unknown parameters. A general approach to the formulation and
solution of the optimization problem is presented in Sect. 3 and its application
to an optimal distribution problem — in Sect. 4. Section 2 presents a short
description of the uncertain variables and the basic decision problem. Details
and examples of different applications may be found in the books [1,4,5].

2 Uncertain Variables and Basic Decision Problem

In the definition of the uncertain variable x̄ we consider two soft properties (i.e.
such properties ϕ(x) that for the fixed x the logic value v[ϕ(x)] ∈ [0, 1]): “x̄=̃x”
which means “x̄ is approximately equal to x” or “x is the approximate value of
x,” and “x̄∈̃Dx” which means “x̄ approximately belongs to the set Dx” or “the
approximate value of x̄ belongs to Dx”. The uncertain variable x̄ is defined by
a set of values X (real number vector space), the function hx(x) = v(x̄=̃x) (i.e.
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the certainty index that x̄=̃x , given by an expert) and the following definitions
for Dx, D1, D2 ⊆ X :

v(x̄∈̃Dx) = max
x∈Dx

hx(x)

v(x̄ /̃∈Dx) = 1− v(x̄∈̃Dx) ,

v(x̄∈̃D1 ∨ x̄∈̃D2) = max{v(x̄∈̃D1), v(x̄∈̃D2)} ,

v(x̄∈̃D1 ∧ x̄∈̃D2) =
{

min{v(x̄∈̃D1), v(x̄∈̃D2)} for D1 ∩D2 �= ∅

0 for D1 ∩D2 = ∅ .

The function hx(x) is called a certainty distribution.
C–uncertain variable x̄ is defined by the set of values X , the function hx(x) =

v(x̄=̃x) given by an expert, and the following definitions:

vc(x̄∈̃Dx) =
1
2
[v(x̄∈̃Dx) + 1− v(x̄∈̃D̄x)] (1)

where D̄x = X −Dx,

vc(x̄ /̃∈Dx) = 1− vc(x̄∈̃Dx) ,

vc(x̄∈̃D1 ∨ x̄∈̃D2) = vc(x̄∈̃D1 ∪D2) ,

vc(x̄∈̃D1 ∧ x̄∈̃D2) = vc(x̄∈̃D1 ∩D2) .

The application of C–uncertain variable means better using of the expert’s
knowledge, but may be more complicated. Let us consider a static plant with
the input vector u ∈ U and the output vector y ∈ Y , described by a relation
R(u, y; x) ⊂ U × Y where the vector of unknown parameters x ∈ X is assumed
to be a value of an uncertain variable described by the certainty distribution
hx(x) given by an expert. If the relation R is not a function then the value u
determines a set of possible outputs

Dy(u; x) = {y ∈ Y : (u, y) ∈ R(u, y; x)} .

For the requirement y ∈ Dy ⊂ Y given by a user, we can formulate the following
decision problem: For the given R(u, y; x), hx(x) and Dy one should find
the decision u∗ maximizing the certainty index that the set of possible outputs
approximately belongs to Dy (i.e. belongs to Dy for an approximate value of x̄).
Then

u∗ = argmax
u∈U

v[Dy(u; x̄)⊆̃Dy] = arg max
u∈U

max
x∈Dx(u)

hx(x) (2)

where Dx(u) = {x ∈ X : Dy(u; x) ⊆ Dy} .

3 Optimization Problems

Let us consider a static plant in which one-dimensional output y denotes a quality
index which should be minimized. If the plant is described by a function y = φ(u)
and the function φ is known then we can formulate and solve a deterministic



40 Z. Bubnicki

optimization problem: to find u∗ ∈ U minimizing y. For the plant described by
the function y = φ(u, x) or by the inequality y ≤ Φ(u, x) (a special form of the
relation R(u, y; x) introduced in Sect. 2) where the unknown vector parameter
x is assumed to be a value of an uncertain variable characterized by hx(x) —
different formulations of the optimization problem may be considered:

1. For y = φ(u, x), as an optimal decision one can accept u∗ minimizing the
mean value [1]:

M[ȳ(u)] =

∞∫
−∞

yhy(y; u)dy · [
∞∫

−∞
hy(y; u)dy]−1

where
hy(y; u) = v[x̄∈̃Dx(y)] = max

x∈Dx(y)
hx(x) ,

Dx(y) = {x ∈ X : y = Φ(u, x)} .

2. For y = φ(u, x) or y ≤ φ(u, x), one can apply an approach presented in
Sect. 2. The requirement concerning y may be presented in the form y ≤ α
or Dy = (−∞, α] where α is given by a user and should be as small as possi-
ble. Consequently, the decision u∗(α) determined by (2) and the corresponding
certainty index v[u∗(α)] � v̄(α) are the functions of α. According to (2)

v[Φ(u, x̄)≤̃α] = v{Φ(u, x̄)∈̃(−∞, α]} � v(u, α) = max
x∈Dx(u)

hx(x) (3)

where
Dx(u) = {x ∈ X : Φ(u, x) ≤ α} . (4)

The property Φ(u, x̄)∈̃(−∞, α] is denoted here by [Φ(u, x̄)≤̃α] and v(u, α) is the
certainty index that this property is “approximately satisfied” (is satisfied for
an approximate value of x̄). In the case of C–uncertain variables, according to
(1)

vc[Φ(u, x̄)≤̃α] = vc{Φ(u, x̄)∈̃(−∞, α]} � vc(u, α)

=
1
2
[ max
x∈Dx(u)

hx(x) + 1− max
x∈X−Dx(u)

hx(x)] . (5)

3. It is easy to note that, as a rule, v̄(α) is an increasing function. For the
given certainty threshold v̄ determining the required level of the uncertainty,
one should solve the equation v̄(α) = v̄ with respect to α, and use the solu-
tion ᾱ in the determination of the final results: ū = u∗(ᾱ) and v̄ = v̄(ᾱ). The
analogous formulation of the decision problem may be formulated and solved for
C–uncertain variables with vc instead of v. The above statement of the decision
problem may be considered as a specific optimization problem where the mini-
mization of y in the deterministic case is replaced by the maximization of v for
the given certainty threshold.
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Fig. 1. Example of the certainty distribution

Example 1. Let u, x ∈ R1 (one-dimensional variables) and

y = [1− (c− xu)2]−1 , u ≥ 0 .

The requirement y ≤ α is reduced here to

(c−
√

1− α−1)u−1 ≤ x ≤ (c +
√

1− α−1)u−1 .

Assume that hx(x) has the form presented in Fig. 1, with x∗ = d = 0.5. Using
(5) we obtain

vc(x, u) =

⎧⎨⎩
(c +

√
1− α−1)u−1 for u ≥ 2c

0 for u ≤ 1− (c−√1− α−1)
1− (c−√1− α−1)u−1 otherwise .

It is easy to see that u∗
c(α) = u∗

c = 2c (it does not depend on α) and vc(u∗, α) =
0.5(1 + c−1

√
1− α−1). From the equation vc(u∗, α) = v̄c we obtain

ᾱc = [1− c2(2v̄c − 1)2]−1 .

For the numerical data c = 1 and v̄c = 0.9, the results are as follows: u∗ = ū = 2,
ᾱc = 2.8.

4 Optimal Distribution Problem

The presented approach may be applied to allocation problems consisting in the
proper task or resource distribution in a complex of operations described by a
relational knowledge representation with unknown parameters. Let us consider
a complex of k parallel operations described by a set of inequalities

Ti ≤ ϕi(ui, xi) , i = 1, 2, . . . , k (6)

where Ti is the execution time of the i-th operation, ui is the size of a task (e.g.
a raw material) in the problem of task allocation or the amount of a resource in
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the problem of resource allocation, an unknown parameter xi ∈ R1 is a value of
an uncertain variable x̄i described by a certainty distribution hi(xi) given by an
expert, and x̄1, . . . , x̄k are independent variables. The complex may be considered
as a decision plant described in Sects. 2 and 3, where y is the execution time of
the whole complex T = max{T1, . . . , Tk}, x = (x1, . . . , xk), u = (u1, . . . , uk) ∈
Ū . The set Ū ⊂ Rk is determined by the constraints: ui ≥ 0 for each i and
u1 + . . . + uk = U where U is the total size of the task or the total amount of
the resource to be distributed among the operations. According to the general
formulation of the decision problem presented in Sect. 2, the allocation problem
may be formulated as an optimization problem consisting in finding the optimal
allocation u∗ that maximizes the certainty index of the soft property: “the set
of possible values T approximately belongs to [0, α]” (i.e. belongs to [0, α] for an
approximate value of x̄).

Optimal distribution problem: For the given ϕi, hi (i ∈ 1, k), U and α find

u∗ = argmax
u∈Ū

v(u)

where
v(u) = v{DT (u; x̄)⊆̃[0, α]} = v(T (u, x̄)≤̃α) .

The soft property “DT (u; x̄)⊆̃[0, α]” is denoted here by “T (u, x̄)≤̃α”, and DT

(u; x) denotes the set of possible values T for the fixed u, determined by the
inequality

T ≤ max
i

ϕi(ui, xi) . (7)

According to (6) and (7)

v(u) = v{[T1(u1, x̄1)≤̃α)] ∧ [T2(u2, x̄2)≤̃α] ∧ . . . ∧ [Tk(uk, x̄k)≤̃α]} .

Then
u∗ = argmax

u∈Ū
min

i
vi(ui) (8)

where

vi(ui) = v[Ti(ui, x̄i)≤̃α)] = v[ϕi(ui, x̄i)≤̃α)] = v[x̄i∈̃Di(ui)] ,

Di(ui) = {xi ∈ R1 : ϕi(ui, xi) ≤ α} .

Finally, according to (2)

vi(ui) = max
xi∈Di(ui)

hi(xi) (9)

and
u∗ = arg max

u∈Ū
min

i
max

xi∈Di(ui)
hi(xi) .

It may be shown that if 0 ≤ v(u) ≤ 1 then the optimal distribution u satisfies
the following set of equations

v1(u1) = v2(u2) = . . . = vk(uk) � v . (10)
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For the given certainty threshold v̄, it is possible to determine the value ᾱ and
the optimal distribution ūi = u∗

i (ᾱ) in the way described in Sect. 3.

Example 2. Assume that in the case of the task distribution Ti ≤ xiui and hi(xi)
has a triangular form presented in Fig. 1 with hi, x∗

i , di in place of hx, x∗, d.
Using (9) one may obtain

vi(ui) = d−1
i (αu−1

i − x∗
i ) + 1

for α(x∗
i )

−1 ≤ ui ≤ α(x∗
i − di)−1, i.e. for 0 < vi(ui) < 1.

Under the assumption x∗
1d

−1
1 = x∗

2d
−1
2 = . . . = x∗

kd−1
k � γ, applying the equation

(10) we obtain the following results:

v[u∗(α)] � v∗(α) = 1 + γ[αU−1
k∑

i=1

(x∗
i )

−1 − 1] ,

u∗
i (α) = γα(x∗

i )
−1[v∗(α) + γ − 1]−1 .

5 Conclusions

It has been shown how to use the uncertain variables in the formulation and so-
lution of the optimization problems for a static plant with unknown parameters.
In particular , a concept of the optimization with the given certainty threshold
for the general case and for the optimal task or resource distribution has been
described. The presented approach may be extended for complex systems with
the distributed knowledge [2] and for closed–loop control systems [3].
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Abstract. Category Theory is a useful topic to the studies of Computer
Science. In spite of experiments with children suggest that categorical
reasoning is supposed to be natural to humans, the ones who study
Category Theory expose difficulties. This paper starts presenting and
analyzing this situation. Then it is developed an evaluation of compu-
tational models which represents categorical structures as a way to help
students in dealing with categorical concepts intuitively. In the context
of this evaluation, a computational model is presented.

1 Category Theory

Category Theory is a branch of Pure Mathematics with a scientific field ap-
parently distinct from Computer Science ones. However, some of its proper-
ties make this mathematical model very helpful to the studies of Computer
Science.

From many characteristics of Category Theory which motivate its use in
Computer Science it’s relevant to mention implementation independence, dual-
ity, inheritance of results, ability to compare expressiveness of other formalisms,
strong basis on graphical notation and, above all, expressiveness of its
constructions.

One of the main (if it isn’t the main) motivations for the use of Category
Theory in Computer Science is the expressiveness of categorical constructions,
which allows to formalize complex ideas in a simple way. This motivation can be
justified by the fact that the development of computational solutions is bounded
by the human ability to express the problems and their solutions. So, more
expressive formalism produces better solutions with less effort. Additionally,
more expressive formalisms help not only in specifications and proofs but also -
and mainly - in a better comprehension of problems and in simpler and clearer
solutions.

In the context of this paper, implementation independence is an especially
relevant property. Since the primitive structures of Category Theory are objects
and morphisms, categorical properties must be specified in terms of them. So,
when a system is modeled as a category and it produces structured objects or
� This work is partially supported by CAPES, CNPq and FAPERGS.
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morphisms (e.g. objects representing ordered pairs) their internal structures are
categorically irrelevant.

This property allows Category Theory to be seen as a suitable formalization
to deal with structure independent abstract properties. Category Theory seman-
tics is able to express a general vision of a system without concerning to irrelevant
details (such as implementation), providing operations powerful enough to treat
the problem in high level.

2 Piaget’s Experiments

Jean Piaget shows in [5] that the idea of composition, typical on categorical sys-
tem, is in the genesis of human being. Piaget’s results conduct for the conclusion
that the intuitive human reasoning is categorical. It is explicit exposed in [5] in
the following quotation:

I wanted to make plausible, in broad outline, the idea that the theory of
categories, considered as a theory of mathematical constructions, reflects
the genetic1 constitution of man’s cognitive tools, that is, the detachment
of transferrable schemes from a set of actions, then similar operations
on those schemes, then similar operations on schemes of schemes, and
so forth. Hence it seems clear to me that the categorical style, as a way
of envisioning an important aspect of the genesis of man’s cognitive fac-
ulties, is not a style imposed on genetic epistemology from the outside
but is a style that, by nature, is adequate for describing the constructions
discovered by genetic epistemology.

Additionally, it’s possible to make a relation between implementation inde-
pendence property of Category Theory and this way of reasoning. To deal with
a category that is modeling a system means to deal with the abstract semantic
of its objects and morphisms and forget the specific structure of the system.
The way that Category Theory deals with morphisms and compositions is a
construction of a chain of composition of properties. So, the abstract reasoning
that is in the genesis of human being is represented in Category Theory.

3 Problems of Categorical Reasoning Development

The conclusions of Piaget’s experiments not only show that Category Theory
could be taught earlier than in undergraduation level but also that it should be
done. The development of logic formal thought on children allows developing
skills and reasoning lines which normally aren’t developed in childhood, despite
of being required in many areas of knowledge. This kind of skill, and in particular
general and unified thought, typical of Category Theory, although being intuitive
for human being, it is discouraged beside the learning process.
1 In the context of Piaget’s experiments, the adjective genetic refers to genesis, not to

gene.
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Category Theory reasoning is used to be learned in some computer science
graduation courses and, less frequently, undergraduation courses. Its mathemat-
ical principles, which could be easy, natural and intuitive, become very dense
and abstract because of the way we have been stimulated to reason. Addition-
ally, the heterogeneity in the presentation of introductory topics and the lack of
published works in other languages than English complete the set of obstacles
to be surpassed before applying Category Theory in Computer Science.

4 Computational Simulators

To make this abstract theory become concrete and kind of intuitive is a challenge
and an interesting research area. This context has been motivating us to research
about computational simulators.

It’s well known that there are limits on representing structures and solving
problems in a computer. Although the computational simulation of Category
Theory is an unexplored area, it’s easy to see that isn’t possible to construct a
simulator able to represent all Category Theory. By deduction, it isnt possible
to implement the verification of a property that works for any kind of category.

However, the research in computer science shows we can compute and rep-
resent relevant structures and operations, as finite categories with objects being
finite sets and morphisms being relations. This kind of simulator is an efficient
way to turn concrete these abstract concepts, making this theoretical concept
closer to related interests in applied researches.

There is a lack of research in this area. The existent simulators deal only
with basic categorical concepts [2] [4] or are inaccessible to laymen [7].

Watching this scenery, we have been researching about technologies to imple-
ment categorical constructions and have been implementing simulators. In this
paper we present the technologies used to implement these categorical construc-
tions and the theoretical principles we chose to simulate computationally.

5 State of the Art

We have found only three programs produced in the context of this kind of
researching:

– Category Construction Program (or DBC - acronym of “A Database of Cate-
gories”) [4]: it is a text interface program developed in ANSI C, which makes
it platform dependent. However, since it was developed in C standard, it’s
possible to compile its font in distinct platforms. It doesn’t have internet
support. The objects and morphisms of DBC are atomic. It represents basic
categorical elements and is able to store functors.

– Category Theory Database Tools (CTDT) [2]: it’s a Java applet - which
turns it platform independent and accessible by internet - with graphical
interface. It represents the same categorical structures supported by DBC;
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– Computational Category Theory Project (CCTP) [7]: it is a text interface
software developed in ML, which turns CCTP platform dependent. It doesn’t
have internet support. To operate this software, the user needs to have no-
tions of functional environment operation. It is much more powerful then
the other two applications, supporting several categorical and functorial el-
ements. It supports structured objects and morphisms.

Since the presented simulators deal only with basic categorical concepts or
are inaccessible to laymen, they have limitations to achieve our goal: to turn
Category Theory easier, more intuitive and more concrete.

Our goal requires an accessible program, which demands as less previous
knowledge as possible - graphical interface, platform independence and Inter-
net support are desirable characteristics. Since a software can’t represent all
Category Theory elements, it’s important to make a good selection of which
elements are more relevant to be implemented. And our goal will be as near to
be achieved as much categorical calculus and characteristics are covered by the
application. So, accessibility, relevance of the implemented structures and high
coverage of categorical concepts are the elements that should be used to evaluate
a categorical simulator.

6 Modeling Categorical Structures

Although the functional paradigm is the most natural one to model categorical
structures, the functional languages don’t have, in general, good usability. Since
accessibility is one of the characteristics that we desire for our software, we’ve
discarded functional paradigm as the way we would model.

Among the other paradigms, the object oriented one has the most appropriate
characteristics to model Category Theory elements (especially encapsulation).
Additionally, Java is one of the programming languages which most helps in
accessibility aspect. And Java is object oriented. The model that is presented in
this paper is being implemented by our group using Java.

The object oriented analysis focus in two diagrams: package diagram and
class diagram. The package diagram contains 5 packages. Since each package is
modeled as a class diagram, there is 5 class diagrams.

br.ufrgs.inf.catres.error. The classes of this package provide support to iden-
tify why a given graph isn’t a category. This evaluation is divided in three spe-
cialized subclasses: IdentityError (it verifies the identity law), CompositionError
(it verifies if all possible compositions exist) and AssociativeError (it verifies the
associative law).

br.ufrgs.inf.catres.operation. This package is used to make categorical cal-
culus. The ones which we’ve implemented were cone, equalizer, pre-product and
product. Although the dual operations arent implemented, they can simulate
them using dual categories as operators.
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br.ufrgs.inf.catres.error

br.ufrgs.inf.catres.category

br.ufrgs.inf.catres.catresui

br.ufrgs.inf.catres.properties

br.ufrgs.inf.catres.operation

Fig. 1. Package Diagram

java.awt.geom.Ellipse2D.Double

 x: Double

 y: Double

 ...

 getX(): Double

 ...()

CollectionMorphisms

 source: Objec

 target: Objec

 setSource(Objec)

 ...()

PairMorphisms

 id: Integer

 name: String

 ...

 setId(Double)

 ...()

java.util.TreeSet

Objec

 id: Long

 name: String

 ...

 setId(Double)

 ...()

Category

 id: Integer

 name: String

 ...

 setId(Double)

 ...()

1 *

Morphism

 id: Integer

 name: String

 ...

 setId(Double)

 ...()

2 1

java.awt.geom.QuadCurve2D.Double

 x1: Double

 y1: Double

 ...

 getX1(): Double

 ...()

*

1*

1

compositions

1

*

Fig. 2. Class Diagram br.ufrgs.inf.catres.category - Partial Representation

br.ufrgs.inf.catres.category. This package is the kernel of the application. It
contains the classes which define a category and its components, such as some
auxiliary structures. A category is modeled basically as a collection of morphisms
and a collection of objects. While the collection of objects contains instances of
the class Objeto, the collection of morphisms contains instances of the class
CollectionMorfismos, which is a class which joins all parallel morphisms of a
given category (so, we have a collection of parallel morphisms). The compositions
are represented as a collection of pair of morphisms.

br.ufrgs.inf.catres.catresui. This package contains all classes developed to
construct the graphical interface. The main classes of this package are Diagram-
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Builder (the application container) and DiagramBuilderPanel (the area where
the graphs are edited). These two classes are the starting point to all other
application actions.

br.ufrgs.inf.catres.properties. - It contains only one class, which provides to
the application easy access to configure properties.

7 Conclusions

We’ve modeled and implemented a categorical simulator following three princi-
ples: accessibility, relevant structures and high coverage.

Because of the graphical user interface, the software can be used without any
knowledge of special operation environments (e.g. functional). The way that the
categories are created and manipulated is very intuitive. It can be accessed by
any platform with Java Virtual Machine. It’s accessible by Internet. We have
been working on mechanisms to implement a good treatment to categories with
thousands of objects and morphisms. These aspects improve the accessibility.

The model represents both categories with atomic objects and morphisms and
structured objects (sets) and morphisms (relations between sets). Relations have
been used in computer science especially in databases. We have been working
to implement a support to partial functions and total functions in this tool -
implementing restrictions inside relations.

The model represents the most usual structures and calculus of Category
Theory - including finite product. The tool is able to represent functor. We have
been working to model and implement functorial calculus.
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Abstract. When modeling concurrent or parallel systems, we must be
aware that basic activities of each system may be constituted by smaller
activities, i.e. transitions may be conceptually refined into transactions.
Nevertheless, the Unified Modeling Language seems to lack composi-
tional constructs for defining atomic actions/activities/operations. We
discuss proper extensions for UML behavioral diagrams that are able to
cope with the concept of transaction. Transactions are formally defined
through a special morphism between automata in a semantic domain
called Nonsequential Automata.

1 Introduction

The Unified Modeling Language (UML) [1] may be used to describe both the
structure and behavior of object-oriented systems using a combination of nota-
tions. For the modeling of the dynamic behavior, a number of different models
are offered such as interaction, state and activity diagrams.

When modeling concurrent or parallel systems with such diagrams, we must
be aware that basic activities of each system may be constituted by smaller
activities, i.e. transitions may be conceptually refined into transactions. This
important notion is present in different fields of computer science like operating
system’s primitives, implementation of synchronization methods for critical re-
gions, database management systems, and protocols, just no name a few. In this
sense, when modeling a computational process, we need means of composing sub-
activities both in a non atomic or atomic way. Nevertheless, the UML seems to
lack compositional constructs for defining atomic actions/activities/operations.

In this work1, we concentrate on describing groups of sequential or concurrent
activities that are responsible for performing a computation, and we address
the issue of modeling transactions. We remark that in our setting the term

1 This work was partially supported by CTXML/Microsoft/PUCRS, CNPq (Projects
HoVer-CAM, GRAPHIT, E-Automaton) and FINEP/CNPq (Project Hyper-Seed)
in Brazil.
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“transaction” denotes a certain activity of the system that might be composed by
many, possibly concurrent, subactivities. Moreover, we require this composition
of activities to be considered atomic.

2 Nonsequential Automata

Nonsequential Automata [2,3] constitute a non interleaving semantic domain,
with its foundations on category theory, for reactive, communicating and con-
current systems. It follows the so-called “Petri nets are monoids” approach [4]
and is similar to Petri nets, but it is a more concrete model - it can be seen as
computations from a given place/transition net. In the next definitions CMon
denotes the category of commutative monoids and k ∈ {0, 1} (for simplicity, we
omit that k ∈ {0, 1}).

A nonsequential automaton NA = 〈V, T, δ0, δ1, ι, L, lab〉 is such that V =
〈V,⊕, 0〉, T = 〈T, ||, τ〉, L = 〈L, ||, τ〉 are CMon-objects of states, transitions
and labels respectively, δ0, δ1 : T → V are CMon-morphisms called source and
target respectively, ι : V → T is a CMon-morphism for mapping identities, and
lab : T → L is a CMon-morphism for labeling transitions such that lab(t) = τ
whenever there is v ∈ V where ι(v) = t. Therefore, a nonsequential automaton
can be seen as NA = 〈G, L, lab〉 where G = 〈V, T, δ0, δ1, ι〉 is a reflexive graph
internal to CMon representing the automaton shape, L is a commutative monoid
representing the labels of transitions and lab is the labeling morphism associating
a label to each transition.

According to the definition, the automaton consists of a reflexive graph with
monoidal structure on both states and transitions, initial and final states and
labeling on transitions. The interpretation of a structured state is the same as in
Petri nets: it is viewed as a “bag” of local states representing a notion of tokens to
be consumed or produced. For example, 〈{A, B, C}⊕, {t, u}||, δ0, δ1, ι, {t, u}||, lab〉
with δ0, δ1, ι determined by transitions t : A → B, u : B → C, and labeling
t �→ t, u �→ u, is represented in figure 1 (identity arcs are omitted and, for
a given node A and arcs t : X → Y and ιA : A → A, the structured arc
t||ιA : X ⊕A → Y ⊕A is simply noted t : X ⊕A→ Y ⊕A). This nonsequential
automaton was not completely drawn as it has infinite distinguished nodes, for
they are elements of a freely generated monoid chosen to represent its states.

We are able to define atomic composition of transitions through the con-
cept of refinement. It is defined as a special morphism of automata where the
target one (more concrete) is enriched with its computational closure (all the
conceivable sequential and nonsequential computations that can be split into
permutations of original transitions). Considering the previous nonsequential
automaton its computational closure is also partially depicted in figure 1 (added
transitions were drawn with a dotted pattern).

The computational closure (tc) of a nonsequential automaton is formally de-
fined as the composition of two adjoint functors between the NAut category and
the category CNAut of nonsequential automata enriched with it computations:
the first one (nc) basically enriches an automaton with a composition operation
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Fig. 1. Nonsequential automaton with computational closure (left) and refinement
morphism (right)

on transitions, and the second functor (cn) forgets about the composition oper-
ation. Then, the refinement morphism ϕ from NA into (the computations of)
NA′ can be defined as ϕ : NA→ tcNA′. Both functors were presented in [5] and
due to limitations are not being rephrased here. The transitive closure functor is
tc = cn ◦ nc : NAut → NAut. To illustrate the refinement morphism, given two
nonsequential automata NA and NA′ with free monoids on states and labeled
transitions respectively induced by transitions t : X → Y , and t0 : A → C,
t1 : B → D, suppose we want to build a transaction containing both t0 and t1.
First we apply the transitive closure functor tc. For the last step we build the
refinement morphism by mapping the corresponding states and transitions. The
refinement ϕ : NA → tcNA′ is given by X �→ A ⊕ B, Y �→ C ⊕ D, t �→ t0||t1
(see figure 1 - right). Notice that due to the equations, we actually get a class of
transitions containing t0||t1, t0; t1 and t1; t0, represented as t0||t1 in the figure.

3 Transactions in UML Diagrams

In order to correctly introduce the notion of transactions, we need to analyze
the UML official documentation. The UML specification by OMG [6,7] posses a
semi-formal semantics, composed by a set of metalanguage, restrictions and text
in natural language. The metalanguage is basically a set of class diagrams which
describe the basic building blocks of UML models (it can be seen as the abstract
syntax of the language). The Object Constraint Language (OCL) further defines
constraints over models so they can be considered well-formed.

In our approach, a basic set of metamodel elements is selected. The idea is
to focus only on constructs for exposing the behavior (to be understood as a se-
quence of observable actions) of software artifacts. From this set, we extend the
metamodel with elements denoting atomic composites. The graphical notations
for the new composites are based on the nonatomic ones and are further dec-
orated with proper stereotypes. Also, new OCL expressions are built to define
the new constraints over atomic compositions. One example of a new constraint
for the atomic composite state in sate diagrams is the one that does not al-
low internal states to be interrupted by explicit external events. Finally, the
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Fig. 2. Semantic mapping examples

Fig. 3. UML activity diagram without (left) and with composite state (center) , and
nonsequential automaton for its semantics (right)

well-formed models are mapped to nonsequential automata, thus formally defin-
ing its semantics. We define one new atomic composite for activity diagrams,
state diagrams and sequence diagrams, but due to space limitations, our dis-
cussion and working example are based only on activity diagrams. A similar
approach for state and sequence diagrams have been employed.

Activity diagrams are one of the means for describing behavior of systems
within UML focused on the flow of control from activity to activity. The most ba-
sic node is the action node, which represents an atomic action. Activities are rep-
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resented by nonatomic composites of sequential or concurrent actions/activities.
The control flow is described by special nodes as fork/join for concurrency, deci-
sion/merge for alternative paths of execution and initial/final nodes. Our work-
ing example (figure 3 - left) depicts a simple activity diagram for a sequence of
operations in a pseudo programing language. Suppose we are interested in defin-
ing the sequential sequence of actions “Eval Y” and “Attrib Y” as atomic. To
overcome the lack of an atomic activity composite, we introduce a new notation
based on the idea of atomic transaction. The new composite activity is decorated
with the stereotype << transaction >> as depicted in figure 3 (center).

The semantics for activity diagrams take into account the fact it comprises
a token game similar to Petri nets. So, the semantic mappings from activity
diagrams into nonsequential automata are targeted into constructing local tran-
sitions for a nonsequential automaton. Before applying the mapping we need
to transform the activity diagram in such a way each action node has only one
incoming/outgoing edge. We do this as a precaution to avoid misinterpretation
of activities control flow because implicit merging/joining of edges has changed
from previous UML versions. Each action node consumes/produces control to-
kens as the steps of computation progresses through the activity diagram. For
nonsequential automata, this semantics belongs to transitions. Thus, each action
node corresponds to a nonsequential automaton transition, whose origin denotes
the necessary tokens for its firing, and whose destiny denotes the tokens pro-
duced after its firing. Edges and control nodes are mapped to a consistent set of
nonsequential automaton states according to its purpose. Figure 2 depicts the
resulting states and transitions in a nonsequential automaton.

The central core of the composite transaction node makes use of nonsequen-
tial automata refinement. The source automaton corresponds to the basic trans-
lation using the previous mappings, where the composite node is viewed as only
one nonsequential automaton transition. The target automaton corresponds to
the translation taking into account the subactivity nodes of the composite. The
refinement then maps the more abstract transition into the concrete implemen-
tation of the transaction obtained via the computational closure of the target
automaton. Figure 3 partially depicts the target nonsequential automaton for our
working example of activity diagrams. Notice it explicits all possible computa-
tional paths, including the transaction state represented by the atomic sequential
composition Evaly; Atriby.

4 Concluding Remarks

We believe transactions are an important part of today systems and they de-
serve a first class mechanism in modeling languages, especially UML. Following
that premise, this work presented an extension to UML diagrams centered on
constructions for defining atomic composition of actions/activities/operations.
Its semantics were defined as nonsequential automata refinement morphisms.

Other approaches to translating UML diagrams into formal models have been
based on Petri nets [8]. For example, [9] describes a formal translation of activity
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and collaboration diagrams into place/transition Petri nets and [10] compares
different proposals for the semantics based on Petri nets. Also, other works have
used formal methods to verify the behavior of UML specifications [11,12]. The
main differences between this proposal and related works may be summarized as
follows: we are based on the UML 2.0 specification, in which activity diagrams
have been decoupled from state diagrams; the applied semantic domain is com-
positional, in contrast to domains based on Petri nets or statecharts semantics;
we are dealing with mechanisms for atomic compositions and not just nonatomic
composites.
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Abstract. System Dynamics is a discipline for the modeling, simulation and 
control of complex dynamic systems. In this contribution, the methodology of 
System Dynamics-based modeling is argued to be a powerful and rigorous 
approach to theory-building. The strength of the pertinent process of theory 
development lies in its high standards for model validation, and in a 
combination of abductive reasoning with induction and deduction. The 
argument of the paper is underpinned by an application of System Dynamics to 
the elaboration of a theory in the new field of Cultural Dynamics. 

1   Introduction: Theory-Building in Perspective 

Theory-building, in principle, is more than an exercise in academic abstractions. It is 
an activity fundamental to the survival of societies, organizations and even 
individuals. Constructing a model, in the sense in which it is used here, consists in 
building and mathematically formalizing a theory in order to orientate action. It is a 
device for coping with whatever is complex. As complexity in our time tends to be of 
a high degree, and often growing, the quest for better theories is a necessity for both 
academics and practitioners. 

Essentially, three different modes of scientific inquiry can be distinguished, 
namely, deductive, inductive, and abductive [13]. Adopting a deductive research 
approach entails concluding upon a particular statement derived from theories or laws 
considered to be  universal truths, whereas inductive inquiry involves deriving 
universal theories or laws from particular observations. Finally, by researching in the 
abductive mode, possible explanations or interpretations of observed facts are 
provided, i.e., one generates an understanding of the fundamental driving forces and 
structures of the phenomenon under consideration. Characteristic outcomes of 
abductive reasoning are explanatory principles and theories obtained by looking 
beyond the facts observed in similar cases,thereby taking the longest step of all three 
modes of scientific inquiry towards the generation of new knowledge. In order to 
overcome the limitations of each approach, researchers have tried to combine the 
different modes of theory-building. This is often found to be difficult, or biased in one 
direction or the other. Hence, there is a need for rigorous theory-building approaches 
which balance out the trade-off between the quests for genuinely new insights, 
conceptual stringency, and empirical soundness. 
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In this contribution it is demonstrated that the methodology of System Dynamics 
offers a particularly powerful process and technique for effective theory-building in 
order to improve decision-making in the context of organizations and society. This 
methodology is designed to achieve an understanding of the fundamental driving 
forces and structures underlying a problematic mode of behavior, as well as 
conceptual and empirical rigor. 

2   Theory-Building with System Dynamics 

System Dynamics is a discipline for the modeling, simulation and control of complex 
dynamic systems, founded by Jay W. Forrester [5,6]. A main feature of the SD 
modeling approach is that the issue modeled is represented by closed feedback loops 
made up of essentially two kinds of variables – stocks and flows – supplemented by 
parameters and auxiliary variables. Representation in the form of multiple closed 
loops, as well as the consideration of delays, enable realistic modeling, which brings 
the endogenous dynamics generated by the system itself to the fore. Moreover, 
counterintuitive system behaviors [7] generated in the simulations can lead to 
important insights for model users.  

The methodology of SD is centered around a process which combines modeling 
and simulation iteratively, thus leading to a continuous improvement of model quality 
and insights into the domain or issue modeled. Other authors have emphasized the 
role of modeling as a vehicle for learning, in particular group learning, e.g., Lane [12] 
and Vennix [17]. 

Source: Own representation following High Performance Systems, Inc. (1994) and Sterman (2000)
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Fig. 1. Ideal-typical scheme of an SD-based theory-building process 
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We take a new view by conceiving of modeling and simulation as a powerful 
approach to theory-building. Figure 1 depicts an ideal-typical scheme of that process. 
Even though this is a general scheme, the process represented therein is essentially a 
theory-building process with the sequence of formulating a proposition, then testing 
it, expanding or refining the proposition, and proceeding with further tests, etc. 

The starting point is a framing of the issue at hand, including a rough definition of 
the scope and purpose of the model to be developed. The ensuing collection of 
empirical data arranged via a first view of reference patterns then supports the 
clarification of the goals and the formulation of the research questions to be answered. 
Proceeding from this, a dynamic hypothesis can be formed which explains the 
unfolding of the reference behavior pattern over time. Besides empirical data, this 
dynamic hypothesis is also based on theoretical concepts and constructs which result 
from previous research efforts. The core of the theory-building process thus consists 
in elaborating a theory by drawing on that dynamic hypothesis as well as testing, 
corroborating or refuting it. Model quality is successively enhanced and explanation  
deepened along the path of this iterative process. 

In the following, the theory-building along the various stages of this process will 
be illustrated by instancing the generation of a holistic and consistent theory about the 
development of individuals’ musical tastes, especially their preference for classical 
music.  

3   Application: The Case of Cultural Dynamics 

Identifying and framing the issue: For the long-term success of all kinds of enterprises 
– and hence also orchestras - it is crucial to discover and take opportunities as early as 
possible as well as to detect and avoid potential threats before they become 
uncontrollable. Therefore, the anticipative capturing of future realities by interpreting 
weak signals of external developments is important and might even be critical for the 
long-term survival of an organization [1]. 

Various samples of relevant data collected by Hamann [8] suggested that the 
classical music audience in Germany and Switzerland has a disproportionate number 
of elderly people when compared to the population as a whole (significance 
level = 0.001). This is a weak signal. In order to determine whether it indicates a 
potential threat to German and Swiss orchestras, the causes for the extremely high 
proportions of elderly people in classical music audiences needed to be understood 
properly. Unfortunately, the implications of the weak signal for the future size of such 
audiences and the resulting demand for live performances of classical music remained 
unclear, since there was no theory about the formation of individuals’ affinity with 
classical music. 

Gathering and describing empirical data: Further analyses of time series of relevant 
data published by the Institut für Demoskopie Allensbach [10] suggest that the 
proportion of people older than 59 years of age among those who frequently listened 
to classical music increased between 1994 and 2002 by 47 percent (from 31.8 to 46.8 
percent of the total). During the same time-span, the number of classical music 
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listeners relative to the number of pop music listeners decreased by 9 percent. 
Therefore, the research question to be answered by the study was: “Why is the 
classical music audience aging faster than the population as a whole, and why is it 
decreasing in size?” 

Formulating a dynamic hypothesis: As one possible explanation for the behavior 
pattern recognized, the following dynamic hypothesis was formulated: The 
development of basic musical taste regarding the various general types of music, e.g., 
classical music, jazz, pop/rock music, folk music, etc., takes place in a socialization 
phase during adolescence.  

After that phase, the basic musical taste of an individual remains more or less the 
same into later life – apart from a negligibly small number of people changing genre. 
With pop and rock emerging in the 1950s and 60s, young people have increasingly 
been socialized under the influence of these new types of music. Consequently, the 
proportions of classical music listeners have been falling from a high level with each 
succeeding younger cohort,which is due rather to genuine cohort differences in 
participation than to any function of demographic and life-stage factors. This means 
that the classical music audience will dwindle and die out if no appropriate 
counteractive measures are taken very soon. 

Mapping the causal loop structure: In the next stage of the SD-based theory-building 
process, the results of previous research relevant to the question as to how music 
preferences develop were reviewed. The existing research results were thoroughly 
tested for inconsistencies. Since hardly any contradictions could be identified, the 
isolated theoretical results of previous research were put together like pieces of a 
puzzle,finally adding up to a holistic and consistent body of theory. We concluded 
that the extent to which activities with musical relevance are put into practice 
(repeatedly listening to classical music, playing an instrument, and attending 
appreciation classes) during the socialization phase in an individual’s adolescence 
determines his or her fundamental musical orientation with regard to classical music 
in later life. The reason is that such activities enhance the development of “listening 
competence”, i.e., what Behne [3] calls the “cognitive components (‘concentrated’ 
and ‘distancing’)” of listening. This theory on the development of individuals’ basic 
musical taste was represented by means of a causal loop diagram [8]. 

Modeling and simulating: An SD model is a mathematically formalized version of a 
theory. According to Diekmann [4], there are several reasons for modeling 
quantitatively: First, it conduces to higher precision of the theory, e.g., by specifying 
the connections between variables as algebraic functions. Secondly, hypotheses can 
be derived mathematically from formalized theories by which new and surprising 
insights are often gained. Thirdly, a model allows of testing the theoretical 
assumptions for inconsistencies in a more stringent fashion and facilitates checking 
the deduction for errors. Therefore, the theory developed so far was specified as a 
quantitative model, and many simulations were run. The simulations clearly 
corroborated the dynamic hypothesis. In addition, deeper insights into the issues 
under study were gained, which enabled the elaboration of well-founded 
recommendations for the management of orchestras. 
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Challenging and validating the model (theoretically and empirically): In theory-
building, the quality and robustness of the theoretical propositions developed, i.e., 
“scientific rigour”,  should be the principal concern.   We are taking Karl Raimund 
Popper's [14] logic of scientific discovery – essentially a concept of an evolutionary 
progress of science – as a benchmark for the design of the theory-building process. 
This implies that any proposition must be formulated in such a way that it can be 
disproved if confronted with reality. In other words: it must be proposed in such a 
way that it can be falsified. The reason for this demand for refutability is that science 
is advanced by bold propositions or guesses to be subjected to a barrage of criticism. 
Only hypotheses capable of clashing with facts are regarded as scientifically 
legitimate.  

Thus, every single equation of the model, i.e., propositions regarding causal 
relationships, had to be carefully examined by drawing on additional theoretical and 
empirical data. The ability of the model to reproduce the reference behavior pattern is 
not sufficient. Moreover, as Barlas [2] expresses it, “a system dynamics model must 
generate the ‘right output behavior for the right reasons’”, i.e., the internal structure of 
the model has to be valid as well. Hence, the model structure was tested by comparing 
the model structure with the knowledge about the structure of the real system (direct 
structure tests) as well as by testing the behavior patterns generated by the model 
(indirect structure tests). In a concrete example of a structure test, the proportion of 
women of child-bearing age (i.e., between 15 and 45) was assumed to be 
approximately constant over time. Empirical data provided by the Federal Statistical 
Office in Germany revealed that this proportion actually remained within the very 
narrow range between 48.5 and 48.9 percent during the time-span from 1978 to 2002. 
Therefore, the so-called parameter-confirmation test (as part of the indirect structure 
tests) was considered to have been passed. 

Finally, the behavior replication tests were not applied before each of the various 
forms of structure test had been passed. One of the typical tests in this category was a 
comparison of the time series based on the statistical data about the evolution of the 
German population in the different age brackets, with the simulated values based on 
the SD model. The difference between the two is represented in the following 
formula:  

2000

1980

( ) ( )  
t

D a t s t dt
=

= − , 

where a is the actual development, s designates the simulated results and D a 
measure for the divergence between the two. The subsequent aim was to find a value 
for s(t) for which 

2000

min

1980

min ( ) ( )
s

t

D D a t s t dt
=

= = −  . 

The test was regarded as having been passed only when the difference was no 
longer significant. 

Modes of scientific inquiry applied: In the first two stages of SD-based theory-
building, the dominant approach is inductive research: First, from particular 
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observations limited to the sample size the age structure of all classical music listeners 
in Germany and Switzerland respectively, an imbalance was inferred. Secondly, the 
time series analyzed covered the period from 1994 to 2002. The formulation of the 
(initial) dynamic hypothesis clearly puts it into the category of abductive research: 
Eventually, the observed facts were interpreted and explanatory principles obtained 
by looking beyond the data, which is the very essence of the abductive approach. 
Finally, integrating the existing theoretical research results into a consistent theory is 
a deductive process. This is because particular statements regarding the development 
of an affinity with classical music are concluded from existing theories which are 
considered to be universally true. In turn, these theories  were accepted as universal 
truths after they had been inferred inductively from particular empirical observations 
and had withstood a variety of attempts at falsification. This makes it clear that the 
different modes of scientific inquiry are inextricably bound up together when one is 
generating theories based on SD methodology. 

4   Conclusions 

Theory-building is more than an exercise for academics. It is also an indispensable 
device for practitioners in organizations, allowing them to test their assumptions and 
bring their speculations down to earth in order to make better decisions. That is why 
theory-building is a fundamental prerequisite for effective action. 

The SD methodology is a powerful and rigorous approach to the development of 
theories. This is underpinned by its exceptionally high validation standards: Bold 
guesses, i.e. abductive theory-building, first crystallize in theory, the model then 
being submitted to numerous tests. Among the methodologies for the modeling of 
social systems, none, as far as we know, has validation standards as strict as those for 
SD. For instance, econometrics operates essentially with statistical validation 
procedures. In SD, the standard procedure for model validation also involves 
statistical tests, e.g., the comparison of time-series of data representing the object 
system versus those generated by the simulation. In order to avoid a model’s being 
considered right for the wrong reasons, SD validation includes a whole set of 
obligatory procedures designed to build up confidence in a model [15]. The 
abductively acquired elements of the theories therefore do not remain merely 
speculative, without empirical corroboration. 

We have reported an application of SD to the construction of a theory of Cultural 
Dynamics, from which substantial insights and recommendations for the management 
of cultural institutions have been derived. Other cases in point have already been 
published, e.g., Ulli-Beer [16] and Kopainsky [11]. 

The SD methodology for modeling, simulation and control is in line with the 
concepts of evolutionary theory-building as proposed by the theory of science. It must 
be added, however, that it is also highly appropriate for applications, owing to its 
intuitive techniques and the user-friendly software available.  

Summing up, one may say that the potential of SD as a methodology for theory-
building is exceedingly high. 
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Abstract. Metadata may be used for convenient handling of statistical
information. Thus some metadata standards have emerged as guiding
lines for information processing within statistical information systems.
Another development stems from documentation development for data
archives where metadata requirements of researchers in social sciences
are considered. Different metadata standards have emerged out of these
streams of science. Basic ideas on integration and translation between
such different lines of development are given. Hereby principles of ontol-
ogy engineering play a key role as starting point.

1 Introduction

Statistical information plays a central role in many business and economic deci-
sions. The term information means here that we have to consider the data itself
as well as descriptions of the data, so called metadata, which are necessary for
obtaining the information. Hence, it is not surprising that metadata play a key
role in statistical information systems for a long time. The earliest reference is
Sundgren ([13]), who introduced the concept of metadata in statistics for a so
called infological approach towards statistical information. This approach has
been developed further in many ways by a number of researchers as well as
statistical agencies and has lead to a number of metadata standards. Due to
the fact that a lot of statistical information is contained in highly aggregated
data, represented nowadays usually in data warehouses, one line of develop-
ment focussed on metadata standards for such type of data (for example the
SDDS-standard [11]). A second stream of development based on ideas from doc-
umentation for data archives considered mainly the metadata requirements for
scientific researchers in social sciences and economics. These efforts have resulted
in different metadata standards, probably the best known example is the DDI
standard [3], which is a substantive expansion of the Dublin Core metadata [2].
A well known software tool based on these ideas is NESSTAR [8]. A further
development concentrated on proper metadata representation for value domains
of the attributes of interest, resulting in the so called Neuchatel Terminology [9]
for classifications.

Due to the different starting points of these approaches it is rather cum-
bersome to integrate data in cases where the definition of the data schemes is
based on such different documentation schemes. Following the developments of
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intelligent information processing in recent years the field of statistical informa-
tion processing has seen a number of efforts to develop the idea of metadata
further into the direction of ontology (see for example Sowa [12]). In fact, statis-
tical metadata practice includes to a far extent information needed for ontology
- engineering. Probably the most important contribution in this direction was
made by the METANET [5,7] project, a thematic network within the fifth EU-
research framework. The approach tries to fulfil the requirements of the ontology
definition of Gruber [6] (”ontology” is a specification of a conceptualization) by
formalizing the statistical data paradigm, taking into account the representa-
tional, operational and functional semantics of statistical information.

Starting points are basic statistical objects like dataset, statistical popula-
tion, or statistical variable, which constitute the categories for the ontology.
For all these categories a unified description framework was developed, which
is called the view facet of statistical categories. The following four views were
distinguished:

– The conceptual category view represents the subject-matter definition of any
category instance and builds the bridge to reality. Validity of the definition of
the subject matter concept gets usually restricted by temporal and geospatial
constraints.

– The statistical (methodological) category view describes the statistical prop-
erties of the category instance by using a number of parameters, which have
to be defined in such way that specific properties of the different categories
are taken into account.

– The data management category view is geared towards machine supported
manipulation storage and retrieval of the category instance data.

– The administrative category view addresses management and book-keeping
of the structures.

Based on these view facets a representation scheme can be defined, which
seems to be sufficient for operational purposes. A first sketch of such a model
was presented in Denk et al. [4]. In this paper we present first and fundamental
ideas for using this framework for mapping different metadata standards.

2 Methodologies

Though scientists speak different languages there is still communication and
consent on subjects in question possible. Different metadata standards are only
partially the consequence of unintelligibility on research subjects and basic for-
mulations. There is still enough communication about such differences possible.
Here we concentrate only on such standards which basic principles and formula-
tions can be systematically treated by humans from a bird’s eye view. Only from
such a unifying treatment formalizations are tackled, as there are knowledge rep-
resentations, order sorted algebras, data types, mathematical approach(es) and
statistical notions (units, population and statistical variable). In the following
the main issues are given in systematic order.
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2.1 Fundamental Concepts

All metadata standards can get formulated by a common basis of fundamental
concepts (foundational basis). There may be different ways to do this, yet one
particular way is chosen. Such fundamental concepts can be arranged like in for-
mal ontologies. That means that there are atomar notions within a partial order
where such an order means something like sub- or superconcept. Set-like oper-
ations (join, meet and complement) get induced by such an ”order”. The used
vocabulary comprises attribute-like properties and restricted quantifications like
in description logic ([10]). Herewith the basis for the intended fundamental con-
cepts get formulated such that differences and relevant properties get included.
It will not be realistic to aim at a world knowledge nor will some technical
issues (following below) be settled. For special cases even different ontological
approaches might be chosen.

The aforementioned basic statistical objects (population, units and variables)
have to fit into the chosen conceptualization.
Concepts are described by basic notions and binary relations between these
notions. Hence a set-like formulation for a fundamental structure lies at hand
K =< BNotion, BRel, Subsump, Meet, Join, Compl, Null >, a pool Var of
Variables (there might be more than one sort), properties of elements of K anal-
ogous to predicates (roles) and quantifiers in description logics([10]).

2.2 Order Sorted Algebras and Data Types

Til now only abstract concepts have been considered. Handling of values as num-
bers is one part of statistical information processing. Analogous to programming
languages specification of data types with concrete value domains is mandatory.
There are data types like numbers and strings which do not share much or even
nothing (from a conceptual viewpoint). Furthermore some data types form (non-
trivial) order sorted algebras. One example are natural, integer, rational and real
numbers where operations are also extended. Intervals will play a prominent role
with respect to numbers. The possibility of (domain) restrictions need the con-
cept of attributes - monadic predicates which may be used as generators for new
sorts. One may distinct between sub- and supersorts with respect to the partial
order of the conceptual basis and sorts associated with subset properties.

A datatype D =< DDom, DPred > represents a domain with predicates
defined on it (operations have to be formulated as some sort of equations - what
seems rather naturally for most cases). For each datatype we have an instanti-
ation (or: intended interpretation) DInt which maps D into some grammatical
structure DStr.

2.3 Formalization of Mathematical Concepts

There is a strong relation between sorts of formal mathematical content and data
types. Formalization brings a large body of ordered sorts. It is not always nec-
essary to have a correspondence between formal sorts and ontological concepts.
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Formalization gives (semi-)automatic processing of mathematical statements,
thus only basic or important mathematical notions need a correspondence to
ontological concepts. Since there is (and will be) a versatile variety for this
discipline([1]) reinventions should be avoided.

2.4 Statistical Variables

A statistical variable SV is a (partial) mapping from K into instantiations DsStr
of datatype domains.

There is not only ontological meaning behind. Statistical variables give also
concrete values for abstract notions. In that sense they play a central role in
being a bridge between abstract notions and value domains: Thus it is legitimate
to see them as interpretations of metadata standards into the available order
sorted algebras. The statistical notions of unit and population get hereby a
determination with concrete values.

2.5 Specification for Data Repositories

Hereto belong merely technical specifications like data base or storage organiza-
tion. Detailed inspection of data management issues is beyond the scope of this
paper.

2.6 Metadata Formalization

Concrete metadata standards get reformulated pertaining to the fundamental
concepts. The original formulation of metadata standards gets simply mapped
onto ontological notions whereas totality is not compulsory. What is likely to
appear is that especially for technical notions such a standard might be more fine
grained than the used ontology. Either start again with an enhanced foundational
basis or construct an according coarse mapping. Such a mapping does not mean
to forget such more fine grained standard notions- yet only its aggregation with
certain ontological notions. That is not only a matter of lowering the work for
ontology construction but sometimes one does not need or has no justification for
differentiation between some technical terms. In matters of the ontology these
are too near related.

It is to expect that such metadata standards are like taxonomies. At least
there has to be a set of TC of concepts which is partially ordered.

If description logics are used for specification then a metadata standard (or
a substantial part of it) gets modelled as a T-Box.

2.7 Morphisms Between Metadata Formalizations

When the foundations are established translations between metadata standards
may be tackled. Since ontological foundations shall be taken into account such
morphisms are not simply between taxonomical standards itself. Yet these are
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Fig. 1. An arbitrary selection of a translation between metadata standards

between the relations of the fundamental concepts and metadata standards.
These morphisms need to be isotone in the sense that the partial order of con-
cepts with respect to subsumption in the foundational basis has to be kept for
mapped pairs.

Such a morphism M can be seen technically as subrelation of the support of K
and TC. Hereby isotony applies as a basic constraint, yet further may be useful.

The figure exemplifies a simple subcase which would be only a part of a full
formalization. Especially for the “metadata standard II” there are two choices.
Here experts or other knowledge is necessary for a decision. The morphism between
the standards is effectively constructed by use of the fundamental concepts. If done
by hand humans play the role of the fundamental concepts. Thus some explication
of this activity is demanded here — a task that is too often underestimated.

3 Synopsis

The points of the last section correspond in a certain way to the view facets of
statistical categories:
2.1 represents the conceptual category view where matters of knowledge struc-
tures are addressed. 2.2-2.4,2.6 and 2.7 comprise statistical approaches as well
as concrete object properties. That makes them counterparts of statistical cate-
gories. 2.5 resembles the data management and administrative category view.
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Abstract. This paper presents a reflection about function construction
through well-founded recursion in the type theory known as Calculus of
Inductive Constructions. It shows the expressive power of this calculus
when dealing with concepts as accesibility and noetherianity among oth-
ers. The properties of the General Recursion Scheme ([2]) and its relation
with Structural Recursion in inductive types are analyzed. As a conse-
quence, a methodology arises which is illustrated with some examples.We
use the INRIA’s compiler of the Calculus of Inductive Constructions:
Coq[6].

1 Coq Basics

The Coq logical framework is an implementation of the Calculus of Inductive
Constructions (CIC) by G. Huet, T. Coquand and C. Paulin–Mohring, developed
at the INRIA. It is a goal-directed and tactic–driven theorem prover where types
can be defined by induction. It features a set of predefined tactics, including an
auto tactic which tries to apply previous proofs. The default logic is intuitionistic
but classical logic is also available by importing the Classical module.

The system automatically extracts the constructive contents of proofs as an
executable ML program. Hence it permits the development of programs consis-
tent with their specification.

The notation a:A (a is of type A) is interpreted as “a is a proof of A” when
A is of type Prop, or “a is an element of the specification A” when A is of type
Set. Here, Prop and Set are the basic types of the system. By default, Prop
is impredicative while Set is not. These two types and a hierarchy of universes
Type(i) for any natural i are the elements of the set of sorts. The sorts have the
following properties: Prop:Type(0) and Type(i): Type(i + 1).

Allowed constructions are: x| M N |fun (x:T)=>f|forall x:T,U, where x
denotes variables as well as constants; M N is the application; the third expression
represents the program (λ–expression) with parameter x and term f as body
(λ(x : T ) • f , the abstraction of variable x of type T in f). Finally, the fourth is

� Government of Galicia, Spain, Project PGIDT02TIC00101CT and MCyT,
Spain, Project TIC 2002-02859, and Xunta de Galicia, Spain, Project
PGIDIT03PXIC10502PN.
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the type of programs that admit an entry of type T and return a result of type
U. This type is referred to as product type and, in type theory, is represented
as Π(x : T ) • U or also as ∀(x : T ) • U . If x is not free in U, then this is
simply written T → U, the type of the functions between these two types or
non-dependent product.

Typing rules provide also proof tactics when reading bottom up. For example:

E[Γ ] � ∀(x : T ) • U : s E[Γ :: (x : T )] � f : U
Lam

E[Γ ] � λ(x : T ) • f : ∀(x : T ) • U

expresses that the term (program) λ(x : T ) • f has the product type ∀(x : T ) • U
provided that this type has type sort and term f has type U in the environment
E and context Γ with the additional hypothesis x : T.

Given forall x:T,U in Coq, if one looks for some term with that type, the
intro tactic can be used. This leads to the subgoal U for, if we can construct f
of type U then Coq itself builds the term fun (x:T)=>f which has type forall
x:T,U thanks to the Lam rule.

1.1 Inductive Types

Under certain constraints, inductive types can be defined in the system Coq and
each of them corresponds to an structural induction principle and, possibly, a
recursion scheme automatically generated by the system. For instance, the type
of natural numbers N could be defined in a Coq session1:

Coq < Inductive nat:Set := O:nat | S:nat -> nat.
nat is defined
nat ind is defined
nat rec is defined
. . .
Coq < Parameters P:nat->Set;o:(P O);h:(n:nat)(P n)->(P (S n));n:nat.
Coq < Eval Compute in (nat rec P o h O).

= o
: (P O)

Coq < Eval Compute in (nat rec P o h (S n)).
= (h n (nat rec P o h n))
: (P (S n))

Weak dependent sum is also defined as an inductive type:

Coq < Print sig.
Inductive sig (A : Set) (P : A -> Prop) : Set :=

exist : forall x : A, P x -> sig P
For sig: Argument A is implicit
For exist: Argument A is implicit
Coq < Check sig (gt 0). (* (gt x y) = x > y *)

1 The typewriter font indicates input code and the slanted text corresponds to the
output in an interactive session. All input phrases end with a dot.
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sig (gt 0)
: Set

Coq < Check {x:nat|(gt x 0)}.
{x : nat | x > 0}

: Set
Coq < Check exist.
exist

: forall (A : Set) (P : A -> Prop) (x : A), P x -> sig P
Coq < Parameters (A:Set) (P:A->Prop) (a:A) (H:(P a)).
A is assumed
P is assumed
a is assumed
H is assumed
Coq < Check (exist P a H).
exist P a H

: sig P
Coq < Check (exist (fun x : A => P x) a H).
exist (fun x : A => P x) a H

: {x : A | P x}

Therefore, given A:Set and P:A->Prop, the construct {x:A | P x} (in ab-
stract syntax (sig A P) is a Set. We may build elements of this set as (exist
x p) whenever we have a witness x:A with its justification p:P x. This type
represents also the “constructive existence” of some element which satisfies the
predicate P.

There also exists the inductive type of the existential quantifier:

Coq < Inductive ex (A:Type) (P:A->Prop):Prop:=
Coq < ex intro : forall (x:A), (P x) -> ex P.

2 The Set of Proofs of a Proposition

The type unit stands for the inductive type with only one inhabitant.

∀x : unit • x = tt.

Coq < Print unit.
Inductive unit : Set := tt : unit

It can be proved that:

Lemma ttunit : forall x : unit, x = tt.

Let us now define setof (P : Prop) as the function that for each P : Prop
returns the set of pairs (tt, p) with p : P :

Definition setof:= fun (P:Prop) => {x_:unit | P}

Consequently, a term H of type setof (P ) (also written in Coq as sig (fun
: unit => P)) is a pair (tt, p) (or exist P tt p) where p : P.



72 J.L. Freire, E. Freire, and A. Blanco

Fact 1. There are functions

P
inj(P )��

prj(P )
{ : unit | P}

inverse one of other2:

Definition prj (P : Prop) (H : {x_ : unit | P}) :=
let (_, p) as H return P := H in p.
Definition inj (P : Prop) (p : P) :=
exist (fun _ : unit => P) tt p.

The function setof behaves appropriately with respect to the product type:

Theorem set_prop:forall P Q:Prop,(P->Q)->(setof P)->(setof Q).
Theorem prop_set: forall P Q:Prop,((setof P)->(setof Q))->P->Q.
Theorem set_pred: forall P Q:A->Prop,(forall x:A,(P x)->(Q x))->(x:A)
(setof (P x))->(setof (Q x)).
Theorem pred_set: forall P Q:A->Prop, (forall x:A,
(setof (P x))->(setof (Q x)))->forall x:A,(P x)->(Q x).

3 Well–Founded Relations

Let ≺ be a binary relation on a set A. The type Fin(A,≺) is the set of elements
a ∈ A such that there is no infinite descending sequence {an}n∈N verifying

. . . an+1 ≺ an ≺ . . . a2 ≺ a1 ≺ a. (1)

The relation ≺⊆ A×A is called noetherian if A = Fin(A,≺).
Furthermore, given A : Set and ≺⊆ A × A, the concept of accessibility can

be defined [1] as an inductive predicate: an element x ∈ A is accessible if every
y ∈ A such that y ≺ x is accessible:

∀x : A • (∀y : A • x ≺ y ⇒ (Acc ≺ y)
)⇒ (Acc ≺ x) (2)

and the relation ≺⊆ A×A is well–founded if A = Acc(A,≺).
In the system Coq we represent ≺ as R:A -> A -> Prop.

Coq < Print Acc.
Inductive Acc (A : Set) (R : A -> A -> Prop) : A -> Prop : =

Acc intro : forall x : A,
(forall y : A, R y x -> Acc R y) -> Acc R x

For Acc: Argument A is implicit
For Acc intro: Arguments A, R are implicit
Coq < Print well founded.
well founded =
fun (A : Set) (R : A -> A -> Prop) => forall a : A, Acc R a

2 In classical logic, the irrelevance of the proof implies that there is only one element
inhabiting the type {x : unit | P}.
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: forall A : Set, (A -> A -> Prop) -> Prop
Argument A is implicit
Coq < Print Acc inv.
Acc inv =
fun (A : Set) (R : A -> A -> Prop) (x : A) (H : Acc R x) =>
match H in (Acc a) return (forall y : A, R y a -> Acc R y) with
| Acc intro x0 H0 => H0
end

: forall (A : Set) (R : A -> A -> Prop) (x : A),
Acc R x -> forall y : A, R y x -> Acc R y

Arguments A, R, x are implicit

Fact 2. The functions:

∀(y : A) • y ≺ x ⇒ (Acc R y)
(Acc intro R x)��

Acc inv
(Acc R x)

are inverse one of each other3.

Variables (A:Set) (R:A->A->Prop) (B:A->Set).
Variable Phi:forall(x:A),(forall(y:A),(R y x)->(B y))->(B x).
Variable x:A.
Variable h:forall(x:A),forall (y:A),(R y x)->(Acc R y).
Lemma acc_iso1: forall (y:A) (p:(R y x)),

(Acc_inv (Acc_intro x (h x)) y p)=((h x) y p).
Proof.
simpl in |- *; auto.
Qed.
Lemma acc_iso2:forall (acc:(Acc R x)),

(Acc_intro x (Acc_inv acc))=acc.
Proof.
intros acc; case acc; simpl in |- *; auto.
Qed.

We also include the constructive proofs of the following properties: “every
minimal element is accessible” and “accessibility is not reflexive”.

Definition minimal:=fun (A:Set) (a:A) (R:A->A->Prop) =>
~(ex (fun x:A => R x a)).
Theorem minimAcc: forall (A : Set) (a : A) (R : A -> A -> Prop),
minimal A a R -> Acc R a.
Theorem acc_norefl:forall (A : Set) (a : A) (R : A -> A -> Prop),
Acc R a -> ~(R a a).

3.1 Noetherianity and Accessibility

Let us prove now that the notion of noetherianity agrees with that of accessibility.

3 A trivial result in classical logic.
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Section chains.
Require Import Arith.
Variables (A : Set) (R : A -> A -> Prop).
Definition Desc_seq (s : nat -> A) :=

forall i : nat, R (s (S i)) (s i).
Definition Fin (a:A) := forall s : nat -> A, s 0 = a -> ~ Desc_seq s.
Lemma Acc_Fin:(a:A)(Acc A R a)->(Fin a).
Lemma wf_no_Desc_seq:(well_founded A R)->

(s:nat->A)~(Desc_seq s).
Theorem not_decreasing:(well_founded A R)->

~(EX s:nat->A | (Desc_seq s)).
Theorem rec_non_decreasing:(EX s:nat->A | (Desc_seq s))

-> ~(well_founded A R).
End chains.

It is worth highlighting the fact that, only in classical logic it is possible to
prove that the non–existence of infinite descending chains guarantees the well–
foundedness.

Require Classical.
Theorem not_decreasig_inv:~(EX seq:nat->A | (Desc_seq seq))
->(well_founded A R).

In the module Wf_nat of the system library there is a term lt_wf bearing
witness to that (N, <) is well–founded. On the other hand, in the Cantor space
of all infinite sequence of 0 and 1 with the lexicographic ordering ≺, the follow-
ing infinite decreasing sequence can be found: 1000 · · · � 0100 · · · � 0010 · · · .
Therefore this ordering is not well–founded.

Definition Cantor:=nat->bool
Definition R:Cantor->Cantor->Prop:=
fun f g:Cantor => (EX n:nat |
(forall i:nat, (i<n)->(f i = g i)/\(f n < g n)))
Definition s:nat->Cantor:=fun n:nat =>

fun i:nat => match (eq_nat_dec n i) with
|left _ => 1
|right _ => 0
end.

Lemma inf_dec:(Desc_seq Cantor R s).
Theorem no_well_founded:~(well_founded Cantor R)

3.2 The Recursive Scheme

The inductive type Acc has the recursive scheme:

Coq < Check Acc rec.
Acc rec

: forall (A : Set) (R : A -> A -> Prop) (B : A -> Set),
(forall x : A,
(forall y : A, R y x -> Acc R y) ->
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(forall y : A, R y x -> B y) -> B x) ->
forall x : A, Acc R x -> B x
Arguments A, R, x are implicit

With a term Φ of type Π(x : A) •
(

Π(y : A) • (y ≺ x) → (B y)
)
→ (B x),

and the notation: tΦ = λ(z : A) •
(

λ
(

: ∀(y : A) • (y ≺ z) ⇒ (Acc z)
) • (Φz)

)
and f≺x : ∀(y : A) • (y ≺ x) → (Acc y), the recursive scheme Acc_rec has the
following well known reduction rule:

Fact 3.
(
Acc rec B tΦ x (Acc intro x f≺x)

)
=

(Φ x (λ(y : A) • (λ(p : (y ≺ x)) • (Acc rec B tΦ y (f≺x y p))))

Variable x:A
Variable f:forall(x:A),forall (y:A),(R y x)->(Acc R y).
Variable Phi:forall(x:A),(forall(y:A),(R y x)->(B y))->(B x).
Definition t:=fun (z:A)=>fun (_:forall (y:A),(R y z)->(Acc R y))=>(Phi z).
Lemma fixed_point1:(Acc_rec B t (Acc_intro x (f x)))=
(Phi x (fun (y:A) (p:(R y x)) => (Acc_rec B t (f x y p)))).
Proof.

simpl in |- *.
auto.

Qed.

Let the program f≺x : (∀y : A) • (y ≺ x) → (Acc y) be a proof that every
“preceding” member of x is accessible, and h≺x : (∀y : A) • (y ≺ x) → (B y)
a “partial” version of a program – defined only on the elements “preceding” x.
Then, the term tΦ : Π(z : A) • (∀(y : A) • y ≺ z ⇒ Acc R y) → (∀(y : A) • y ≺
z → B y)→ B z allows, for each x : A to obtain a value in (B x) and therefore
the action of the “complete program” on that element:

((tΦ x) f≺x h≺x) : (B x)

3.3 Informative Versions of Well–Foundedness

We can define the product type

Π(B : A → Set) •
(

Π(x : A) • (Π(y : A) • (y ≺ x)→ B(y)) → B(x)
)
→

Π(a : A) •B(a)
and the proposition

∀(B : A ⇒ Prop) •
(

∀(x : A) • (∀(y : A) • (y ≺ x) ⇒ B(y)) ⇒ B(x)
)
⇒

∀(a : A) •B(a) (well–founded induction principle)
implemented in Coq as wfis and wfip respectively:
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Definition wfis:=forall B:A->Set,
(forall x:A, (forall y:A, (R y x)->(B y))->(B x))->
forall a:A, (B a).
Definition wfip:=forall B:A->Prop,
(forall x:A, (forall y:A, (R y x)->(B y))->(B x))->
forall a:A, (B a).

The Coq standard library includes a module Coq.Init.Wf that provides a
term (well_founded_induction) of type:

(well founded(≺))⇒ Π(B : A⇒ Set).

(Π(x : A). (Π(y : A).(y ≺ x)⇒ B(y)) ⇒ B(x)) ⇒Π(a : A).B(a)

Coq < Check well founded induction.
well founded induction

: forall (A : Set) (R : A -> A -> Prop),
well founded R ->
forall B : A -> Set,
(forall x : A, (forall y : A, R y x -> B y) -> B x) - >
forall a : A, B a

Arguments A, R are implicit

We construct a term with the same type as well_founded_induction. Let us
call it genrec :forall A:S ,forall R:A->A->Prop,(well founded A R)->wfis:

Variables (A:Set) (R:A->A->Prop).
Definition genrec:well_founded R -> forall P : A -> Set,

(forall x : A, (forall y : A, R y x -> P y) -> P x) ->
forall a : A, P a.

Proof.
intros wf family wfp element.
elim (wf element).
intros; auto.

Defined.

and we prove that this program behaves the same as the one in the library.

Theorem equiv:
forall wfR:well_founded R,
forall P : A -> Set,
forall Phi:(forall x : A, (forall y : A, R y x -> P y) -> P x),
forall a:A,
(well_founded_induction wfR P Phi a)=
(genrec wfR P Phi a).
Proof.

case (wfR a);intros;simpl;auto.
Qed.

We also construct a proof of the reciprocal theorem:

wfis⇒ (well founded(≺))

For this purpose, we use an auxiliary lemma that employs the function setof as
illustrated in the following code:
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Lemma aux:forall (x:A),(forall (y:A),(R y x)->
(setof (Acc R y)))->(setof (Acc R x)).
Theorem wfp_wf :wfis -> (well_founded R).
Proof.

red in |- *.
unfold wfis in |- *.
intros H a.
apply (prj (Acc R a) (H (fun x : A => setof (Acc R x)) aux a)).

Qed.

The following proofs are also constructed:

Theorem wf_wfip:(well_founded R) -> wfip.
Theorem wfip_wf:wfip -> (well_founded R).
Theorem wfip_wfis:wfip ->wfis.
Theorem wfis_wfip:wfis ->wfip.

4 Results and Methods

To summarize, given a family B : A→ Set of types indexed by A : Set, a binary
relation ≺ ⊆ A× A with a proof wfR of its well–foundedness, then for each

Φ : Π(x : A) •
(

Π(y : A) • (y ≺ x) → (B y)
)
→ (B x),

the term
genrec A R wfR B Φ

inhabits the type of all programs which takes an element a : A and returns
something of type B(a)

Π(a : A) • (B a).

This provides a method to build a program on A using the existence of a
well–founded relation on it. This is the well known [2] [7] General Recursion
method. This represents an alternative way for constructing programs over an
inductive type A when the restriction imposed by the syntactic termination test
in Coq difficulties straight Structural Recursion.

Balaa, in her interesting PhD dissertation [2], proved that genrec satisfies
the following fixed–point equation4:

Fact 4. genrecAwfR B Φx=Φx (λ(y : A)•(λ( : (y ≺ x))•(genrecA wfR B Φ y))

Variables (A:Set) (R:A->A->Prop)
(wfR:well_founded R)
(B:A->Set)
(Phi:forall(x:A),(forall(y:A),(R y x)->(B y))->(B x)).
Theorem fixed_point2:genrec A R wfR B Phi a =
Phi a (fun y:A=>fun _:(R y a)=>(genrec A R wfR B Phi y)).

4 the term genrec A wfR B corresponds to RecwfR in [2].
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Supposing that the domain of a program is an inductive type, we analyze
the relation between constructing the program with general recursion and with
the alternative structural recursion. This will be illustrated with some examples
that show a possible methodology for development.

4.1 The Case of Naturals N

Given a relation R:nat->nat->Prop and the hypothesis wfR:well_founded R,
we can instantiate genrec as N_genrec:=(genrec nat R wfR).

Then, given B : N → Set y Φ : Π(x : A) • (Π(y : N) • (R y x) → B(y)) →
B(x), by defining N 0 := (N genrec B Φ 0) : B(0) it is possible to construct
two terms, h N and H N with types Π(x, y : N) • (R y x) → B(y) and Π(n :
N)•B(n) → B(n+1), respectively. With them and thanks to the fact 4 it follows
that:

Fact 5. ∀(x : N) • nat rec B N 0 H N x = N genrec B Φ x.

Interestingly, fact 4 is used in the proof, and it seems necessary.

Section N.
Variable B:nat->Set.
Variable R:nat->nat->Prop.
Variable wfR:well_founded R.
Variable Phi:forall x:nat, ( forall y:nat, (R y x)->(B y)) -> (B x).
Definition N_genrec:=(genrec nat R wfR).
Definition N_0:=(N_genrec B Phi 0).
Definition h_N:forall x y:nat, (R y x) -> (B y).
Proof.
intros.
exact (N_genrec B Phi y).
Defined.
Definition H_N:forall n:nat, (B n)->(B (S n)).
Proof.
intros n H.
cut (forall x y : nat, R y x -> B y).
intro H0.
apply (Phi (S n) (H0 (S n))).
exact h_N.
Defined.
Theorem N_recur : forall x : nat, nat_rec B N_0 H_N x = N_genrec B Phi x.
Proof.
induction x; simpl in |- *; auto.
unfold H_N in |- *.
unfold h_N in |- *.
unfold N_genrec in |- *.
rewrite (fixed_point2 nat R B Phi wfR (S x)).
auto.
Defined.
End N.
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This proof suggests a general method to construct terms Φ and N 0 that
allow us to obtain h N and H N, from which we can define the corresponding
program using the left side of the equation in fact 5. In every case we adapt this
proof to the concrete problem.

It can be shown that the fact 5 applies also for other inductive types (lists,
ordinals, etc.). For reasons of space, only a couple of examples on N are included.

Example 1. The type Π(x : N) • {(s, r) : N × N | x = s2 + r ∧ x < (s + 1)2}
specifies the discrete square root. A function of type N → N × N. Therefore, in
this case, B(n) = N× N for every n : N.

We begin with the corresponding term Φ : Π(x : N) • (Π(y : N) • (y < x) →
N× N) → N× N.

Definition Phi:forall x : nat,
(forall y : nat, y < x -> nat*nat)
-> nat*nat

and then:
Definition B:=fun _:nat => (prod nat nat)
Fixpoint disc_sqrt (n:nat):(prod nat nat):=
match n with
|0 => (0,0)
|(S p) => (H_lt_N B Phi p) (disc_sqrt p)
end.

where H lt N is the H N that corresponds to the relation lt:nat->nat->Prop.

Example 2. To implement the Knuth version of the McCarthy91 function, we
must take the following relation in N [7]

n ≺ m ≡ m < n ∧ n ≤ k

where k is a constant greater than 0. In this case, we provide a proof that ≺
is well–founded by exhibiting directly a term of type wfis. Then, we define the
desired function using B(x) = N for every x, and the corresponding Φ:

Inductive R :nat->nat->Prop:=
R1 : forall z n : nat, n < z /\ z <= k -> R z n.
Definition Phi:forall(x:nat),(forall(y:nat),(R y x)->nat)->nat.
Definition B:=fun _:nat => nat
Fixpoint McCarthyK (k0:nat) (n:nat):nat:=
nat_rec B N_R_0 (H_R_N k0 B Phi) n.

where N R 0 and H R N are the corresponding terms for the relation R and
k = k0 + 1.

The source code of the proofs which has not been included for reasons of
space, is available in http://www.dc.fi.udc.es/staff/freire/publications
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Abstract. This paper describes a language independent method for aligning 
parallel texts (texts that are translations of each other, or of a common source 
text), statistically supported. This new approach is inspired on previous work by 
Ribeiro et al (2000). The application of the second statistical filter, proposed by 
Ribeiro et al, based on Confidence Bands (CB), is substituted by the application 
of the Longest Sorted Sequence algorithm (LSSA). LSSA is described in this 
paper. As a result, 35% decrease in processing time and 18% increase in the 
number of aligned segments was obtained, for Portuguese-French alignments. 
Similar results were obtained regarding Portuguese-English alignments. Both 
methods are compared and evaluated, over a large parallel corpus made up of 
Portuguese, English and French parallel texts (approximately 250Mb of text per 
language).  

1   Introduction 

It is our aim to automatically support the construction of machine translation and 
cross language information retrieval systems. All over the world millions of texts are 
translated every day and a lot of them are made public through the web. So, the 
existence of parallel corpora is not a problem any more. However, such corpora needs 
to be intelligently used for machines learning how to translate from any language to 
any other language. 

By using this parallel corpora freely available on the web, any system, capable of 
aligning those texts, i.e., breaking them into smaller parallel text segments (which 
should be mutual translations of each other), can also automatically extract token and 
term translations, and feed them into the alignment system, thus reducing the size and 
augmenting quality of parallel text segments, and output those results to machine 
translation systems. Another reason for exploring parallel texts on the web is related 
to the diversity of domains covered by them, and the impossibility to find, most of the 
time, term translations, in existing manually compiled bilingual dictionaries. 

The alignment process proposed in this paper was inspired by the work proposed by 
Ribeiro et al (2000). As a consequence, they share some properties. Both are language 
independent. Both use, as starting alignment candidates, equally frequent 
homographic tokens (acronyms, proper names, country and city names, digits, 
punctuation and other symbols). Both use alignment candidates, represented by their 
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positions in parallel texts, to define, through linear regression, the straight line that 
best fits possible alignment points. Both use a Histogram of Distances for filtering out 
outliers. Both methods are recursive. As a matter of fact, possible alignment 
candidates, not used at an earlier stage, because they have different frequencies in the 
texts to align, may be used later, at another stage, because they have equal frequencies 
in some parallel segments, obtained meanwhile. Differences occur on the use of the 
second statistical filter, named Confidence Bands (CB), proposed by Ribeiro et al 
(2000). 

By using the CB algorithm, Ribeiro et al aimed at getting reliable alignment points, 
which would provide reliable segments. However a finer analysis made apparent 
problems that were earlier overlooked. This analysis will be subdivided, in this paper, 
into 5 problems. These problems led us to drop Confidence Bands Algorithm (CBA) 
and replace it by the Longest Sorted Sequence Algorithm (LSSA). This problems are 
thoroughly addressed in section 3.All of them contribute to the worst results obtained 
when we apply the CB algorithm instead of LSSA. Moreover, extra processing time 
required by CBA is due to two additional factors. First, the calculation of CB's is 
heavier than the application of LSSA. Last, but not the least, prior to CBA 
application, the method proposed by Ribeiro et al requires an additional linear 
regression. LLSA drops this need. So, LSSA is faster and improves the number of 
parallel segments. 

In the next section, we will detail our Longest Sorted Sequence algorithm. At 
section 3, we will discuss properties of CBA versus LSSA. Is section 4, results are 
evaluated. In section 5, conclusions are drawn and finally, in section 6, future work is 
addressed. 

2   LSS Algorithm 

For illustration purposes, consider the vector of positions of possible aligners in a 
second language, L2, sorted by the increasing order of corresponding positions in 
language L1, as depicted at Table 1. Let us name this vector as L2_array_pos. Assign 
a weight to each element of L2_array_pos, representing the length of the longest 
sorted sequence that might end at that element. A new array of weights 
(L2_array_weights), in second line of Table 1, is created, containing in each position 
the weight of the element in L2_array_pos which has the same position. The 
algorithm takes L2_array_pos as an argument and returns another array with the 
longest sorted sequence, denominated L2_array_lss. 

Table 1. Illustration of the application of LSS algorithm for selecting aligners 

L2_array_pos 1 10 65 100 200 41 45 50 54

L2_array_weights 1 2 3 4 5 3 4 5 6 

L2_array_lss 1 10    41 45 50 54
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The algorithm can be described as follows:  

1 – Initialize all weights with 1 (this corresponds to having every possible aligner 
ending a segment) 
2 – For all elements in the array, we compute the corresponding weight. This is done 
by comparing the value of an element and its current weight with the value and 
weight of all elements preceding that element. If current element is greater than one of 
it's predecessors and has a lower or equal weight, then we update the weight of the 
current element to the weight of it's predecessor added by 1. 
3 – Each time a weight is calculated for one element (as described in 2), we keep 
track of the element which has maximum weight until now. 
4 – When all weights are computed, we travel from right to left both in 
L2_array_weights and in L2_array_pos, starting in the index of the element which 
scored maximum weight (as described in 3): the Longest Sorted Sequence consists of 
picking the next element with weight equal to the weight of the current element  
minus 1. 

We should notice that, in our implementation, if there are two possible sequences 
with maximum length, the algorithm selects the rightmost one. From example in 
Table1, suppose we remove the last element (54) from L2_array_pos; then, returned 
sequence would be [1, 10, 41, 45, 50].  

3   CBA vs. LSSA in Parallel Texts Alignment 

Having detailed the LSS algorithm, we will now explain how we use it in the process 
of parallel texts alignment, and also the advantages of LSSA over CBA. Our process 
of alignment follows Ribeiro et al, with the only exception of replacing CBA with 
LSSA. 

LSSA is applied at the same stage, the same way, and it's objectives remain the 
same of CBA. After the Histogram Filter has been applied and filtered outlier 
points, another finer grained filter still needs to be applied in order to obtain more 
reliable points. We now point out 5 problems which CBA suffers from, and LSSA 
does not. 

Problem 1. Restrictiveness 
CBA is too restrictive. It rejects a large number of good alignment candidate points. 
According to us the best alignment algorithm should satisfy the conditions: (1) 
parallel segments must be translations of each other. This is related with precision. 
(2) Segments must have a grain as thin as possible. This is related with what we 
might call recall. Comparing results in Fig. 1, obtained using CBA with those of Fig. 
2, obtained using LSSA, we notice that CBA refuses 6 good points of alignment. In 
this case we may say that precision in Fig. 1 is 100%. In Fig. 2, precision is 92,8%, 
due to an alignment error in segment 552. But recall of LSSA is six times larger than 
the one using CBA. The thinner the alignment, the easier will be the extraction of 
word and multi-word term translations. 



84 T. Ildefonso and G.P. Lopes 

 

Fig. 1. Alignment between “pt_301D0844.txt” and “en_301D0844.txt”, using the CBA 

 

Fig. 2. Alignment between “pt_301D0844.txt” and “en_301D0844.txt”, using the LSSA 

Problem 2. The Aligned Language Disordering Pitfall 
The following example illustrates how our algorithm behaves after the application of 
the histogram filter in comparison with the application of CBA. Confidence Bands 
determines the maximum admitted deviation from the expected value calculated using 
the results of linear regression. This is represented in column named 
“distance_admitted_CB” in Fig. 3. The distance between observed and expected 
positions is represented in column named ”distance” (difference between values of 
columns named “ptext2_pos” and ”ptext2_pos_expected”). 

For the sake of clarity and simplicity, the example presented bellow is a synthetic 
one. Yet, it corresponds to observations in real corpora and explains the reason why 
we get a larger number of segments with LSSA. As already mentioned, our candidate 
aligners are ordered by their coordinates in “ptext1_pos“. A segment will be built with 
all words between one aligner and the next one. Exceptions may occur at the 
beginning and at the end of texts. If first aligner is not the first text word, first 
segment will be defined from the first word till the first aligner. Similar reasoning 
applies to the end of the texts.  
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Fig. 3. Table_7_cols 

For the base text (in this example, Portuguese) we always have our segments well 
defined as candidate aligners' coordinates define the sorting criteria. From Fig.3, first 
segment would be defined from word 0 to word 11, its second segment would be the 
constituted by the aligner “A” itself (word 12). But we can not say the third segment 
will range from word 13 to word 2. So, any algorithm we use will have to deal with 
this kind of situation, no matter the other criterions used. Going around this would by 
force mean we were changing the order of the words in the text, which would make 
no sense at all. 

Observing Fig. 3, we conclude immediately that candidate aligner at position [0] 
should be discarded. Let us see how LSSA deals with the problem. Fig. 4 represents 
the results obtained using CBA. Fig. 5 represents the results obtained by using the 
LSSA. For these results, no recursion was involved. No candidate has been filtered by 
the Histogram Filter in the previous step of the algorithm. So, for understanding this 
alignment, we need to look at “table_7cols” presented in Fig. 3. 

The CB algorithm does not reject any of the candidate alignment points. Looking at 
last 2 columns of “table_7cols”, we see that all of them obey the restriction “distance 

 distance_admitted_CB”. 

 

Fig. 4. Alignment between “pt_trap1.txt” and “en_trap1.txt”, using the CB Algorithm 

But the critical issue here is that the Confidence Bands are unable identify the first 
candidate (word “A”) as a bad candidate, which leads to the rejection of candidates 
[1], [2], [3] and [4], not only because of the filter criteria, but also because the 
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algorithm doesn’t deal with unordered candidates. Examples of points like [0] occur 
in sentences where something is mentioned somewhere in one text, and much later at 
the parallel text. This kind of occurrences is more or less frequent, depending on the 
languages involved. Still, we could see how dramatic these situations are, regarding 
both n.º of segments obtained and quality of those segments. In example above, again, 
CBA might lead to lower precision and recall. 

 

Fig. 5. Alignment between “pt_trap1.txt” and “en_trap1.txt”, using the LSS Algorithm 

Problem 3. CB Model does not Fit the Needs of Parallel Texts Alignment 
Previous example shows this clearly. Even ignoring the consequences of CBA being 
not able to deal with unordered candidates, as we have seen in the previous problem, 
point [0] (“A”) would always be a bad aligner, as it stands far apart in both texts. 
However, it was accepted by CB filter. Why? Ribeiro et al (2000), refer that “The 
band is typically wider in the extremes and narrower in the middle of the regression 
line”. And this was exactly the problem in the example presented. If the band is too 
restrictive in the middle (as discussed in Problem 1), it can also be too permissive in 
the extremes of the linear regression line. 

Confidence Bands always accept that good alignment candidates may appear more 
distant in the beginning/end of the text (although not too distant…), and must occur 
quite close in the middle of the text. But, our experience in parallel text alignment 
clearly shows that this does not fit the problem we have to solve. Nothing leads us to 
be more or less strict with aligners, based only on the fact that they occur in the 
beginning or end of a text.  

Problem 4. Three Candidate Points or Nothing 
Consider the PT-FR alignment example at Fig. 6, applying CBA. The LSSA version, 
in figure 7, splits segment 205 in 11 segments. What happened here? In segment 205, 
only 2 candidate points are made available by the Histogram Filter to CBA filter. As 
we can not apply CBA when we have less than three candidate points we have got no 
further subdivision of the text. From Ribeiro et al (2000), parameter s (standard 
deviation) has a denominator equal to “n-2”, where n is the number of candidate 
points. 
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Fig. 6. Piece of alignment from “pt_300R1523..txt” and “fr_300R1523.txt”, using the CBA 

 

Fig. 7. Piece of alignment from “pt_300R1523..txt” and “fr_300R1523.txt”, using the LSSA 

So, n must be identical or superior to 3. LSSA has no restrictions regarding the 
minimum number of points to accept. 

Consequences for CBA are visible in Fig. 6 and Fig. 7. This problem is especially 
dramatic due to recursivity of the algorithm. Without recursivity it would be 
impossible to obtain the high recall we are proposing. Moreover we have observed 
that 25% of the occasions when recursion is called, just one or two points are 
expected as aligner candidates and these are always rejected by the CB algorithm. 

Problem 5. The t_students value (above 120 points) 
Ribeiro et al also say that, in respect to the Confidence Bands formulas, they use a 
t_students value which is 3.27 for “large samples of points (above 120)”.But this 
value should be adjusted dynamically to the number of points we have for each case 
we’re applying the algorithm on. It is obvious that being the algorithm recursive, the 
majority of the runs of the CB filter will have less than 120 candidate aligners. Even 
without recursion, some smaller texts won’t have 120 candidate points when 
considering the whole texts. 
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4   Evaluation  

We run our texts on a machine with the following configuration 

CPU: Intel Pentium III 933 MHz; Memory: 1 Gb SDRAM PC-133; Hard drive: 
IBM 75GXP ATA100 7200rpm; OS: Red Hat Fedora Linux Core2  

Table 2. PT-EN alignment results 

Alignment: PT-EN 
{15194 documents} 
{PT=259,EN=258} Mbytes 

CB  LSS  GAIN  

TOTAL SEGMENTS  18439185 21361199 +15,8% 

TOTAL TIME (seconds)  344374  258555  -33,2%  

WORDS/SEGMENT (PT)  2,88  2,49  -15,7%  

WORDS/SEGMENT (EN)  2,73  2,36  -15,7%  

Table 3. PT-FR alignment results 

Alignment: PT-FR 
{15210 documents} 
{PT=258,EN=267} Mbytes 

CB  LSS  GAIN  

TOTAL SEGMENTS  20534218 24204975 +17,9% 

TOTAL TIME (seconds)  385298  286204  -34,6%  

WORDS/SEGMENT (PT)  2,58  2,19  -17,8%  

WORDS/SEGMENT (FR)  2,75  2,33  -18,0%  

The corpus used was taken from http://europa.eu.int/, and it consists of documents 
from the European Parliament, Court of Law, and other European Instances. 

In tables 2 and 3, bellow, the number of documents is not the same for both 
language pairs. Some documents have not been translated in all languages. But we 
can ignore this. Approximately 99,8% of the total number of documents aligned is 
common to both language pairs. So, for the purpose of comparison of alignments 
between language pairs and language pairs similarity, we can consider that the source 
of both alignments (PT-EN and PT-FR) is the same. 

In this paper we evaluate two parameters: processing time and number of segments 
obtained. Quality of obtained aligned segments must still be thoroughly done. But 
precision for LSSA in the PT-EN pair is slightly higher than 95%. 

The previous two tables hold the evaluation results for both PT-EN and PT-FR 
alignments. For both pairs of languages, we can clearly see that we obtain 
considerably larger number of segments (averaging both languages pairs, we get 
16,85% more segments), and we reduce the processing time in more than one third 
(averaging again, LSS computes in less 33,9% of the time).The fact that Portuguese 
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language is more similar to French than to English is also visible. We obtain for the 
PT-FR pair more 2.1% segments. The word per segment measure gives us an idea of 
the small granularity we are dealing with. 

5   Conclusions 

We presented a method for parallel texts alignment that is language independent, uses 
statistical support and achieves very good performance in the number of segments 
obtained and the time of processing. As explained above, we have augmented the 
recall of the alignment procedure and reduced the processing time. We have got more 
16.85% of segments in 33.9% less time. The innovation is the use of the Longest 
Sorted Sequence algorithm instead of the Confidence Bands proposed by Ribeiro at 
al. This algorithm solves the problems fully discussed in this paper regarding the 
application of Confidence Bands. Moreover, we have also shown that this new 
algorithm handles well all the problems we have found when dealing with parallel 
texts alignment.  

An in depth study was made to support our claims, and a very large corpora with 2 
distinct pairs of alignment languages was used for evaluation proposes, so one can 
further rely on the results obtained. As in Ribeiro et al, no heuristics are used. The fact 
that the aligner is available through the World Wide Web and is usable via any web 
browser is also a crucial factor. This way, any user can easily submit their texts for 
alignment. 

Moreover, the aligner can be run in batch mode. This is an important feature, 
because the finely grained segments we obtain, is the basis for the extraction of word 
or multi-word translations.  

6   Future Work 

Regarding the results we have obtained just using homograph tokens, we consider that 
there are still some key features that would greatly benefit our aligner. 

1 - Use of possible cognates as candidates to aligners: considering that some authors 
already stressed that the use of cognates significantly improves the number of good 
aligner candidates (Danielsson et al, 2000; Ribeiro et al, 2001; Simmard et al, 1992), 
we plan to include cognates in the alignment process. Due to LSSA features, we 
expect an increase of the number of alignment points. As this algorithm maximizes 
the number of accepted aligners, the number of words per segment will decrease 
dramatically. 
2 - In-depth quality evaluation: as previously explained, in this paper, we have not 
presented an evaluation regarding the quality of the segments obtained by using 
LSSA. 
3 - Use of relevant expressions: As reported by Ferreira da Silva et al (1999), multi-
words as “European Parliament” should be considered as textual units. Currently, our 
aligner does not use this concept. As a consequence it occurs that in “social policy”, 
“social” aligns with “social” and leaves policy aligning with nothing as well as 
“política”, leading to precision decrease.  
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4 - Dropping the restriction of equal frequencies.  

5 - Checking the proportionality of segments obtained. 

6 - Using more languages for evaluation: We plan to use our aligner with the 20 
languages of the European Union, as well as with other languages such as Bulgarian, 
Chinese, Arabic and other. 

7 - Extracting translation equivalents: With a prototype already built, we plan to 
achieve another application that is able to provide the extraction of word and multi-
word translations, using the aligned texts base.  
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1 Introduction

Conventional Information Retrieval Systems (IRSs), also called text indexers,
deal with plain text documents or ones with a very elementary structure. These
kinds of system are able to solve queries in a very efficient way, but they cannot
take into account tags which mark different sections, or at best this capability
is very limited.

In contrast with this, nowadays, documents which are part of a corpus often
have a rich structure. They are structured using XML (Extensible Markup Lan-
guage) [1] or in some other format which can be converted to XML in a more or
less simple way. So, building classical IRSs to work with these kinds of corpus
will not benefit from this structure and results will not be improved.

In addition, several of these corpora are very large and include hundreds or
thousands of documents which in turn include millions or hundreds of millions
of words. Therefore, there is the need to build efficient and flexible IRSs which
work with large structured corpora.

There are several examples of IRSs based on corpora [2] [3], of search methods
over large corpora [4], and Chaudhri et al. [5] even introduce a review of different
technologies that can be used to build generic IRSs based on XML. However,
there are no comparative analyses or studies about technologies that can be used
to build IRSs based on large structured corpora.

Since these IRSs can be wide ranging, in this work we will focus on those
which work with corpora that do not include any morphosyntactic annotation
and are structured in XML format. All topics studied in this paper will also
be useful for annotated corpora (although the study need to be completed for
the latter) or for corpora without XML format (because if corpora are correctly
structured, they can be easily converted to XML format).
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So, first we will introduce the corpus used to illustrate the study. Next we
will present the main alternatives for building IRSs based on large structured
corpora. After that we will evaluate two technologies that would seem to be
the flagships in this research field, previously defining the needs of that kind of
system: on one hand Oracle1 [6], a Relational Database Management System
(RDBMS) that includes XML facilities, and on the other hand, Tamino2 [7], a
native XML indexer. Finally, we will show conclusions and the technology which
best fits the established needs.

<?xml version="1.0" encoding="iso-8859-1"?>
<!ELEMENT document (document_header, document_content)>
<!ELEMENT document_header(identifier,medium,name,publishing_year,publisher)>
<!ELEMENT document_content (section+)>
<!ELEMENT section (name, new+)>
<!ELEMENT new (new_header, new_content)>
<!ELEMENT new_header (identifier, author+, theme+)>
<!ELEMENT new_content (headline?, abstract?, caption*, body)>
<!ELEMENT headline (paragraph+)>
<!ELEMENT abstract (paragraph+)>
<!ELEMENT caption (paragraph+)>
<!ELEMENT body (paragraph+, note*)>
<!ELEMENT paragraph (sentence+)>
<!ATTLIST paragraph distinct (other_language) #IMPLIED>
<!ELEMENT sentence (#PCDATA|note_reference|distinct)+>
<!ATTLIST sentence distinct (other_language) #IMPLIED>
<!ELEMENT note (paragraph+)>
<!ATTLIST note identifier ID #IMPLIED
<!ELEMENT note_reference EMPTY>
<!ATTLIST note_reference reference IDREF #REQUIRED>

Fig. 1. Newspaper DTD. Elements not defined are of type #PCDATA.

2 Definition of the Target Corpus

In this work we show technologies, techniques and methods to build IRSs based
on large structured corpora which will be illustrated over a real corpus used as
example, the CORGA: “Reference Corpus from Present-day Galician”3. This,
which in its XML version has more than eight million words distributed in hun-
dreds of documents, will also be used to evaluate the technologies studied.

CORGA documents can be newspapers, magazines or books, so we have a
DTD (Document Type Definition) [1] for each kind of document. Figures 1 and
2 show the DTDs for newspapers and books respectively4.
1 Oracle is a registered trademark of Oracle Corporation and/or its affiliates.
2 Tamino is a Software AG product.
3 Freely available at http://corpus.cirp.es/corga
4 Actually, the DTDs used in CORGA are more complex. Here we only show a sim-

plification of them to increase the clarity of explanations.
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<?xml version="1.0" encoding="iso-8859-1"?>
<!ELEMENT document (document_header, document_content)>
<!ELEMENT document_header (identifier, medium, title, author+,

publishing_year, publisher, theme+)>
<!ELEMENT document_content (preface*, dedication*, cite*, caption*,

body, appendix*)>
<!ELEMENT preface (header?, content)>
<!ELEMENT header (author+, theme*)>
<!ELEMENT content (head?, caption*, body)>
<!ELEMENT body (part+, note*)>
<!ELEMENT appendix (header?, content)>
<!ELEMENT part (head, dedication*, cite*, caption*, part_body)>
<!ATTLIST part type (chapter|part) #IMPLIED>
<!ELEMENT head (paragraph+)>
<!ELEMENT part_body (paragraph+ | part+)>
<!ELEMENT dedication (paragraph+)>
<!ELEMENT cite (paragraph+)>

Fig. 2. Book DTD. Elements not defined correspond to those for newspaper DTD (see
figure 1).

3 Building Alternatives

To build IRSs based on corpora several aspects have to be taken into account:

– It is very important to separate the corpus document structure from that
of the IRS, that is, corpus document structure cannot condition the IRS
one and vice versa, and we have to think of two different systems. In this
way, we avoid penalising either the expressiveness of corpus DTDs or system
performance.

– With large corpora, a common structure of documents for the IRS has to
be designed. Typically there are different kinds of document in the corpus
(newspapers, magazines, books, etc.). So, if this variability is maintained in
the system, more queries (or more complex ones) have to be made to solve
users’ queries, and performance will be penalised.

– In these systems the priority is speed in retrieval. Normally these systems
about corpora are updated once every three or six months (or never if the
corpus is closed), so, in general, it is not important if system updates take
several hours or days.

Nowadays two research lines are being followed to build IRSs which work with
XML documents. The first one is based on the adaptation of XML documents to
the relational model, which are then inserted into a RDBMS. The another one
is to introduce XML documents directly into an XML-native or XML-enabled
Management System, which allows the documents to be worked on the original
XML format.
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3.1 Relational Database Management System

There are several ways to represent XML documents in an entity-relation
model [5], and in full in a relational model: generic automatic approaches, which
allow any kind of XML document to be introduced into a database, or ad-hoc
manual ones, which allow only some kinds of XML document to be introduced
into it.

Although the second approach force us to define ad-hoc structures and pro-
cedures used to introduce our kinds of document into the database, for large
corpora it is better to choose this alternative, because it allows us to obtain a
higher performance in the retrieval process.

There are several ways to define this ad-hoc structure, and we have to de-
fine one which minimises relations in order to improve performance as much as
possible. Figure 3 shows the entity-relation model chosen to test this technology.

Fig. 3. Entity-relational model

3.2 Native XML Manager

In the case of a native XML manager, it is also necessary to define a common
DTD which includes all kinds of document of the corpus. This will avoid a loss
of performance associated with the query of different kinds of document, as we
have mentioned earlier.

This common structure must also be simple and homogeneous, and have few
hierarchies in order to obtain the highest performance, since queries will include
fewer structural elements. Figure 4 shows the common XML format DTD chosen
to test this technology.
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<?xml version="1.0" encoding="iso-8859-1"?>
<!ELEMENT group (group_header, document+)>
<!ELEMENT group_header (title, type, publishing_year, publisher,

author*, theme*, main_theme)>
<!ELEMENT document (author+, theme+, main_theme, sentence+)>
<!ATTLIST document type (New|Preface|Appendix|Body) #REQUIRED

section CDATA #IMPLIED
title CDATA #IMPLIED>

<!ELEMENT sentence ((#PCDATA|reference_note|distinct)*, tokens)>
<!ATTLIST sentence type (Preface|Appendix|Headline|Abstract|Caption|

Body|Note|Head|Dedication|Cite) #REQUIRED>
<!ELEMENT tokens (token1+, token2*, token3*)>
<!ELEMENT token1 (#PCDATA)>
<!ATTLIST token1 pos CDATA #REQUIRED>
<!-- Ditto for token2 and token3-->
<!ELEMENT distinct (#PCDATA|note_reference)*>
<!ELEMENT theme (id, subid)>
<!ELEMENT main_theme (id, subid)>

Fig. 4. Common DTD

4 Evaluation

We have tested the main product for each the two technologies mentioned: Oracle
(9ir2 version), a widespread RDBMS, and Tamino (4.2.1 version), a native XML
manager with many capabilities. Two main criteria were used in the evaluation:

– Flexibility: Taking into account the requirements of IRSs based on corpora,
we determine how deeply each technology verifies them.

– Performance: Using a representative set of queries, we test the perfor-
mance of the system running them and measure the time needed to obtain
the results.
Despite the fact that there are some benchmarks for XML IRSs [5], they
are too generic and not oriented to the needs of systems based on corpora.
Furthermore, these benchmarks are not valid for both kinds of technologies,
thus there are benchmarks for RDBMSs and different ones for XML native
indexers, but there are no benchmarks to measure the performance on both
technologies at the same time. Therefore, we have designed a representative
set of queries to make these tests.

4.1 Flexibility

IRSs based on corpora can have a heterogeneous range of requirements, and
types of query can be very different from one system to another, but there are
some generic needs that most systems should have:

1. Statistical capabilities: Capabilities to obtain numerical values at different
levels. For example, to count the number of cases and documents which
match a query.
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2. Additional information: Capabilities to offer supplementary information
with the returned results. For instance, to return sentences which verify
search criteria but also showing the author of the relevant document, pub-
lisher name, etc., that is, additional data taken from the corpus document
structure.

3. Match highlighting: To highlight the term or terms which produced the
matching.

4. Context: To show not only the matching cases but their context as well.
For instance, in the CORGA example it must be possible to show the whole
sentence where the match was found, or n words before and after the match,
or even n sentences before and after the sentence with the match.

5. Index/Search methods:

(a) Exact matching queries.
(b) Diacritical mark sensitive or insensitive queries.
(c) Case sensitive or insensitive queries.
(d) Boolean queries.
(e) Proximity queries. That is, queries about words separated by less than

a given distance.
(f) Several tokenization and indexation criteria in the same database. For

example, using the same database, a user could decide to make a query
that is sensitive or non-sensitive to accents.

(g) Excluding marked text from index. For example, in the CORGA exam-
ple, exclude from indexation all text within the distinct element.

(h) Ignoring certain characters on indexation. Sometimes corpora builders
use in-line marks that we want to see in the results, but we do not want
to index them. For instance, the use of brackets to mark recomposed
text from a medieval edition.

6. Charsets: To allow several of the most commonly used charsets.
7. Use of wildcards: To allow the use of wildcards or regular expressions in

queries.
8. Results browsing and navigation: It must be possible to navigate

between pages of results without having to repeat the query.
9. Ordering: To order the results using one or several criteria at a time.

10. Structural relationships: The query language should be flexible enough
to build a wide range of queries.

Evaluation

In figure 5 we show the evaluation of Oracle-SQL-Relational and two query
languages of Tamino XML Native database: XQuery, a working draft of World
Wide Web Consortium [1] and X-Query, a Tamino proprietary language. The
following conclusions can be extracted:

– X-Query language has the lowest flexibility, so we will take into account only
the XQuery alternative in the following discussions.



Information Retrieval and Large Text Structured Corpora 97

Requirement Oracle Tamino XQuery Tamino X-Query
1 several at a time one at a time No

(tokens needed) (tokens needed)
2 Yes Yes limited
3 Yes Yes No
4 Yes Yes No

(several possibilities)
5a Yes Yes Yes
5b Yes Yes Yes
5c Yes No No
5d Yes Yes No
5e NEAR PROXIMITY-CONTAINS ADJ,NEAR
5f Yes No No
5g Yes Yes Yes
5h SKIPJOINS No No
6 Yes Yes Yes
7 %, *,? *,?
8 Yes Yes Yes
9 Yes (several criteria) Yes (several criteria) Yes (several criteria)
10 SQL XQuery X-Query

(high flexibility) (very high) (low)

Fig. 5. Flexibility evaluation. Numbers in the first column correspond to the require-
ments listed in section 4.1.

– Both Tamino and Oracle can obtain statistical information about any level
of documents, whenever those levels are included in the structure of the
representation of documents.
This requirement can be problematic, because it could force the replication
of data. For example, in the entity-relation model in figure 3, a document
is broken down until word (token) level. Token1, token2 and token3 contain
sequences of one, two and three words from each sentence (the structure is
needed to count the number of cases that match a query). So, the text is
replicated in sentence and token structures.
Moreover, only Oracle allows us to obtain different statistical information
by sharing calculations, thus considerably improving system performance.

– Oracle offers more possibilities to show the context of searched terms.
– Both technologies have proximity operators, but Tamino does not allow us

to build case-sensitive indexes, or define different criteria for tokenization
and indexation for the same database, or ignore certain characters in the
indexing process.

– Both Tamino and Oracle allow the use of different charsets, including UTF-8.
– Both technologies allow us to order the results by several criteria at a time.
– XQuery is even more flexible than SQL, since it has a more complex syntax

that allows more complex structures to be represented and manipulated.
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Although it would appear that Tamino has almost all the required needs,
we must take into account that the proposed needs are minimal for several IRS
based on corpora, and the absence of one of them could make all the difference
between a useful or useless system.

Moreover, XQuery is still a working draft and is not yet completely im-
plemented. Oracle would therefore seem to be the best alternative, from the
flexibility point of view, for building these kinds of system.

4.2 Performance

To evaluate performance, first we define a representative query set, covering the
topics explained in the flexibility section, and then we show the elapsed time
needed for each technology to solve the queries. These queries are based on
the studied corpus (CORGA), but the topics covered are generic enough to be
applied to any other IRS based on structured text corpora.

Query set

Queries are defined as follows:

– Q1: To obtain the number of documents and cases from sentences which
contain the expression “sen embargo” for each type of medium, main theme
and lustrum (“sen embargo” means however in the Galician language).
The system includes three kinds of medium, six different main themes and six
lustrum, so thirty numbers must be obtained. We measure the time elapsed
between starting the query and checking all results. It is a measure of effi-
ciency in sharing calculations.

– Q2: To obtain the sentences which contain the expression “sen embargo”
with their document title, publisher, authors, medium, themes, publishing
year, and type of sentence ordered by publishing year, medium and main
theme. Match words are returned highlighted.
We measure the time elapsed between starting the query and showing all
required values. It is a computational cost measure about showing all asso-
ciated elements and highlight and sort operations.

– Q3a: To obtain the number of documents and cases from sentences which
contain a word with “pre” prefix.

– Q3b: To obtain the number of documents and cases from sentences which
contain a word with “ado” suffix (the “ado” termination in Galician is usually
used for participles of verbs).

– Q3c: To obtain the number of documents and cases from sentences which
contain a word with “poñ” infix (in Galician “poñer” means to put, “repoñer”
means to put back, and “pospoñer” means to postpone).
Q3 queries are different measures of text index efficiency.

– Q4: To obtain cases from sentences which contain a word with “in” or “im”
prefix, but only in news headlines from newspapers and with a context of
fifteen words. As neither technology supports built-in word context, in this
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case the queries return all the necessary information to perform this opera-
tion at application level.

We combine a structural complex query with word context retrieval to
measure its computational cost.

Evaluation

We have tested these queries on a PC Intel Celeron at 2.4GHz, with 512 MB
of memory and Windows XP Professional over a CORGA six hundred thou-
sand word subcorpus (uniformly distributed between newspapers, magazines and
books) with previously shown structures.

Although this hardware is not the most suitable for testing these kinds of
system, which need powerful servers to manage millions of words, it provides us
with conclusive results about the performance difference between both technolo-
gies tested.

As we can see in figure 6, the most important difference is in Q1 query,
due to the inability of Tamino to calculate several statistic values by sharing
calculations. So, once again Oracle leads the results of the tests, confirming it
as the best option for building this kind of system.

Query Tamino XQuery(4.2.1) Oracle (9ir2)
Q1 585.203s 10.891s
Q2 33.922s 14.531s
Q3a 106.719s 5.828s
Q3b 118.266s 34.172s
Q3c 98.750s 3.687s
Q4 26.545s 11.187s

Fig. 6. Performance evaluation. It shows time duration of proposed queries in seconds.

5 Conclusions

First, it is necessary to emphasise that it is mandatory to transform documents of
the corpora into a common format when managing large amounts of information.
This will allow us to query all documents using a unique query and to improve the
performance of the system. By doing so we will avoid problems with performance
and result management.

Furthermore, nowadays, the technologies used to build IRSs are not prepared
to satisfy corpora users’ requirements. So, in the near future the development
of new add-ons which take them into account is needed. There are some timid
attempts to include basic linguistic operations (sensitivity to accents, umlauts,
etc., theme searches, etc.) based on localization, but it is time to incorporate
syntactic techniques [8] [9] into commercial systems to enable the building of
more versatile IRSs based on corpora.
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Furthermore, traditional technologies manage updatable systems, but com-
panies need to develop more optimisation options for systems which give very
high priority to query performance regardless of the very high penalty in updates.

Finally, XML technologies are being developed very rapidly, but they still
have to settle. The speed of this evolution prevents robustness and clear devel-
opment of systems, making it difficult to put them in production.

Against this, RDBMSs have a high robustness, flexibility and performance,
due to their long life in the market. Taking into account our test results, the fact
that these systems include text index capabilities and the drawbacks of other
technologies, at the moment we propose Oracle as the first option for building
IRSs based on large structured corpora.
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Abstract. The objective of this paper is to get a visual characterization of time 
evolution images, in particular, synoptic maps taken from Meteorology. Pre-
liminary tasks required before image processing are reviewed. Two different 
types of numerical descriptors are extracted for characterizing the images, the 
called low level numerical descriptors, and the high level corresponding ones. 
The latter will be subsequently used for prediction tasks, meanwhile the former 
will be used for classification tasks. Three different relevant information 
sources in the images are identified as their low level descriptors. These are de-
fined by the local density and orientation of the isobar lines, and the number of 
centres of high (H) and low (L) pressure. Regarding the high level descriptors, 
two main features are taken into account. The different procedures carried out 
to extract the previous descriptors for our images of interest are discussed. 

1   Introduction 

One of the PIETSI research project’s main objectives is to predict the temporal evolu-
tion of images of physical processes or phenomena for which experimental informa-
tion in image files is available. Specific developments have been initiated, focusing 
on weather forecasting using synoptic map images. For this purpose, the University of 
Cantabria group has worked in collaboration with the EUVE (European Virtual Engi-
neering) Technology Centre, and more specifically its Meteorological Centre, with its 
head office in Vitoria, Spain. 

The preprocessing phase in this project was explained in [1]. Common preliminary 
tasks to single out the image information of interest, such as useless background re-
moving, information separation and memory usage were discussed there. The synop-
tic maps that we work with are of the type shown in Figure 1. 

In particular, regarding the background removing, we eliminated the parallel and 
meridian lines, the contours of the land over the sea and the upper left and lower right 
captions in the image by removing the common pixels of several images. Moreover, 
we separated into different images the isobar (thin) lines and the front (thick) lines, 
and finally, an efficient storage strategy was able to achieve a saving in memory per 
image of around 99.5%. 

As Figure 2 shows, the isobar line image is not perfect, due to intersections with 
the thick lines. We made an attempt to overcome this with active contours [2] that 
would fit to each isobar, but found the following problems: 
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Fig. 1. Usual synoptic map 

• The starting point is not easily guessed automatically. 
• Since there are many isobars in the image and the distance between them can 

be similar to the gaps in each of them, the active contour would often try to fit 
several isobars together, messing the map. 

We did not pursue this issue any further since the isobar image is not a final result, 
but an intermediate step, and its original quality is enough for our purposes, as we will 
show below. 

The next step in our project is studied in this paper and consists in extracting nu-
merical descriptors for the relevant features in the images, that is to say, the isobar 
lines and the centres of low (L) and high (H) pressures, in order to obtain a visual 
characterisation of them. As far as we know, no similar work has been found to date 
in the computer vision literature for classification or prediction of this kind of image, 
besides those that treat the problem with complicated numerical models in Meteorol-
ogy or statistical mathematical methods. 

For further processing of the images, the amount of information should be as large 
as possible, but it should avoid the overfitting problem, the risk of which increases 
with the number of parameters, which in turn is related to the amount of features be-
ing processed [3]. Since we are dealing with meteorological images, we focus on fea-
tures that are related to atmospherical properties [4]. In this sense, given the big prob-
lem of predicting the evolution of a synoptic map, two types of numerical descriptors 
are obtained: the low level descriptors and the high level ones. The latter will be sub-
sequently used for prediction tasks, while the former will be used for classification 
tasks. 
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Fig. 2. Isobar image 

2   Isobar Image Definition 

To accomplish this task, we study separately the isobar lines on the one hand and the 
centres of high and low pressures on the other hand. 

2.1   Isobar Lines 

The isobar image, see Figure 2, is a line image, analogous to an edge image and many 
descriptors can be derived from it [5]. We attempt to describe it here by the following 
low level descriptors: the density of the lines and their average orientation in local areas. 

The density of the lines is actually a downscaled image, following the approach of 
pyramid representations [6]. For this purpose, we consider the isobar image to be di-
vided into adequate small windows. On the one hand, the size of the windows must be 
small enough to identify the corresponding isobar image. However, on the other hand, 
the window must be as big as possible in order to minimize the memory used per iso-
bar image, which will be important for the subsequent analysis, given the high num-
ber of images to be processed and stored. 

Calculations are carried out for square windows 100, 50 and 30 pixels wide, for 
comparison. Hence, the initial binary isobar image, having 864x1074 pixels, is de-
scribed with three 9x11, 18x22 and 29x36 arrays, respectively. One of these arrays 
quantifies the local density of the lines in each window and the two remaining arrays 
define the x- and y-coordinates, respectively, of the vector that represents the local 
orientation. 

The density of the lines for a given W window is easily obtained as the quotient be- 
tween the number of binary pixels belonging to the lines and the total number of pix-
els inside that window. That is, it is equivalent to an image reduction: 
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The g(p) function in Equation (3) gives the binary value changes of the p pixel in 
its 2-dimensional neighbourhood and can be obtained, for example, by the well-
known Sobel filter [8]. The summation given in Equation (2) is made over every p 
pixel inside the chosen W window which verifies that the corresponding orientation 
vector magnitude for that pixel is bigger than a threshold min value. The magnitude of 
the orientation vector represents a certainty measure of local orientation. 

2.2   Centres of High (H) and Low (L) Pressures 

Another important aspect for a complete isobar image meteorological definition is the 
location of high (H) and low (L) pressure points. For this purpose, the isobar-and-
front or front image is required, because the H and L letters are both represented with 
thick lines (see Figure 3). 

The detection of H and L letters is a typical OCR task, but since no other letters are 
involved, we use and ‘ad-hoc’ algorithm, instead of generic OCR techniques [chapter 
2 of 9]. 

The proposed procedure in the previous image may be carried out by following the 
next steps: 

• Separating regions. This is done by segmenting [10] and labelling the 8-connected 
objects found in the image with different integer values. 

• Extracting the feature measurements for the image regions obtained in the previous 
step. Among the many features that can be analyzed [11], we concentrate on: 
1. The area, with the actual number of pixels in the region. 
2. The 2-Dimensional correlation coefficient computed between two regions of the 

same size. 
3. The centroid, or x- and y- coordinates of the centre of mass of the region. 
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Fig. 3. Isobar-and-front image 

4. The major-axis-length, or the length, in pixels, of the major axis of the ellipse 
that has the same second-moments as the region. 

5. The minor-axis-length, or the length, in pixels, of the minor axis of the ellipse 
that has the same second-moments as the region. 

6. The orientation, or the angle between the x-axis and the major axis of the ellipse 
that has the same second-moments as the region. 

When considering their areas, we have found that not all H letters are identical in 
these particular images, and the same applies for L’s; we have found inside the same 
image, differences of as much as 40% in their respective area values. We found that, 
to identify the H and L regions by means of their corresponding areas, the intervals of 
values needed were not restrictive enough to leave out other objects. As a 

onesquence, this method was dropped. 
Another possible region feature to deal with is the 2-Dimensional correlation coef-

ficient. To compute this parameter, two bidimensional arrays of the same size are 
needed: one array representing the H (L) model chosen, the other array being the re-
gion to be studied for the extraction of H (L) region. 

Given the variability of H and L letters in our images, their models cannot be cho-
sen at random. Obviously, other regions different from H and L ones must not come 
out. To make comparisons easier, two H and two L letters are extracted from Figure 3 
and shown in Figures 4, 5 and 6, 7, respectively. The different forms and thickness of 
the vertical and horizontal pieces are evident. 

Another important aspect is that reliable values for the correlation coefficient are 
only obtained when the two arrays compared are constructed around the centre of 
mass of their regions. As a consequence, the centroid of the region has to be measured 
too. In practice, the following conditions are found for an image: 

If cc(Hm, Reg)>0.53, then Reg≡H, (4) 
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Fig. 4. Region extracted from Fig. 3 

 

Fig. 5. Region extracted from Fig. 3 

 

Fig. 6. Region extracted from Fig. 3 

 

Fig. 7. Region extracted from Fig. 3 

where cc stands for the 2D correlation coefficient, Hm is the model for H, and Reg is 
the region being tested, and 

if cc(Lm, Reg)>0.62, then Reg≡L, (5) 

with analogous notation, which means that if the correlation coefficient computed be-
tween the H model and any region in the image is bigger than 0.53, the region is iden-
tified as an H region. In the same way, if the correlation coefficient computed be-
tween the L model and any region in the image is bigger than 0.62, the region is 
identified as an L region. 

However, the previous limiting values found for the correlation coefficient of H 
and L regions in an image, written in Equations (4) and (5), have to be lowered when 
dealing with another image, if the same H and L models obtained for the previous im-
age are kept. Depending on the case, the decrease in the limiting values is so high that 
unwanted regions become falsely identified, such as special portions of fronts or num-
bers 9 and 5. 

One possibility for solving the problem would be to redefine the H and L models 
for each image being studied. Both tasks, redefining the limiting correlation coeffi-
cient values or the H and L models, would assume a manual work stage with each in-
dividual image. Hence, the effort achieved for a big number of images would be un-
reasonable. For this reason, this second method was also dropped. 

Finally, we use as feature measurements for a region: the major- and the minor-
axis-lengths of the ellipse that has the same second-moments as the region. Taking the 
appropriate intervals of those parameters, one manages to identify solely the H and L 
regions, the locations of which are determined with the corresponding region centroid 
coordinates. It is worth mentioning that a few images have presented a problem: some 
number 7’s may be identified as an L region. To avoid this, another feature, the orien-
tation of the ellipse, is measured, as defined in the previous list for the last item. 
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Once the centres of masses of the H and L regions are known, their corresponding 
windows are calculated and the found quantity of each one is saved in an array. 
Hence, for a given window, the number of H and L are saved so that two arrays are 
needed for the H and L low level descriptors. 

Regarding the high level numerical descriptors, two main features are represented 
per image: the big regions of locally profound high (H) and low (L) pressure and 
those of nearly constantly oriented circulation. 

3   Isobar Image Recovering 

To verify if the extracted variables indicated in the previous section are good low 
level descriptors for the isobar image, we develop the inverse procedure, that is, we 
use the five arrays obtained before rebuilding the image, and compare it with the 
original one. 

Figures 8, 9 and 10 show the recovered images obtained from the original image 
(Figure 1) or the isobar-and-front image (Figure 3) after axis reductions with windows 
of 100, 50 and 30 pixels wide, respectively. The background is added to the images 
for convenience. 

 

Fig. 8. Recovered isobar image from Figure 3 using 100 pixels wide windows 

The window size in each case is easily seen from the figures. For each window, the 
density of the lines gives how tight or separate the lines drawn inside it are, while the 
orientation vector gives the line rotation, ignoring the portions that come out the win-
dow, using nearest neighbour interpolation. Regarding the H and L descriptors, each 
window may contain one and only one of these species or not. In the affirmative case, 
the corresponding letter is drawn using a 22x14 model array inside the window, cen-
tred in the window. 
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Fig. 9. Recovered isobar image from Figure 3 using 50 pixels wide windows 

 

Fig. 10. Recovered isobar image from Figure 3 using 30 pixels wide windows 

Focusing on the isobar lines, we can see that a width of 100 is too big to identify 
the original image visually. However, satisfactory descriptions are obtained when the 
width comes down to 50 or 30. Obviously, a more accurate image is reproduced when 
a 30 width is considered. However, the size of the arrays is in this case larger, which 
is not desirable, given the high number of images to be processed, and, consequently, 
we select the 50 pixels wide windows. 

Regarding the centres of high (H) and low (L) pressure, one can see that the bigger 
the axis reductions are, the more accurate the positions of the H and L centres are. 
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4   Conclusions 

In this paper, we propose one possible definition for the synoptic map images that we 
work with. Three different low level descriptors are studied: 

• The density of the isobar lines, 
• the orientation of the isobar lines and 
• the centres of high (H) and low (L) pressures. 

To extract the corresponding variables, we consider the isobar-and-front images 
divided into adequate smaller arrays, where each element represents a fixed window 
in the image. Calculations are carried out for square windows 100, 50 and 30 pixels 
wide, for comparison. A satisfactory description is obtained when the width is 50 or 
smaller. Hence, the initial binary isobar images, having 864x1074 pixels, are de-
scribed with five 18x22 arrays: 

• One array quantifies the local density of the isobar lines. 
• Two arrays define the x- and y-coordinates, respectively, of the vector that repre-

sents the local orientation of the chosen window. 
• The two remaining arrays contain the number of H and L per window. 

Concerning the H and L identification in our images, which might be imagined 
easy in principle, in practice, as usually happens in many other real applications that 
work with photocopied or scanned images for instance, simple methods do not work, 
as we have seen, because H and L letters present in our images are not equal. For this 
reason, an analysis of the discriminatory power of several features has been neces-
sary. 
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Abstract. In this paper, we present an example of the implementation
and verification of a functional program. We expose an experience in
developing an application in the area of symbolic computation: the com-
puting of Gröbner basis of a set of multivariate polynomials. Our aim
is the formal certification of several aspects of the program written in
the functional language Caml. In addition, efficient computing of the
algorithm is another issue to take into account.

1 Introduction

Certifying the correctness of a program is a difficult and expensive labor and, at
the same time, it is one of the most important activities for a software engineer.
Debugging and testing techniques can detect errors, but they cannot guarantee
the correctness of the software. Formal methods complement those techniques
assuring that some relevant property holds in the program.

This work aims to contribute to the construction of a methodology to pro-
duce certified software, i.e., we intend to find the way to strengthen two different
notions: First, there is a need for formal verification of the correctness of algo-
rithms which goes together with their construction; and second, programs are
mathematical objects which can be handled using logico-mathematical tools.
We present the way in which one can formally verify several aspects of the ap-
plication implemented following the functional paradigm. These techniques will
be exemplified by means of the verification of a program which calculates the
Gröbner basis of a set of multivariate polynomials [1]. Here, both the certifica-
tion of the program and its efficiency will be taken into consideration. We study
the development of algorithms formally proved for an efficient computing. The
steps are: formalization of a multivariate polynomial ring; construction of a well-
founded polynomial ordering; and finally, definition of the reduction relation and
Buchberger’s algorithm.

Functional programming [2,3,4] has often been suggested as a suitable tool
for writing programs which can be analyzed formally, and whose correctness
can be assured [5]. This assertion is due to referential transparency, a powerful
mathematical property of the functional paradigm that assures that equational
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reasoning makes sense. The mathematical way of proving theorems can be suc-
cessfully applied to computer science. As programming language, Objective
Caml [6,7] was chosen due to its efficiency and its wide coverage both in the
research and academic environments.

Properties are proved by means of the formalization of theorems in an abstract
model of actual code in the Coq [8,9] proof assistant and also, in a manual
but exhaustive style directly applied to the final code. Programs are treated
as mathematical objects and each step of those proofs is justified by means of
mathematical reasoning. Significant progress has been made (see [10,11,12]) in
the automated verification of the proof of Gröbner bases algorithm by proof
checkers. Theorem provers assist us in proving the correctness of a program.
They not only help us in the development of the proofs but also guarantee the
correctness of such proofs; thus they prevent bugs that could be introduced in
a hand-made certification. The logical framework Coq is an implementation of
the Calculus of Inductive Constructions [13].

The paper is organized as follows. In section 2, a reusable multivariate poly-
nomial library is certified, and a well-founded polynomial ordering is also verified.
Section 3 states the correctness of the reduction relation on polynomials. Sec-
tion 4 reasons about Buchberger’s algorithm, and presents some results. Finally,
we conclude.

2 Multivariate Polynomials Using Dependent Types

A reusable polynomial library is going to be formally verified. It will make fur-
ther work in verification of polynomial algorithms less difficult. A multivariate
polynomial ring over a coefficient field is our target. We not only want to prove
the fundamental properties of polynomial rings, but we also search for an ad-
equate implementation allowing efficient computing. Canonical representations
of polynomials are used, and it can be decided if two polynomials are equal by
studying if their representations are equal.

Although there are previous works on the formalization of multivariate poly-
nomials by proof checkers (see [14,15]), they neither work directly with canonical
representations of polynomials, nor do they use dependent types. The certifica-
tion of this library has been carried out both reasoning directly about the actual
functional program and also proving laws in the abstract model in Coq. Below,
the main laws stated with the help of the proof assistant are presented.

A term in the variables X = {x1, x2, . . . , xn} is represented by a list of the
exponents of each variable.

type term = int list

In Coq, they are described as lists of fixed length with dependent types. The
use of dependent types improves the accuracy and clarity of the specification.

Inductive Dlist [A: Set]: nat->Set :=
Dnil: (Dlist A (0))
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| Dcons: (n:nat)A->(Dlist A n)->(Dlist A (S n)).
Definition term: nat->Set:= [n: nat] (Dlist nat n).

Dependent types provide accuracy in the specifications, which is an additional
reliability. But, sometimes this precision can impose a heavy manipulation of
expressions.

Two terms are multiplied by adding the respective exponents of each variable.

(*val mult_term : term->term->term*)
let mult_term xs ys = map2 (+) xs ys

This Caml code is very similiar to to the abstract model built in Coq:

Definition mult_term:(n:nat)(term n)->(term n)->(term n):=
[n:nat;t,s:(term n)](map2 nat nat nat plus n t s).

Terms form a commutative monoid under multiplication.

Lemma mult_term_sym: (n: nat) (t,s: (term n))
(mult_term n t s)=(mult_term n s t).

Lemma mult_term_assoc_l: (n:nat) (t,s,r: (term n))
(mult_term n t (mult_term n s r))

= (mult_term n (mult_term n t s) r).

Lemma mult_term_1_t: (n: nat; t,s: (term n))
(null_term n t) -> (mult_term n t s)=s.

Other results on terms are also proved.

Lemma div_term_mult_term: (n: nat) (t, s: (term n))
(div_term n (mult_term n t s) s)=t.

We state the lexicographical order on terms, and we show that it is an ad-
missible order.

[a1, . . . , an] > [b1, . . . , bn]⇔ ∃i con aj = bj for 1 ≤ j < i and ai > bi

1. There exists a first element, t >lex 1, ∀t ∈ TX , 1 �= t

Theorem ltlex_term_admissibility_1: (n: nat; e, t: (term n))
(null_term n e) -> ~ (null_term n t) -> (ltlex_term n e t).

2. The ordering respects multiplication, t >lex s ⇒ t · r >lex s · r, ∀t, s, r ∈ TX

Theorem ltlex_term_admissibility_2: (n: nat; t, s: (term n))
(ltlex_term n t s) -> (r:(term n))

(ltlex_term n (mult_term n t r) (mult_term n s r)).

Monomials are represented as coefficient-term pairs. In the Caml program,
absolute precision numbers (num library) are used as coefficients. In the model
built in Coq, on the other hand, the coefficients are axiomatized. Monomials
form a commutative monoid under multiplication.
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Lemma mult_mon_sym: (m1, m2: mon)
(eq_mon (mult_mon m1 m2) (mult_mon m2 m1)).

Lemma mult_mon_assoc_l: (m1, m2, m3: mon)
(eq_mon (mult_mon m1 (mult_mon m2 m3))

(mult_mon (mult_mon m1 m2) m3)).

Lemma mult_mon_1_m: (e, m: mon)
(mon1 e) -> (eq_mon (mult_mon e m) m).

Polynomials are represented as lists of monomials. The representation is
canonical: terms are strictly ordered by a decreasing term order, and the list
contains no null monomial. Hence, two polynomials are equals if their represen-
tations are syntactically equal. As we axiomatize the coefficients in the model
built in Coq, an explicit equality has to be used.

Inductive eq_pol : pol->pol->Prop :=
eq_pol_1 : (eq_pol (nil mon) (nil mon))

| eq_pol_2 : (m1,m2:mon; p1,p2:pol)
(eq_mon m1 m2) -> (eq_pol p1 p2) ->
(eq_pol (cons m1 p1) (cons m2 p2)).

Sometimes two different versions of a polynomial function (for instance, addi-
tion) are implemented: one efficient, the other simple. We prove they are equiv-
alent.

Functions over polynomials always act on canonical objects to yield canonical
results. Thus, on the one hand more efficient programs are obtained from an
algorithmic point of view. However, on the other hand, polynomial functions
become more complex because there are lots of alternatives, and consequently
proofs get more complex and tedious.

Lemma add_pol_canonical: (p1, p2: pol)
(canonical p1)->(canonical p2)->(canonical (add_pol p1 p2)).

Lemma mult_pol_canonical: (p1, p2: pol)
(canonical p1)->(canonical p2)->(canonical (mult_pol p1 p2)).

Polynomials with addition and negation form an Abelian group.

Lemma add_pol_p_0: (p: pol)
(canonical p) -> (eq_pol (add_pol p pol0) p).

Lemma add_pol_sym: (p1, p2: pol)
(canonical p1) -> (canonical p2) ->

(eq_pol (add_pol p1 p2) (add_pol p2 p1)).

Lemma add_pol_assoc_l: (p1, p2, p3: pol)
(canonical p1) -> (canonical p2) -> (canonical p3) ->

(eq_pol (add_pol p1 (add_pol p2 p3))
(add_pol (add_pol p1 p2) p3)).



Towards a Certified and Efficient Computing of Gröbner Bases 115

Lemma add_pol_minus_pol: (p: pol)
(canonical p) -> (eq_pol (add_pol p (minus_pol p)) pol0).

With the multiplication they form a ring.

Lemma mult_pol_1_p: (e, p: pol)
(canonical p) -> (pol1 e) -> (eq_pol (mult_pol e p) p).

Lemma mult_pol_sym: (p1, p2: pol)
(canonical p1) -> (canonical p2) ->

(eq_pol (mult_pol p1 p2) (mult_pol p2 p1)).

Lemma mult_pol_assoc_l: (p1, p2, p3: pol)
(canonical p1) -> (canonical p2) -> (canonical p3) ->

(eq_pol (mult_pol p1 (mult_pol p2 p3))
(mult_pol (mult_pol p1 p2) p3)).

And multiplication distributes over addition.

Lemma mult_pol_add_mon_pol_distr: (p1, p2: pol; m: mon)
(canonical p1) -> (canonical p2) -> (not_mon0 m) ->

(eq_pol (mult_pol (add_mon_pol m p1) p2)
(add_pol (mult_mon_pol m p2) (mult_pol p1 p2))).

2.1 Well-Founded Polynomial Ordering

The well-foundedness of the lexicographical order on terms has been verified
both on the Caml program, and on the abstract model in Coq. Reasoning over
the Caml code, the well-foundedness of the total degree order was also proved.

We extend the term order on monomials. With polynomials in canonical
form, the monomial ordering is extended to polynomials in a straightforward

Theories Lines Defs. Laws Prop. Size
Dlist 101 9 5 7.21 15K
Term 331 6 18 13.79 155K
LtlexTerm 191 1 8 21.22 146K
Coef 155 6 32 4.08 11K
Mon 171 14 18 5.34 42K
Pol 175 7 15 7.95 73K
AddMonPol 862 1 10 78.36 348K
AddPol 311 2 18 15.55 35K
MultMonPol 260 1 14 17.33 61K
MultPol 338 1 16 19.88 32K
total 2895 48 154 14.33 918K

(a) Polynomial Theories

Theories Lines Defs. Laws Prop. Size
WfLtlexTerm 49 2 2 12.25 18K
WfLtlexMon 23 1 3 5.75 3K
Desc 110 0 6 18.33 18K
WfLtlexPol 98 6 7 7.54 33K
total 280 9 18 10.37 72K

(b) Well-founded Theories

Fig. 1. Quantitative Information on the Development in Coq
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way. In this proof, we use a lexicografic exponentiation theory from Paulson [16]
that requires monomials to be strictly ordered in a decreasing order. So, the
lexicographic relation induced on polynomials is well-founded. In this work, we
started with the lexicographic order on terms, but the development is generic.
Any well-founded term ordering can be used.

Figures 1(a) and 1(b) show quantitative information on the Coq theories.
The columns correspond to the number of lines of code in each theory, the
number of definitions (including tactics) and the number of laws, the proportion
between the number of lines and the quantity of laws and definitions (which
can be used as a measure of the complexity of the theory), and the size of each
compiled Coq theory, respectively.

3 Polynomial Reduction

The reduction relation on polynomials involves subtracting an appropriate mul-
tiple of one polynomial from another. Below it can be seen the Caml code.

red(p, q) = p− hcoef (p) · hterm(p)
hcoef (q) · hterm(q)

· q

(*val nred : (term->term->bool) -> pol -> pol -> pol*)
let nred gt_term f g = match (f, g) with
((c, t)::_, (b, s)::_) ->

sub_pol gt_term f (mult_pol gt_term [c//b, div_term t s] g)

In the following example, the act of reducing p by r implies subtracting a
multiple of r from p so that the head term of p is canceled: p = 2x2yz3−7xy10+z,
r = 5xyz−3, the polynomial r reduces p to p′ = p−(2

5xz2)r = −7xy10+ 6
5xz2+z.

Reduction of polynomials is not a total function because term division is not
a total function. A polynomial p is reducible by q if the heading term of q divides
the heading term of p. The verification of the reduction relation covers two facts:

1. is reducible(p, q) ⇒ hterm(red(p, q)) <TX hterm(p)
2. is reducible(p, q) ⇒ ∃r such that p = red(p, q) + r · q

Next subsection contains the certification of the two conditions above, carried
out with manual proofs that treat the Caml program as a mathematical object.

3.1 Laws About Reduction

Theorem 1. For every nonzero polynomials p = [(c1,t1);...;(cm,tm)] and
q = [(b1,s1);...;(bl,sl)], both in canonical form with respect to a term order
gt term, and such that is reducible p q, it holds:

gt term (ht p) (ht (red gt term p q))
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Proof. By equational reasoning, using two previous results, and with:

redp = nred gt term divt = div term
multp = mult pol gt term multt = mult term
subp = sub pol gt term

gt term (ht p) (ht (redp p q))

= { 1) by definition of nred (left to right) }
gt term (ht p) (ht (subp p (multp [(c1/b1, divt t1 s1)] q)))

= { 2) by definition of mult pol (left to right) }
gt term (ht p) (ht (subp p (((c1/b1)*b1, multt (divt t1 s1) s1):: . . . )))

= { 3) by arithmetic on num and the law (t/s)*s=t on terms }
gt term (ht p) (ht (subp p ((c1,t1):: . . . )))

= { 4) ht f = ht g ⇒ gt term (ht f (ht (subp f g)) }
true #$

Theorem 2. For every nonzero polynomials in canonical form with respect to
a term order gt term, p = ((c1,t1)::f’) and q = ((b1,s1)::g’), such that
is reducible p q, it holds:

p = add pol gt term (red gt term p q) (mult pol r q)

where: r = [(c1/b1, div term t1 s1)]

Proof. By equational reasoning, using two previous results and with:

redp = nred gt term multp = mult pol gt term
addp = add pol gt term subp = sub pol gt term
minusp = minus pol divt = div term

addp (redp ((c1,t1)::f’) ((b1,s1)::g’))

(multp [(c1/b1,divt t1 s1)] ((b1,s1)::g’))

= { 1) by definition of nred (left to right) }
addp (subp ((c1,t1)::f’) (multp [(c1/b1,divt t1 s1)] ((b1,s1)::g’)))

(multp [(c1/b1,divt t1 s1)] ((b1,s1)::g’))

= { 2) by definition of sub pol (left to right) }
addp (addp ((c1,t1)::f’)

(minusp (multp [(c1/b1,divt t1 s1)] ((b1,s1)::g’))))

(multp [(c1/b1,divt t1 s1)] ((b1,s1)::g’))

= { 3) by associativity of add pol }
addp ((c1,t1)::f’)

(addp (minusp (multp [(c1/b1,divt t1 s1)] ((b1,s1)::g’))))

(multp [(c1/b1,divt t1 s1)] ((b1,s1)::g’))

= { 4) by the law: eq pol (add pol p (minus pol p)) pol0 }
addp ((c1,t1)::f’) []

= { 5) by definition of add pol (left to right) }
((c1,t1)::f’) #$
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3.2 Extension of the Reduction Relation

A polynomial p is reducible modulo Q = {q1, q2, . . . , qm}, if there exists qi such
that p is reducible by qi. We define recursively the closure of reduction.

full red(p, Q) =
{

p if ¬(is reducible(p, Q))
full red(red(p, Q), Q) otherwise

(*val full_red : (term->term->bool) -> pol -> pol list -> pol*)
let rec full_red gt_term f gs = match sred gt_term f gs with

None -> f
| Some [] -> []
| Some h -> full_red gt_term h gs

There is no infinite sequence of reductions because <TX is well-founded
and hterm(red(p, Q)) <TX hterm(p). In addition, the result is not reducible
modulo Q.

4 Buchberger’s Algorithm

Buchberger’s algorithm [1] is a generalization of Gaussian elimination. Given a
set of polynomials, it produces another set of polynomials with the same roots
and additional properties which ease the computation of those roots. The new
set, called the Gröbner basis, is analogous to a triangular set of linear equations,
which can be solved by substitution. The two basic operations in computing a
Gröbner basis are: to eliminate one of the terms of two polynomials obtaining
a new polynomial (S-polynomial), and to simplify a polynomial by subtracting
multiples of other polynomials.

We implement the Buchberger’s algorithm in Caml. In each recursion a pair
of polynomials is selected, and the reduction of the S-polynomial is added to
the set only if it is nonzero. The polynomial added is then smaller than the two
selected polynomials, thus the algorithm always ends.

(* val buch: (term->term->bool) -> pol list -> pol list *)
let buch gt fs =
let rec buch_aux gs = function

[] -> gs
| (f,g)::ps -> let h = spol gt f g in

match full_red gt h gs with
[] -> buch_aux gs ps

| h’ -> buch_aux (gs @ [h’])
(ps @ (map (fun g->(g,h’)) gs)) in

buch_aux fs (allpairs fs)

The function allpairs computes all possible pairs of the elements of a list.
Function buch aux is the recursive implementation of the loop of the algorithm.
In each recursion, it is selected a pair and, the reduction of the S-polynomial by
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Linux 2.2.20 Windows 98
gcalc gcalcopt gcalc Maple V

(1) 2.99 s. 1.05 s. 4.13 s. 12.75 s.
(2) 23.32 s. 8.25 s. 27.19 s. 69.98 s.
(3) 243.43 s. 91.12 s. 288.58 s. 519.45 s.

(a) Pentium 200MMX/48M

Linux 2.4.22
gcalc gcalcopt Gap

(1) 1.20 s. 0.23 s. 4.10 s.
(2) 9.48 s. 1.80 s. 20.98 s.
(3) 100.59 s. 19.89 s. 117.06 s.

(b) AMD Duron 800/768M

Fig. 2. A simple benchmark of the program

gs is chosen if it is nonzero. The function always terminates because the chosen
polynomial is always less than the two ones we have studied.

Figure 2 presents some measurements of the program. An execution times
comparaison between our program and Maple is shown in figure 2(a). Execu-
tions have been carried out on a Pentium 200MMX/48M. Running under Linux,
two different versions of our program were used: gcalc and gcalcopt, the for-
mer obtained with the bytecode compiler of Objective Caml and the latter
generated with the high-performance native-code compiler [7]. Running under
Windows 98 with the same hardware, we execute both Maple implementation
and gcalc. See below the examples that were used employing the lexicographical
order.

{x25 − y25zt, xz25 − y25, x25y − z25t} (1)

{x50 − y50zt, xz50 − y50, x50y − z50t} (2)

{x100 − y100zt, xz100 − y100, x100y − z100t} (3)

In addition, figure 2(b) presents an execution comparison between both versions
of our program and GAP on a AMD Duron 800/768M running under Linux.
In all cases we have repeated three times each execution and the best one was
selected.

5 Conclusions

We have exposed the development of an efficient functional program for com-
puting Gröbner bases of a set of multivariate polynomials, assuring that some
relevant properties hold in the program.

We suggest to develop programs using a side-effect free language, a functional
language for instance, where tools like equational reasoning make sense. Proofs
of properties have been carried out both in an informal and exhaustive style (on
Caml programs), and in (with the help of) the Coq proof assistant.

Elaboration of proofs is based on the syntactic structure of the program.
Complex proofs are carried out with help of auxiliary laws.

The developments are kept as general as possible. Different reusable modules
are implemented as, for example, an efficient multivariate polynomial library.

Program efficiency is taken into account. Sometimes two different versions
of a function are implemented: one efficient, the other simple, proving their
equivalence. Canonical representations that allow us to use syntactical equality
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and efficient algorithms are used. Formalizing the canonical representation of
polynomials is not complex, but we run into dificulties when defining operations
which become more complicated causing more complex and tedious proofs.

Formal methods are not intended to provide absolute reliability, but to in-
crease software reliability. Formal methods can be used to improve the design
of systems, its efficiency, and to certify its correctness. It is often difficult to
apply formal methods to a whole system. As future work, we should look for
compositional techniques.

We think that the future of program verification heads for a general proposal:
to obtain certified software libraries.
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Abstract. The overall computing power available today has made pos-
sible for small enterprises and laboratories to develop applications that
need big amounts of storage. This storage has traditionally been expen-
sive, using propietary technologies. With the recent increase in storage
space of cheap IDE and SCSI disks it is now possible to build a cluster
to be used as a storage solution. CheapTB is a distributed filesystem for
this environment, with an emphasys towards low cost operation rather
than performance.

1 Introduction

There are several applications that have developed in recent years which need a
great amount of storage space, often bigger than what a single workstation can
provide. Examples of this applications are the storage of digital video, scientific
experiments data or the data needed for weather forecasting.

The traditional way of solving this problem is the use of some costly storage
service, like a SAN. Business which sell those systems often include maintenance
so it is an adequate solution for companies and research centers without budget
constraints. However, these big costs make it impossible for small business or
research labs to afford them.

As the storage capacity of IDE and SCSI disk grows it is increasingly possible
to put several disks in one machine. A cluster of these machines can be used as
a storage service. The cost of a storage cluster like the one described is much
lower than that of a SAN solution, although performance will also be lower.
Still, there are many applications which need high storage space that don’t have
critical requirements in throughput or latency.

A distributed filesystem is needed to use all of the space offered by the disks
as if it was a single disk. In CheapTB several features were required:

1. It should be accessible through some standard network filesystem protocol,
like NFS[2,3] or SMB[4].

2. It should translate these accesses in data retrievals or data storage in the
different disks the system has.

3. It must manage access to the disks in all of the storage nodes.

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 121–130, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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As CheapTB controls the way data is stored in the cluster, it can control
power usage by the system powering off disks and machines which are not in use.
This makes the system cheaper to operate, and it probably makes the machines
last longer.

Although it is possible to shut down machines in the cluster which are not in
use, at least a control node must always remain on to answer to external requests.
This node will be the same that translates external requests into accesses to the
different nodes, as it must know where all the data is in order to know which
machines must be powered on to answer an external request.

2 Context

There are several projects which have similar goals to CheapTB.
The google filesystem[5] uses a similar structure to CheapTB. There is a

central node which keeps metainformation, and a big number of servers that store
data in cheap disks. All request go through the master node. The main differences
are the block size, which is 64Mb in GoogleFs, and that the API for applications
is a library instead of common network protocols as it is in CheapTB. This
makes sense for google since most of their applications are developed in-house.
This way they can also design the API towards their most common operations,
that will be reading sequentially and appending. Most of the metadata is kept
in the storage nodes instead of in the control node. This is not practical in
CheapTB as most of the time the storage nodes will be powered off.

Frangipani[7] is a distributed filesystem which also uses the concept of a vir-
tual block device called petal[8]. This virtual block device is a bit different from
the one in Cheaptb, as it is not a composition of other virtual block devices.
However, frangipani works with several nodes managing the filesystem, and syn-
chronizes them storing the metadata in petal. CheapTB keeps metadata in a
control node to be able to power data storage nodes off.

GPFS[6] is a filesystem by the IBM Almaden Research Center. This filesys-
tem works in a shared disk environment, where several disks are used by servers
connected to them with some switching fabric. This means that this filesystem re-
quieres some expensive hardware to run on. It is optimized for high performance
storage, even on concurrent accesses to the same file. However, this filesystem
requires hardware that is not easily affordable.

3 Design

3.1 Software Architecture

The system has three layers as shown on figure 1:

1. Client Interface: The system has a common API to which protocol adapters
may be plugged. For example, NFS and SMB adapters have been developed
for the system.
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Virtual Block Device

CheapTB FileSystem

Posix API

SMB AdapterNFS Adapter GASS Adapter

Fig. 1. CheapTB Architecture

2. File System: The file system manages the information about all the stored
files and directories. This layer of the system must keep the consistence of
the stored data to concurrent requests by clients.

3. Virtual Block Device: This device shows all the storage space in the different
disks and machines appear as a single disk to the file system. The filesystem
doesn’t need to know where the data is nor how to transfer and store it.

The file system is the layer that warrants the coherence of the stored infor-
mation. The metainformation is stored in a distributed database to make it easy
for different nodes to access it.

3.2 Block Device

The block device hides all the storage nodes and disks and makes them appear
as a single device to the upper layers. This way the filesystem doesn’t need to
know the distribution of the storage space available. It also makes the system
independent of the storage media used.

There are two types of servers as it can be seen in figure 2:

1. Aggregators: The aggregators group the space made available by several
block devices and make them appear as a single device. Using different ag-
gregators the way the data is distributed in the cluster may be changed, or
backup copies may be created.

2. Drivers: Drivers know how to store data in a certain kind of storage device,
for example a disk, a tape or a file in a filesystem.

The servers must offer several services to the upper layers:

1. Writing and Reading Blocks.
2. Turning on and off a device.
3. Getting information about the device.
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Disk Disk Disk Disk

Aggregator

Storage
Node

Disk Disk Disk Disk

Aggregator

Storage
Node

Disk Disk Disk Disk

Aggregator

Storage
Node

Interface
Node

Aggregator

Node Node Node

Fig. 2. Block Device Architecture

The possibility of using different aggregators helps to adapt the system to
different situations. If efficiency is preferred over powersaving, the data may be
aggregated using stripping. To save power, data is stored sequentially so that
accesses will be localized in a set of disks.

3.3 File System Description

The CheapTB file system lays between the network protocol adapters and the
block devices. The previous level offered an interface that looked like a block
device. This level will offer a filesystem API to the protocol adapters.

The filesystem has several subsystems (that can be seen in figure 3) which
perform all the different tasks the filesystem is responsible of:

1. Namespace Manager, which keeps information about the directory structure.
2. File Descriptor Manager, that manages access to file descriptors, and keeps

copies in memory of the inodes of the open files. It also keeps the open mode
and the current access offset.

Fig. 3. File System Architecture
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3. Inode Manager, which stores the inodes and the information needed to trans-
late file block numbers (relative to file start) to disk offsets (relative to disk
start).

4. Space Manager, that stores information about disk usage and manages the
allocation and frees of disk blocks.

Metadata is stored in the control node and does not use the space in the
storage nodes.

FileSystem API. Among the goals of CheapTB is the possibility of building
adapter to allow its use with any protocol deemed necessary. To make it easy to
develop adapters the filesystem has a common API to all of them.

As there are free implementations of the most commonly used protocols,
it would be desirable to make them adaptable for CheapTB. The way this is
achieved is offering an API similar to the one these servers are alredy using.
CheapTB runs on Unix machines, so the interface is based on the part of the
POSIX[1] standard that defines the API to the filesystem.

This API, as most of CheapTB, is implemented in Erlang in order to make
coding servers in Erlang easier. This is good for building servers for scratch, as
coding in Erlang is generally faster than in imperative languages.

As most network filesystem servers are generally coded in C, there is a C
wrapper for the Erlang API. This wrapper provides an easy way to use existing
servers whith CheapTB.

Protocol Adapters. Protocol adapters are the external interface of CheapTB.
They provide access to CheapTB through some common protocol like NFS[2,3]
or SMB[4]. The goal is that CheapTB may be used by a wide range of clients
without needing to install additional software. The use of an API similar to
POSIX makes adding new protocol adapters easily as they are needed. Free
implementations for this protocols may be used.

To give access to CheapTB through NFS a NFSv2 implemented in Erlang
was used. As it expected an API similar to POSIX it was easy to adapt. Most
of the calls were just swapped for a CheapTB equivalent.

Another protocol adapter was implemented for SMB, using Samba. Samba
is a SMB server for Unix systems. One of its features is its virtual file sys-
tem, which lets an external module catch the calls to the filesystem. Using
this vfs the accesses to disk were changed to calls to the C Wrapper of the
CheapTB API.

Power Management. One of the goals of CheapTB is to minimize power con-
sumption powering off disks and nodes that are not going to be used for a while.
The approach used to manage power consumption is to distribute responsibility
between the filesystem and the virtual block device.

The filesystem knows which blocks are likely to be used at a given time
because it has it in the open file table and in the tables that translate file blocks
to disk blocks. Using this information the filesystem can tell the virtual block
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device which blocks should be ready to be used soon. The virtual block device
may power off disks and nodes which do not have blocks in use for a while.

The virtual block device knows how to power on and off disks and nodes.
It does so either by doing it itself, or delegating it in another block device it
aggregates. Using the information provided by the filesystem the virtual block
device can decide which nodes may be turned off at a given time. When the
filesystem notifies the virtual block device that some block may be used soon,
the virtual block device will turn on the disks and nodes where they are stored.

As most reads are sequential the filesystem can notify the virtual block device
in advance of the blocks that will be used. This way the disks and nodes will be
powered on and off as the reads advance through the file.

4 Performance

The filesystem was tested using several common operations with different files
and records sizes 1. The test was done using three machines. Two of them had
a virtual block device which aggregates two files of 2GB each. The total test
space was 8 GB. The other machine had the filesystem and the samba server
used as the interface of the system. All were connected with a 100Mbps ethernet
switched network.

The iozone software was used to perform this test. Iozone is a filesystem
performance measurement tool.
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Fig. 4. Writing Throughput With a 16Mb file

4.1 Sequential Writing

Several tests were performed writing to a file sequentially through CheapTB. The
files used ranged from 64 Kbytes to 512 Mbytes, and were read using records
with sizes from 4 Kbytes to 16 Mbytes. In most cases the throughput grows until
the record size reaches the block size (8 Kb).
1 A record in this context is the size of the buffer used in each operation with the

filesystem.
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The test for 16Mb files can be seen in figure 4.
The result just shows that the virtual block device doesn’t cache data. Perfor-

mance would be mostly constant if there was a block cache because data would
only be read from storage nodes once.

Better performance could be achieved if the system was not implemented
using adapters. The adapters introduce an additional layer for the traffic of data
in the system. In the special case of adapters implemented using the C Wrapper
performance is slowed by the need of copying the data between the C program
and Erlang.

4.2 Random Writing

In this test the writes to the files are not sequential but random. Any part of the
created file may be accessed. Performance, as seen in figure 5 is however similar
to sequential writing. This happens due to two reasons:

1. Writing of full blocks is as fast randomly as sequentially because no previous
reading of the block is needed.

2. Writing of data is asynchronous, the system doesn’t wait for the operation
to complete.
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Fig. 5. Throughput in random writing

4.3 Sequential Reading

Reading performance was tested similarly to writing. The files previously created
for the writing test were read to test filesystem performance. As it can be seen
in figure 6 reading is slower until the record size is the same as the block size.
Again, this could be enhanced using a block cache.

Performance is worse for reading than for writing. This is due to the need to
read the block from the machines that store them synchronously while there is
no need in writes to wait for the data to be sent to storage.

The cache could also help performance here because it would make reading
blocks in advance possible. As most of the lost performance comes from the time
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Fig. 8. Throughput in random reads

the request must wait for the data to arrive, reading data before using it would
make it possible to put performance in the same levels as for writes.

Reading performance isn’t affected by file size. Increasing file size doesn’t
cause a decrease in performance as shown in figure 7.



CheapTB: A Low Cost of Operation Distributed Filesystem 129

4.4 Random Reading

As there is no read ahead of block in CheapTB, random reading performance
is a bit higher than sequential reading. The figure 8 shows this. This is because
random reading may read the same block twice in the same test, which would
hit the buffer cache of the filesystem. Reading blocks in advance would make
performance higher for sequential reading, but it would hurt performance for
random reading.

4.5 Concurrent Access

The concurrent access was tried with several proccesses writing to disk at once.
The results can be seen in figure 9. Total throughput was constant through the
test because the Posix API is serialized in CheapTB, and performance is likely
to be independent of the number of proccesses.
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Fig. 9. Total throughput in concurrent writes

5 Conclusions

There are a set of unique points in CheapTB that are not seen in other infor-
mation storage systems. The power management makes it possible to have a big
cluster of machines without having it on at all times. As CheapTB is targeted to
small bussines and laboratories, this is likely to be a good feature for them. The
problem with power management is that it makes more difficult to have more
information distributed. This is so because storage nodes cannot be trusted to
hold data which may be needed at any time. The pratical effect is that a node
must have the task of keeping metadata at all times.

CheapTB is completely implemented in userspace. This is not usual in simi-
lar systems, and makes it easier to debug at the cost of a loss of eficiency. The
protocol adapters give flexibility in the access to the data, but also loosing ef-
ficiency. However, the possibility of using CheapTB without needing to install
aditional software is something that helps making an installation easier.
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There are several optimizations that could be made to the system if perfor-
mance turned out to be a problem.
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Abstract. We describe a novel approach to spelling correction applied
on technical documents, a task that requires a number of especific
properties such as efficiency, safety and maintenance. In opposite to
previous works, we explore the region close to the point at which the
recognition halts, gathering all relevant information for the repair process
in order to avoid the phenomenom of errors in cascade. Our approach
seems to reach the same quality provided by the most performance classic
techniques, but with a significant reduction on both time and space costs.

1 Introduction

Although much effort has gone into the problem of spelling error correction over
the years, the devising estrategies remains a research challenge, and even there is
a renewal interest on it due to the increasing amount of available information in
electronic format or placed on line. In particular, spelling correction is a critical
task in dealing with the elaboration of technical documents, for which efficiency,
safety and maintenance are properties that cannot be negligented.

In opposite to fully automatic correction [4], most commercial systems assist
users by offering a set of candidate corrections that are close to misspelled word.
This allows to avoid wrong interpretations in a field where the meaning of
a word cannot often be approximately defined and the semantic relations in
the vocabulary are very strict. At this point, any technique allowing the repair
process to reduce the number of candidates considered for correction translates
in an improved efficiency and maintenance, that should not have side effects on
safety. In order to get this last, we focus on limit the size of the repair region in
the word, in contrast to previous proposals considering a global one.

2 The Operational Model

Our aim is to parse a word w1..n = w1 . . . wn according to a rg G = (N, Σ, P, S).
We denote by w0 (resp. wn+1) the position in the string, w1..n, previous to
� Research supported by the Spanish Government under projects TIN2004-07246-C03-

01, TIN2004-07246-C03-02 and HP2002-0081, and the Autonomous Government of
Galicia under projects PGIDIT03SIN30501PR and PGIDIT02SIN01E.
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w1 (resp. following wn). We generate from G a numbered minimal acyclic
finite automaton for the language L(G). A finite automaton (fa) is a 5-tuple
A = (Q, Σ, δ, q0 ,Qf ) where: Q is the set of states, Σ the set of input symbols,
δ is a function of Q × Σ into 2Q defining the transitions of the automaton, q0
the initial state and Qf the set of final states. We denote δ(q, a) by q.a, and
we say that A is deterministic iff | q.a |≤ 1, ∀q ∈ Q, a ∈ Σ. The notation
is transitive, q.w1..n denotes the state (n−2. . . (q.w1) n−2. . . ).wn. As a consequence,
w is accepted iff q0.w ∈ Qf , that is, the language accepted by A is defined as
L(A) = {w, such that q0.w ∈ Qf}. A fa is acyclic when the underlying graph
it is. We define a path in the fa as a sequence of states {q1, . . . , qn} , such that
∀i ∈ {1, . . . , n− 1}, ∃ai ∈ Σ, qi.ai = qi+1.

In order to reduce the memory requirements, we apply a minimization
process [2]. In this sense, we say that two fa’s are equivalent iff they recognize the
same language. Two states, p and q, are equivalent iff the fa with p as initial state,
and the one that starts in q recognize the same language. An fa is minimal iff no
pair in Q is equivalent. Although the standard recognition is deterministic, the
repair one could introduce non-determinism by exploring alternatives associated
to possibly more than one recovery strategy. So, in order to get polynomial
complexity, we avoid duplicating intermediate computations in the repair of
w1..n ∈ Σ+, storing them in a table I of items, I = {[q, i], q ∈ Q, i ∈ [1, n+1]},
where [q, i] looks for the suffix wi..n to be analyzed from q ∈ Q.

We describe our proposal using parsing schemata [7], a triplet 〈I,H,D〉, with
H = {[a, i], a = wi} an initial set of items called hypothesis that encodes the
word to be recognized1, and D a set of deduction steps that allow to derive items
from previous ones. These are of the form {η1, . . . , ηk � ξ /conds}, meaning that
if all antecedents ηi are present and the conditions conds are satisfied, then the
consequent ξ is generated. In our case, D = DInit ∪ DShift, where:

DInit = {� [q0, 1]} DShift = {[p, i] � [q, i + 1] /∃[a, i] ∈ H, q = p.a}
The recognition associates a set of items Sw

p , called itemset, to each p ∈ Q;
and applies these deduction steps until no new application is possible. The word
is recognized iff a final item [qf , n + 1], qf ∈ Qf has been generated. We can
assume, without lost of generality, that Qf = {qf}, and that exists an only
transition from (resp. to) q0 (resp. qf ). To get this, we augment the fa with two
states becoming the new initial and final states, and relied to the original ones
through empty transitions, our only concession to the notion of minimal fa.

3 Spelling Correction

We talk about the error in a portion of the word to mean the difference between
what was intended and what actually appears in the word. So, we can talk about
the point of error as the point at which the difference occurs.

In this context, a repair should be understood as a modification on the input
string allowing the recognizer both, to recover the standard process and to avoid
1 A word w1...n ∈ Σ+, n ≥ 1 is represented by {[w1, 1], [w2, 2], . . . , [wn, n]}.
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the phenomenom of cascaded errors, that is, errors precipitated by a previous
erroneous repair diagnostic. That is, precisely, the goal of the notion of regional
repair defined in [10], which we succintly introduce now.

Given that we work with acyclic fas, we can consider a simple order relation
between two states, p and q, in such a way that p < q iff exists a path in the
fa from p to q. We say that a pair of states (p, q) is a region in the fa when
it defines a sub-automaton with initial (resp. final) state in p (resp. q). So, we
say that a state r is in the region defined by the pair (p, q), denotated by Rq

p, iff
there exists a path ρ in Rq

p, such that r ∈ ρ. Given r ∈ Q, it can be proved that
there exists an only minimal region in the fa containing it.

To begin with, we assume that we are dealing with the first error detected.
We extend the initial estructure of items, as a pair [p, i], with an error counter
e; resulting in a new estructure of the form [p, i, e]. For a given point of error,
wj , we locate the associated point of detection, defined as the source of the
minimal region, M(wj) = Rq

p, containing wj . Associated to the point of error,
wj , (resp. point of detection, wi) we consider the corresponding error (resp.
detection) item iff is of the form [q, j] (resp. [p, i]). To filter out undesirable
repairs, we introduce criteria to select those with minimal cost. For each a, b ∈ Σ
we assume insert, I(a); delete, D(a), replace, R(a, b), and transpose, T (a, b),
costs. Once the detection item has been fixed, we apply from it the deduction
steps Derror = DShift∪DInsert

error ∪DDelete
error ∪DReplace

error ∪DTranspose
error , defined as follows:

DShift = {[p, i, e] � [q, i + 1, e], ∃[a, i] ∈ H, q = p.a}
DInsert

error = {[p, i, e] � [p, i + 1, e + I(a)]}
DDelete

error = {[p, i, e] � [q, i, e + D(wi)]
/M(q0.w1..j) = Rqd

qs

p.wi = q ∈ Rqd
qs or q = qd

}

DReplace
error = {[p, i, e] � [q, i + 1, e + R(wi, a)],

/M(q0.w1..j) = Rqd
qs

p.a = q ∈ Rqd
qs or q = qd

}

DTranspose
error = {[p, i, e] � [q, i + 2, e + T (wi, wi+1)]

/M(q0.w1..j) = Rqd
qs

p.wi+1.wi = q ∈ Rqd
qs or q = qd

}

where w1..j looks for the current point of error. Note that, in any case, the error
hypotheses apply on transitions behind the repair region. The process continues
until a repair covers that region, accepting a character in the remaining string.
To avoid the generation of items only differenciated by the error counter, we
apply a principle of optimization, saving only for computation purposes those
with minimal counters.

When the current repair is not the first one, it can modify a previous repair
in order to avoid cascaded errors, by adding the cost of the new error hypotheses
to profit from the experience gained from previous ones. This allows us to get,
in a simple manner, an asymptotic behavior close to global repair methods [10].
The time complexity is, in the worst case

O(
n!

τ ! ∗ (n− τ)!
∗ (n + τ) ∗ 2τ ∗ fan-outτμ)

where τ and fan-outμ are, respectively, the maximal error counter computed and
the maximal fan-out of the automaton in the scope of the repairs considered.
The input string is recognized iff a final item [qf , n+1, e], qf ∈ Qf , is generated.
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4 The Experimental Frame

Our aim now is to validate the practical interest of our proposal in relation to
classic global repair strategies. We think that this is an objective criterion since
the point of reference is a technique that guarantees the best quality for a given
error metric when all contextual information is available.

4.1 The Running Language

Our running language is Spanish, with a great variety of morphological processes,
making it adequate for our description. The most outstanding features are to
be found in verbs, with a highly complex conjugation paradigm, including nine
simple tenses and nine compound tenses, all of which have six different persons.
If we add the present imperative with two forms, the infinitive, the compound
infinitive, the gerund, the compound gerund, and the participle with four forms,
then 118 inflected forms are possible for each verb. In addition, irregularities are
present in both stems and endings. So, very common verbs, such as hacer (to
do), have up to seven different stems: hac-er, hag-o, hic-e, har-é, hiz-o, haz,
hech-o. Approximately 30% of Spanish verbs are irregular, and can be grouped
around 38 different models. Verbs also include enclitic pronouns producing
changes in the stem due to the presence of accents: da (give), dame (give me),
dámelo (give it to me). We have considered forms with up to three enclitic
pronouns, like tráetemelo (bring it for you and me). There exist some highly
irregular verbs that cannot be classified in any irregular model, such as ir (to
go) or ser (to be); and others include gaps in which some forms are missing or
simply not used. For instance, meteorological verbs such as nevar (to snow) are
conjugated only in third person singular. Finally, verbs can present duplicate
past participles, like impreso and imprimido (printed).

This complexity extends to gender inflection, with words considering only
one gender, such as hombre (man) and mujer (woman), and words with the
same form for both genders, such as azul (blue). In relation to words with
separate forms for masculine and feminine, we have a lot of models: autor,
autora (author); jefe, jefa (boss); poeta, poetisa (poet); rey, reina (king)
or actor, actriz (actor). We have considered 20 variation groups for gender.
We can also refer to number inflection, with words presenting only the singular
form, as estrés (stress), and others where only the plural form is correct, as
matemáticas (mathematics). The construction of different forms does not involve
as many variants as in the case of gender, but we can also consider a certain
number of models: rojo, rojos (red); luz, luces (light); lord, lores (lord) or
frac, fraques (dress coat). We have considered 10 variation groups for number.

4.2 The Corpus

We choose to work with the Itu corpus2, the main collection of texts about
telecommunications. In particular, we have considered a sub-corpus of 17.423
2 For International Telecommunications Union CCITT Handbook.
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Fig. 1. Statistics on the lexicon

words that have been used as a part of the support for the Crater project [1].
The recognizer is a finite automaton (fa) containing 11.193 states connected by
23.278 transitions built from Galena [3]. The distribution, in terms of lengths
of the words dealt with, is shown in Fig. 1.

For each length-category, errors have been randomly generated in a number
and position for the first error in the input string that are shown in Fig. 2. This is
of importance since, as the authors claim, the performance of previous proposals
depend on these factors, which has no practical sense. No other dependencies,
for example in terms of lexical categories, have been detected at morphological
level and, therefore, they have not been considered.

In this context, our testing framework seems to be well balanced, from
both viewpoints operational and linguistic, in order to estimate the practical
performance of error repair algorithms on fa architectures. It only remains
to decide what repair algorithms will be tested. We choose to compare our
proposal with the Savary’s global approach [6], an evolution of the Oflazer’s
algorithm [5] and, in the best of our knowledge, the most efficient method of
error-tolerant look-up in finite-state dictionaries. The comparison has been done
from three complementary viewpoints: the size of the repair region considered,
the computational cost and the quality exhibed.

4.3 The Computational Cost

Practical results are compiled in Fig. 2, using as unity to measure the
computational effort the concept of item previously defined. In order to take the
edit distance [5] as the error metric for measuring the quality of a repair, it is
sufficient to consider discrete costs I(a) = D(a) = 1, ∀a ∈ Σ and R(a, b) =
T (a, b) = 1, ∀a, b ∈ Σ, a �= b. We here consider two complementary approaches
illustrating the dependence on both the position of the first point of error in the
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Fig. 2. Number of items generated in error mode
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Fig. 3. Number of items generated in error mode. Logarithmic scale.

word and the length of the suffix from it. So, in any case, we are sure to take into
account the degree of penetration in the fa at that point, which determines the
effectiveness of the repair estrategy. In effect, working on regional methods, the
penetration determines the number of regions in the fa including the point of error
and, as a consequence, the possibility to consider a non-global resolution.

In order to clearly show the detail of the tests on errors located at the end
of the word, which is not easy to observe from the decimal scale of Fig. 2, we
include in Fig. 3 the same results using a logarithmic scale. So, both graphics
perfectly illustrate our apportation, in terms of computational effort saved, from
two viewpoints which are of interest in real systems: First, our proposal shows
in practice a linear-like behavior, in opposite to the Savary’s one that seems
to be of exponential type. In particular, this translates in an essential property
in industrial applications, the independence of the the time of response on the
initial conditions for the repair process. Second, in any case, the number of
computations is significantly reduced when we apply our regional criterion.

4.4 The Performance

However, statistics on computational cost only provide a partial view of the
repair process that must also take into account data related to the performance
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from both the user’s and the system’s viewpoint. In order to get this, we have
introduced the following two measures, for a given word, w, containing an error:

performance(w) =
useful items
total items

recall(w) =
proposed corrections

total corrections

that we complement with a global measure on the precision of the error repair
approach in each case, that is, the rate reflecting when the algorithm provides
the correction attended by the user. We use the term useful items to refer to the
number of generated items that finally contribute to obtain a repair, and total
items to refer to the number of these structures generated during the process.
We denote by proposed corrections the number of corrections provided by the
algorithm, and by total corrections the number of possible ones, absolutely.

These results are shown in Fig. 4, illustrating some interesting aspects in
relation with the asymptotic behavior we want to put into evidence in the
regional approach. So, considering the running example, the performance in our
case is not only better than Savary’s; but the existing difference between them
increases with the location of the first point of error. Intuitively this is due to
the fact that closer is this point to the beginning of the word and greater is the
number of useless items generated in error mode, a simple consequence of the
higher availability of different repair paths in the fa when we are working in
a region close to q0. In effect, given that the concept of region is associated to
the definition of corresponding source and drain points, this implies that this
kind of regions are often equivalent to the total one since the disposition of these
regions is always concentric. At this point, regional and repair approaches apply
the same error hypotheses not only on a same region, but also from close states
given that, in any case, one of the starting points for these hypotheses would be
q0 or a state close to it. That is, in the worst case, both algorithms converge.

The same reasoning could be considered in relation to points of error
associated to a state in the recognition that is close to qf , in order to estimate the
repair region. However, in this case, the number of items generated is greater
for the global technique, which is due to the fact that the morphology of the
language often results on the generation of regions which concentrate near of qf ,
a simple consequence of the common derivational mechanisms applied on suffixes
defining gender, number or verbal conjugation groups. So, it is possible to find a
regional repair just implicating some error hypotheses from the state associated
to the point of error or from the associated detection point and, although this
regional repair could be different of the global one; its computational cost would
be usually minor.

A similar behavior can be observed with respect to the recall relation. Here,
Savary’s algorithm shows a constant graph since the approach applied is global
and, as consequence, the set of corrections provided is always the entire one
for a fixed error counter. In our proposal, the results prove that the recall is
smaller than for Savary’s, which illustrates the gain in computational efficiency
in opposite to the global method. Related to the convergence between regional
and global approaches, we must again search around points of detection close to
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Fig. 4. Performance and recall results

the beginning of the word, which often also implies repair regions be equivalent
to the total one and repairs starting around of q0, such as is illustrated in Fig. 4.

However, in opposite to the case of performance, we remark that for recall
the convergence between global and regional proposals seems also extend to
processes where the point of error is associated to states close to qf , that is,
when this point is located near of the end of the word. To understand this, it
is sufficient to take into account that we are not now computing the number of
items generated in the repair, but the number of corrections finally proposed.
So, given that closer to the end of the word we are and smaller is the number of
alternatives for a repair process, both global and regional approaches converge
also towards the right of the graph for recall.

Finally, the regional (resp. the global) approach provided as correction the
word from which the error was randomly included in a 77% (resp. 81%) of
the cases. Although this could be interpreted as a justification to use global
methods, it is necessary to remember that we are now only taking into account
morphological information, which has an impact in the precision for a regional
approach, but not for a global one that always provide all the repair alternatives
without exclusion. So, the consideration of the precision concept represents, in
the exclusive morphological context considered, a clear disadvantage for our
proposal since it bases its efficiency in the limitation of the search space. We
attend that the integration of linguistic information from both, syntactic and
semantic viewpoints will reduce significantly this gap, less than 4%, around the
precision; or even will eliminate it.

5 Conclusion

We have illustrated how a least-cost regional error repair technique can be
applied to the task of spelling correction on technical texts, a field where
isolated-word estrategies can be preferable to context-sensitive ones and, as a
consequence, morphological aspects strongly impact the performance.

Our proposal adapts to any fa-based frame and no particular requeriments
are needed to put it into running. The system was evaluated against a set
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of texts artificially generated from the itu corpus in telecommunications, and
preliminary results seem to indicate that the system can be used for removing
many of the lexical errors in the input of a technical document.
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1 Introduction

As software based critical systems are now becoming widely deployed, it is a crucial
development task to analyse whether such systems will survive the inevitable faults (in
hardware, in network links, in software components) that occur. However, this remains
very difficult. It is hard to develop realistic failure models for simulation and testing
(often the environment characteristics are not fully known), and to test and simulate
for all possible faults would be very time consuming. Consequently, here is an area
where there is a need for formal verification. But that too is hard. Most earlier work on
verifying fault-tolerance target a single application only, are ad-hoc, and do not provide
a reusable verification method. In this paper, instead, we propose a verification method
based on model checking, that, since it addresses programs developed using higher-
level design patterns which address fault-tolerance in a structured way, can be reused
for a large set of such applications.

Erlang is a programming language developed at the Ericsson corporation for im-
plementing telecommunication systems [1]. It provides a functional sub-language, en-
riched with constructs for dealing with side effects such as process creation and inter–
process communication. Today many commercially available products offered by Eric-
sson are at least partly programmed in Erlang. The software of such products is typi-
cally organised into many, relatively small, source modules, which at runtime execute
� The second author was supported by an ERCIM grant and a Spanish Governmental Grant from

the Ministerio de Educación Y Ciencia, with reference SB2004–0195

Abstract. In this paper we target the verification of fault tolerant aspects of
distributed applications written in the Erlang programming language. Erlang
programmers mostly work with ready-made language components. Our approach
to verification of fault tolerance is to verify systems built using a central
component of most Erlang software, a generic server component with fault
tolerance handling.

To verify such Erlang programs we automatically translate them into processes
of the μCRL process algebra, generate their state spaces, and use a model
checker to determine whether they satisfy correctness properties specified in the
μ-calculus.

The key observation of this paper is that, due to the usage of these higher-
level design patterns, the state space generated from a Erlang program, even with
failures occurring, is relatively small, and can be generated automatically.

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 140–149, 2005.
c© Springer-Verlag Berlin Heidelberg 2005

.



as a dynamically varying number of processes operating in parallel and communicating
through asynchronous message passing. The highly concurrent and dynamic nature of
such software makes it particularly hard to debug and test. We therefore explore the
alternative of software verification based on a formal proof system.

A key feature of the systems for which Erlang was primarily created is fault-tolerance.
Switching systems should provide an acceptable level of service in the presence of
faults. Erlang implements fault-tolerance in a simple way. Links between two processes
A and B can be set up so that process B is notified of the termination of process A and
vice versa. The default behaviour of a process that is informed of the abnormal termi-
nation (e. g., due to an exception) of another process is to terminate abnormally itself,
although this behaviour can be modified. This process linking feature can be used to
build hierarchical process structures where some processes are supervising other pro-
cesses, for example restarting them if they terminate abnormally.

We start, in Section 2, by explaining the software components that are used to build
quality Erlang software. The basic mechanisms for error handling in Erlang are de-
scribed in Section 3. In Section 4, we describe how the generic server component of
Erlang is extended with fault tolerance, and the actual translation from Erlang to μCRL
is given in Section 5. The checking of correctness properties of fault-tolerant systems is
discussed in Section 6, where as an example we analyse mutual exclusion and starvation
properties of a server implementing a locking service for a number of client processes.

A key aspect of the Erlang approach to development is the use of design patterns (pro-
vided by Erlang/OTP) which are encapsulated in terms of generic components. This
approach simplifies the development cycle, as well as our verification of fault-tolerance.

Erlang/OTP provides a convenient component, the generic server, for programming
server processes. A server is a process that waits for a message from another process,
computes a response message and sends that back to the original process. Normally
the server will have an internal state, which is initialised when starting the server and
updated whenever a message has been received.

The behaviour module (gen server) implements the common parts of a generic
server process, providing a standard set of interface functions, for example, the func-
tion gen server:call for synchronous communication with the server. The specific
parts of the concrete client-server system are given in a call-back module.

We illustrate the functionality provided by the generic server component using a
server in Figure 1 which also serves to introduce the concrete Erlang syntax. Informally
the server implements a locking facility for a set of client processes. A client can acquire
the lock by sending a request message, and release it using a release message.

Names of functions and atoms begin with a lowercase letter, while variables begin
with an uppercase letter. The usual data types are provided, e.g., lists, tuples (enclosed
in curly braces) and numbers. Matching a value against a sequence of patterns, which
happens in function applications and in the case expression, is sequential.

A programmer that uses the generic server component essentially has to provide
two functions: init which is invoked when the generic server starts, and which should

2 Erlang Components
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init(A) -> {ok,[]}.

handle_call(request, Client, Pending) ->
case Pending of

[] -> {reply, ok, [Client]};
_ -> {noreply, Pending ++ [Client]}

end;
handle_call(release, Client, [_|Pending]) ->

case Pending of
[] -> {reply, done, []};
_ -> gen_server:reply(hd(Pending), ok), {reply, done, Pending}

end.

Fig. 1. The source code of an Erlang generic server

return the initial state of the server (the empty list in the example), and handle call
which is invoked when a call is made to the generic server, and a reply is expected by
the caller. The handle call function is invoked with three arguments, the message
submitted in the call, a value that is used to reply to the message, and the current state of
the generic server. It returns the new state of the server upon completion. The processing
of calls by a generic server is sequential, i.e., there are never concurrent invocations of
the callback functions; a generic server thus offers a convenient way of controlling the
amount of concurrency in an application and of protecting the state of the server.

In the example the server may be called with a request or a release message.
If the message is a request, and if Pending is the empty list, it replies to the caller
with the atom ok, and the new state of the server is [Client]. If Pending is not
empty, then the reply is postponed (until more messages arrive) and the new state of the
server is obtained by adding Client to the end of Pending. In case of a release,
the server may issue a reply to the waiting caller, using gen_server:reply.

Client processes use a uniform way of communicating with the server; when a re-
ply is expected they issue a call gen_server:call(Locker, Message) where
Locker is the process identifier of a generic server. The client process suspends until
a value is returned by the server.

Note that the semantics of communication using the generic server component is
less complex that the communication paradigm of the underlying Erlang language.
Generic servers always receive messages sequentially, i.e., in FIFO (first-in first-out)
order. Erlang processes in contrast can potentially receive messages sent to them in ar-
bitrary order. Thus by focusing on the higher-level components, rather than the under-
lying language primitives, our verification task becomes easier (concretely, state spaces
are reduced). We will see the same thing happening when considering fault tolerance.

In Erlang, bidirectional links are created between processes by invoking the link func-
tion with the process identifier of the process to link to as argument. There is also a
function spawn link which atomically both spawns a new process, and creates a
bidirectional link to it.

3 Fault-Tolerance in Erlang
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Terminating processes will emit exit signals to all linked processes. Erlang distin-
guishes between normal process termination (the toplevel function of the process re-
turned a value) from abnormal process termination (e.g. a runtime error such as attempt-
ing to divide by zero). If a process terminates abnormally, linked process will by default
terminate abnormally as well. However, a linked process can trap exit such exit signals,
and thus escape termination, by calling process_flag(trap_exit,true).

In this case, when an exit signal reaches the process it is transformed into an exit
message and delivered to the process mailbox like any other message. Exit messages
are of the form {’EXIT’,Pid,Reason}, with Pid the process identifier of the pro-
cess that terminated, and Reason the reason for termination. If a process terminates
normally Reason is equal to normal.

This basic mechanism of Erlang for error handling is exploited by the Erlang generic
server behaviour in order to build fault-tolerant client-server systems. The Erlang pro-
grammer that implements a server process using the generic server component has to
take several possible types of faults into account. First, the server itself may be faulty
and crash. Recovery should be implemented by designating a supervisor process that
restarts the server process (or takes some other corrective action).

Another error condition occurs when the server may communicate with remote
processes, or hardware devices, that can malfunction without crashing, and moreover
without generating exit signals to linked processes. Such error conditions should be
handled in a traditional manner using timeouts. We focus instead on the error con-
dition when an explicit exit signal reaches the generic server process. For the Er-
lang programmer such signals are handled by providing a new callback function,
handle_info(Signal,State) that gets passed the exit signal as argument, to-
gether with the current state of the server. The handle_info function should, sim-
ilarly to the other callback functions, either return the new state of the server or stop.
This function will be called only if no call to the server is being processed.

In the client-server applications that we want to verify using the fault-tolerant exten-
sion, the state of the server contains information about the state in which its clients are
in, for example, in the locker in Figure 1, the state of the locker reflects whether a client
is accessing a resource or whether is waiting to get access to it. If a client terminates
abnormally, the system should be able to recover gracefully without a complete restart,
i.e., the state of the server process should be cleaned up accordingly.

Our goal is to check the correctness of generic servers in the presence of crashing
clients. The class of servers that we can analyse for fault tolerance have the follow-
ing characteristics: (i) the server expects to receive an exit message whenever a linked
client crashes, and (ii) the server establishes a process link to every client that issues a
generic server call to it.

Although the above conditions may appear arbitrary, they are in fact indicative of a
class of servers that safely implement a stateful protocol between itself and its clients,
through call and reply exchanges. Thus, in a sense, these conditions give rise to a new
Erlang high-level component which refines the basic Erlang generic server component.

4 Fault-Tolerance in Generic Servers
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As an example of a fault-tolerant server let us reconsider the simple server in Fig-
ure 1. The main loop of a client that accesses the locker is given below. Every client
process sends a request message followed by a release message.

loop(Locker) ->
gen_server:call(Locker, request),
gen_server:call(Locker, release),
loop(Locker).

We implement a locker which recovers from the abnormal termination of a client
process by first adding the functions process flag and link to the call-back mod-
ule of the locker given in Figure 1 as shown below.

init(A) -> process_flag(trap_exit,true), {ok,[]}.

handle_call(request, {ClientPid,Tag}, Pending) ->
link(ClientPid),
case Pending of

[] -> {reply, ok, [Client]};
_ -> {noreply, Pending ++ [Client]}

end;

The locker process now gets linked to the clients when they request a resource. If
a client crashes, the locker will receive an exit message. As previously mentioned, exit
messages are handled by the generic server function handle info provided by the
Erlang generic server behaviour. A trivial implementation of this function just returns
the state of the server.

handle_info({’EXIT’,ClientPid,Reason},Pending) -> {noreply, Pending}.

Now, if a client process crashes immediately after sending the request message
to the locker, then the locker will process the request message before the exit signal.
If there the resource is available, then the locker will send an ok message to the client
that crashed and will put the client in the pending list. Since this client has crashed, it
cannot release the resource, therefore, all other clients requesting the resource are put
in the pending list and will eventually starve. If the resource is not available, the client
will be put in the pending list, and when the resource is available, we have the same
starving situation described before. Starvation also occurs if the client crashes while
accessing the resource and before releasing it. However, if the client crashes after re-
leasing, then the program behaves correctly. Of course, more than one client process
may crash, therefore, we need to consider all the combinations of clients crashing at
different points in the program execution. Already we can see that testing fault-tolerant
code for a simple protocol like the one presented here is quite complex. Our goal is
to use a high-level language, a process algebra, and use tools to automatically gener-
ate all these combinations and to check that key properties, deadlock-freedom, mutual
exclusion, and non-starvation, are fulfilled.

The implementation of the handle info function for the locker is given below.

handle_info({’EXIT’,ClientPid,Reason},Pending) ->
NewPending = remove(ClientPid,Pending),
case available(ClientPid,Pending) of

true -> gen_server:reply(hd(NewPending), ok),
{noreply, NewPending};
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_ -> {noreply, NewPending}
end.

remove(ClientPid,[]) -> [];
remove(ClientPid,[{ClientPend,TagPending}|Rest]) ->

case ClientPid == ClientPend of
true -> Rest;
false -> [{ClientPend,TagPending}|remove(ClientPid,Rest)]

end.

available(ClientPid,[]) -> false;
available(ClientPid,[{ClientPend,TagPending}]) -> false;
available(ClientPid,[{ClientPend,TagPending}|Rest]) -> ClientPid == ClientPend.

When the locker receives an exit message, i.e., a client process has terminated ab-
normally, then if the client is in the pending list, then it is removed from it. Moreover, if
the client was accessing the resource (i.e., it was in the head of the pending list), then,
the resource is available and therefore the locker gives access to the resource to a client
which was waiting for it. This is similar to when a client sends a release message.

In this section we briefly review the translation to μCRL of Erlang fault-tolerant client-
server systems, full details are provided in [3].

For the purpose of verification Erlang programs are translated into the μCRL pro-
cess algebra [5] by an automatic translator tool [2]. In μCRL behaviour is described
on two levels, as traditional process behaviour using the process algebra operators of
μCRL (sequencing, parallel composition, recursion, communication using synchroni-
sation, etc), and data kept by processes and exchanged in communications. Functions
can be defined over data types using rewrite rules.

The translation of Erlang mimics the separation between process behaviour and
functional behaviour present in μCRL. A pre-analysis step partitions Erlang functions
into two categories: the ones with pure functional computation, and the ones with side
effects (e.g., communication to/from a generic server). The side-effect free Erlang func-
tions are translated into μCRL functions, which are defined using a set of rewrite rules.
Thus such Erlang functions do not generate any state. In contrast the side-effect Erlang
functions are translated into μCRL processes, using the process operators.

The translation of communications with a generic server uses an intermediate buffer
process implemented in μCRL, which stores sent messages until the translated generic
server process is ready to receive them. Thus the asynchronous nature of communi-
cation in Erlang is kept in the translated code. The translation of non-tail recursive
side-effect functions uses an explicit call-stack to keep track of recursive calls.

Which processes (e.g., generic servers and clients) to translate is computed by
analysing the code for setting up the system. The generic server processes are found
by analysing which processes initially execute a function in a module with the generic
server behaviour attribute.

The fault-tolerant extension of Erlang only affects the process part of Erlang, hence,
the translation of the functional part of fault-tolerant Erlang remains the same. For the
process part, the fault-tolerant extension of Erlang assumes that a server expects to

5 Translating ault-Tolerant Systems to μCRLF
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receive an exit message in its mailbox whenever a linked client crashes, and that this exit
message is received and handled by the generic server primitive handle info. The
translation to μCRL therefore needs to take into account this implicit communication
between the client and the server, and the translation of the handle info function.

The μCRL toolset [4] is used to generate a state space from the μCRL translation.
Obviously, the state space generated for a client-server system with this client process is
larger than the one where the client cannot crash. For example, the state space generated
in a scenario with two client processes which cannot crash contains 33 states and 48
transitions, while the state space for the same scenario with crashing clients consists of
326 states and 584 transitions.

Once the labelled transition system has been generated by the μCRL toolset from the
μCRL specification (the result of translating the Erlang program), the CADP toolset is
used to check whether safety and liveness properties hold. Such correctness properties
are formulated in the regular alternation free μ-calculus [8, 7]. Informally, the modali-
ties in the logic are relaxed to sequences of actions characterised by regular expressions.

Action label are enclosed in quotes (e.g., ′crash′) and can contain wildcards (e.g.,
′. ∗ crash.∗′ matches any action that has the text string crash somewhere in its
name), ¬regaction matches any action that does not match the action regular expres-
sion regaction , regaction1∨regaction2 is disjunction. Actions can be composed using
the normal regular expression operators, i.e., | denotes alternative, ∗ zero or more oc-
curencies, . is sequencing, and − matches any action. Comments can be enclosed in
formulas using the (* comment *) notation.

Since we model crashing of client processes, actually we are introducing deadlock
states. To verify that a client-server system is deadlock-free except for the states where
all clients have crashed, we formulate a fault-tolerant version of the classical deadlock-
freedom property. The property we are interested in states that no deadlocks occurs as
long as not all the processes in the system have crashed. This property can be expressed
by explicitly stating the crash actions in the formula.

For instance, supposing there are three processes in the system. Then we define a
action sequence macro denoting the sequences containing 0, 1, or 2 crashes:

BETWEEN 0 AND 2 CRASHES() =
((¬′.∗info.∗′)∗ (* 0 crashes *) |
(¬′.∗info.∗′∗′.∗info.∗′.(¬′.∗info.∗′)∗ (* 1 crash *) |
(¬′.∗info.∗′∗.′.∗info.∗′.(¬′.∗info.∗′)∗.′.∗info.∗′.(¬′.∗info.∗′)∗))

Using the macro, the deadlock freedom property becomes:

[BETWEEN 0 AND 2 CRASHES()]〈-〉true

6 Model Checking Properties in Fault-Tolerant Systems

6.1 Deadlock Freedom
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This formula will spot the deadlocks unrelated to complete crashes of the sys-
tem. In general, for N processes in the system, one must write N-1 lines of the form
(′.∗info.∗′.(¬′.∗info.∗′)∗) in the macro above.

This example highlights the need to reconsider the properties used to verify nonfault-
tolerant systems in order to verify fault-tolerant systems. In the following two subsec-
tions we discussed how mutual exclusion and non-starvation can be verified.

The formulation of the mutual exclusion property for the non-fault-tolerant locker is
given below. To make verification easier two actions are introduced in the Erlang code
of the client to signal the entering (use) and the exiting (free) of the critical section.

BETWEEN (a1, a2, a3) = [-∗ . a1 . (¬a2)∗ . a3]false
MUTEX () = BETWEEN (′use(.∗)′,′ free(.∗)′,′ use(.∗)′)

The formula states that ’on all possible paths, after an use action, any further use
action must be preceded by an free action’. Intuitively, the formula means that if a
client process is accessing the resource, then no other client process can access it until
the resource has been freed. This formula does not hold in the state space generated for
the a scenario with two crashing clients. The CADP model checker gives the following
counter-example.

"call(locker,request,C1)"
"reply(C1,ok,locker)"
"action_use(C1)"
"info(locker,{EXIT,C1,EXIT))"
"call(locker,request,C2)"
"reply(C2,ok,locker)"
"action_use(C2)"

The counter-example shows that the mutual exclusion property is violated, since
the resource is accessed by two process clients, client 1 and client 2, without being
freed. However, the counter-example is also showing that, client 2 is accessing the re-
source after client 1 has crashed, therefore, strictly speaking, client 1 is not accessing
the resource because it is dead.

In order to show that the mutual exclusion property is verified in the fault-tolerant
first version of the locker case-study, we need to take the client crashes into account, as
is done in the property below.

FT − BETWEEN (a1, a2, a3, a4) = [-∗ . a1 . (¬a2 ∨ a3)∗ . a4]false
FT − MUTEX () = FT − BETWEEN (′use(.∗)′,′ free(.∗)′, ,′ use(.∗)′)

To illustrate the power of model checking as a debugging tool, consider the fol-
lowing erroneous implementation of the handle info function of the locker. After a
client crashes, access to the resource is given to the client that was waiting to get access
in the head of the pending list.

6.2 Mutual Exclusion
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handle_info({’EXIT’,ClientPid,Reason},Pending) ->
NewPending = remove(ClientPid,Pending),
case NewPending == [] of

false -> gen_server:reply(hd(NewPending), ok),
{noreply, NewPending};

_ -> {noreply, []}
end.

This code is correct for the case where a client crashes after obtaining access to
the resource, but it is wrong if the client crashes after releasing the resource. Testing
concurrent code is tricky, in particular, in this example, only the right combination of
more than three clients, a client crashing after releasing the resource and the other two
or more clients waiting in the pending list triggers the error in the fault-tolerant code.

As with the verification of mutual exclusion, the fault-tolerant behaviour of the system
we want to verify needs to be taken into account in order to prove the non-starvation
property. Thus, instead of the following property that checks for non-starvation of the
client C, which because of crashes is not satisfied,

NONSTARVATION (C) =
[-∗ . ′gen server :call(.∗request.∗, C)′]

μX.(〈-〉true ∧ [¬′reply(ok,C)′]X)

we use the following “fault-tolerant” one, which is satisfied by the locker:

NONSTARVATION (C) =
[-∗ . ′gen server :call(.∗request.∗, C)′]

μX.(〈-〉true ∧ [¬′reply(ok,C)′ ∨ ′info(.∗, C, .∗)′]X)

One of the aspects that makes the programming language Erlang popular among devel-
opers of business-critical systems is the inclusion of constructs to handle fault-tolerance.
Our approach to verification of such fault-tolerant systems has several components.
First, Erlang systems are translated into μCRL specifications. Next, the μCRL toolset
generates the state space from the algebraic specification, and finally, the CADP toolset
is used to check whether the system satisfies correctness properties specified in a the
alternation-free μ-calculus.

To enable analysis of fault behaviour we introduce during the translation phase to
μCRL explicit failure points in the algebraic specification, in a systematic way, where
the system processes may fail. The key observation is that, due to the usage of higher-
level design pattern that structure process communication and fault recovery, the num-
ber of such failure points that needs to be inserted can be relatively few, and can be
inserted in an application independent manner. In other words, the state spaces gener-
ated from a failure model can be generated automatically, are relatively small, and are
thus amenable to model checking.

6.3 Non- tarvation

7 Conclusions and Related Work
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We have demonstrated the approach in a case study where a server, built using the
generic server design pattern, implements a locking service for the client processes
accessing it. The server necessarily contains code to handle the situation where clients
can fail; if it did not the server would quickly deadlock. In the study we verify, using
the automated translation and model checking tool, systems composed of a server and
a set of clients with regards to crucial correctness properties such as deadlock freedom,
mutual exclusion and liveness.

The formal verification of fault-tolerant systems has been studied in several case-
studies such as e.g. [9, 10]. In contrast to our approach, they target a single application
only, are ad-hoc, and often do not provide a reusable verification method.

General models for the verification of fault-tolerant algorithms are also present in
the literature, for example [6]. The main difference with our approach is that our models
(similar to the software) are on a higher-abstraction level than those works; there is more
intelligence built-in the Erlang component programming model than in general model,
and it is interesting to see, that using such a model actually makes it easier to verify the
correctness of the solution.
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Abstract. In this paper we present an application of the stacking tech-
nique to a chunking task: named entity recognition. Stacking consists in
applying machine learning techniques for combining the results of diffe-
rent models. Instead of using several corpus or several tagger generators
to obtain the models needed in stacking, we have applied three transfor-
mations to a single training corpus and then we have used the four ver-
sions of the corpus to train a single tagger generator. Taking as baseline
the results obtained with the original corpus (Fβ=1 value of 81.84), our
experiments show that the three transformations improve this baseline
(the best one reaches 84.51), and that applying stacking also improves
this baseline reaching an Fβ=1 measure of 88.43.

1 Introduction

There are many tasks in natural language processing that consist in associating
some kind of category to a group of words. Named Entity Extraction, Shallow
Parsing, or Semantic Role Identification are three good examples. In this type of
tasks, we can identify two subtasks: one that finds the boundaries of the group
of words (chunk) and a second process that associates the correct tag to this
group. In this paper we present a series of experiments on a clear example of
chunking: the NER (Named Entity Recognition) problem. We show that corpus
transformation and system combination techniques improve the performance in
this task.

The NER task consists in the identification of the group of words that form a
named entity. IOB notation is usually employed to mark the entities in a corpus.
In this notation, the B tag denotes the beginning of a name, the I tag is assigned
to those words that are within (or at the end of) a name, and the O tag is
reserved for those words that do not belong to any named entity.

In the development of our experiments we have used a Spanish corpus tagged
with NER information, and a re-trainable tagger generator based on Markov
Models. In order to improve the performance of the NER task we have defined
three transformations that give us modified versions of the training corpus, and
we have trained the tagger generator with them to obtain different taggers.
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Finally we have applied a stacking (machine learning) scheme to combine the
results of the models.

Experiments show that the three transformations improve the results of the
NER task, and that system combination achieves better results than the best of
the participant models in isolation.

2 Resources, Evaluation and Baseline

The two main resources employed in our experiments are the corpus and the
tagger generator. The corpus provides a wide set of named entity examples in
Spanish. It was used in the Named Entity Recognition shared task of CoNLL-
02 [14] and it is distributed in three different files, a train corpus, and two
test corpus. We have used the additional test corpus in stacking experiments to
generate the training database.

There are four categories in the corpus taxonomy: PER (people), LOC
(places), ORG (organizations) and MISC (rest of entities). However, the NER
task does not need the category information, so we have simplified the corpus
by removing the category information from the tags. Figure 1 shows a fragment
of the original corpus, and its simplified version used in the NER task.

The other main resource is the tagger generator. We have chosen TnT [1],
one of the most widely used re-trainable tagger in NLP applications. It is based
upon second order Markov Models, consisting of word emission probabilities
and tag transition probabilities computed from trigrams of tags. As a first step
it computes the probabilities from a tagged corpus through maximum likeli-
hood estimation, then it implements a linear interpolation smoothing method
to manage the sparse data problem. It also incorporates a suffix analysis for
dealing with unknown words, assigning tag probabilities according to the word
ending.

Word Tag
La O
Delegación B-ORG
de I-ORG
la I-ORG
Agencia I-ORG
EFE I-ORG
en O
Extremadura B-LOC
transmitirá O
hoy O
... ...

NEE corpus

Word Tag
La O
Delegación B
de I
la I
Agencia I
EFE I
en O
Extremadura B
transmitirá O
hoy O
... ...

NER corpus

Fig. 1. Original corpus and corpus tagged only for the recognition subtask
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Table 1. Baseline, TnT trained with NER coprpus

Precision Recall Fβ=1

Baseline 81.40% 82.28% 81.84

To evaluate our experiments, we have used the classical measures precision,
recall and Fβ=1. Precision is defined as the percentage of correctly extracted
entities. Recall is defined as the proportion of entities that the system has been
able to recognize from the total correct entities in the test corpus. The overall
Fβ=1 measure combines recall and precision, giving to both the same relevance:

Fβ=1 =
2 Precision Recall

Precision + Recall

We will use Fβ=1 measure for comparing the results of our experiments. It is
a good performance indicator of a system and it is usually used as comparison
criterion. Table 1 shows the results obtained when TnT is trained with the NER
corpus , we will adopt these results as the baseline for further experiments in
this paper.

3 Corpus Transformation

In order to have different views of the NER problem, we have defined three
transformations that applied to the original corpus give us three additional ver-
sions of it. This way, the tagger generator learns in four different ways and the
resulting models can specialize in the recognition of named entities of different
nature.

3.1 Vocabulary Reduction

In this transformation we employ a technique similar to that used in [12] replac-
ing the words in the corpus with tokens that contain relevant information for
recognition. One of the problems that we try to solve is the treatment of unknown
words: the words that do not appear in the training corpus and, therefore, the
tagger can not make any assumption about them. In the NER task, the lack of
information of an unknown word can be mitigated with its typographic informa-
tion because capitalization is a good indicator of the presence of a proper name.
We also include in this transformation the knowledge given by non-capitalized
words that frequently appear before, after or inside named entities. We call them
trigger words and they are of great help in the identification of entity boundaries.
Both pieces of information, trigger words and typographic clues, are extracted
from the original corpus through the application of the following rules:

– Each word is replaced by a representative token, for example, it starts cap
for capitalized words. These word patterns are identified using a small set of
regular expressions.
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Word Tag

La O
Delegación B
de I
la I
Agencia I
EFE I
en O
Extremadura B
transmitirá O
hoy O
... ...

NER corpus

Word Tag

La O
starts cap B

de I
la I
starts cap I
all cap I

en O
starts cap B

transmitirá O
lower O

... ...

NER-V corpus

Word Tag

La det O
starts cap noun B

de prep I
la det I
starts cap noun I
all cap noun I

en prep O
starts cap noun B

transmitirá verb O
lower adv O

... ...

NER-P corpus

Fig. 2. Changing the words

– Not all words are replaced with its corresponding token, the trigger words
remain as they appear in the original corpus. The list of trigger words is
computed automatically counting the words that most frequently appear
around or inside an entity.

Figure 2 shows the result of applying vocabulary reduction (NER-V corpus).
The results of the experiment TnT-V are presented in Table 2, we can see that
this transformation makes TnT improve from 81.84 to 83.63.

3.2 Addition of Part-of-Speech Information

In this case we will make use of external knowledge to add new information
to the original corpus. Each word will be replaced with a compound tag that
integrates two pieces of information:

– The result of applying the first transformation (vocabulary reduction).
– The part-of-speech (POS) tag of the word.

To obtain the POS tag of a word we have trained TnT with the Spanish
corpus CLiC-TALP [4]. We make use of a compound tag in the substitution

Table 2. Results of corpus transformation

Precision Recall Fβ=1

Baseline 81.40% 82.28% 81.84
TnT-V 81.76% 85.59% 83.63
TnT-P 81.51% 84.79% 83.12
TnT-N 82.77% 86.33% 84.51
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because the POS tag does not provide enough information to recognize an en-
tity. We complete this information with the knowledge given by typographical
features and trigger words. Figure 2 shows the result of the application of this
transformation (NER-P corpus). Adding POS information also results in a per-
formance improvement of TnT in the NER task. Table 2 presents the results of
the experiment TnT-P, in this case TnT reaches an Fβ=1 measure of 83.12.

3.3 Changing the Tags

We replace the original IOB notation with a more expressive one that includes
information about the position of words inside and around entities. In order to
consider the position inside entities, we have added two new tags E and BE that
are assigned, respectively, to words that end a multi-word named entity and to
single-word named entities. The meaning of the tags assigned to words inside
entities are now:

– B, that denotes the beginning of a named entity with more than one word.
– BE, that is assigned to a single-word named entity.
– I, that is assigned to words that are inside of a multiple-word named entity,

except to the last word.
– E, assigned to the last word of a multiple-word named entity.

We can also add more information to words outside entities, particularly we
are interested in those words that appear just before or after an entity. We split
the meaning of the non-informative O tag into four tags:

– BEF, that is assigned to those words that appear before an entity.
– AFT, assigned to words that appear after an entity.

Word Tag

La O
Delegación B
de I
la I
Agencia I
EFE I
en O
Extremadura B
transmitirá O
hoy O
... ...

NER corpus

Word Tag

La BEF
Delegación B
de I
la I
Agencia I
EFE E
en BET
Extremadura BE
transmitirá AFT
hoy O
... ...

NER-N corpus

Fig. 3. Changing the tags
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– BET, for words that are between two entities.
– O, for words outside entities and not adjacent to entities

This new tag set give more relevance to the position of a word, forcing the
taggers to learn which words appear more frequently at the beginning, at the
end, inside or around a named entity.

Figure 3 shows the result of applying this new tag set to a corpus fragment.
Changing the tag set also leads to better results in the NER task than those
obtained with the original corpus. The results of the experiment TnT-N are
showed in Table 2. In this case, TnT improves from 81.84 to 84.51, the best
result of all the transformations studied.

4 System Combination

System combination is not a new approach in NPL tasks, it has been used in
several problems like part of speech tagging [7], word sense disambiguation [10],
parsing [8], noun phrase identification [13] and even in named entity extrac-
tion [6]. The most popular techniques are voting and stacking (machine learning
methods), and the different views of the problem are usually obtained using
several taggers or several training corpora. In this paper, however, we are in-
terested in investigate how stacking behaves when the combined systems are
obtained with transformed versions of the same training corpus.

4.1 Stacking

Stacking consists in applying machine learning techniques for combining the
results of different models. The main idea is to build a system that learns the
way in which each model is right or makes a mistake. In this way the final
decision is taken according to a pattern of correct and wrong answers.

In order to be able to learn the way in which every model is right or wrong, we
use a training database. Each example in the training database includes the four
tags proposed by the models for a given word and the actual tag. From this point
of view, deciding the tag given the tags proposed by several models is a typical
classification problem. Figure 4 shows a small database written in “arff” format,
the notation employed by weka [16] to represent training databases. Weka is a
collection of machine learning algorithms for data mining tasks, and is the tool
that we have used in our stacking experiments.

An important advantage of using stacking as combining method is that we
can include in the database heterogeneous information. Making use of this fea-
ture, we do not only include the tags of a given word in its register, but the
tags assigned by the four models to its previous and following words are also
included. This way, the registers of our database have twelve features instead of
just four corresponding to the four tags of the word we are interested in.

We have used a corpus with new examples to generate the database, so we can
ensure that de database used in stacking is independent of the models (training
corpus) and it is also independent of the evaluation process (test corpus).
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@relation combination
@attribute TnT {O, B, I}
@attribute TnT-V {O, B, I}
@attribute TnT-N {O, B, I}
@attribute TnT-P {O, B, I}
@data
I, I, I, B, I
O, O, O, O, O
B, B, B, B, B
I, I, I, I, I
O, I, I, I, I
B, I, I, I, I
O, O, O, O, O
O, O, O, O, O
B, B, B, O, O

Fig. 4. A training data base. Each register corresponds to a word

Table 3. Results of stacking with a decision tree as learning technique

Precision Recall Fβ=1

Baseline 81.40% 82.28% 81.84
Decision Tree 87.96% 88.44% 88.20

Table 3 shows the results of the experiment Decision Tree, carried out using
a decision tree [11] as stacking technique.

A decision tree uses a binary tree to predict the value of a target variable from
those of a set of predictor variables. The tree is built by successively splitting
nodes according to an information gain criterion. A pruning criterion is also
applied to confine the tree size to appropriate limits. This technique is one of
the best and most commonly used learning algorithm in classification.

The Fβ=1 measure is 88.20, which is better than the baseline (81.84) and also
better than the best of participant models in the stacking experiment (TnT-N
with 84.59).

4.2 Using Other Machine Learning Algorithms

Apart from allowing the use of heterogeneous information, the use of machine
learning as combination method has another important advantage: it is possible
to choose among a large variety of schemes and techniques to find the most
suitable for a specific problem. We have experimented with several machine
learning algorithms included in the weka package to compare their performance
when they are trained with the database that we have created. Most of them are
rule-based because this kind of classifiers behaves better with discrete databases:

– Bagging [2]is based on the generation of several training data sets taking
as base a unique data set. Each new version is obtained by sampling with
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Table 4. Results of stacking with different classifiers

Precision Recall Fβ=1

Baseline 81.40% 82.28% 81.84
Decision Table 86.52% 87.59% 87.05
Random Tree 86.43% 87.84% 87.13
Part 87.70% 87.84% 87.72
Bagging 88.20% 88.42% 88.31
Ripper 88.88% 87.98% 88.43

replacement the original database. Each new data set can be used to train
a model and the answers of all models can be combined to obtain a joint
answer. Generally, bagging leads to better results than those obtained with
a single classifier. The price to pay is that this kind of combination methods
increase the computational cost associated to learning. In our experiment
we have used decision trees as base learner with this scheme.

– Decision Table [9] is a rule-based classifier. The model consists of a schema,
in which only the most representative attributes of the database are included,
and a body that has labelled instances of the database defined by the features
of the schema.

– Part [15] is the rule-based version of decision trees, it uses a divide and con-
quer strategy, building a partial decision tree in each iteration and converting
the best leaf of the tree into a rule.

– Ripper [5] applies an iterative and incremental pruning process to obtain an
error reduction. At a first stage it generates a set of rules that is optimized
by generating new rules with randomized data and pruning them.

– Random Tree [16] is an adaptation of decision tree in which every node
consider only a subset of the attributes of the database, this subset is chosen
randomly.

Table 4 shows the results of the experiments. All of them present good results,
the best one is achieved with Ripper (88.43) improving more than six percent
points the baseline. This performance is similar to state-of-the-art recognizers,
with comparable results to those obtained by one of the best NER systems for
Spanish texts [3].

5 Conclusions and Future Work

In this paper we have shown that the combination of several taggers is an effective
technique for improving a chunking task like named entity recognition. Taking
as baseline the results obtained when a tagger generator (TnT) is trained with
a corpus, we have investigated alternative methods for taking more advantage
of the knowledge provided by the corpus. By means of corpus transformation
we have obtained three different views of the training corpus, with them we
have obtained three taggers that improve the results obtained with the original
version of the corpus.
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Once we had four different taggers we have applied stacking, combining them
by generating a training database of examples and applying machine learning.
We have experimented with several classifiers reaching a best result of 88.43 in
the Fβ=1 measure, more than six percent points better than the baseline (81.84).
This performance is similar to state of the art NER systems, with comparable
results to those obtained by the best system in the CoNLL-02 competition [3].

Much future work remains. We are interested in applying the ideas of this
paper in the recognition of entities in specific domains, and in the growth of
corpus, using the jointly assigned tag as agreement criterion in co-training or
active learning schemes.

References

1. Brants, T.: TnT. A statistical part-of-speech tagger. In Proceedings of the 6th
Applied NLP Conference (ANLP00). USA (2000) 224–231

2. Breiman, L.: Bagging predictors. In Machine Learning Journal 24 (1996) 123–140
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Abstract. In this paper, an approach to synthesize correct programs
from specifications is presented. The idea is to extract code from def-
initions appearing in statements which have been mechanically proved
with the help of a proof assistant. This approach has been found when
proving the correctness of certain Computer Algebra programs (for Al-
gebraic Topology) by using the Isabelle proof assistant. To ease the un-
derstanding of our techniques, they are illustrated by means of examples
in elementary arithmetic.

1 Introduction

Kenzo is a Common Lisp program created by Sergeraert [10], for Computer
Algebra computations in the field of Algebraic Topology. Its main characteristics
are its handling of infinite spaces (by using functional programming), and that
Kenzo has found results unreachable by any other means (see [17]).

Taking into account these features, a project to analyze formally fragments
of Kenzo was undertaken, with the aim of increasing the reliability of the system.
Two kinds of formal methods have been applied. First, algebraic specification
techniques have been used to model the data structures in algorithmic Alge-
braic Topology (see [13]). Second, we are using proof assistants to mechanize the
reasoning needed in this area of Computer Algebra (see [1], [2], [3]).

Several approaches have been introduced to deal with objects (as chain com-
plexes, morphisms, and so on) of Algebraic Topology in the Isabelle proof assis-
tant [15]. One of the fundamental theorems in algorithmic Homological Algebra,
namely the so-called Basic Perturbation Lemma [6], was chosen as a test case
for these experiments. The final formalization considers morphisms as records
encoding the real map, the potential source and target chain complexes, an also
the real domain of definition and the image (see details in [3]).

Despite of the success of this approach, the price to be paid was that we got a
formalization (and proof mechanization) of the theorems, but not of the programs
appearing in Kenzo. To bridge the gap between (mechanized) theorems and
programs, we considered to use Berghofer’s tool [4] for extracting ML programs
� Partially supported by SEUI-MEC, project TIC2002-01626.
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from Isabelle theories. We suspected that the proving efforts previously done
could be perhaps unsuitable, due to additional constraints on the constructive
nature of the proofs (up to now, we have chosen a classical way of proving
in Isabelle, trying to emulate the proofs-by-hand from Homological Algebra).
Surprisingly enough, we observed that most of our already formalized theorems
had constructive statements (in a sense which will be explained in this paper),
even if proofs are not necessarily expressed in a constructive manner. This simple
observation allows to apply Berghofer’s tool to some of our Isabelle theories,
extracting ML programs equivalent to some (small) fragments of Kenzo. Even
if preliminary (the programs extracted so forth are extremely simple, compared
with Kenzo as a whole), these results invite to explore further this research line.
This paper is devoted to illustrate, through simple examples, this approach.

The paper is organized as follows. Sections 2 and 3 briefly introduce, respec-
tively, some mathematical definitions and the case study chosen from Kenzo: the
composition of two morphisms. In Section 4, we move to a well-known domain,
namely elementary arithmetic, to work out a simple example related to Euclid’s
proof on the existence of infinitely many primes. The aim of this section is to
introduce some key ideas, without the complexities of Homological Algebra and
Algebraic Topology. Basics on formalization, automated theorem proving and
program extraction are commented on in Section 5, where our notion of con-
structive statement is (informally) introduced, too. Then, this notion is applied
in Section 6 to the elementary arithmetic example, showing how Berghofer’s
tool can be used to obtain an ML program (certified correct) computing a prime
number bigger than its input. In Section 7, we go back to Computer Algebra,
applying the same techniques to obtain an ML program (certified correct with
Isabelle) to compose two morphisms. The paper ends with a section devoted to
conclusions and open problems.

2 Mathematical Preliminaries

The mathematical machinery necessary to deal with the objects in the Kenzo
system is quite complicated. In order to make easier the reading of this short
paper, we focus only on the composition of morphisms, used as an illustrating
example. The essential definitions are the following.

Definition 1. A graded group C∗ is a family of abelian groups indexed by the
integer numbers, C∗ = {Cn}n∈Z, with each Cn an abelian group. A graded
group morphism f : A∗ → B∗ of degree k (∈ Z) between two graded groups
A∗ and B∗ is a family of group morphisms, f = {fn}n∈Z, with fn : An → Bn+k

a group morphism ∀n ∈ Z. A chain complex is a pair (C∗, dC∗), where C∗
is a graded group, and dC∗ (the differential map) is a graded group morphism
dC∗ : C∗ → C∗ of degree -1 such that dC∗dC∗ = 0. A chain complex morphism
f : (A∗, dA∗) → (B∗, dB∗) between two chain complexes (A∗, dA∗) and (B∗, dB∗)
is a graded group morphism f : A∗ → B∗ (degree 0) such that fdA∗ = dB∗f .

The mathematical result whose proof will be considered in the following
sections is elementary: the composition of two morphisms is again a morphism.
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Even if elementary, it is a fundamental fact which is used intensively in more
interesting applications. In particular, it is instrumental in the proof (and even
in the statement and in the algorithm) of the Basic Perturbation Lemma (BPL,
from now on), central theorem [6] which has been studied in previous works,
from several points of view (see [17], [3]).

3 The Kenzo Program

In [16] a fragment of the implementation in Kenzo of the BPL is presented. This
is a quite complex Common Lisp program. As explained above, we focus here
on the simpler case of the composition of morphisms. Even in this case, some
explanations are needed in order to understand the code.

In Kenzo every chain complex is free. That implies a graded group in Kenzo
is defined simply by a set of generators and an equality test among them, in each
degree. The generators are used to form combinations (that are linear combina-
tions of generators, with coefficients over the integer numbers), which are the
real elements of the group in each degree. To add two combinations, the equality
test between generators is used. With this organization, to define a morphism
between chain complexes, it is enough to give the image of each generator, that
will be a combination in the target group. In order to extend this map to com-
binations on the source group, the equality test in the target group is used. This
is the most frequent strategy to define a morphism in Kenzo. But there are sit-
uations where this way of working is really wasteful from the performance point
of view: think of the identity or the null morphisms, where obviously no equal-
ity checking is needed. So, Sergeraert considered a second strategy, called by
combination (:cmbn as keyword in Common Lisp), to cover this case (the first,
more frequent, strategy is called by generator, and denoted in Common Lisp by
:gnrt). This explains the optional argument (called strt for strategy) in the
following Kenzo program.

(DEFMETHOD CMPS ((mrph1 morphism) (mrph2 morphism) &optional strt)
;;; ... lines skipped

(build-mrph :sorc sorc2 :trgt trgt1 :degr (+ degr1 degr2)
:intr #’(lambda (cmbn)

(declare (type cmbn cmbn))
(the cmbn

(cmbn-? mrph1 (cmbn-? mrph2 cmbn))))
:strt :cmbn :orgn ‘(2mrph-cmps ,mrph1 ,mrph2 ,strt))

;;; ... lines skipped

The program is a method, since Kenzo is built on CLOS (the Common Lisp
Object System). This allowed Sergeraert, by using the inheritance mechanism of
object-oriented programming, to give the same name to similar operations which
compose two morphisms of coalgebras and another related algebraic structures.
The lines skipped correspond to the cases in which one of the two morphisms has
(or both have) a strategy by generator. The fragment showed here corresponds
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to the case in which at least one of the morphisms has strategy by combination,
and this is also the strategy in the result morphism: :strt :cmbn. The symbols
sorc2, trgt1, degr1 and degr2, correspond, respectively, to the source of the
second morphism mrph2, to the target of the first one, and to the degrees of
the morphisms, which have been previously extracted from the morphisms in
the lines skipped. The fragments (declare (type cmbn cmbn)) and the cmbn,
show that we are in a typed context. The keyword :orgn is used to store some
information on the origin of the new morphism (that is to say, on the method
and arguments constructing the new object), for software engineering purposes.
Finally, the Kenzo function cmbn-? allows the programmer to invoke a mor-
phism on a combination, and it is used here (twice) to accomplish the actual
composition.

Apart from technicalities, the essence of the previous method, in the par-
ticular case of chain complexes morphisms of degree zero, is equivalent to the
following Common Lisp function.

(defun CMPS (g f)
(build-mrph :sorc (sorc f) :trgt (trgt g)

:intr #’(lambda (cmbn)
(cmbn-? g (cmbn-? f cmbn)))))

The formalization work will be illustrated with this simplified version. But,
instead of start with this algebraic case, we deal in the next section with an
elementary example in number theory.

4 An Elementary Example

In this section, the same question of proving the correctness of a program is
studied, but in the domain of elementary arithmetic, with the aim that our
ideas can be understood without the complexities of Homological Algebra.

The example is related to prime numbers. The following Common Lisp pro-
gram computes the next prime to a given positive integer number x > 1.

(defun nextprime (x) ; x integer > 1
(if (isprime (+ x 1))

(+ x 1)
(nextprime (+ x 1))))

Here, we are assuming the existence of a Common Lisp program isprime
used to determine if its input is a prime number. In addition, we assume that
isprime is correct. This will be used in the following elementary result.

Theorem 1. The program nextprime is correct with respect to the following
specification:
Input specification: x integer, x > 1.
Output specification: (isprime (nextprime x)) returns true.
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Proof. In two parts:

1) Partial correctness. If the program stops, (nextprime x) = z, with z =
(+ y 1) and (isprime (+ y 1)) = true (by the semantics of if). Then, the
output specification follows.

2) Proof of termination. By contradiction.
Let us assume that there exists x integer, x > 1, such that (nextprime x) does
not stop. This implies that ∀y > x, y is not a prime number. Let P = {p1, . . . , pn}
be the set of primes smaller than x. By hypothesis, this is the set of all prime
numbers. Let us consider m = p1 ∗ . . . ∗ pn + 1. Then we have that pi does not
divide m, ∀i = 1, . . . , n. We conclude, by applying Lemma 1 (see below), that
m is prime. But m > pi, ∀i = 1, . . . , n, and thus m /∈ P and m is not a prime
number. Contradiction. ��
Lemma 1. Let m be an integer number, m > 1. Then, m is prime if and only
if for all prime number p < m, p does not divide m.

Everyone will perceive in this proof Euclid’s argument to show that there are
infinitely many primes. Nevertheless, there are several variations on Euclid’s
idea. This one has the property that the computational content is more hidden
than in other variants, which are based on the following Lemma 2, instead of
on Lemma 1. In those proofs, even if presented in a “reductio ad absurdum”
manner, the computational content is quite explicit1. More on that in Section 6.

Lemma 2. For all integers m > 1, there exists a prime number p ≤ m such
that p divides m.

We have tried to write down a very detailed proof of correctness, since our aim is
not only to give such a proof, but also a mechanized certificate of correctness. To
be precise, we are looking for Isabelle [15] scripts containing proofs of correctness
for our programs. To this aim, it is necessary to link in some way the running code
(or, at least, the source code) with some formalization of it. In general, this is a
task far from trivial (the lack of the sought link has been illustrated graphically in
the previous proof, where x and x have been used in an indistinguished manner).
Different approaches to formalize and mechanize such proofs are explored in the
next section.

5 Formalization and Mechanization

In order to build correctness certificates for programs, a first necessary task is to
formalize the objects of study in a computer-aided mathematical tool. There are
many such tools: for instance, ACL2 [11], Coq [7], Mizar [18] or Isabelle [15]. The
choice of one of them depends on several criteria, including the expressiveness

1 Thanks are due to W. Bosma, who explained in the Map e-list (see
http://www.disi.unige.it/map/) that the same is not true in the proof presented
above.
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of the underlying logic, the degree of automation or the libraries previously
developed for our domain of interest. In the elementary example of the section
above both Mizar and Isabelle could be convenient (in fact, the example and
proof have been extracted from [21], where they are used to compare Mizar and
Isabelle). However, once the objects of study have been formalized, more efforts
are needed in order to link the formalization with a real program.

One well-known strategy is to establish the formalization in a (mechanized)
constructive logic, and then extract a program from the proof. This is the point
of view when using the Coq system [7] for this task. Nevertheless, it is not the
only way to get certificates for programs.

In particular, the Common Lisp program nextprime in Section 4, with its
non-constructive proof, seems to be far from this kind of approach. This is true
from a strict-constructivist perspective, but it is not in Markov’s constructive
recursive mathematics2. In fact, the program nextprime is a paradigmatic ex-
ample of a (correct) program generated by Markov’s principle [14]. These issues
are also discussed in [12], where Markov’s principle is integrated with construc-
tive type theory, and by Berghofer in [5], in the context of his tool to extract
code from Isabelle scripts.

Taking into account this example it seems that Davenport’s observation in
[8] (or, even more explicitly, in page 140 of [9]), claiming that Computer Algebra
correctness proofs can be done by not neccesarily strict-constructive methods,
is quite accurate (up to our knowledge, if proofs in Computer Algebra can go
beyond Markov’s constructivism is an open problem).

In fact, in the field of algorithmic homological algebra it has been observed
that the theorems to be formalized have constructive statements. That is to say:
a new object is defined (the composite of two morphisms, in our running ex-
ample) and some property of this object is asserted (namely, it is a morphism).
Then, code can be extracted from the definition or specification appearing in
the statement. Thus, this approach seems to indicate that the underlying logic
in the proof is not mandatory to be constructive (since the program is extracted
from definitions and not from proofs), in the vein of Davenport’s observation.
This strategy will be presented in the case of the composition in Section 7. But,
first, we go back to the arithmetical example, to show how in this case state-
ments can be rendered constructive, allowing program extraction in presence of
classical proofs.

6 The Elementary Example Revisited

In this section the example in Section 4 is reconsidered. The idea is that the com-
putational content of a proof (presented in a constructive or in a non-constructive
manner) can be made explicit in order to build a new statement, which is con-
structive in the informal sense introduced above.

2 We are grateful to F. Sergeraert who attracted our attention to this important variant
of constructivism.
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We use Lemma 2 in Section 4 above to define a primitive recursive function
“some-prime-divisor” that for each integer number greater than 1 computes a
prime divisor of it.

primrec
some-prime-divisor-aux x 0 = 0
some-prime-divisor-aux x (Suc n) =

(if (prime-cons (Suc n) ∧ dvd-cons (Suc n) x) then (Suc n)
else some-prime-divisor-aux x n)

consts
some-prime-divisor :: nat => nat
defs
some-prime-divisor-def : some-prime-divisor x == some-prime-divisor-aux x x
consts
some-big-prime :: nat => nat
defs
some-big-prime-def : some-big-prime x == some-prime-divisor (x ! + 1 )

The same task of rebuilding must be done with the predicates “divides”
and “isprime”, which are converted to two (Boolean-valued) functions “dvd-
cons” and “prime-cons” (here cons stands for constructive). In addition, it is
necessary to prove in Isabelle that these functions have the right properties (by
relating them, for instance, to the predicates “dvd” and “prime” from the Isabelle
libraries on prime numbers). With these preparations, the following lemma can
be proved in Isabelle.

theorem x < (some-big-prime x)
proof (unfold some-big-prime-def )
let ?p = some-prime-divisor (x ! + 1 )
from some-prime-divisor-gt-zero
have prime-cons: prime-cons ?p and dvd-cons: dvd-cons ?p (x ! + 1 )
by (simp-all add : some-prime-divisor-properties)

from prime-cons have prime-p: ?p ∈ prime
by (simp add : prime-equiv-prime-cons)

from dvd-cons have dvd : ?p dvd (x ! + 1 )
by (simp add : dvd-cons-impl-dvd)

show x < ?p
proof −
have ¬ ?p ≤ x
proof
assume ?p ≤ x
with prime-g-zero and prime-p have ?p dvd x !
by (simp add : dvd-factorial)

with dvd have ?p dvd (x ! + 1 ) − x ! by (rule dvd-diff )
then have ?p dvd 1 by simp
with prime-p show False using prime-nd-one by auto

qed
then show ?thesis by simp

qed
qed
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This proof, a variant of Euclid’s argument, is an adaption of a proof script
presented in [21]. It obviously has a non-constructive presentation. It might be
considered unsuitable from a constructivist’s point of view, but it is well-known
and easily understood. The important observation now is that, no matter the
logic underlying the proof, the statement is constructive, and Berghofer’s tool
[4] can be applied on the complete theory (only the final fragment is displayed
here) to obtain the following ML program (the names for certain constants have
been modified, in order to make the code more readable):

fun some_prime_divisor_aux x 0 = 0
| some_prime_divisor_aux x (Suc n) =
(if (prime_cons (Suc n) andalso dvd_cons (Suc n) x) then Suc n
else some_prime_divisor_aux x n);

fun some_prime_divisor x = some_prime_divisor_aux x x;

fun fact 0 = 1 | fact (Suc n) = times (fact n) (Suc n);

fun some_big_prime x = some_prime_divisor (plus (fact x) 1);

This ML code is to be compared to the Common Lisp program nextprime
in Section 4. Both functions compute a prime number greater than its argument
x. But of course, nextprime is quite more efficient.

7 Application to Computer Algebra

When applying these ideas to the Kenzo program, the first observation to be
made is that the elaboration done in the previous section is unnecessary: many
of the theorems to be proved have already a constructive statement (or can be
easily transformed into such a statement). See details in [3]. Therefore, the same
work already made for the formalization, can be reused for extracting code from
statements.

As explained at the end of Section 3, we will work with a simplified version
of the Kenzo composition. More concretely, we do not consider the degree in
the structures (that is, the degree of morphisms is 0) and, in addition, we do
not assume that groups are free (that is to say, the strategy is always :cmbn, by
combination, following Kenzo terminology). One fragment of such a formalization
can be found here:

constdefs
group-mrp-comp :: [ ( ′b, ′c) group-mrp-type, ( ′a, ′b) group-mrp-type] =>

( ′a , ′c) group-mrp -type
group-mrp-comp g f ==

(| src = src f , trg = trg g , morph = (morph g) ◦ (morph f ),
src-comm-gr = src-comm-gr f , trg-comm-gr = trg-comm-gr g |)
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lemma group-mrp-composition:
assumes A1 : group-mrp A
and B1 : group-mrp B
and C1 : trg-comm-gr A = src-comm-gr B
and D1 : trg A = src B
shows group-mrp (B ◦ A)

We can now apply Berghofer’s extraction tool [4] on the definition appearing
in the statement, obtaining the following ML program (only the most relevant
part is shown here):

fun comp g f = (fn x => g (f x));

fun group_mrp_comp g f =
group_mrp_type_ext (src f) (trg g) (comp (morph g) (morph f))

(src_comm_gr f) (trg_comm_gr g) Unity;

In this case, the proof of the previous Isabelle lemma is to be considered as
a proof of correctness for the ML program (assuming, as usual, the soundness
of Berghofer’s translation). This (certified correct) ML program should be com-
pared with the real corresponding Kenzo program or better, to ease the reading,
with the simplified Common Lisp version given at the end of Section 3.

8 Conclusions and Future Work

In this paper we have applied Berghofer’s extraction tool for Isabelle scripts to
obtain Computer Algebra programs, with a certificate of correctness. Our contri-
bution lies on extracting code from statements and not from proofs, as usual in
constructive type theory. From a technical point of view, it would be more accu-
rate to say that code is extracted from definitions appearing in statements, but
it has been considered more appealing to exploit the couple statement/proof. In
fact, in the arithmetic example in Section 6, it is clear that we are programming
inside Isabelle, by transforming predicates into recursive functions, and proving,
at the same time, the correctness of these transformations.

Even if it seems that in the elementary examples from Computer Algebra in
Algebraic Topology, this work of programming in Isabelle is not necessary, im-
portant challenges are still open. It would be necessary to bridge the gap between
the ML and Common Lisp programming language, and even more difficult, the
gap between the ML programs extracted (that could be very inefficient) and
the corresponding performing programs which are really usable. With respect
to this, the toy example with prime numbers could illustrate the strong difficul-
ties (in terms of proving efforts within Isabelle) to obtain a reasonably efficient
program. Thus, finally it will be perhaps unavoidable to program in Isabelle in
order to get usable programs. From our point of view, this problem of using
proof assistants to synthetize “real-life” programs is a central one in intelligent
information processing (see, for instance, [19] and [20]).
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Abstract. In Information Retrieval (IR) systems, the correct represen-
tation of a document through an accurate set of index terms is the basis
for obtaining a good performance. If we are not able to both extract and
weight appropriately the terms which capture the semantics of the text,
this shortcoming will have an effect on all the subsequent processing.

1 Introduction

One of the major limitations we have to deal with in text retrieval applica-
tions is the linguistic variation of natural languages, particularly those with
more complex morphologic and syntactic structures than English, as in the case
of Spanish. When managing this type of phenomena, the employment of Nat-
ural Language Processing (NLP) techniques becomes feasible. Previous work
has shown that linguistic variation at word level can be effectively managed by
taggers-lemmatizers, improving the average precision attained by stemmers [5].

The next step consists of applying phrase-level analysis techniques to reduce
the syntactic variation present in both documents and queries, identifying the
syntactic structure of the text by means of shallow parsing techniques that pro-
vide an effective balance between descriptive power and computational cost [3].
However, the integration of the information obtained by syntactic processing
(usually in the form of complex index terms) into the indices of an IR system is
an open issue. As indicated in [1], when simple and complex terms are used to-
gether, the assumption of term independence is violated because words forming a
complex term also occur in the documents from which the syntactic dependency
has been extracted and deviations are introduced in the obtained results.

In our work we propose to apply data fusion, a set of techniques for combining
the results retrieved by different representations of queries and documents, or by
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different retrieval techniques, to integrate index terms coming from different text
processing techniques. This article is structured as follows. Section 2 describes
the linguistically motivated techniques we have proposed for index term extrac-
tion. In Section 3 we introduce the three data fusion methods we have evaluated
and show the results obtained in our experiments with the CLEF’2003 Spanish
corpus. Finally, in Section 4 we sumarize our conclusions.

2 Linguistic Processing for Information Retrieval

The usual approaches followed in IR systems are based on using index term or
keywords to represent documents and user queries. In our case, we propose a set
of linguistically motivated methods to extract this kind of index terms. We have
employed NLP tools to identify single word terms, by means of a lemmatization
process, and complex word terms, using a partial parser to recognize pairs of
related words. We have also used a locality based retrieval approach to combine
related words, based on word proximity measures.

2.1 Index Term Extraction by Lemmatization

The first index term extraction method we have studied exploits lexical level
information and uses lemmatization to select and normalize single word terms,
using the canonical form, or lemma, of the content words –nouns, adjectives and
verbs, the grammatical categories which concentrate the semantics of a text– as
index terms.

The process we follow for single word term identification starts by tagging
the document. The first step consists of applying our linguistically-motivated
preprocessor module [7] in order to perform tasks such as format conversion, to-
kenization, sentence segmentation, morphological pretagging, contraction split-
ting, separation of enclitic pronouns from verbal stems, expression identification,
numeral identification and proper noun recognition.

The output generated by our preprocessor is then taken as input by our
tagger-lemmatizer, MrTagoo [11], based on a second order Hidden Markov Model
(HMM). This tagger also incorporates certain advanced capabilities, such as a
very efficient structure for storage and search —based on finite-state automata
and able to support automatic error correction features [13]—, management of
unknown words, the possibility of integrating external dictionaries in the prob-
abilistic frame defined by the HMM and the possibility of managing ambiguous
segmentations. Once text has been tagged, the lemmas of the content words
(nouns, verbs and adjectives) are extracted to be indexed.

2.2 Syntactic Dependency Pairs

To extract complex index terms we have followed a syntactically based approach.
This method employs a shallow parser to identify the syntactic dependencies
present in documents and queries, that will we used to build the complex index
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Table 1. Basic retrieval results

lem dep dep-fb loc
# Docs. 57k 57k 57k 57k

Relevant retrieved 2221 2218 2256 2221
Non-interp. precision .4681 .4014 .4741 .4873

Doc. precision .5431 .4647 .5538 .5154
R-precision .4471 .3961 .4425 .4438

precision at 5 docs. .5965 .4842 .5825 .6104
precision at 10 docs. .5000 .4333 .5070 .5296
precision at 30 docs. .3813 .3205 .3731 .4157

precision at 100 docs. .2314 .2053 .2328 .2571

terms used during the retrieval process. We propose a shallow parser based on a
cascade of finite-state transducers consisting of the following five layers, whose
input is the output of the tagger-lemmatizer.

Layer 0: preprocessing. Its function is the management of certain linguistic
constructions, like numerals in non-numerical format, quantity expressions
and expressions with a verbal function, in order to minimize the noise gen-
erated during the subsequent parsing.

Layer 1: adverbial phrases and first level verbal groups. This layer
identifies the adverbial phrases of the text, either those with an adverbial
head —e.g., rápidamente (quickly)—, or those expressions having an equiv-
alent function —e.g., de forma rápida (in a quick way). It also processes
non-periphrastic verbal groups, which we call first level verbal groups, both
simple and compound forms, and both active and passive forms.

Layer 2: adjectival phrases and second level verbal groups. Adjectival
phrases —e.g., muy alto (very high)— are managed here, together with pe-
riphrastic verbal groups —e.g., tengo que ir (I have to go)—, which we call
second level verbal groups.

Layer 3: noun phrases. We have considered some complex phenomena in
noun phrases, such as the existence of partitive complements —e.g., ninguno
de (none of)—, in order to cover complex nominal structures —e.g.,
cualquiera de aquellos coches nuevos (any of those new cars).

Layer 4: prepositional phrases. Formed by a noun phrase preceded by
a preposition, we have considered three different types according to this
preposition: those preceded by the preposition por (by), those preceded by
de (of) and the rest of prepositional phrases.

These layers and the rules of the grammar employed by the parser are explained
in detail in [3]. Each of the rules involved in the different stages of the parsing
process has been implemented through a finite-state transducer.

To extract the multiword terms from documents and queries, we identify the
syntactic roles of the basic phrases returned by the shallow parser. We only con-
sider six basic syntactic roles: prepositional noun complement, subject, attribute,
direct object, agent and prepositional verb complement. Once we have identified
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Fig. 1. Weighted mixing of index terms

these syntactic roles, we use the following four types of syntactic dependencies
to create pairs of related terms:

- Noun-Adjective/Prepositional noun complement - Subject-Verb
- Verb-Object/Prepositional verb complement - Subject-Attribute

Once the dependencies have been extracted, they are conflated into complex
index terms. In our case, we have used a conflation technique based on the
employment of morphological relations1 in order to improve the management of
syntactic and morphosyntactic variation [12].

2.3 Syntactic Dependency Pairs Filtered by Relevance Feed-Back

In previous experiments, the direct combination of single terms extracted by
lemmatization, with complex terms obtained by shallow parsing, is not able to
get good performaces due to term interdependency, specially when queries are
processed. In order to overcome this problem, we have improved the selection of
query terms through a two steps method, based on pseudo-relevance feedback
(blind-query expansion), to get more representative complex terms for queries.

The indexing process is the same described in the previous case, we simple
merge single and complex terms in document representation. In contrast the
querying process is performed in two stages:

1. The lemmatized query is submitted to the system, and we perform a first
retrieval using lemmas only.

2. From those results, the n top documents retrieved by this initial query are
employed to select the most informative dependencies, which are used to
expand the query in order to obtain the final set of documents. These depen-
dencies are selected automatically using Rocchio’s approach [8] to feedback.

As a result of a tuning process, the best results were obtained expanding the
original topic with the best 10 multiword terms of the 5 top ranked documents.
1 In this way we can partially overcome the kind of morphosyntactic variation shown in
’’cambio en el clima’’(change of the climate) and ’’cambio climatico’’ (cli-
matic change).
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Table 2. Weighted mixing of index terms

lem lem, dep lem, dep-fb
# Docs. 57k 57k 57k

Relevant retrieved 2221 2242 2255
Non-interp. precision .4681 .4710 .5151

Doc. precision .5431 .5475 .6047
R-precision .4471 .4454 .4752

precision at 5 docs. .5965 .6070 .5930
precision at 10 docs. .5000 .5053 .5070
precision at 30 docs. .3813 .3789 .3835

precision at 100 docs. .2314 .2337 .2354

2.4 Locality Based Retrieval

Another approach to manage multiword terms is inspired on the locality based
retrieval, a pseudo-syntactic approach [4] based on the proximity between index
terms. The locality based model considers the collection to be indexed not as a set
of documents, but as a sequence of words where each occurrence of a query term
has an influence on the surrounding terms. Such influences are additive, thus,
the contributions of different occurrences of query terms are summed, yielding
a similarity measure. As a result, those areas of the texts with a higher density
of query terms, or with important query terms, show peaks in the resulting
influence graph, highlighting those positions of the text which are potentially
relevant with respect to the query.

We have adapted the original proposal of Kretser and Moffat [6]. The contri-
bution to the similarity graph of a given query term is determined by a similarity
contribution function. In such a way that the degree of similarity or relevance as-
sociated with a given location is the sum of all the influences exerted by the rest
of query terms within whose spread the term is located. The final relevance score
assigned to every document is given as the sum of the similarities corresponding
to occurrences of query terms that this document contains.

The approach we have chosen for integrating distance-based similarity in our
IR system consists in postprocessing the documents obtained by a document-
based retrieval system. This initial set of documents is obtained through a base
IR system which employs content word lemmas as index terms. This list of
documents is then processed using the locality-based model, taking the final
ranking obtained from the distance-based similarity as the final output to be
returned to the user.

3 Data Fusion Methods

In order to get an effective combination of the available term extraction methods
and to overcome the violation of term independence assumption, that raises when
single and complex terms are used together, we have tested different data fusion
techniques. The basic idea behind data fusion [10,9] is well know principle in IR.
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Fig. 2. Reindexing retrieved documents

In general, it should be expected that the combination of multiple evidences will
make possible to improve the effectiveness of the retrieved results.

In our case we are combining the results retrieved by different representa-
tions for documents and queries, as result of different index term extraction
techniques. Our objective is to take advantage of the term extraction meth-
ods shown in previous sections to improve the distribution and the ranking of
relevant documents in the final document list and get better precision values,
specially partial precision measures on top positions.

To evaluate the performance of the proposed data fusion methods we have
employed the Spanish monolingual corpus from CLEF (Cross Language Evalua-
tion Forum), composed by 215,738 news reports and by 100 queries, numbered
from 41 to 140. Every query is formed by three fields: a brief title, a one-sentence
description, and a more complex narrative specifying the relevance criteria. In
our experiments only the title and the narrative fields have been employed to
build the running queries, using the retrieval facilities of the SMART [2] vectorial
indexing engine. The results obtained in a single run with each one of the four
term extraction methods described in section 2 are shown in Table 1. The best
results were obtained by single lemmas and by reranking using locality based
measures, while the results with pure and filtered dependency pairs were poor
in terms of global precision, because they assign too relevance to complex terms,
that leads to deviations in the final results.

3.1 Weighted Mixing of Index Terms

In our first experiments we have used a weighted combination of single terms
extracted by lemmatization and complex dependency pairs. This fusion method,
illustrated in Fig. 1, merges the sets of index terms extracted from the documents
by the different text processing techniques and assigns to each of them its own
weights, using the support for multiple indexing schemes offered by the Smart
vectorial IR engine, which will take them into account when computing vector
distances during the retrieval phase.
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Table 3. Reindexing retrieved documents

lem lem, lem lem, dep lem, dep-fb lem, loc
# Docs. 57k 57k 57k 57k 57k

Relevant retrieved 2221 2221 2221 2221 2221
Non-interp. precision .4681 .4629 .4587 .4639 .4712

Doc. precision .5431 .5123 .5084 .5124 .5445
R-precision .4471 .4128 .4095 .4107 .4439

precision at 5 docs. .5965 .5337 .5221 .5287 .5980
precision at 10 docs. .5000 .4709 .4593 .4612 .5034
precision at 30 docs. .3813 .3648 .3581 .3596 .3832

precision at 100 docs. .2314 .2295 .2279 .2291 .2335

Fig. 3. List merging based on mutual precision

In our evaluation we have performed exhaustive tests, trying several weights
for each indexing method and also using different formulae to compute vector
components. The best results were obtained when single terms were assigned
weights much more higher than the ones assigned to complex index terms . In
Table 2 we shown the best precision values obtained with this fusion technique.
We use as baseline the results for lemmatization based terms, comparing it with
the weighted combination of lemmas with dependency pairs and with the com-
bination of lemmas with dependency pairs filtered by relevance feedback.

The main drawback of this approach is how to find the right set of weights,
capable of offering a uniform behaviour with all of the queries being considered
and able to ensure good precision values across different queries, because weights
with good results in some queries do not necessarily maintain their performance
with other queries.

3.2 Reindexing Retrieved Documents

In this second method we propose a two-step approach. As shown in Fig. 2, we
perform a first retrieval process using single terms extracted by lemmatization.
Then, we select the top k ranked documents and reindex them using complex
terms based on dependency pairs. The final list of documents is built by re-
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Table 4. List merging based on mutual precision

lem lem, dep, dep-fb lem, dep, loc lem, dep-fbloc
# Docs. 57k 57k 57k 57k

Relevant retrieved 2221 2256 2221 2256
Non-interp. precision .4681 .4691 .4701 .4931

doc. precision .5431 .5534 .5611 .5693
R-precision .4471 .4394 .4486 .4512

precision at 5 docs. .5965 .6039 .6103 .6140
precision at 10 docs. .5000 .5079 .5140 .5202
precision at 30 docs. .3813 .3849 .3901 .3924

precision at 100 docs. .2314 .2385 .2430 .2509

ordering the top documents retrieved in the first step according to the results of
the second phase. The idea behind this approach is to perform a more precise
processing on the most promising documents and use it to improve the final
ranking.

We have tested this proposal by reindenxing different amounts of top ranked
documents and using different methods to extract dependency pairs for the rein-
dexing step. In Table 3 we show the results obtained with this data fusion ap-
proach, where the top 100 ranked documents for each query where selected and
reindexed using lemmatization, dependency pairs, filtered dependency pairs and
the locality based retrieval method, respectively.

The results obtained were not as good as it could be expected in terms of
global precision and also in terms of partial precision values at top positions in
the ranked list. The main reason for this poor behaviour seems to be the high de-
gree of intercorrelation shown by the index terms extracted in the second phase.
In this situation it is not clear if classical formulae to compute vector components
in vector based engines are able to offer good rankings and performances.

3.3 List Merging Based on Rank Positions and Mutual Precision

The last method considered in this paper tries, in contrast with the previous
ones, to perform a fusion of results adapted to each individual query. What this
proposal does is to merge lists of retrieved documents obtained independently us-
ing different indexing methods. As shown in Fig. 3, the final ranked list takes into
account both the ranking position of each document in the lists that retrieved it
and a value that measures the confidence that each list assigns to a document in
that position. These confidence measures are computed independently for each
query and for each list of retrieved documents, using the precision values ob-
tained at different levels for different subsets of the list, taking a combination of
the other document lists as a reference to compute them.

As a consequence of the way the confidence measures are computed and the
method employed to get the final ranked list, the main drawback of this approach
is that it tends improve the ranking position of both relevant and non-relevant
documents that are common to different lists. This is a well know fenomenon
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in data fusion, and in the case of IR applications it is not very important in
practice, since the overlap factor among relevant documents uses to be much
higher than among non-relevant ones. So, in general, it can be expected that
different retrieval approaches will return a similar set of relevant documents,
but a different set of non-relevant documents. From a practical point of view,
this approach is able to offer promising results when dealing with high preci-
sion lists of documents, especially if they do not share non-relevant retrieved
documents.

In Table 4 we can see the results of applying this fusion method to com-
bine the list of retrieved document offered by three independent runs of different
retrieval approaches explained in section 2. The best results were obtained by
merging the documents retrieved by the lemmas based method, the filtered de-
pendency pairs method and by the locality based approach.

From our point of view, the most important advantage of this data fusion
proposal is that it owns an uniform behaviour across different queries, being able
to improve the precision for almost all of the queries in our experimental corpus.
In Fig. 4 we have an illustrative example of this property. Here, we show the
relative improvements in precision values at 10 documents for some queries taken
from our corpus, using the best results obtained by the data fusion methods
described in this work (weighting, reindexing and list merging using mutual
precision). As we stated before, list merging using mutual precision has a more
uniform behaviour, offering slightly better precision improvement in most of
these queries.
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Fig. 4. Improvement in precision at 10 docs. for weighting, reindexing and list merging
using mutual precision
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4 Conclusions

In this article we have shown the application of different NLP techniques to text
retrieval in Spanish, based in both single and complex index terms, that try to
overcome the problems derivated from the linguistic variation present in nat-
ural languages. We have also proposed the application of data fusion methods
to integrate different index term extraction techniques and different retrieval
models. Three fusion approaches were proposed for this purpose and evaluated
using the CLEF corpus. The most promising approach was based on list merg-
ing based on rank position, using mutual precision measures to ponderate the
different evidences, that, as shown in the previous section, is able to obtain good
improvements in a wide rage of queries.
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Abstract. The efficiency and effectiveness of the retrieval of documents
which are relevant to a certain topic or user query can be improved by
means of the clustering of similar documents as well as by introduc-
ing parallel strategies. In this paper we explore the use of unsupervised
learning, using clustering algorithms based on neural networks, as well
as the introduction of NOW Architectures, a kind of low-cost parallel
architecture, and study the impact on Information Retrieval.

1 Introduction

In many situations we have a large collection of text files and we want to retrieve
those documents relevant to a certain topic. This is known with the name of
Information Retrieval (IR) [1].

Usually, the user of an IR system writes a query which is confronted to all
the files of the collection and, then, those most similar to the content of the
query are returned to her/him. The different ways of comparing the documents
with the query and the different notions of relevance give raise to different IR
systems.

A simple approach to this task consists of representing the documents and
the query in a similar way (for instance, by a vector of real numbers) and then
computing the distance between the query and all the documents, returning
to the user the closest ones [2]. When the number of documents is large, this
approach requires a lot of computation time.

In order to reduce the number of comparisons needed, the documents can be
clustered and a representative of each resultant group can be chosen. Then, the
query has to be matched only against the representatives, and not against the
whole collection. The documents of the clusters with representatives closer to
the query are selected. Sometimes, this clustering also has the effect of improving
the efficiency of the retrieval [3], since similar documents are usually clustered
together.
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The existence of hardware-software parallel solutions of low cost and high
performance, like network of workstations using free open-source software like
Linux Terminal Server Project (LTSP) [4], allows us to study a solution which
involves unsupervised learning and parallel computing with a well defined goal:
The IR system must be highly scalable, efficient, cheaper than traditional ones
and low-maintainable without forgetting to improve the overall IR process.

To this extent, some clustering algorithms based on self-organizing neural
networks (as for example Self Organizing Maps (SOM) [5]) are studied in first
place. After that, to study the effect of parallel architectures over the IR systems,
these clustering algorithms are compared to their parallel version as well as
with a simple IR method named Vector Space Model (VSM) [2]. Therefore, the
clustering algorithms as well as the traditional approaches are parallelized by
distributing the examples in several ways.

2 Previous Work

The algorithm that we will use in this paper is an unsupervised clustering method
based on neural networks. The networks consist in a set of neurons or cells with
some connections among them. Each neuron has a numerical vector associated
to it. The elements that are going to be clustered are also represented by vectors
and presented to the network in the training phase. Each time that a new element
is presented to the network the most similar neurons (their vectors) are slightly
adjusted to resemble the element. After this training phase, each cell is the
representative of a cluster formed by the elements more similar to it. This process
is explained in more detailed in Section 3.2.

This kind of maps has been successfully applied to a wide variety of prob-
lems [6], including document management [7,8] and IR [3]. We have also applied
SOM’s to build an IR system from a massive collection of documents [9,10].

The typical use of these networks in IR is to cluster similar documents to-
gether. The search is then performed over the neurons instead of over the doc-
uments themselves and, hence, the computational complexity can be reduced
several orders of magnitude.

The clustering has also the effect of returning documents that may be relevant
even though they do not have many words in common with the query. There is
evidence that this might lead to an improvement in the document retrieval [3]
at least compared with simple IR methods such as VSM and Latent Semantic
Indexing (LSI) [11]. However, to our knowledge, in the literature there is no
systematic study about the influence of this kind of clustering and of the choice
of parameters. In fact, there exist only a few works [3,9,10] that study the use
of SOM’s in IR.

3 The System

3.1 NOW Architectures

The construction and use of the system involve different stages. First, we must
select the parallel architecture. As we say above, we are interested in an archi-
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Fig. 1. NOW Architectures. The shaded boxes denote the alternatives used in this
work.

tecture which presents high-performance and high scalability, which is reusable
for other tasks, and which is cheaper than traditional ones and has a low main-
tenance cost. This kind of architectures are known as Network Of Workstations
(NOW), and there exist several hardware-software alternatives to build them.

In this work we have used Fast Ethernet, Linux as operating system, MPI [12]
as message passing layer and Linux Terminal Server Project [4] as middleware
(see Figure 1).

The main advantage of our selection is that it is no necessary to install any
software in the computation nodes (they do not need hard disk) and, therefore,
any available computer can be use without modifying its configuration.

The disadvantage is that the whole software is installed in a special computer
(the server), that must have fast and robust hard disks and very good network
connection. But, in general, these restrictions also apply to the rest of solutions.

3.2 The IR System

Once that the hardware-software architecture is settled up, we study the ar-
chitecture of the IR system. First, the documents are transformed from their
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Fig. 2. The IR System

original format into XML. Then, the documents are represented using the bag-
of-words model. After that, the networks are trained. All these phases have to be
carried out before the system can be used. The last stage is the search process
itself, in which the user query is matched against the neurons of the network
and the most similar documents are returned.

These stages are described in more detail in the following sections and are
graphically represented in Figure 2. In each section we study the possible paral-
lelization of the corresponding stage.

Conversion to XML. First of all, the documents in the collection are converted
to XML (see Figure 2) from whichever format they are in (appropriate translators
are needed for each specific format such as pdf, html or plain text).

The conversion of each document is independent from the others, so this task
is parallelized in a straightforward way.

Documents Representation. The use of the clustering algorithms based on
neural networks requires that the documents are represented as numerical vec-
tors. This is a common practice in IR, where the bag of words [1] representation
is widely adopted.

With this representation each document is identified with a vector whose
components measure the importance of a word in the document. Usually, this
importance is measured by means of its tfidf [1] defined by
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tfidf = tf log(
N

df
)

where tf is the number of times that the word appears in the collection, N is the
number of documents in the corpus and df is the number of different documents
in which the word appears. In this paper we adopt this procedure.

Then, previous to document representation, it is necessary to obtain the
lexicon or set of words that appear in the collection (see Figure 2). Among
them, some words will be too frequent to be informative (for instance adverbs,
pronouns, ...) and are eliminated. These words are known as stop words.

Also, there will be different words with the same root or stem (for instance,
house and houses) which share a common meaning. The usual practice consists
of using the stems instead of the words themselves. To perform this stemming
we use the algorithm proposed by Porter [13].

To parallelize this stage we have to tackle the construction of the lexicon and
of the matrix representation. The strategy used is based on a master/slave model.
Depending on the resources available (number of processors) and the character-
istics of the collection (number of documents, ratio attributes/documents, ...)
the algorithm is central (just one master) or distributed (each node is master).
In this last case, the nodes are arranged in a tree-like hierarchy for the lexicon
to be assembled. The number of documents used as threshold for updating the
lexicon can also be adjusted.

Kohonen’s Self-organizing Maps. The algorithm that will be used for clus-
tering documents produces topological networks of neurons or units that can be
connected among them. Each neuron has associated to it a vector of real num-
bers. The process of obtaining (or training) a network whose neurons represent
clusters of documents involves several stages and the choice of some parameters.

Kohonen’s Self-Organizing Maps are characterized by the fact that they have
a rectangular shape and a fixed number of neurons. Also, the way the neurons
are interconnected (the topology) is predetermined and does not change during
the training process.

Before the training of the network begins, the size (and topology) of the net-
work must be fixed. Then, the values of the vectors of the neurons are randomly
initialized.

After the initialization, these values are gradually adapted to represent the
documents in the following way:

1. A new document is presented to the network
2. The closest neuron to the document is computed
3. The values of that neuron and of some of its neighbors are adjusted to be

closer to the document

This process is repeated a predefined number of times. Also, the way in
which the closest neuron is selected (that is, which metric is used to compute
the distances) and the degree to which the values of the neurons are modified
have to be selected in advance. These values are adjusted using the following
formula
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vi(t + 1) := vi(t) + h(t) · (xi − vi(t))

where vi(t) is the value of the i-th component of the vector at iteration t, vi(t+1)
is the new value for this component at iteration t+ 1, xi is the value of the i-th
component of the document and h is a function which usually depends on a
value α called the learning rate. The bigger α, the closer vi(t + 1) will be to xi.
A usual choice for h is the Gaussian function [5].

The neurons whose values are adapted in each iteration depend on the topol-
ogy of the network (which can be rectangular or hexagonal) and on another
parameter r called the radius. The bigger r, the more neurons are modified with
each document.

After the SOM is trained, each document of the corpus is associated to the
neuron which is closest to it. In this way, each neuron is the representative of a
group of similar documents.

There exist several alternatives for the parallelization. In the most straight-
forward, the SOM is splitted into different parts assigned to the different proces-
sors. This implies a high flow of communications among the different nodes and
it can become inefficient. However, if we adopt Batch SOM’s [14] it is possible
to process the documents independently since the modification of the vectors of
the neurons is delayed until all the documents are presented to the map. Thus,
we assign a different group of documents to each computer in the cluster and the
adjusting weights are computed independently for each of them. When all the
documents are processed the weights are summed up and the SOM is updated.
We have selected this latter approach. This is the critical step in the system
parallelization and its efficiency will be studied in deep in Section 4.

The choice of the parameters of the training phase, specially the size of the
network and the number of documents presented to it, can affect the overall
performance of the retrieval. In this work we will use the values of parameters
which have shown the best results in previous experiments [15].

Search Process. We adopt the method presented in [3,9,10] to search the net-
work for the most relevant documents. Given a query, this involves the following
steps:

1. The query is represented in the same way that the documents are
2. While there are not enough documents:

– The next closest neuron to the query is computed
– All the documents associated to the neuron are regarded as relevant

3. The documents selected are ordered taking into account their distance to
the query

4. A number of the closest selected documents is returned to the user

Notice that there are two parameters that will influence the performance of
the method: the number of documents selected from the network and the number
of documents returned to the user. We will study their behavior when analyzing
the results of the experiments (Section 5).

The parallelization in this step consists of processing each query indepen-
dently from the others.
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4 The Experiments

In this section we describe the collections of documents that have been used in
our experiments, the range of system parameters and the measures adopted to
quantify the performance of the systems.

4.1 The Corpora

For the experiments we use 6 different corpora which are well-known to the IR
community. These are adi, cacm, cisi, cran, med and time. They are distributed
with the SMART system [16] and are widely used in the literature.

All these corpora are publicly available for research purposes1 and are dis-
tributed with a set of queries and the corresponding relevance assessments.

The main properties of these document collections are presented in Table 1.

Table 1. Properties of the corpora

Corpus adi cacm cisi cran med time
Number of documents 117 1587 1460 1398 1033 425
Number of different words 1015 4845 5683 4849 9287 13620
Average length of documents 51.69 93.95 119.18 163.66 153.01 622.748
Number of queries 35 64 111 225 30 83
Av. number of relevant documents 4.86 15.31 40.97 8.18 23.20 3.90

4.2 Settings of the Experiments

For the training of the networks we use the values of parameters which have
shown the best results in previous experiments [15].

Since there exist random elements in the network training (the initialization
of the neurons), we have repeated the process 30 times. For VSM only one
repetition is performed for each collection, since the system is deterministic.

4.3 The Evaluation

The measure considered to quantify the effectiveness of the system is the R-
precision [17] or simply RP. Given a query, RP is equal to the precision (i.e.
the percentage of relevant documents) in the first R documents returned by the
system, where R is the total number of documents relevant to the query.

In our experiments this is calculated for each query and the values are aver-
aged over all the queries for each corpus.

To compare the performance of the parallel and sequential versions of the
algorithms we use the efficiency defined by

E =
ts
ktp

where ts is the sequential time, tp is the parallel time and k is the number of
processors used by the parallel algorithm.
1 The collections can be found at ftp://ftp.cs.cornell.edu/pub/smart/
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5 The Results

In Table 2 the results of VSM are compared to the best results obtained with
networks. Together with the average value of RP in the 30 repetitions of each
experiment, we present the amplitude of the confidence interval (at a confidence
level of 95%) for it.

With the exception of corpus time, the results obtained by using networks
are better than those obtained with VSM, either with the best possible choice
of parameters or with the proposed choice. In fact, in all these cases the RP
obtained with VSM is below the lower confidence limit for the average RP ob-
tained with networks. In the case of time corpus, the results of VSM and of the
networks are not significantly different.

The efficiency of the parallelization of the SOM training can be seen in
Figure 3.

Table 2. Comparison of VSM with Neural Networks

Corpus VSM Best Network
adi 0.3827 0.3876 ± 0.0048

cacm 0.3013 0.3057 ± 0.0015
cisi 0.2363 0.2486 ± 0.0024
cran 0.3286 0.3356 ± 0.0011
med 0.4962 0.5508 ± 0.0025
time 0.5907 0.5903 ± 0.0007
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With the exception of adi, which is a collection of extremely small size, the
efficiency of the parallel algorithm is very good. In fact, it is above 0.8 for up to
10 processors and even for up to 15 processors if we exclude the collection time
(which is the second in size after adi).

6 Conclusions and Future Work

We have presented a parallel version using NOW architectures of an IR system
based on neural networks for clustering similar documents together. The results
of the experiments show that the efficiency of the parallelization is good (ex-
cepting those cases in which the size of the collection is too small). Also, the
clustering can lead to an improvement in the effectiveness of the retrieval.

In future research, we plan to tackle the parallelization of other clustering al-
gorithms based on neural networks (as, for instance, Growing Cell Structures [18]
and Growing Neural Gas [19]) using NOW architectures.

References

1. Salton, G., McGill, M.J.: An introduction to modern information retrieval.
McGraw-Hill (1983)

2. Salton, G., Wong, A., Yang, C.: A vector space model for automatic indexing.
Communications of the ACM 18 (1975) 613–620

3. Lagus, K.: Text retrieval using self-organized document maps. Neural Processing
Letters 15 (2002) 21–29

4. LTSP: Linux Terminal Server Project. (http://www.ltsp.org)
5. Kohonen, T.: Self-Organizing Maps. Volume 30 of Springer Series in Information

Science. Springer Verlag (2001)
6. Kaski, S., Kangas, J., Kohonen, T.: Bibliography of self-organizing map (SOM)

papers: 1981-1997. Neural Computing Surveys 1 (1998) 1–176
7. Lagus, K., Honkela, T., Kaski, S., Kohonen, T.: Self-organizing maps of document

collections: A new approach to interactive exploration. In Simoudis, E., Han, J.,
Fayyad, U., eds.: Proceedings of the Second International Conference on Knowledge
Discovery and Data Mining. AAAI Press, Menlo Park, California (1996) 238–243

8. Kohonen, T., Kaski, S., Lagus, K., Honkela, T.: Very large two-level SOM for the
browsing of newsgroups. In von der Malsburg, C., von Seelen, W., Vorbrüggen,
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{fguil, abosch}@ual.es
2 Dept. Ciencias de la Computación e Inteligencia Artificial,

Universidad de Granada, 18071 Granada
bailon@decsai.ugr.es
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Abstract. The incorporation of temporal semantic into the traditional
data mining techniques has caused the creation of a new area called
Temporal Data Mining. This incorporation is especially necessary if we
want to extract useful knowledge from dynamic domains, which are time-
varying in nature. However, this process is computationally complex,
and therefore it poses more challenges on efficient processing that non-
temporal techniques. Based in the inter-transactional framework, in [11]
we proposed an algorithm named TSET for mining temporal patterns
(sequences) from datasets which uses a unique tree-based structure for
storing all frequent patterns discovered in the mining process. However,
in each data mining process, the algorithm must generate the whole
structure from scratch. In this work, we propose an extension which
consists in the reusing of structures generated in previous data mining
process in order to reduce the execution time of the algorithm.

1 Introduction

Data mining is an essential step in the process of knowledge discovery in databa-
ses that consists of applying data analysis and discovery algorithms that produce
a particular enumeration of structures over the data [9]. There are two types of
structures: models and patterns. So, we can talk about local and global methods
in data mining [17]. In the case of local methods, the simplest case of pattern
discovery is finding association rules [2]. The initial motivation for association
rules was to aid in the analysis of large transactional databases. The discovery
of association rules can potentially aid decision making within organizations.
Another approach is integrating the data mining process into the development
of Knowledge Based Systems [19].

Since the problem of mining association rules was introduced by Agrawal
in [2], a large amount of work has been done in several directions, including
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improvement of the Apriori algorithm, mining generalized, multi-level, or quan-
titative association rules, mining weighted association rules, fuzzy association
rules mining, constraint-based rule mining, efficient long patterns mining, main-
tenance of the discovered association rules, etc. We want to point out the work
in which a new type of association rules was introduced, the inter-transaction
association rules [16,15]. Temporal data mining can be viewed as an extension
of this work.

Temporal data mining can be defined as the activity of looking for interesting
correlations or patterns in large sets of temporal data accumulated for other
purposes [7]. It has the capability of mining activity, inferring associations of
contextual and temporal proximity, some of which may also indicate a cause-
effect association. This important kind of knowledge can be overlooked when the
temporal component is ignored or treated as a simple numeric attribute [22].

Data mining is an interdisciplinary area which has received contributions
from a lot or disciplines, mainly from databases, machine learning and statistic.
In [25] we found a review of three books, each one written from a different pers-
pective. Although each perspective make strong emphasis on different aspects of
data mining (efficiency, effectiveness, and validity), only when we simultaneously
take these three aspects into account we may get successful data mining results.
However, in the case of temporal data mining techniques, the most influential
area is artificial intelligence because its work in temporal reasoning have guided
the development of many of this techniques. In non-temporal data mining tech-
niques, there are usually two different tasks, the description of the characteristics
of the database (or analysis of the data) and the prediction of the evolution of
the population. However, in temporal data mining this distinction is less appro-
priate, because the evolution of the population is already incorporated in the
temporal properties of the data being analyzed.

We can found in the literature a large quantity of temporal data mining
techniques. We want to highlight some of the most representative ones. So, we
can talk about sequential pattern mining [4], episodes in event sequences [18],
temporal association rules mining [5,12,13], discovering calendar-based temporal
association rules [14], patterns with multiple granularities mining [7], and cyclic
association rules mining [20]. However, there is an important form of temporal
associations which are useful but could not be discovered with this techniques.
These are the inter-transaction associations presented in [15,16]. The introduc-
tion of this type of associations was motivated by the observation that many
real-world associations happen under certain context, such as time, place, etc. In
the case of temporal context, inter-transactional associations represents associa-
tions amongst items along the dimension of time. Due to the number of potential
association becomes extremely large, the mining of inter-transaction association
poses more challenges on efficient processing than classical approaches. In order
to make the mining of inter-transaction associations practical and computatio-
nally tractable, several methods have been proposed in [24,23,10].

Working in the same direction, in [11] we presented an algorithm named
TSET based on the inter-transactional framework for mining frequent sequences
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(also called frequent temporal patterns or frequent temporal associations) from
several kind of datasets. The improvement of the proposed solution was the
use of a unique structure to store all frequent sequences. The data structure
used is the well-known set-enumeration tree, commonly used in the data mining
area [6,1,8], in which the temporal semantic is incorporated. Although the use
of a unique data structure implies that the algorithm requires less resources
than other approaches, mining this sort of associations is still a computationally
intensive problem. So, it is necessary to devise new optimization techniques to
speed up the global knowledge discovery process.

The aim of this paper is to propose an extension of the TSET algorithm
in order to reduce the time execution. It consists in the incorporation of a
mechanism for reusing structures generated by previous data mining process.
In cases where an initial data structure is presented, instead of generating
the whole structure starting from scratch, the algorithm, named TSET I, it-
erates over this initial structure looking only for new frequent temporal
patterns.

The remainder of this paper is organized as follows. Section 2 gives a formal
description of the problem of mining frequent temporal patterns (sequences) from
datasets. Section 3 introduces the algorithm named TSET I. Section 4 presents
the preliminary performance results obtained. Conclusions and future works are
finally drawn in Section 5.

2 The Frequent Sequence Mining Problem

Let us describe the notation, some basic definition, and the goals of the frequent
sequences mining.

Definition 1. A dataset D is an ordered sequence of records D[0], D[1],...,
where each D[i] can have col attributes, c[0],...,c[col-1]. The 0-attribute will be
the dimensional attribute, the temporal data associated with the record, expressed
in temporal units. The rest of attributes can be quantitative or categorical.

We assume that the domain of each attribute is a finite subset of non-negative
integers, and we also assume that the structure of time is discrete and linear. Due
to every event registered has its absolute date identified, we represent the time for
events with an absolute dating system [21]. In order to simplify the calculations,
we transform the original dataset subtracting the date of each record from the
date of the first record, the time origin.

With this generic definition of dataset, and with minimal modifications, the al-
gorithm that we propose works with different types of sources, that is, relational
databases, transactional databases and data streams.

Definition 2. An event e is a 3-tuple (c[i], v, t), where 0 < i < col, v ∈
dom{c[i]}, and t ∈ dom{c[0]}, that is, t ∈ N. Events are ”things that happen”,
and they usually represent the dynamic aspect of the world [21].
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In our case, an event is related to the fact that a value v is assigned to a
certain attribute c[i] with the occurrence time t. We will use the notation e.c,
e.v, and e.t to set and get the attribute, value, and time variables related to the
event e.

Definition 3. Given two events e1 and e2, we define the ≤ relation as follows:

1. e1 = e2 iff (e1.t = e2.t) ∧ (e1.c = e2.c) ∧ (e1.v = e2.v)
2. e1 < e2 iff (e1.t < e2.t) ∨ ((e1.t = e2.t) ∧ (e1.c < e2.c))

We assume that a lexicographic ordering exists among the pairs (attribute, value)
in the dataset.

Definition 4. A sequence (or event sequence) is an ordered set of events S =
{e0, e1, ..., ek}, where ei < ei+1, for all i = 0,...,k-1.

Obviously, |S| = k + 1. Note that different events with the same temporal
unit can belong to the same sequence. Also, the same events with different tem-
poral unit associated can belong to the same sequence. But nevertheless, in any
sequence there will exist two or more pairs (attribute, value) associated to the
same temporal unit. In other words, an attribute can not take two different values
in the same instant.

Definition 5. Let Utmin be the minimal dimensional value associated to the
sequence S. In other words, Utmin = min{ei.t}, for ei ∈ S. If Utmin = 0, we say
that S is a normalized sequence.

Note that any non-normalized sequence can be transformed into a normalized
one through a normalization function.

Example 1. Let S1 = {(0, 0, 0), (1, 0, 0), (3, 0, 2)}, and S2 = {(0, 0, 3), (1, 0, 3),-
(3, 0, 5)} be two sequences. S1 is a normalized sequenced, since it has the minimal
value equal to 0 for the temporal dimension. But S2 is not a normalized sequence,
because its minimal value is not equal to zero. However, we can normalize S2 by
subtracting its minimal value (Utmin = 3) from the temporal values as follows:
S′

2 = {(0, 0, 3−3), (1, 0, 3−3), (3, 0, 5−3)}, resulting in the normalized sequence
S′

2 = {(0, 0, 0), (1, 0, 0), (3, 0, 2)}.
Let Utmax be the maximal dimensional value associated to the sequence S. This
value indicates the maximum distance amongst the events belonging to the nor-
malized sequence S. In other words, Utmax = ek+1.t, where |S| = k + 1. From
both, confidence and complexity points of view [15], this value will be always less
or equal than a user-defined parameter called maxspan, denoted by w.

Definition 6. The support (frequency) of a sequence is defined as:

support(S) =
|DS |
|D| ,

where |DS | denotes the number of occurrences of the sequence S in the dataset,
and |D| is the number of records in the dataset D.
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Definition 7. A frequent sequence is a normalized sequence whose support is
greater or equal than a user-specified threshold called minimum support minsup.

Given a dataset D, and the user-defined parameters maxspan and minsup, the
goal of temporal pattern (or sequence) mining is to determine in the dataset the
set SD,w,ms, where w = maxspan and ms = minsup, formed by all the frequent
sequences whose support are greater than or equal to minsup.

3 The TSET I Algorithm

Knowledge Discovery and therefore data mining is a human-centered process.
After setting the desired values for the user-defined parameters of the selected
algorithm, the user analyzes the result of the data mining step in order to extract
useful knowledge. In particular, TSET has two user-defined parameters, mini-
mum support (minsup) and the length of the temporal windows, (maxspan).
Generally, after setting the value for maxspan, the user carries out an incremen-
tal knowledge discovery process modifying the value of minsup in a gradual way.
The incremental process consist in the reduction of the minimum support and
the study of the new discovered patterns. However, as we can see in [11], with
the reduction of this value the number of discovered temporal associations and
the execution time of the algorithm increases exponentially. In order to reduce
this complexity, we propose an iterative process that consist in the reusing of
the structure generated by previous data mining processes (with higher minsup
values).

We will use an example to illustrate the basic idea. Suppose that Figure 1
shows the data structure generated by TSET from a dataset D, with maxspan =
1 and minsup = 2.

Fig. 1. The initial extended set-enumeration tree structure
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Fig. 2. The second extended set-enumeration tree structure

If the user sets the minsup value to 1, instead of generating the whole struc-
ture starting from scratch, the algorithm iterates over the structure looking for
nodes with support less than or equal to the chosen value. In Figure 2 we can
see the generated structure.

TSET I is an extension of TSET , and therefore, it follows the same basic
principles as most apriori-based algorithms [2]. Frequent sequence mining is an
iterative process, and the focus is on a level-wise pattern generation. At the
beginning, all frequent 1-sequences (frequent events) are found, these are used
to generate frequent 2-sequences, then 3-sequences are found using frequent 2-
sequences, and so on. In other words, (k+1)-sequences are generated only after all
k-sequences have been generated. On each cycle, the downward closure property
is used to prune the search space. This property, also called anti-monotonicity
property, indicates that if a sequence is infrequent, then all super-sequence must
also be infrequent. Figure 3 outlines a generalized frequent sequences mining
algorithm. We want to highlight that the main difference between TSET and
TSET I is the getSequences() method which ignores the sequences discovered in
previous process.

algorithm TSET I(dataset D, minsup m, maxspan w)
begin

if tree.isEmpty()
tree.init(D, m, w );

tree.getSequences(D, m, w);
Output(tree);

end;

Fig. 3. TSET I Algorithm
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procedure getSequences(tree, dataset D, minsup m, maxspan w)
begin

Queue Q = ∅;
Q.push(tree.root);
while (Q �= ∅)

begin
act = Q.pop();
foreach node n in act

if (n.support < minsup) continue;
if(n.child <> NULL)
begin

Q.push(n.child);
continue;

end;
newNode = n.getCandidates();
newNode.evaluateSupport(D, w);
newNode.pruningInFrequent(m);
if(newNode �= ∅)
begin

n.child = newNode;
Q.push(newNode);

end;
end;

end;

Fig. 4. The code for the method getSequences

4 Empirical Evaluation and Results

The experiments were carried out with modified datasets generated by the IBM
test data generator used in [3]. Datasets generated from this tool have been com-
monly used for evaluating frequent items mining algorithms. By setting up the
parameters (see Table 1) of the program, we can generate datasets of transac-
tions as benchmarks to evaluate the improvement of our approach. After that,
we add the temporal dimension into the dataset. We have implemented the algo-
rithms TSET and TSET I algorithm in C++ language and all the experiments
were conducted on a PC with a 3GHz CPU and 512MB main memory. For the
set of experiments we set T = 5, I = 5, L = 1k, N = 500, and D = 10k, varying
the minimum support value from 1% to 0.1%, and the maxspan from 0 to 4
temporal units. The running time against the maxspan and support level are

Table 1. The meaning of all parameters

D Number of transactions
T Average size of transactions
I Average size of the maximal potentially large itemsets
L Number of potentially large itemsets
N Number of items
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Fig. 5. Execution time versus Maxspan and Minimum Support

shown in Figure 5. We want to highlight the case in which the support value is
equal to 1%. The execution time of the iterative method is greater than the non-
iterative one because the initial node contains both frequent and non-frequent
1-sequences. In the rest of cases, we can see the improvement in the execution
time of the iterative method.

5 Conclusions and Future Works

In this paper we have presented an extension of an algorithm which extracts
temporal patterns from datasets. The extension is based on the incorporation of
the possibility that the algorithm can reuse tree-based data structures generated
by previous data mining processes, with the aim of reducing the time spent in
the data mining process.
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Several optimizations techniques have been devised to speed up the discovery
of sequences. In particular, we are working in the adaptation of the techniques
proposed in the literature to reduce the number of database passes, and therefore,
to develop an algorithm which can deals with large and dense synthetic and real
datasets in an efficient way.
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20. B. Özden, S. Ramaswamy, and A. Silberschatz. Cyclic association rules. In Proc. of
the 14th Int. Conf. on Data Engineering, February 23-27, 1998, Orlando, Florida,
USA, pages 412–421. IEEE Computer Society, 1998.

21. A. K. Pani. Temporal representation and reasoning in artificial intelligence: A
review. Mathematical and Computer Modelling, 34:55–80, 2001.

22. J. F. Roddick and M. Spiliopoulou. A survey of temporal knowledge discovery
paradigms and methods. IEEE Transactions on Knowledge and Data Engineering,
14(4):750–767, 2002.

23. A. K. H. Tung, H. Lu, J. Han, and L. Feng. Breaking the barrier of transactions:
Mining inter-transaction association rules. In Proc. of the 5th ACM SIGKDD Int.
Conf. on Knowledge Discovery and Data Mining, August 15-18, 1999, San Diego,
CA, USA, pages 297–301. ACM Press, 1999.

24. A. K. H. Tung, H. Lu, J. Han, and L. Feng. Efficient mining of intertransac-
tion association rules. IEEE Transactions on Knowledge and Data Engineering,
15(1):43–56, 2003.

25. Zhi Hua Zhou. Three perspectives of data mining (book review). Artificial Intel-
ligence, 143:139–146, 2003.



Data Mining with Scatter Search�
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Abstract. Most Data Mining tasks are performed by the application
of Machine Learning techniques. Metaheuristic approaches are becoming
very useful for designing efficient tools in Machine Learning. Metaheuris-
tics are general strategies to design efficient heuristic procedures. Scat-
ter Search is a recent metaheuristic that has been successfully applied to
solve standard problems in three central paradigms of Machine Learning:
Clustering, Classification and Feature Selection. We describe the main
components of the Scatter Search metaheuristic and the characteristics
of the specific designs to be applied to solve standard problems in these
tasks.

1 Introduction

Processing Intelligent Information requires efficient tools to extract the useful
information stored in databases. Data Mining and Knowledge Discovery are pow-
erful techniques for the extraction of information from large databases. Heuristic
approaches are already quite relevant in Data Mining [1]. Most of the data min-
ing tasks are solved by the application of Machine Learning techniques. Three
central paradigms for the application of Machine Learning [9] in Data Mining
are Clustering, Instance-Based Classification and Feature Selection. The Scatter
Search metaheuristic has been tested for the kind of problems that appear in
these tasks ([3], [2]). We describe the main components of this metaheuristic and
their specific designs to solve standard problems in these contexts.

Given a set of instances characterized by several features, the clustering or
grouping problem consists in grouping similar instances in the same cluster and
dissimilar instances in different clusters. If in addition to the description of the
objects, their classes in a training set are given, the classification problem consists
of obtaining the optimal classification rule to assign the class to the new examples
based on their description. Finally, the feature selection problem consisting in
selecting a subset of features in order to best perform the classification task.

Scatter Search [8] is a population-based metaheuristic that constructs solu-
tions by combining others in an evolving set of solutions, named reference set
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(RefSet). The procedure combines solutions of the reference set and runs a local
search procedure to reach a local optimum that would be used to update the
reference set depending on the results of the improvements. The two main dif-
ferences between Scatter Search and other classical population-based procedures
in Data Mining [7] like Genetic Algorithms [6] are the size of the evolving set
of solutions and the way the method combines the existing solutions to provide
new ones. The evolving set RefSet in scatter search has a relatively small or
moderate size (typical sizes are 10 or 15, see [8]). Scatter Search combines good
solutions to construct others exploiting the knowledge of the problem at hand in
an intelligent way. Genetic Algorithms are also evolutionary algorithms in which
a population of solutions evolves by using the mutation and crossover operators,
which have a significant reliance on randomization to create new solutions.

2 Scatter Search Metehauristic

The principles of the Scatter Search metaheuristic were first introduced in the
1970s as an extension of formulations for combining decision rules and problem
constraints. This initial proposal generates solutions taking account of charac-
teristics in several parts of the solution space [4].

In a Scatter Search algorithm [8], a moderate-sized set of solutions, the ref-
erence set RefSet, evolves due to mechanisms of intelligent combination of so-
lutions. Unlike other strategies of combination of existing rules like genetic algo-
rithms, the search for a local optimum is a guided task. In order to perform this
strategy the set of reference solutions, (RefSet), is selected from a population
of solutions. The RefSet is generated and then iteratively updated attempting
to intensify and diversify the search. After intelligently combining the solutions
in the reference set, a local search procedure is applied to improve the resulting
solution, and the RefSet is updated to incorporate both good and disperse solu-
tions. These steps are repeated until a stopping condition is met. The method
provides not only a single heuristic solutions, like other metaheuristics, but a
reduced set of disperse high quality solutions.

The Scatter Search metaheuristic includes five main methods or component
processes:

1. Diversification Generation Method This method is used to generate a wide
set of diverse solutions.

2. Improvement Method This component process improves the solutions to
reach better ones; usually local optima.

3. Reference Set Update Method This is the method that builds and updates
the reference set, which consists of a reduced set of good and disperse solu-
tions.

4. Subset Generation Method This is the method applied to select the subsets
of solutions from the reference set to be combined.

5. Solution Combination Method This process combines the solutions in the
selected subsets to produce new solutions
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A comprehensive description of the fundamentals of Scatter Search can be
found in [5].

A simple implementation of the basic Scatter Search algorithm based in these
methods is shown in Figure 1.

procedure Scatter Search

begin
Diversification Generation Method;
Improvement Method;
repeat

Reference Set Update Method;
Subset Generation Method;
Solution Combination Method;
Improvement Method;

until (StoppingCriterion);
end.

Fig. 1. A Scatter Search Metaheuristic Pseudocode

The algorithm starts generating a population of solutions by running the Di-
versification Generation Method. This procedure creates a large set of disperse
solutions that are improved by the Improvement method. A representative set
of RefSetSize good solutions are chosen to be included in the reference set
(RefSet). These solutions are not limited to those with the best objective func-
tion values; the reference set must also include diverse solutions. The reference
set is initially generated by selecting the RefSetSize1 best solutions according to
the objective function values that are chosen to be in RefSet. Then RefSetSize2
times, the most disperse solution with respect to RefSet is found and added to
RefSet (the final size of RefSet is RefSetSize = RefSetSize1+RefSetSize2).
Several subsets of solutions from the RefSet are then systematically selected by
the Subset Generation Method. The Solution Combination Method combines the
solutions in each subset taking account their good features without reliance
on randomization. Then, the Improvement Method is applied to the result of
the combination to get an improved solution. Finally, the Reference Set Update
Method uses the obtained solution to update the reference set following both
intensification and diversification criteria.

3 Application of Scatter Search in Data Mining

Metaheuristic searches are becoming very important for Machine Learning ap-
plications in Data Mining, Medical Record, Software Engineering, Autonomous
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Driving, Speech Recognition and Self Customizing programs. Three main
paradigms in Machine Learning applications in Data Mining are: clustering,
instance-based learning and feature selection. We describe the specific design of
the main components of the Scatter Search to solve standard problems in these
three tasks.

Clustering is the main paradigm of unsupervised learning. The objective of
clustering is to find groups of instances constituted by similar instances. Given a
set of instances described by a series of features, the problem is to find a partition
of the whole set in subsets or classes in such a way that instances in the same
class are very similar and instances in different classes are very dissimilar. The
distance based approach considers a distance between the instance descriptions
to evaluate the similarity and dissimilarity among them. A wide set of distance
functions appropriated for different kinds of instance descriptions have been
proposed and analyzed in the literature (see [10]). Then, a very usual way to
define the partition consists of finding some representative instances for the
classes (in the simplest case only one instance is chosen for each class). Then each
instance is assigned to the class of the nearest of these representative instances.
Scatter Search has been successfully applied to the p-median location problem
that is very similar to the Clustering Problem [3]. The p-median problem consists
in choosing the p points that minimize the sum of distances to the remainder
instances.

In instance-based supervised learning, in addition to the features that de-
scribe the instances, an additional variable that represents the class of the in-
stance that is to be predicted from its description is considered. From a training
set of instances with known classes, we want to get a classification rule to obtain
the unknown classes of a set of test instances or examples. The distance-based
classification approach also selects a set of representative instances from the
training set and classifies the test instances taking into account the class of the
nearest selected instance. A wide set of possible distance functions among de-
scriptions can also be applied for this tasks. This problem is also similar to the
p-median problem since it also consists of selecting a number of instances with
a different optimization function. They belong to the wide set of the named
p-selection problems, for which most of the heuristic procedures are based on
swaps in the solutions. The scatter search approach for a p-selection problem
based on interchange moves can be easily adapted to other problem in this class.

However, the use of the whole set of features is not useful for being con-
sidered in this or other classification paradigms. The feature selection problem
tries to get the best subset of features to perform the classification task. The
appropriated selection of features has not only the advantage of taking the rele-
vant information in the description of the instances, but also avoiding redundant
information and making the classification algorithms and rules more efficient to
obtain and to use. Scatter Search has been tested for this problem in [2] using a
distance between solutions (now sets of features) to evaluate the diversity among
a set of solutions.
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The distance function between solutions plays a central role in the Scat-
ter Search to modulate the diversification and intensification. Given a distance
between the items that constitute the solutions (instances for clustering and
classification and variables for feature selection), the distance between two solu-
tions is the sum of the distances between the items in one solution and the other
solution. Similarly, the most diverse solution with respect to a set of solutions is
defined in a similar way.

The most important parameter in the population creation method is the
size of the population. The usual sizes are a quadratic or linear function of the
number of classes for clustering and classification and the number of features to
be chosen for feature selection problem. Usual procedures consist of randomly
generating solutions from which a good population is obtained by quality and
diversity criteria. The Reference Set Update Method generates and updates the
reference set by following both quality and diversity criteria. Solutions for the
reference set are first chosen by quality; e.g. the RefSetSize/2 best solutions.
Then new solutions are iteratively included in the reference set by following a
diversity criterium until the whole reference set is obtained. A usual procedure
is described as follows. Let C be the set of items that belong to any solution
already in the reference set. The diversity of each possible new solution S is
given by a distance between S and C using a corresponding distance measure
between items. Then the most diverse solution is chosen RefSetSize/2 times
until the reference set with RefSetSize = RefSetSize1+RefSetSize2 solutions
is obtained.

The usual Subset Generation Method in the applications of Scatter Search
consists of considering all the subsets of a fixed size (usually two) of solutions
in the current reference set of solutions. The solutions in the subsets are then
combined to construct other solutions avoiding repetitions if the subset have been
previously used in a combination. The Solution Combination Method combines
good characteristics of the selected solutions to get new current solutions.

The possible combination methods for these problems are random/greedy
strategies. They start with a partial solution consisting of the items common to
the solutions to be combined. Then, at each iteration, one of the remaining items
in some of the combined solutions is added. The criteria applied to select the
items are between the pure random and greedy criteria and consist of selecting
at random one of the most improving item.

The Improvement Method applied to the solutions of the population and
those generated by the combination method are typical local searches. They are
mostly based on the basic exchange method that consists in replacing an item in
the solution by an item out of the solution. The solutions obtained by improving
the combined solutions are used to update RefSet by the Reference Set Update
Method.

The Reference Set Update Method also applies intensity and diversity criteria
to update the reference set using the improved solutions. Using the strategy
called Static Update, the improved solutions obtained after combination and
improvement are recorded in a pool of solutions, ImpSolSet. The method selects
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the RefSetSize best solutions from RefSet∪ ImpSolSet. If a Dynamic Update
strategy is used, the combination method would be applied to new solution faster
than in the static strategy. That is, instead of waiting until all the combinations
have been performed to update the reference set, if a new solution is to be added
to the reference set because it is better than the worst, this set is updated before
the next subset of solutions combination is carried out.

4 Conclusions

The Scatter Search metaheuristic has been proved to be useful for the main
standard tasks in Machine Learning for Data Mining: Clustering, Classification
and Feature Selection. Future research will be oriented to use scatter search also
for the instance pruning problem.
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Abstract. Despite the great success of data mining being applied for 
personalization in web environments, it has not yet been massively applied in 
the e-learning domains. In this paper, we outline a web usage mining project 
which has been initiated in University of Cantabria. The aim of this project is to 
develop tools which let us improve its Web-based learning environment in two 
main aspects: the first that the teacher obtains information which allows him to 
evaluate the learning process and the second that the student feels supported in 
this task. 

1   Introduction and Background 

It can be said that, the World Wide Web is today the most important media for 
collecting, sharing and distributing information. Higher Education (HE) is one of the 
fields where web-based technology has been quickly and successfully adopted. The 
great proposal of online courses that, nowadays, is offered by universities is one proof 
of that. Even more, completely virtual universities are appearing.  

Managing and tracking students, designing courses, making evaluations, etc. 
requires specific systems which are called Learning Management Systems (LMS). 
These systems can be organized in 3 subsets according to Jackson [5]: Course 
Management Systems (CMS), Enterprise Learning Management (ELMS) and 
Learning Content Management Systems (LCMS).   

CMS facilitate web delivery and management for instructor-led topics and include 
conferencing systems, polling and quiz modules, virtual workspaces and other tools 
for measuring outcomes and reporting progress for individual or groups of students. 
They tend to be very textual and template oriented to provide ease of use, but limiting 
flexibility. These systems are the most popular in HE institutions (85% according to 
Gartner). Examples include Blackboard, Virtual-U or WebCT. ELMS and LCMS are 
more expensive and require significant customization. They typically add strong 
integrated authoring tools and components to connect to database systems.  

Many CMS have been developed and are in use around the world. However they 
do not support tools which allow educators to thoroughly track and assess all the 
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activities performed by all learners, nor to evaluate the structure of the course content 
and its effectiveness on the learning process. In fact, these environments provide the 
educator with access summary information such as more visited pages, favourite 
communication method, and other statistics. Nevertheless this information is not 
enough to analyze the behaviour of each student and his evolution.  

The problem is that E-learning environments lack a closer student-educator 
relationship. The lack of this relation is manifested in facts such as: teacher does not 
really control the evolution of his students, and students cannot express their problems 
and deficiencies in a natural way.  

This problem has yet been tackled in marketing environments using web mining 
techniques. In [1], an architecture that successfully integrated data mining with an e-
commerce system is shown. In [6] a methodology for evaluating and improving the 
“success” of a commercial web site based on the exploitation of navigation pattern 
discovery is proposed. In [3] an overview of approaches for incorporating semantic 
knowledge into Web Usage Mining and personalization processes is provided. 

Results of the application of Web Mining in e-commerce have not been massively 
applied in e-learning environments while web-based learning systems can profit from 
them [4]. In this direction, our project tries to solve the presented problems by pre-
processing and analysing the web log files, which provide a raw trace of the learners’ 
navigation and activities on the site, using OLAP and data mining techniques [8] in 
order to extract valuable patterns that will be used to enhance the learning system and 
help in the learning evaluation.  

Thus in this paper we present advances of an e-learning project in which OLAP 
techniques are applied to obtain data that later will be used to improve the relationship 
between professor and student.  

The rest of this paper is organized as follows: Section 2 briefly presents the 
objectives and main tasks of the E-learning project which is being developed in 
University of Cantabria (UC) with the collaboration of Universidad Politécnica de 
Madrid (UPM). Section 3 presents obtained results in the OLAP analysis. Finally, 
Section 4 provides conclusions and future work. 

2   E-Learning Project  

This project initially springs up with the aim to give concrete answers to professors 
who compromised with these new methods of learning based on new technologies do 
not get the appropriate feedback compared to the feedback you get from students with 
traditional teaching methods. Besides, we have in mind other goals which will help 
administrators and academic responsible to do better their task.  

2.1   Objectives 

On the one hand, professors will have information that provides them with tracking 
information to assess the learning process of their students. The system will also 
provide professor with the most common navigation patterns in their courses that will 
help them to evaluate their courses structure effectiveness. 
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On the other hand, learners will obtain a personalized environment that in near 
future, will recommend them activities and/or resources that would favour and 
improve their learning  

An added value of these tools will be that the site administrator will have 
parameters to improve the site efficiency and adapt it to the behaviour of their users.  

Academic responsible will have information which allows them to know their 
student profile. It will provide them with measures to better organize their resources, 
both human and material, and their educational offer.  

2.2   Scheduled Tasks  

We briefly describe the main five tasks we have considered: 

1. Data pre-processing: clean and prepare the web server log file and load the clean 
data into a relational database. 

2. OLAP analysis: design a multidimensional structure in which the main factors 
under analysis: sessions, courses, pages, time, demographical user data, user 
behaviour (content or navigational) will be taken as dimensions and later build 
OLAP cubes in order to analyze the recorded data. 

3. Pattern discovery: application of data mining algorithms. Firstly descriptive 
algorithms (clustering and association) will be applied to obtain typologies of 
users. Then classification techniques will be used in a later step to classify 
behaviours according to historical patterns.  

4. Pattern evaluation: All the patterns obtained will be valuated to distinguish the 
patterns that really help to better achieve the site goals. 

5. Recommendation engine: integrate the discovered patterns in the online component 
to provide personalized environment to learners. 
In the next section results obtained with the OLAP components are summarized. 

3   OLAP Analysis  

Although the project main aim is not only to generate OLAP reports but also data 
mining analysis, in this paper we focus on the OLAP analysis. Consequently results 
obtained so far are presented in what follows.  

3.1   Pre-processing 

Web server logs are the primary source of data in which the activities of Web users 
are captured, although often can be enriched with external information obtained from 
corporative database systems. These files, due to their huge size and their lack of 
structure, require to be processed, this means, to be read and recorded in a relational 
database to be easily managed.  

Pre-processing [2] is, in fact, the first part of Web Usage Mining (WUM) which 
includes the domain dependent tasks of data cleaning, user identification, page 
identification, session identification and path completion. Although there are free 
tools such us [7] which allow cleaning and making sessions, they have not been 
suitable for us because they work with general logs (commercial environments) and 
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they do not allow us to configure specific e-learning characteristics, for this reason we 
have developed our own tool.  

The example we use for illustration in this paper comes from a WebCT web log 
with records of students’ on-line activities in all courses from October 1st, 2004 to 
December 31st, 2004. There are near 10.000.000 entries in this web log file of a size 
of 1.1 Gigabytes. After cleaning process, the number of entries was reduced to 
2.206.024. Next, 3.235 learners and 322 courses were identified and finally, 48.691 
sessions were built. In our case, a new session was considered when a change in a 
user-course happened or when the time interval between two successive inter-
transaction clicks upped 30 minutes. In this last step, the duration of the visit and the 
number of visited pages were calculated. Besides, the visited pages during each 
session were registered to be used in the incoming navigational behaviour analysis. 

3.2   OLAP Analysis  

The multi-dimensional structure of the data cube provides remarkable flexibility to 
manipulate the data and view it from different perspectives. Building a web log data 
cube allows the application of OLAP (On-Line Analytical Processing) operations to 
view and analyze the web log data from different angles, derive ratios (average stay-
session time, etc) and compute measures across many dimensions. 

The first step towards analysing user behaviour in an e-learning system is to be 
able to answer questions as the ones that follow:  

• How long is our learner connected (by course, degree, month, etc)? 
• What is the connected learner distribution over time (hour of the day, day of the 

week, month and year)? 
• How many learning sessions do our learners establish over time? 
• Which courses are the most frequent acceded? 
• Which is the percentage of connections done inside university campus? 
• What is the distribution of network traffic over time? 

Consequently after the data was cleaned and transformed, a multi-dimensional 
structure was designed. From this, a MOLAP data cube was built to aggregate the 
number of visited pages, the number of error pages and the visit duration according to 
the following five dimensions: date, time, courses, sessions and learners.   

Not only the questions above but any question involving the dimensions of the 
OLAP structure will be answered. Results of some of these questions are shown. 

Example 1.  Usage pattern analysis  
The session analysis lets us understand how the system was used, how the course 
structure was designed and how the learners’ behaviour evolved over time. 

Fig. 1a and Fig. 1b show sessions per learner, average session time and pages per 
session measures. The first one shows the results taking into account all courses in 
this period (in weeks) and the second one, the same values but for one of the most 
frequent acceded and well-designed course.  
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Fig. 1. (a) Usage pattern analysis of the full system, and (b) for a well-designed course 

One phenomenon we have discovered is that at the beginning of a course the 
students tended to explore many different system features (more visited pages per 
session). However, they became more and more focused over time. 

In Fig. 1a, it can be observed how the average connection time by student in this 
term is low, less than 15 minutes, nevertheless in Figure 1b, this time ups to 20 or 30 
minutes. This suggests us that most of the courses have been designed as repositories 
of contents, i.e., professors have designed html pages with several links to PDF or zip 
files, so that, students only need connect to the system to download these files. On the 
other hand, this reduced time indicates us that students do not use very often 
collaborative tools (chats, mail …) because the interaction requires longer sessions.  

Example 2.  Learner distribution over time 
Another interesting information consists on analysing the distribution over time of the 
number of connected students depending on the week day and time of the day. It is 
easy to see in Fig. 2 how, in this study, students were highly connected from outside 
UC (value IN) in working days (value 1) and from 12 to 20 hours.  
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Fig. 2. Learner distribution over time 

In relation to these results we can also say that analysed courses are chiefly 
exploited as a complementary tool as the main activity begins around November. This 
shows that students need have minimum knowledge about the subject before 
accessing to the WebCT platform for further knowledge. 
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Besides, we have observed that the number of connected students versus registered 
students is around 50% in the case of not completely virtual courses. This can be 
interpreted as students not connecting to the system unless the activity is completed 
integrated in the course syllabus. 

4   Conclusions and Future Work 

In this paper we have presented an e-Learning WUM project which is being 
developed in UC using its own data. This project is divided in five stages, where two 
of them have been yet done. Likewise, the first relevant results have been shown. 

Our experience shows us that pre-processing step although being time consuming 
is crucial for the success of the discovery process. A good data cleaning and filtered 
process needs metadata provided by web site designers and a good knowledge about 
how the LMS works because generally are environments based on scripts. 

Also we can say that, the multi-dimensional structure of the data cube provides 
remarkable flexibility to manipulate the data and view it from different perspectives. 
Besides, as it can be managed with MS Excel, teachers and system administrators can 
evaluate easily the system use.  

Our next step will be to select a course whose design allow us to analyse learner 
navigational behaviour and compare it with professor intention. For that rule 
association and sequential algorithms will be used. Also its effectiveness in the 
learning process will be evaluated.  On the other hand, we will try to complete learner 
information and, applying descriptive algorithms, obtain typologies of students. 
Further development and experiments will be reported in the future. 
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Abstract. Similarity queries in traditional databases work directly on attribute 
values. But, often similar attribute values do not indicate similar meanings. Se-
mantic background information is needed to enhance similarity query perform-
ance. In this paper a method will be addressed which follows the idea to map at-
tribute values to multidimensional points and then interpret the distances be-
tween that points as similarity. The second part brings the questions “How to 
arrange these points that they correspond to real world?” and “Can that be done 
automatically?” into focus and comes to the following result: For the case that 
all similarities are known in advance a good solution is given otherwise it turns 
to a complex optimization problem. 

1   Introduction 

Similarity search has emerged and become a fundamental requirement, even for data 
base applications and data base management systems. Unfortunately similarity search 
based on the attribute values itself does not fit all user needs. For example in the case 
of a tourism information system the attribute values “San Augustin” and “Playa del 
Ingles” should be identified as similar because both are villages in the southern part of 
Gran Canaria, even if their attribute values are anything but similar. Additional con-
cepts to model and maintain semantic background information are needed to support 
such enhanced similarity queries. 

1.1   Flexible Query Answering Systems 

Query processing in conventional data base systems is not flexible enough to support 
advanced similarity search capabilities directly. That means when the available data 
does not match a users query precisely, the system will only return an empty result set 
to the user. This limits its applicability to domains where only crisp answers are 
meaningful. In many other application domains, however, the users expect not only 
crisp results returned but also some other results close to the query in a sense. Sys-
tems that can solve this problem are called flexible query answering systems (FQAS). 
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1.2   The Need of Semantic Background Information 

As mentioned above attribute values do not hold enough information to find similar 
data objects from a user point of view. The semantic of the objects is needed. Then 
we can determine semantically near objects which will produce much more adequate 
results for similarity queries. 

2   Modeling Semantics Using Metric Spaces 

Nowadays most common approaches for modeling semantic background are tech-
niques which can be categorized by semantic networks or ontologies such as the Re-
source Description Framework (RDF) or Topic Maps. 

This paper will concentrate in a different approach coming from pattern recogni-
tion or information retrieval. There feature vectors and corresponding feature spaces 
are used. The distance between two points in these metric feature spaces is equivalent 
to the similarity between the corresponding objects. 

2.1   Numeric Coordinate Representation 

Thinking about similarity queries in databases we see two approaches: Modeling 
similarity on object level or attribute level. Concerning typical database queries where 
the query conditions address attribute values our institute focused on attribute level. 

The basic idea was that values of non-numerical attributes are mapped to points in 
a multidimensional feature space. Each attribute domain can have its own feature 
space. Thus similarity between two attribute values – and based on that even similar-
ity between whole database objects - can be derived from the metric distances in these 
spaces. The database tables which hold this mapping of attribute values to multidi-
mensional points are called NCR-Tables (Numeric Coordinate Representation Ta-
bles). They can be seen as a semantic background information pool that supports an 
application domain appropriate similarity search. 

2.2   A particular Vague Query System 

At our institute a prototype called Vague Query System (VQS) was implemented 
which follows that approach [1] [2]. It works quite well and supports also a standard 
metric for attributes which have no NCR-Table in the background, multiple similarity 
query conditions and, vague joins. 

3   Maintaining Numeric Coordinate Representations 

In the classical case this is the work of a knowledge engineer or a domain expert. He 
designs the similarity measure between the possible values and enters this information 
into an NCR-Table. Sometimes existing data can be used. For instance the similarity 
of location names can be defined as the geographical distance and an eventually exist-
ing database table containing geographical coordinates of the locations can be used. 
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Anyway, autonomous similarity learning by the system itself would be the optimal 
case. In this chapter we concentrate on the challenges and possible solutions for real-
izing such an intelligent system. 

3.1   Euclidean Distance Matrix 

Regardless of the manner how it has been built similarity measure can be placed in a 
natural way in a matrix. However, this similarity matrix must have special properties 
in order to be possible to build a sound representation. A matrix which has these prop-
erties is called Euclidean Distance Matrix: 

Definition 1. A matrix D ∈ ℜn×n is called Euclidean Distance Matrix (EDM) if and 
only if the following four properties are satisfied: 

1. ∀ i j: dij ≥ 0   (non-negative) 
2. ∀ i: dii = 0   (zero diagonal) 
3. ∀ i j: dij = dji   (symmetry) 
4. ∀ i j k: dij + dik  ≥ dik  (triangular inequality) 

3.2   Reinforcement Learning 

Two main paradigms of machine-learning are known: learning with a teacher, which 
is called supervised learning, and learning without a teacher. The paradigm of learn-
ing without a teacher is subdivided into self-organized (unsupervised) and reinforce-
ment learning. Supervised learning is a "cognitive" learning method performed under 
tutelage of a teacher: this requires the availability of an adequate set of input-output 
examples. In contrary, reinforcement learning is a "behavioral" learning method, 
which is performed through interactions between the learning system and its envi-
ronment. The operation of a reinforcement learning system can be characterized as 
follows [3]: 

1. The environment stochastically occupies a finite set of discrete states. 
2. For each state there is a finite set of possible actions that may be taken. 
3. Every time the learning system takes an action, a certain reward is incurred. 
4. States (st ∈ S) are observed, actions (at ∈ A) are taken, and rewards (rt ∈ ℜ) are 

incurred at discrete time steps (t ∈ N). 

The goal of the learning system is to maximize its cumulative reward. This does not 
mean maximizing immediate gains, but the profit in the long run. In our automated 
FQAS the states of the reinforcement learning are the searched records (the queries of 
the users), the actions are the selection of similar records which will be offered to the 
user and the rewards are computed from the reaction of the user or from his marks. 

One should be cautious when learning a similarity matrix, because when the matrix 
or its approximation is updated then one should check that the new matrix is still an 
EDM. Testing the first three properties after a cell has changed is straight forward, 
however verifying the triangular inequality could need a lot of computation. We have 
another choice namely we do not learn the similarity matrix but we learn directly the 
NCR-Table instead. In this way we do not need to check the EDM properties. How-
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ever this approach has a major drawback, viz. in that case changing the dimensions of 
the representation is hard, or even realizing that we need a higher dimensional NCR-
Table during the learning is non-trivial. Moreover, we need to have an advance esti-
mation of the NCR-Table dimension, but if we learn the distance matrix then we do 
not need such an estimation. Both ways have their own advantages/disadvantages, we 
will continue with the case when we have learnt the distance matrix and we need to 
build an NCR-Table from it. 

3.3   Building a Numerical Coordinate Representation 

If we have an Euclidean Distance Matrix (EDM), for example we have learnt it from 
the interaction with the user or a knowledge engineer designed it, then we need to find 
a "good" representation of it. We have already mentioned that Numeric Coordinate 
Representation Tables provide an efficient way of representing similarity information. 
The problem of finding a representation is to build such an NCR-Table from, a possi-
bly sparse, EDM which means that we have to find a mapping Φ that projects our 
points to a sufficiently high dimensional Euclidean space in a way that the distances 
of the points in that space equals to the desired distances in the given EDM. Naturally, 
our aim is to minimize the number of needed dimensions, as well. 

The problem given above was stated as the fundamental problem of distance ge-
ometry and formulated by Blumenthal [4] in 1953. Distance geometry has received 
much attention in recent years because of its many applications in fields such as 
chemistry, statistics, archaeology, genetics and geography. A detailed discussion on 
distance geometry can be found in [5]. We will discuss the representation problem in 
two steps. First, an easier case will be presented, when all the distances are exactly 
given. Then, we present a harder problem, when only a few distances are given (so 
the distance matrix is sparse). 

Complete Distance Information. If all the distances are known then we can find the 
minimal dimension that we need with the help of the following theorem [6]: 

Theorem 1. If x1, x2, . . . , xn ∈ ℜ r and ∀ i j ∈ {1, . . . , n} : dij =  ||xi - xj||2 then the 
rank of a corresponding distance matrix is at most r + 2. 

With this theorem we can compute exactly the minimal dimension of the target 
Euclidean space. We can use the eigenvectors of a specially designed matrix to find 
the coordinates of the points immediately [4]. Regarding the complexity, this problem 
is tractable, because both computing the rank of a matrix and finding the eigenvectors 
can be done in polynomial time, more precisely in O(n3) if the matrix is n × n. How-
ever there is another approach which is much faster than building the representation 
by eigenvectors. This algorithm is called fastmap and it can place n points in a k di-
mensional space in O(nk) time [10]. 

Incomplete Distance Information. When we have given only a sparse set of dis-
tances then the distance geometry problem becomes very hard to solve. Easy to see 
that this problem is equivalent to the graph embedding problem, which we present 
here: 
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Definition 2. Let G = (V , E , ω) be an undirected edge-weighted graph with vertex 
set V = (v1 , v2 , . . . , vn), edge set E ⊆ V × V and a non-negative ωij for each (vi , vj) ∈ 
E. G is said to be r-embeddable if there exists a mapping Φ : V → ℜ r such that for 
every edge (vi , vj) ∈ E, the Euclidean distance ||(vi)- (vj)||2 = ωij. 

As we saw, the distance geometry problem is tractable if all the distances are exactly 
given. Unfortunately, the following theorem shows that if we have only a sparse set of 
distances then the problem becomes intractable: 

Theorem 2. ∀ r ∈ N : the r-embeddability problem of an integer-weighted graph 
G = (V , E , ω) is NP-Hard. 

Proof. Saxe showed that the one dimensional distance geometry problem with incom-
plete distance information is equivalent to a set-partition problem which is known to 
be NP-hard. He extended his proof to higher dimensions, as well. The complete proof 
can be found in [7]. 

Concerning this major drawback we just see an application of some optimization 
techniques as a possible solution. Indeed, an estimation of the number of dimension 
needed in the corresponding NCR-Table is possible. Then the distance geometry 
problem can be transformed to a least square optimization problem for which one of 
the available multidimensional minimization methods can be used. Later on a reduc-
tion of the number of dimensions can be performed (e.g. by applying a Principal 
Component Analysis or an Independent Component Analysis). In [8] some of such 
solution variants are addressed. 

4   Conclusion 

This paper addresses the application of metric spaces and metric distances to support 
similarity queries. After an introduction of a still existing prototype system we inves-
tigated questions like: How can we obtain a similarity measure automatically? What 
is the minimal number of dimensions we need for a multidimensional semantic back-
ground representation and what methods can be used to let the mapping done autono-
mously by the system? We could show that a representation can be built in polyno-
mial time when all distances between the objects are known. However, this is mostly 
not the case in practice. Normally, it is not possible to gain all the distances. For that 
case only an upper bound of the minimal number of dimensions can be computed and 
the mapping can be handled as an optimization problem. Unfortunately, the problem 
with incomplete distance information is NP-hard. Only heuristic application domain 
specific methods can decrease that complexity. 
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Abstract. In this paper we present a Web-based CASE tool for hy-
brid software projects that supports first stages of InSCo, an extended
methodology based on CommonKADS and RUP. The tool InSCo Requi-
site will guide the development of a sort of software where knowledge-
based components are integrated with traditional information systems.
Furthermore, this tool will allow to manage several development projects
at the same time, and determine the users which will take part in each
development team.

1 Introduction

When we are developing software, based or not based on knowledge, develo-
pers choose a methodology depending on the problem, the prior knowledge, the
available tools or other factors. These methodologies lead us to the production
process determining the documents and artifacts we must generate, the activities
to do and the order that we must follow.

The main artifact generated during the software development process, is a
group of models [1]. The models of first stages in the process are often spec-
ified using natural language. However, this technique has problems like am-
biguity, uncertainty or imprecision. Several alternatives have proposed a so-
lution by means of the use of a structured natural language, description lan-
guage, description languages of design, graphic notation or formal specifications,
that are similar to the successfully used in the final stages of software develop-
ment [5].

We propose to use these techniques in the organization modelling and require-
ments level scope, combining the forms and diagrams to model complex systems.
In most cases, the models and documentation that we generate and maintain
is very complex. For this reason, we need software tools that guide us in the
generation of these artifacts, its maintenance, and the control of the integrity
of changes. Nowadays, we can find tools which help us in the development of
traditional software. However, our main objective is the extension of this kind
of tools.
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2 InSCo Methodology

In many application domains, there are problems that we need to solve by buil-
ding a software system that uses knowledge engineering methods. These systems
are known as hybrid systems. [2]

Fig. 1. Models of InSCo Methodology

Hybrid systems are needed in domains and organizations that must solve,
on one hand, less structured problems with subjective requirements, uncertainty
and imprecision. To deal with these problems, the incorporation of a Knowledge
Based System is essential. On the other hand, it is necessary to add not-based on
knowledge functionality (a traditional information system [2]) in order to reach
the success of the organization and the KBS. For this reason, the methodologies
that expect to support the development of this kind of software must create an
unique solution, integrating both classes of software systems [4] [5].

The InSCo methodology [3] was designed from a requirements engineering
perspective to deal with the hybrid software development . As we can see in
Figure 1, InSCo proposes a total of seven main activities for developing hy-
brid software: Organization, Requirements , Knowledge, Analysis, Design, Im-
plementation and Maintenance or Evolution. It is necessary to emphasize that
the prototype we have developed covers the two first stages: Organization and
Requirements.

The results of these two activities constitute the business and services mo-
dels. The business model covers the organizational environment, the roles that
take part in the project, the objectives of the organization, the information re-
sources and finally, a list of items that allow us to make the decisions about
the feasibility of the project. On the other hand, the services model represents a
more detailed specification of the information that we obtain from the business
model. This specification is related to functional, non-functional and informa-
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tion requirements of the project. The InSCo methodology proposes the use of
templates and graphic notation in order to represent all these models.

3 The InSCo Requisite Tool

A competitive methodology must have a set of associated tools for making the
development of software based on it easier. In this paper we present InSCo
Requisite, a tool designed for guiding us in the whole development process of
the hybrid software. This tool helps the users to carry out the different tasks
involved in the development, the forms construction or the administration of the
diagrams associated.

One of the strong points of the application is the possibility of accessing
the application via the Internet. Most of CASE tools designed for developing
traditional or hybrid software need the installation of client programs to work
with the application. InSCo Requisite is Web-based, so the only requirements we
need will be an Internet connection and a browser. Nowadays, the use of Internet
is very extended so, it is easy to find a fast and cheap Internet Connection. On
the other hand, getting a browser is very easy because browsers are incorporated
by default in most operative systems. Furthermore, this feature will allow the
cooperation of users situated in different geographic areas, this way, the distance
among the members of a project will not be a problem in order to carry out the
development.

It is necessary to emphasize that InSCo Requisite can manage several hybrid
software projects with independent development teams working at the same
time. All the information related to these projects and the users that take part
in them must be managed. For this reason, InSCo Requisite provides an admi-
nistration area (Figure 2) which is integrated in the application, and that will
allow the system administrator to control all these aspects of the application.

Fig. 2. Administration Area
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The main options we can find in the administration area are:

– Management of the projects. The administrator can insert new hybrid soft-
ware projects, modify the data of the existing projects or delete them.

– Management of the users of the system. The main tasks that can be per-
formed by the administrator are: registration of new users,the establishment
of their access data (username and password) and update the information
(personal details, access data)

– Appointment of responsible persons for each project. Each project must be
managed individually by a person who will configure the main aspects of the
project.

Getting more details about the management of the requirements in a hybrid
software project, as we commented before, each project is formed by a group
of users which will work with the whole group of templates that belong to the
first stages of InSCo methodology. Their main task is the management of the
documents and artifacts associated with the project they belong to. Furthermore,
each project has a responsible person or administrator defined by the system
administrator. This person can access to a group of options related to the project,
which allow him to decide what users are going to participate in the project and
configure some other aspects.

Fig. 3. Screenshot of InSCo Requisite

Each member can participate in a project interacting with the different tem-
plates proposed by the InSCo methodology. The possible operations can be ca-
rried using web-based forms (Figure 4) and hyperlinks. This way, each user
can access to the whole group of templates, updating their information or es-
tablishing connections with other templates by using an intuitive and easy web
interface.
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Fig. 4. Forms

One of the most interesting features of the application is a tree-based menu
(Figure 5), which represents the hierarchy of the templates that belong to a
specified project. This tree allows the users to have a general view of the project
and provides a easier method to classify and access to each element of the project.
Due to the huge quantity of templates and information that take part in a
project, one of the main objectives of InSCo Requisite has been to make the
work lighter. For this reason, the application features this tree-based menu, icons
associated to each template that allow us to identify them or texts that help us
to perform the different processes.

We have proposed several improvements in order to increase the functionality
of the application. As we commented, it is possible to represent the models of first
stages using graphic notation like diagrams. Up to date, we can include this kind
of notation in our project attaching a graphic file to a particular template. We
propose the incorporation of a graphic editor integrated with the web application
that allow us to create the diagrams without using an external application.
Another improvement we have considered is the incorporation of a glossary of
terms related to a specified project. The documentation of each hybrid software

Fig. 5. Tree-based Menu
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project contains a lot of words and technical terms which are related to the
project domain. Sometimes, the people who participate in the project are not
familiarized with that domain terms. It would be a good idea that the members
of a project could access to a glossary to look up the meaning of those words.
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Abstract. This paper focuses on improving ACS (Augmentive Communication 
Systems) by means of an adaptive evolutionary hypermedia. One of the most 
important features of our approach is the separation of the different aspects 
involved in the development, use and maintenance of the communication 
system. Concerning the knowledge representation aspect we use an ontology 
model that permits specifying the semantic of the represented reality. Regarding 
the presentation aspect, in order to generate the hypermedia structures we 
provide a mechanism that allows the creation of different views of the global 
knowledge model. About the navigation aspect it is important to emphasise its 
multimodal facet: at the technology level (PC or PDA) and at the interaction 
level (depending on the access restrictions and the selection units). The user 
adaptation aspect permits to analyse and to personalise the user navigation 
using his user profile, his user model and a set of appropriate adaptive methods. 
In addition, during the whole process we apply an evolutionary mechanism to 
evolve these aspects in an integral form. 

1   Introduction 

Augmentive Communication Systems [1] (sign languages, pictorial languages, sign 
templates and communicators) are part of a technology developed to improve the 
social integration of people with temporal o permanent communicative difficulties 
providing useful tools for their rehabilitation.  

Each person requires a specific attention and adaptation to fit his profile, which 
could evolve in time. However these systems don’t support mechanisms for their 
necessary adaptation to each user and situation taking in account his capabilities, 
skills and progresses at run-time. Therefore, an efficient and suitable approach to 
design these systems is needed, based on software evolution and adaptability [2,3]. 

In particular this paper proposes an adaptive evolutionary hypermedia (from a 
knowledge and an interaction models) that allows to represent control and to adapt the 
context communication. 

2   Features of Adaptive Evolutionary Communication Systems 

The elements that this approach manages in order to design adaptive evolutionary 
communication systems are: 
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• Ontology model, which represents each conceptual world and describes a 
specific knowledge domain by means of concepts and relationships between them 
(a semantic net) [4]. The ontology, in this case, provides the link between the 
symbols used in the communicator (image, sound or text adapted to each 
person’s knowledge) and the entities of the real world they represent. In addition, 
ontologies both allow a global vision of each conceptual world based on the 
concepts employed by the users, and allow to standardize into a single model the 
knowledge about the people with the communicative difficulties, the knowledge 
about the people around them (i.e. relatives, tutors, rehabilitators, etc.), and the 
media used for communication (i.e. templates, agendas, etc.).  

• User model, which provides knowledge about the people with communication 
disabilities and consists on the following components: 

o Knowledge domain represented by means of ontology. In addition, the 
educators can define different semantic views of the whole knowledge 
domain taking into account the user profile. For example, figure 1 shows a 
partial view of ontology that describes a scenario of shopping. 

 

Fig. 1. Shopping scenario 

The process followed by the tutor to create a new view consists in hiding 
in the semantic net the concepts, items and conceptual relations he 
considers not related to the current view.  The system automatically keeps 
the integrity of the view, for example, if after hiding a relation some 
concepts get disconnected, they are also automatically hidden. In the same 
way, when a concept is hidden all the items associated to it and all the 
relations starting or arriving to the concept are also hidden.  
Once the semantic net is built, the system will be able to automatically 
generate the interaction templates from it. These templates constitute one 
of the possible media used to establish the communication with the user 
and are represented in hypermedia format. 
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o User profile containing the particular characteristics of users 
(communication habits, training or therapy objectives, and interaction 
preferences). To construct and select it the user (and relatives or educators) 
must provide this information. This artefact allows the adaptation and 
selection of the semantic view that best fits to a particular user. 

o User interaction determines how the person must interact with the 
communicator in order to communicate. We use a format approach to 
represent the person’s interaction. It is cased on direct manipulation style 
in order to highlight relevant system features and properties [5]. 

• Evolution and Adaptation methods. The evolutionary mechanisms allow the 
hypermedia model to incorporate the needed changes in an easy, flexible and 
consistent way. The process of adaptation to the user can be seen as a particular 
case of evolution where the system changes its behaviour depending on the user 
utilizing it. 

3   Architecture of Adaptive Evolutionary Communication System 

The architecture of our adaptive model has two tiers: the system (communicator) and 
the meta-system [6]. This division allows us to separate on the one hand the 
interaction, communication and user adaptation and on the other hand its evolution 
process.  

The communicator is used by the user and the meta-system by the educators. The 
cognitive, interaction, design and adaptation aspects have to be differentiated to avoid 
the coupling. Thereby, evolution/adaptability can be done more easily and safely 
because the architecture components are independent. 

The system is itself divided in four parts, which allows us to tackle separately the 
aspects of knowledge representation (memorization system), construction of partial 
views focused to one o several concrete knowledge subdomains (presentation 
system), navigation of the built views (navigation system), and personalization of the 
navigation process (learning system) [2]. 

3.1   Types of Navigations and Adaptations 

The structure offered to navigate is different depending on the used platform. If a 
personal computer is used the interface has two frames: at the left the semantic net 
and at the right some information about the element selected in the net (Figure 2). It 
provides a semantic and contextual mode of navigation.  

If it has not been predefined by the educator, the user can choose the navigation 
mode that he desires. Depending of the chosen mode (free navigation, conceptual 
navigation, navigation by conceptual relation or navigation by prerequisites), some 
options in the semantic net are disabled according to the user features and his 
interests. So, the adaptation is carried out depending on the user, but also on the 
navigation mode used in that moment. 

In the free navigation, the conceptual structure is chosen according to the user 
profile and the user browses the structure without any restriction. While the user visits 
items, the system gathers information about the navigation strategy. By means of a 





 An ACS Based on Adaptive Evolutionary Hypermedia Systems 227 

In other case, when a PDA or other embedded system is used, the interface is based 
in templates. Every template only shows the available options in the current moment, 
without additional information. Each option is represented by means of an icon which 
can also have associated text and audio.  

Figure 3 shows a possible use of the PDA in a scenario based on figure 1. As it can 
be seen, in some templates all the options must be selected in a particular sequence, 
while in others it is enough that the user selects one or several options in any order. 

 

 

Fig. 3. Shopping with the PDA 

3.2   The Evolution Process 

The meta-system is in charge of the evolution of the system. It includes the evolution 
of the complete knowledge domain, of the partial views built from it, and of the 
navigation and adaptation rules used during the user interaction. 

This level of abstraction includes tree evolutionary mechanisms: evolutionary 
actions, restrictions and change propagation. To perform a change, the educator 
chooses the appropriate action and run it. The action is only executed if it satisfies a 
set of restrictions imposed by the model and by the educator.  Finally, this change 
could involve modifications in order to guarantee the consistency of same system and 
the other systems. For example, when a concept is removed in the knowledge domain, 
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the meta-system removes this concept in all the views that show it. In addition, if after 
the change, some concept is disconnected in a semantic net, the meta-system performs 
new modifications in order to guarantee the consistency of the net. 

4   Conclusions and Further Work 

This work proposes a new way of conceiving Augmentive Communication Systems 
development based on adaptive evolutionary hypermedia systems. This approach 
reaches to design adaptive evolutionary communication systems: using an ontological 
model to define conceptual world, modeling the user’s interaction by means of the 
knowledge model and the user model, and supporting ad hoc communications by an 
adaptive evolutionary hypermedia system. 

This new conception allows: the representation and control of communication with 
the environment, the generation of different templates and navigation models which 
are available using a PDA or PC, the selection of the best semantic view take into 
account the user profile and, finally, the adaptation and evolution of the hypermedia 
model according to the progress obtained and to the new demands of each user. 

Now we are working on creating a tool for educators to allow the design and 
adaptation of the communicator and to monitor the user behaviour.  In next future, we 
will extend our experience with autistic children (Sc@ut project) to other 
communities such as people with speech or memory disabilities. 
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Abstract. Due to the exponential growth of Internet it is very important to have 
good knowledge structures that let to obtain good results in Web search. The 
aim of this work is to discover the user tendencies when they use the search en-
gines and to know the limitations of the knowledge structures that GUMSe1 
uses. With this information is possible to design a more efficient system. For 
this reason, it is analyzed the set of keywords and queries more frequently used 
in the search engines and how WordNet manage it. This information is very 
useful to avoid bad situations in our meta-search engine. 

1   Introduction 

Different users may differ about the relevance of several documents obtained using 
the same query. Relevance is a subjective notion. Standard search engines try to solve 
the main problems that affect the quality of the results with the aim of obtaining a 
relevant collection of documents. The main sources of these problems are the ambigu-
ity and the vocabulary. But the search engine needs to know some kind of semantic 
information that let it to improve the results.  

The main sources that are usually used to discover the semantic information and 
relations are the dictionaries, thesaurus or ontologies. WordNet [1] is one of the main 
tools used in information retrieval processes, mainly for disambiguation tasks. These 
tools have several problems such as for example the granularity of the senses [2] or 
the lack of recent terms. For example, WordNet 2.0 doesn’t recognize the terms 
“XML” or “CORBA”. Other times, it recognizes the common senses of one word, 
like in the case of “SOAP”, but does not recognize the new sense (Simple Object 
Access Protocol for the previous case). 

This work is focused on the study of the weak points of WordNet. Our objective is 
to use its information to improve our knowledge structures. For this reason, the study 
of the user’s query is an important aspect that helps us to know the terms not recog-
nized by WordNet. This information can be later on used to get better results. 

There are many works focused on the study of user queries. Most of them offer sta-
tistics about the number of keywords, the number of queries per session, and other 

                                                           
1 GUMSe: Gum Search, meta search engine Developer in the framework of SMILe-ORETO-

UCLM (Soft Management of Internet e-Laboratory) research group. 
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statistical measures [3]. For example, Jansen & Spink [4] studied the queries of the 
users for the Excite Search Engine. But this study was concentrate on users’ sessions, 
queries and terms. Other interesting study is the comparison of three different search 
mechanisms: query-based search, directory-based search and phrase-based query 
reformulation assisted search [5]. This study concludes that query reformulation can 
significantly improve the relevance of the documents but with an increase in the 
search time and the cognitive load. 

Usually one keyword is considered a unique word. It is a serious problem because 
in many situations it is not possible to use an isolated word to describe a text. For this 
reason, in this work, it is defined a ‘keyword’ as a word or combination of words that 
describe a remarkable characteristic or item of one topic. But, usually user queries 
have several words, and now another problem appears: how to distinguish keywords 
within a query? 

GUMSe [6] have been developed like a platform that allows us to test new ideas in 
Web search processes. Using the classic technique of query expansion, GUMSe se-
mantically obtain a collection of additional queries related to the original one. New 
queries are generated replacing or introducing new related terms to previous ones by 
means of synonymy, hyponymy or hyperonymy relations. 

2   Methodology 

The first step was to obtain a collection of user queries. Nowadays, the system is in 
test phase and we do not have enough queries to make an exhaustive study. Neverthe-
less, there are many web sites that make available the most popular queries that users 
submit, or even all the queries. For the object of this study, the main source of our 
collection of keywords was Hitbrain2 and MetaSpy. The Hitbrain Web site offers a 
collection of 10.000 keywords and information about each one such as the frequency 
of use, the position in the monthly ranking and the last positions. This site assumes 
that a keyword can consist of several words. In addition, we used other sets of queries 
from MetaSpy. At this point we have to distinguish between keywords and queries. 
The difference between both is a little bit unclear because one keyword is also a 
query, but a query is not a keyword. That is to say, a query can be formed by one or 
more keywords. 

The following step was to adapt the data from different sources to the same format 
for its later processing and study. Once it was completed, we made three different 
experiments: 

1. Study of the terms recognized by WordNet: counting the number of terms 
that WordNet recognizes. 

2. Study of the terms recognized by WordNet with bad sense: it is analyzeed 
if WordNet recognizes the terms in a wrong way. Frequently WordNet rec-
ognizes one keyword in a wrong way due to the polisemy of the terms.  

3. Study of the topics of the terms: Finally, it is analyzed what topics are most 
frequently used by users. 

                                                           
2 http:/www.hitbrain.com 
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Table 3. Results of the analysis of Col2 

Case Items Rec. Not Rec. Per. 
Queries 123,809 31,637 92,172 25,55% 
Keywords 307,286 152,679 154,607 49,69% 

The results in both cases are very different. For the first case the number of 
queries was 123,809. The number of queries recognised was very low (only the 
25,5%) and it was only the queries formed by one keyword. In the second case 
each word is considered like a keyword. The number of words processed was 
307,286 (the average number of terms by query was 2,48) and WordNet recog-
nized the 49,68% of the words. This result is very similar to the average number 
of the first experiment. 

 

Fig. 1. Average of the terms recognized by WordNet for Col1 related to the frequency of use 

Another important aspect is that WordNet recognized around the 60% for the 600 
first keywords (see Figure 1). But the average is decreasing in the keywords with 
lower position (or frequency of use). This means that if the number of different key-
words is very small, then the behaviour of WordNet is better than if there are many 
keywords. But if the frequency of the use of the first keywords is very high, then the 
behaviour of WordNet improves because correct cases are more frequents. It implies 
that it could be better to improve only the behaviour for the keywords more frequently 
used because they are the more probable situations. 

3.2   Terms Recognized by WordNet with Bad Sense 

Next work is a preliminary study of the precision of WordNet. This experiment uses 
the 250 first keywords of the collection Col1, where WordNet recognized only 180. 
The process consists of verifying what keywords recognized by WordNet are wrong. 
For the accomplishment of this study, the meanings of each keyword recognized by 
WordNet were observed. If WordNet has the correct sense then the keyword has been 
recognized right. On the contrary, the sense has been selected incorrectly. Evidently 
this test is subjective, since the criterion to decide if one keyword is wrong depends of 
the person that makes the test. For this reason this aspect of our investigation can be 
improved in the future. The results of this experiment are showed in table 4. 
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Table 4. Results of the second experiment 

Nº Keywords 180 
OK 157 87,2% 
WRONG 23 12,8% 

 

This experiment shows that around the 12% of the keywords recognized by Word-
Net are not in the correct sense. This is the case, for example, of the keyword “ama-
zon” that in WordNet can be: “a large strong and aggressive woman”, “one of a na-
tion of women warriors of Scythia”, “a major South American river” or “mainly green 
tropical American parrot”. The previous meanings are correct and there are people 
that looking for these topics, but in Internet, the usual case (we think) is to use this 
keyword to search a web site that sells books. 

3.3   Study of the Topics of the Terms 

The last experiment classifies the keywords with the objective of knowing what do-
mains are more demanded for the users. This information is useful to know why the 
WordNet thesaurus fails. In this experiment we analyze the first 250 keywords of 
Col2 and each keyword was assigned to one or more pre-established categories.  
Table 5 shows the 10 categories. The “other” category includes the keywords that are 
not in the previous nine ones. This experiment uses, such as the previous one, a sub-
jective criterion. The results show that many queries in Internet are about Internet. 
This causes that the queries about Internet are not recognized in some cases in a cor-
rect way by WordNet. An exhaustive analysis can help us to know the weakness of 
WordNet and what aspects are necessary to improve if we want to get a more efficient 
meta-search engine. 

Table 5. Distribution of the keywords by categories and wrong senses in each one 

Category Hits Errors % OK % ERROR 
Web 75 10 30% 13,3% 

Computer 55 7 22% 12,7% 
Location 25 4 10% 16% 
Games 21 3 8,4% 14,3% 
Music 19 2 7,6% 10,5% 
Movies 15 1 6% 6,6% 
People 13 0 5,2% 0% 
Sport 10 0 4% 0% 

Health 6 0 2,4% 0% 
Others 99 0 39,6% 0% 

 

It is also studied the relation between the categories and the recognition of bad 
senses in WordNet. This experiment reveals that the two main categories that causes 
fails are Web and Computer categories (the category Others is not considered).There 
are also other categories such as Music or Games that are in continuous change. This 
situation make difficult to update a knowledge structure and it is so easy that it fails 
when terms about these categories are used. 
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4   Conclusions 

In this study, WordNet recognizes the 45,45% of more frequently keywords used in 
user queries. The study used 10.007 keywords. The keywords have 1 to 5 words. 
Other important aspect is that there are situations where WordNet recognizes key-
words, but in a wrong way. These cases are very infrequent but they can produce 
mistakes in search processes. 

It is necessary to have good knowledge structures that could be used for informa-
tion retrieval purposes to focus the search and to obtain better results. For this reason, 
a subsystem specialized in the improvement of the knowledge structures could be a 
good support for search engines. 
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Abstract. The active semantic in Adaptive Object-Model (AOM) is only one ex-
ample of the more complex active semantics at different orders. When we violate 
the integrity of the system, uncertainty grows up in the system. When monitors 
are conflicting worlds in the modal logic, we can study uncertainty with the logic 
of the monitors that is comparable with the logic in the fuzzy set theory. Fuzzy 
values (integration degree) of a concatenation of interactive objects can be com-
puted by fuzzy AND, OR and NOT operators presented in this paper.  

1   Introduction 

An Adaptive Object-Model (AOM) is a system that represents classes, attributes and 
relationships as metadata. Users change the metadata (object model) to reflect 
changes in the model. These changes modify the system’s behaviour.  

The relation among objects or interactive object generates constrains that we con-
trol by the monitors and propagators. To enforce constrains requires that the related 
objects were updated with information describing the trigger when the propagator is 
instantiated Active semantics uses monitors for a local object. For a far object to ac-
tively restore the integrity of the interactive object we use the propagator that propa-
gates through objects the message of the monitors. The active semantics in AOM is 
only one example of the more complex active semantics at different orders. When we 
violate the integrity, the monitors give the information how and where the integrity is 
violated. When we assume that any monitor is a world in the modal logic, the moni-
tors are a set of conflicting worlds. With the logic of the monitors we can study how 
uncertainty can be computed by the AND, OR and NOT elementary logic operators. 
The logic of the monitors can be compared with the logic of the fuzzy sets. We create 
logic expressions with the monitors and we compute the degree of integrity in com-
plex logic situations. 

2   Entity and Relationship 

Following the Specialization Principle we design Entity –Relationship structure as in 
the following figure and table. 
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Fig. 1. Graphic image of a particular coherent case of roles and relations 

Table 1. Coherent table of role and relations 

Roles Relation1 Relation2 Relation3 Relation4 
father daughter    
daughter father    
··· ··· ··· ···· ···· 
daughter    mother 

Any entity (E1, E2, E3 & E4) has two roles that must be coherent with the entity 
itself.  

E1 = “John” , E2 = “Mary” , E3 = “Charles” and E4 = “Anna” 

So the Entity – Relation can be modelled in this way 

M = < ROLE , RELATION , ENTITY , F , G > (1) 

Where ROLE is the set of roles, RELATION is the set of relations, ENTITY is the set 
of entities and  

F : ROLE x RELATION → ROLE (2) 

Is the transition rule for which given the “relation” we can obtain a role from another 
role. The function G  

G : ROLE x RELATION  → ENTITY (3) 

Is the reply rule for which we can associate any role and relation with an entity. 
Because any entity is not a simple element but is an abstract element with different 

instances, we can describe the internal structure of the entity by the rule  

H : INSTANCE x ATTRIBUTE  → VALUE (4) 

Where instances are samples of the Entity class. 

3   Active Semantics 

Relationships capture the semantics of the interactive objects and become the means 
by which active semantics is used to express behavioural composition.  



 Fuzzy Adaptive Objects (Logic of Monitors) 237 

Adaptive Object Modelling (AOM) is a model based on instances rather than 
classes. When we define the object type class, any instance of the class is an instance 
of the object. With the introduction of the object type, we can have active objects and 
passive objects. In passive objects we have only the reaction of the object to a mes-
sage. Inside the object type we have the methods, states, monitor and participant 
structure. 

 

Fig. 2. Internal structure of two interactive objects with monitor and participants in the relation-
ship of the mutual control of the methods 

4   Monitors as Worlds in the Meta-theory of Uncertainty 

We know that in modal logic the world is the entity by which we can know if a propo-
sition or assertion is TRUE of FALSE. When the enforcement rule (assertion) is vio-
lated the assertion is FALSE and the integrity of interactive objects is not valid. 

In the Adaptive Object Modelling the implied action of an assertion is to reject any 
action which would lead to violation of the constraint. But in general we assume that 
the implied action cannot always eliminate the violation of the constraint. In this case 
we break the integrity and the system has uncertainty condition. When the assertions 
are given as TRUE in all the monitors the associated objects are completely integrate 
and the constrain condition is valid. When all the monitors give the value FALSE then 
we have a complete violation of the integrity. But, when for a part of the monitors the 
assertions are true and for other parts the assertions are false we have a partial  integ-
rity of the objects. In conclusion we assume that: 

− We associate to a monitor a possible world 
− The relation among the monitors is a relation among the worlds 
− We associate to any  assertion in a monitor (world) a logic value TRUE or FALSE 

With the monitors (worlds)  we define the Kripke model i 
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M = < W, R, V > (5) 

where W is a non-empty set of possible worlds (monitors), R is any type of relation 
among the worlds. R ⊆ W × W is an accessibility relation on W, and V is the function 
that assigns a logic value TRUE or FALSE to any monitor. 

V: Propositions × W → {T, F} (6) 

A proposition p is necessarily true when in all the accessible worlds (monitors) p is 
true. The proposition p is necessarily false when there is at least one accessible world 
(monitor) where p is false. The proposition p is possibly true when there is at least one 
accessible world (monitor) where p is true. 

Resconi, et al. (1992-1996) suggested to adjoin a function  

Ψ : W → R (7) 

where R is the set of real numbers assigned to worlds W in order to obtain the new 
model 

                  S1 = < W, R, V, Ψ >                                   (8) 

That is for every world, there is an associated real number that is assigned to it.  
With the model S1, we can build the hierarchical meta-theory where we can calculate 
the expression for the membership function in the fuzzy set theory . 

Imprecision means that an “entity” (temperature , velocity …) cannot have a crisp 
logic evaluation. The meaning of a word in a proposition may usually be evaluated in 
different ways for different assessments of an entity by different monitors, i.e. worlds.  
In this case a world is associated to a monitor in the active object. 

The violation of the integrity in an interactive object is the principal source of the 
imprecision in the meaning representation of the interactive object.  

When we write for short:  

  A(   monitors where p ( ) is true)
(x)

 |W(x)| Ap

set of xμ =  (9) 

where pA(x) is the integrity attribute for the interactive object x in the set A of inter-
active objects, the variable μA(x) is the membership function in the fuzzy set A of the 
interactive objects and for a particular interactive object x.  

The membership expression is computed as the value of Ψ in S1 stated in (1) 
above.  It is computed by the expression 

1
=  

| W| 
Ψ  (10) 

5   Logic of the Monitors and Fuzzy Set Theory 

Because any monitor as a world gives us information where we violate the integrity of 
the system, we are interested in the development of logic operations by which we can 
create logic expressions in the logic of the monitors. 
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5.1   Operation AND 

Starting from two  propositions,  such  as ' "John is tall" is true' AND '"John is heavy" 

is true', given that we know the membership functions of 1p (x)μ
 for P1: '"John is tall" 

is true', and 2p (x)μ
 for P2: '"John is heavy" is true'. It should be clear that if we know 

the set of possible worlds W1={Wi} where p1 is true and the set of possible worlds 
W2={Wj} where p2 is true, then we can compute  

1 2p 1 p 2(x) | W | / | W |  and (x) | W |/|W | .μ μ= =
 (11) 

Because | Wi |  = Ni is the number of possible worlds where the proposition pi is 
true. We generate a new event p such that "p1 and p2" is "true" by the expression 

p = p1 ∧ p2  (12) 

where “and” is interpreted to be equivalent to “∧” operation. So we have 

1 2

1 2W W
(x) (x)

Wp p pμ μ ∧

∩
= =

 
(13) 

Remark 1. When we know the value of  p1 and p2 for every world we evaluate the 
expression p = p1 ∧ p2. Because for p2 I can choose any type of sentence, we can 
choose p2 = ¬ p1. When the set of worlds where p1 is true and the set of worlds where 
p2 is true have intersection different from zero, irrational worlds (monitors) can grow 
up: obtaining worlds where p = p1 ∧ ¬ p1 is true.  

We can easily show that for W1
C , the complement of W1 we have                       

| W W | | W W |1 2 2 1 2 1 2( ) min[ ( ), ( )]
W W1 2 1 2|W| |W|

C C
W W W

μ x x xp p p pμ μ
∩ ∩∩

= = − = −∧
 

(14) 

In this case we have W1∩W2 = W2 that is the set with the minimum value of car-
dinality.                   

When p2 = ¬ p1 we have that all the worlds in W2 are irrational. We can prove 
that 

0 min( , )
1 2 1 2p p p pμ μ μ≤ ≤∧

 
(15) 

Between a zero irrationality to the maximum of the irrationality in the monitors. 

5.2   Operation OR 

For the OR combination, following similar steps as in the paragraph above, we have: 

max( , ) 1
1 11 1

p p p pμ μ μ≤ ≤¬ ∨¬
 

(16) 

In this case, the set where  ¬ p1  is true is included in the set where p1 is true,  we 
break the classical property for which the set of worlds where ¬ p1 is true is the com-
plement set of the worlds where  p1 is true.  
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5.3   Operation NOT 

In the fuzzy calculus we break the classical symmetry for which: 

1p pμ μ= −¬  
(17) 

The set where p is true and the set where ¬p is true are separate sets without any 
connection one with the other as we have in the classical modal logic.  

6   Conclusion 

This paper introduces the partial coherence or integrity. When we have defect in 
knowledge, we violate the integrity of the system of interacting objects. The monitors 
give us the position in the system where the integrity is violated. Meta-theory of un-
certainty by modal logic, where the world is a monitor, can generate a special logic or 
logic of the monitors by which we can compose the monitors results with the AND, 
OR and NOT logic operations.  
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Abstract. The application of Model Based Diagnosis (MBD) techniques to-
gether with Knowledge Base Systems, points out the need of general modelling
frameworks in domains where time management is important. The development
of this kind of systems, far from becoming simpler, reveals the additional com-
plexity inherent in each specific domain. This paper describes a general archi-
tecture for this purpose using a model based approach for developping temporal
knowledge based systems in different domains. This work also relates our ex-
perience in applying this architecture in the concrete domain of Intensive Care
Units.

1 Introduction

Since its beginnings, Artificial Intelligence has paid special attention to knowledge-
based systems and its design. In particular, the application of model-based reasoning
has obtained important results in the last decades [1,2].

However, the experience in developing these systems reveals the complexity of the
design, the development, and its maintenance. Furthermore, in most of cases, the sys-
tems are highly dependent on the domain and the problem to be solved. In our opinion,
there are some particular situations where these difficulties are critical, for instance
the analysis of knowledge-based systems in order to solve temporal diagnosis prob-
lems ([3,4]).

This work presents a general model-based framework for intensive-knowledge do-
mains, where the temporal dimension is considered to deal with the diagnosis problem.
Nevertheless, the task of designing a generic architecture is a complex issue. One of
the most difficult steps is to establish the set of goals to be reached. Our general frame-
work tries to deal with the following key topics: domain independence, the management
of temporal uncertainty, the knowledge acquisition bottleneck, model-based represen-
tation, and the diagnosis task. This paper also relates our practical experience in the
application of this architecture.

The structure of this paper is organised as follows: firstly there is a general overview
of the proposed architecture. After that, the two main modules (temporal/domain and
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decision support module) are explained in detail.Finally, we describe our practical ex-
perience in the application of this architecture in the particular domain of the Intensive
Care Units.

2 Model-Based Architecture Overview

The architecture proposed is based on a behavioural model in order to solve the tempo-
ral diagnosis problem from a Model-Based Reasoning approach (MBR). This section
shows the main structure of the architecture, describing each part in detail afterwards.
This structure defines two modules, the Temporal/Domain Module and the Decision
Support Module.

Fig. 1. The General Model-Based Architecture Overview

The Temporal/Domain Module is composed by all those elements that allows the
architecture to be independent of the domain, and the management of the temporal
dimension. The Decision Support Module includes all the elements needed to obtain
the diagnosis solution.

3 The Temporal / Domain Module

The design of any system architecture for model-based diagnosis becomes highly dif-
ficult if the importance of the knowledge domain is considered, as well as its impact
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on the design of systems. This work proposes an architecture able to be used in the de-
velopment of fuzzy temporal diagnosis systems for different domains. To this end, we
suggest the use of ontologies and general purposes temporal reasoners.

The temporal/domain module provides the general architecture with two main ad-
vantages. Firstly, this module deals with the consistency task: both domain and temporal
consistency. Secondly, the use of ontologies to represent part of the domain knowledge
gives the architecture flexibility, in order to apply it on different domains.

The complexity inherent to some domain knowledge increases the problems associ-
ated to generic architectures. The use of a domain ontology server allows to solve this
situation partially by keeping the semantic consistency of the concepts used.

The temporal database stores all the system information as well as some temporal
data. However, those tags are not enough to manage the temporal dimension. Thus, the
use of temporal reasoning techniques provides the architecture with important advan-
tages. For instance, it guarantees the temporal consistency, and it infers new temporal
relations [5]. This architecture relies on FuzzyTIME [6], a general purpose fuzzy tem-
poral reasoner.

4 The Decision Support Module

The main elements of the Decision Support Module are the formal model, the knowl-
edge acquisition tool and the diagnosis process. These elements conform the set of
fundamental components of the architecture in order to build a diagnosis solution.

This architecture is supported by a formal model which is a temporal and causal
model of failures named TBM (Temporal Behavioural Model). The TBM describes the
underlying structure stored in the KB. This model is structured as a causal network in
which each failure is connected to the abnormal manifestations and to other caused fail-
ures. Time dimension is an important factor to be considered. Therefore, each failure
description is extended to include temporal knowledge as a set of temporal constraints
among elements. The application of TBM in the medical domain is the result of previ-
ous works and can be read in [7].

The model (TBM) that supports the architecture is used and stored in the knowl-
edge base of the architecture. This knowledge base is supported by some knowledge
acquisition tools, which must access both the formal model and the domain
ontology.

The diagnosis process is the main element of the module. The diagnosis process, is a
fuzzy temporal model-based diagnosis. In this kind of process, the role of the diagnosis
is to find a diagnosis solution from the temporal data (from the temporal database), from
the domain ontology (from the ontology server), from the knowledge base, and with the
help of the temporal reasoner. This process is based on an algorithm that obtains a di-
agnosis solution. This solution must be temporally consistent, semantically consistent,
fulfill the temporal and causal constraints of the formal model, and explaining the find-
ings of the temporal database information. Essentially, our diagnosis proposal is based
on a causal network (temporally consistent) and a temporal constraint network that are
built using and abductive strategy to explain the set of events.
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5 Practical Experience. An Application for Intensive Care Unit

This section describes the practical application of the architecture by explaining our
implementation for the medical domain, in particular the Intensive Care Unit (ICU).

Physicians at intensive care units have to deal with an overwhelming amount of data
provided not only by on-line monitoring but also collected from patients’ records (e.g.,
laboratory results), which are, in most cases, collected manually at different time in-
stants. In order to provide efficient decision support systems and medical research tools
in the ICU domain, it is necessary to integrate and analyze the information provided
from these different sources. The result is ACUDES , the Architecture for intensive
Care Unit Decision Support.

Fig. 2. ACUDES: Architecture for intensive Care Unit Decision Support

ACUDES is an specific system that follows the structure of the architecture pro-
posed. Thus, it includes a temporal Data management Module, where the FuzzyTime
temporal reasoner and the Ontology Server are allocated; in this module you can find
also the Temporal Data Base (TDB), the ICU Ontology and the interface defined for
accessing the module. On the other hand, the Decision Support Module (DSM) con-
tains the diagnosis agent which is in charge of the diagnosis process. This process is the
core of ACUDES and it is described by a causal and temporal behaviour model-based
algorithm. It is worth mentioning that we have designed and implemented CATEKAT,
a web-based tool to acquire the domain knowledge for the diagnosis model.

5.1 Knowledge Acquisition Tool:CATEKAT

The medical domain, in particular ICUs, is hard to classify and its terminology is hard
to interpret. In some cases, the definition of terms may leave space for wrong interpre-
tation. Hence, the knowledge acquisition lies on an ontology which allows a consistent
use of the medical terms. Thus, using ontologies, KB acquisition could be viewed as
a process for enlarging a domain ontology with specific knowledge of a particular do-
main.
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We suggest the use of dictionaries of synonyms and thesaurus for solving cases of
equivalent terms that are not considered in the ontology.

Another point that we dealt with was the incompleteness of the knowledge acquisi-
tion. For example, the physician could describe some related clinical signs. However ,
the physician does not specify how this signs must be interpreted when they are present
in the patient. This insufficient information must be acquired from some other experts.

The main module in CATEKAT is the web based KA user interface. There are
several requirements that characterise its design and implementation:

– a multi-user environment.
– role-aware, i.e. the management of different roles such as expert or knowledge en-

gineer
– avoiding inconsistencies in temporal pattern edition by locking a pattern when a

user is working on it
– providing an effective cooperative work platform
– allowing the definition of projects related to different domains
– browsing and querying capabilities.

5.2 Graphical Diagnosis Tool

In our experience at the ICU domain, we had dealt with two problems of the clini-
cal decision support: the gathering of temporal medical information (the input of the
diagnosis process); and the representation of the diagnosis outcome.

The aim of the Evidence Acquisition Tool is to provide physicians with the data
gathering of clinical histories, allowing the system to return the diagnosis outcome. This
tool has been designed to facilitate a visual and interactive acquisition of patients’ find-
ings, taking into account the temporal dimension of this information, which is critical
in ICUs domains.

In decision support systems, the representation of the diagnostis solution is a key
question, not only from a practical point of view, but also to provide an understable
diagnosis output. To this end, the Diagnosis Navigator shows an understable output
of the diagnosis process, as well as an explanation of the diagnosis solution. This ex-
planation is made by describing each decision that the diagnosis algorithm has reached
through the process of causal network construction within the reasoning process. This
functionality allows the physician to understand the behaviour of the diagnosis pro-
cess. Thus, the expert could criticize it and suggest new modifications by means of the
CATEKAT tool.

6 Conclusions

This paper proposes a general architecture based on a causal and temporal behavioural
model [7] (TBM) for treating the fuzzy temporal diagnosis problem. This architecture
defines two modules, the Temporal/Domain Module, and the Decision Support Module
in order to deal with: domain independence, the management of temporal uncertainty,
model-based representation, and decision support.
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In the design of architectures based on models, the selection of a knowledge model
is a critical factor. At this point, an important question to be considered is the degree
of dependency of the model and the domain which is modeled. On the one hand, a
weak dependence facilitates the design of a generic model that can be reused in other
domains. On the other hand, the approach of a highly dependent model on the domain
provides an easy design of knowledge acquisition tools. The proposed architecture is
based on our research in the representation of temporal behavioural models TBM. The
model used in the architecture deals with both, generic model and easy acquisition.
However, the agreement of the TBM with the domain provides an easy KA, but also a
complete description of the domain behaviour.

As we mentioned in Section 5, this work also describes our experiences in the im-
plementation of this architecture for a Decision Support system in a ICU. One of the
problems in this domain is the high difficulty of the knowledge acquisition process,
where the temporal dimension plays an essential role in the knowledge domain. Thus, in
this work we present ACUDES, an implemented system for decision support in ICU to
deal with these problems. We also propose the knowledge acquisition tool CATEKAT,
which uses TBM to built the knowledge base.
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Abstract. A method to extend ontologies with the assistance of au-
tomated reasoning systems and preserving a kind of completeness with
respect to their associate conceptualizations is presented. The use of such
systems makes feasible the ontological insertion of new concepts, but it
is necessary to re-interpret the older ones with respect to new ontological
commitments. We illustrate the method extending a well-known ontology
about spatial relationships, the called Region Connection Calculus.

1 Introduction

Ontology Management has becomed in a critical issue in fields related with
Knowledge Representation and intelligent information processing as the Seman-
tic Web. One of the involved tasks, the most important, is the need of extending
or revising ontologies. This task may be, from the point of view of companies,
dangerous and expensive: every change in the ontology can affect to the overall
knowledge organization of the company. Moreover it is also known that the self
process of extension is hard to automatize: the tools are designed to facilitate
the syntactic extension or ontology mapping. But the effect of ontology mapping
on the logical reasoning may be, in general, unknown, and specially on the use
of automated reasoning systems [2].

The aim of this paper is to propose a formal semantics for ontology exten-
sion (following the foundational principles given in [2] and suggested by the
computer-assisted cleaning of Knowledge Databases [1]) as well as a feasible
method, assisted by Automated Reasoning Systems (ARS), to extend ontologies
preserving a certain type of robustness.

2 Lattice Categorical Extensions

We assume throughout that the conceptualization associated to the ontology is
endowed of lattice structure. Actually it is not a constraint: there are methods
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to extract lattices of concepts from data (such as the Formal Concepts Analysis,
see e.g. [8]), and an ontology is easy to be extended by definition to satisfy
it. Although we think about Description Logics as a language (a logical basis
for ontology languages like OWL, see http://www.w3.org/TR/owl-features/),
the framework is useful for First Order Logic (FOL).

A lattice categorical theory is a theory that proves the lattice structure of its
basic concepts. It is a reasonable requirement: the theory must certify the basic
relationships among them. We aim to replace completeness by lattice categoricity
to make feasible the extension of formal ontologies.

Fixed a language, let C = {C1, . . . ,Cn} be a set of concept symbols and let T
be a theory (in the general case, definable concepts in T can be assumed) and let
us consider the language LC = {�,⊥,≤}∪ {c : c ∈ C}. Given M |= T , we con-
sider the LC-structure L(M, C), whose universe is the set of the interpretations
in M of the concepts (� is M , ⊥ is ∅), and ≤ is the subset relation.

The relationship between L(M, C) and the self M is based in two facts. The
first one, that the lattice can be characterized by a finite set of equations E,
plus a set of formulas ΘC categorizing the lattice under completion, that is, ΘC
includes the domain closure axiom, the unique names axioms and aditionally
the axioms of lattice theory. Secondly, there is a natural translation Π of lattice
equations into FOL formulas such that if E is a set of equations characterizing
L(M, C), then M |= Π(E).

Definition 1. We say that a LC-theory E is a lattice skeleton (l.s.) for T if

– There is M |= T such that L(M, C) |= E + ΘC, and
– E + ΘC has an only model (modulo isomorphism).

Every consistent theory T has a lattice skeleton (it is sufficent to categorically
axiomatize the lattice associated to some model of T ). Intuitively, the existence
of essentially different lattice skeletons difficults the reasoning with the concep-
tualization associate to T .

Definition 2. T is called a lattice categorical (l.c.) theory if whatever two
lattice skeletons for T are equivalent modulo ΘC.

It is easy to see that every T consistent has a lattice categorical extension:
it is sufficent to consider a model M |= T , and next to find a set E of equations
such that ΘC + E has L(M, C) as only model. The theory T + Π(E) (and any
consistent extension of it) is l.c.

To simplify, we deal with a pair (T,E) -where T is lattice categorical and E
is a lattice sekeleton for T - that we call a lattice categorical core (l.c.c.). Thus,
(T,E) is a l.c.c. if T + Π(E) is a l.c. theory.

Definition 3. Given two l.c.c. (T1, E1), (T2, E2) with respect to the sets of con-
cepts C1 and C2 respectively, we say that (T2, E2) is a lattice categorical ex-
tension of (T1, E1) if L(T1, C1) ⊆ L(T2, C2) and L(T2, C2) |= E1.
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3 Extending Ontologies

In order to obtain a practical method, some of the basic (theoretical) logical prin-
ciples required by the definitional methodologies of building of formal ontologies
must be weakened [3]. Such principles, in their original forms, are:

1. Ontologies should be based upon a small number of primitive concepts.
2. These primitives should be given definite model theoretic semantics.
3. Axioms should only be given for the primitive concepts.
4. Categorical axiom sets should be sought.
5. The remaining vocabulary of the ontology (which may be very large), should

be introduced purely by means of definitions.

The three first principles are assumed, but, in order to a feasible management,
the last two ones (two strong logical constraints) are weakened. The fourth one
will be replaced by lattice categoricity, more manageable than logical categoricity
or completeness. With respect to the last one, if we start with a basic theory, it
can be hard to define any new concept/relation by means of the basic elements of
the ontology. Thus, we must consider that there are ontological insertions, that
is, additions of new concepts/relations not ontologically defined on the former
ontology. This may produce a deep readdress of the domain analysis.

The method consists of four steps, assisted by an automated theorem prover
(in our case, OTTER, http://www-unix.mcs.anl.gov/AR/otter/), a model
finder (MACE4, www-unix.mcs.anl.gov/AR/mace4/), and a last stage for on-
tological reconsideration. Starting from a lattice categorical theory:

1. First, one extends the lattice of the basic concepts of the ontology by ex-
tending the selected skeleton.

2. Next, one applies MACE4 on a possible axiomatization of the new lattice
in order to obtain the new lattices. In general, the characterization of the
lattice is a theory weaker than the initial ontology.

3. The third step consists of the refinement of the skeleton in order to MACE4
exhibits one only model (that is, the theory is lattice categorical).

4. Finally, it is necessary to certify (by means OTTER or hand-made) the
unicity of above model.

The final stage of the method is not algorithmical. It consists of an ontological in-
terpretation of the new element, by re-interpreting (generally by refining) if nec-
essary, the older ones. This task, nonalgorithmical in essence, is responsability of
experts in the domain represented by the ontology. In fact, such re-interpretation
can force us to reconsider the initial ontological commitments.

4 An Example in Qualitative Spatial Reasoning

We shall apply the method for extending an ontology on Qualitative Spatial
Reasoning by means of the insertion of relations on imperfect spatial informa-
tion, concretely the well-known Region Connection Calculus (RCC) [6]. The
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DC(x, y) ↔ ¬C(x, y) (x is disconnected from y)
P (x, y) ↔ ∀z[C(z, x) → C(z, y)] (x is part of y)
PP (x, y) ↔ P (x, y) ∧ ¬P (y, x) (x is proper part of y)
EQ(x, y) ↔ P (x, y) ∧ P (y, x) (x is identical with y)
O(x, y) ↔ ∃z[P (z, x) ∧ P (z, y)] (x overlaps y)
DR(x, y) ↔ ¬O(x, y) (x is discrete from y)
PO(x, y) ↔ O(x, y) ∧ ¬P (x, y) ∧ ¬P (y, x) (x partially overlaps y)
EC(x, y) ↔ C(x, y) ∧ ¬O(x, y) (x is externally connected to y)
TPP (x, y) ↔ PP (x, y) ∧ ∃z[EC(z, x) ∧ EC(z, y)] (x is a tangential prop. part of y)
NTPP (x, y) ↔ PP (x, y) ∧ ¬∃z[EC(z, x) ∧ EC(z, y)] (x is a non-tang. prop. part of y)

Fig. 1. Axioms of RCC

�≡C � DR PO�¬P � ¬Pi � ¬DR DR≡EC � DC
NTPP�¬TPP � ¬Pi � ¬DR C≡O � EC TPP�¬Pi � ¬DR

O≡PO � P � Pi EQ�¬PPi � ¬DR Pi≡EQ � PPi
TPP i�¬NTPPi � ¬DR P≡EQ � PP NTPPi�¬DR

PPi≡TPPi � NTPPi EC�¬DC PP≡TPP � NTPP

Fig. 2. The skeleton E for the lattice of concepts of RCC

need of such extension arose, for example, when we applied RCC as a meta-
ontological tool for analysing and repairing anomalies in ontologies [1] [5]. RCC
is a mereotopological approach to spatial reasoning; the spatial entities are non-
empty regular sets. The primary relation is the connection, C(x, y), with in-
tended meaning: “the topological closures of x and y intersect” and basic axioms
∀x[C(x, x)] and ∀x, y[C(x, y) → C(y, x)] jointly with a set of definitions on the
main spatial relations (fig. 1). Actually the theory has other axioms (see [6]),
but these are not necessary to prove the lattice structure of the set of relations
(shown in fig. 3). Thus, RCC is lattice categorical.

4.1 Isolating a Skeleton for RCC

In order to isolate a skeleton without redundant formulas, we start with the
lattice equations induced by the Hasse diagram of the RCC-relations. Next we
sequentially remove equations of this set when such elimination does not produce
other new lattices modelling the final set. The set of equations E, see the figure
2, we obtain has an only model (is a skeleton). categorizes under completion the
lattice of the RCC-spatial relationships (given in fig. 3) [5].

4.2 Inserting New Elements

The Jointly Exhaustive and Pairwise Disjoint set (JEPD) of atomic relations
of the lattice (fig. 3) is denoted by RCC8. It represents the set of the most
specific spatial relations in RCC8. Our aim is to insert a new relation representing
undefinition, such relation must be disjoint with RCC8.
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Fig. 3. The lattice of RCC-relations (left) and the egg-yolk representation of vague
regions (right)

Theorem 1. There are only eight E-conservative extensions of the lattice of
RCC by insertion of a new relation D such that RCC8 ∪ {D} is a JEPD set.
In the proof of the theorem we use MACE4 for listing the lattice extensions,
taking as input the lattice axioms, the skeleton, the unique names principles and
the closure domain axiom. The system outputs eight extensions. Since MACE4
has not been formally verified to work correctly, it is necessary to certify that
such models are correct, and, by finding OTTER’s proofs, to show that the list
of models is exhaustive. The analysis of the extensions (fig. 4) suggests us that
the new relations represent undefinition up to a degree.

4.3 Refining the Skeleton for the New Extension

We are not specially interested here in a determinated extension, although there
exist situations where it is necessary to select one of them (by example, when we
intend to classify unaccurate data [4]). However, the refinement of the skeleton
is easy: once an extension is selected. For instance, with respect to the first
extension, it is sufficent to substitute the formula PP ≡ TPP � NTPP by the
new formula PP ≡ TPP �I1 �NTPP to obtain a skeleton E′ for the extension.
Every extension of (RCC, E′) is a l.c. extension of (RCC, E).

4.4 Final Stage: Ontological Interpretation

Finally, we need to mereotopologically interpret the new relations. In [5] four
different interpretations are offered, we tried to use some of them for supporting
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Fig. 4. The eight lattice describing the l.c. extensions of RCC by undefinition

ontological cleaning tasks. In order to show how they can be interpreted in each
case, we consider the classical egg-yolk interpretation of spatial vague regions
[7]. Intuitively, a spatial region a compounded by two subregions, as figure 3
shows, the first, y(a) (the yolk) which represents accurate locations in a, and the
second one, e(a) bounding the unaccurate locations of a. In [7] the 48 possible
spatial relations between two vague regions are shown. If we want to work with
I1, for example, its vague interpretation is I1(a, b) ≡ PP (e(a), e(b)), while RCC
relations are interpreted by the natural way.

5 Final Remarks

The method described here is a logical basis for extending ontologies. Since
there is a lack of formal notions -feasible in practice- describing features about
completeness in the evolution of formal ontologies, we think that our proposal
can be useful to add formal semantics to several ontological transformations [5]
[1], achieving in this way the logical trust. The feasibility of the method depends
of two factors: the use of efficent ARS and the simplicity of the completeness
notion, related with the conceptualization of the ontology. Future research lines
are addressed to embrace the use of roles on spatial reasoning.
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Abstract. This works presents a software solution for enhancing in-
verted file compression based on the reassignment of document identi-
fiers. We introduce different techniques recently presented in the Infor-
mation Retrieval forums to address this problem. We give further details
on how it is possible to perform the reassignment efficiently by apply-
ing a dimensionality reduction to the original inverted file and on the
evaluation results obtained with this technique. This paper is devoted
to the software architecture and design practises taken into account for
this particular task. Here, we show that making use of design patterns
and reusing software components leads to better research applications
for Information Retrieval.

1 Introduction

Indexing mechanisms are a critical part of Information Retrieval systems, as they
provide fast access to term information needed for query evaluation [7]. Inverted
files are by far the most used indexing structure in Information Retrieval (and
even in large-scale database systems), specially when dealing with very large
sets of data. Indexing structures store different information related to each term
appearing in the collection, depending on the granularity specified. In this paper
we will focus on document-level inverted files, this is, we only take into account
the occurrences of terms in documents. Figure 1 is an illustrative example, where
each line stands for a different document, and the structure stores term document
frequency (number of different documents that contain the given term) and
document identifiers.

This indexing structure is organised in posting lists, where each one holds the
information for a different term. Therefore, an inverted file can be expressed as:

{< ti; fti ; d1, d2, . . . , dfti >, di < dj∀i < j}∀ti ∈ T, (1)

where T is the set of terms, fti stands for the document frequency of the
term ti, and di is the document identifier. As the notation implies, the document
identifiers are ordered.

Usually, posting lists are compressed with a suitable coding for the data
involved. Compression methods need a suitable model of the data to perform
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Doc.Id Input Text:

1: Rain on the green grass
2: and rain on the tree
3: And rain on the housetop
4: but not on me
5: Rain, rain, go away

term Documents
rain 〈4; 1, 2, 3, 5〉
on 〈4; 1, 2, 3, 4〉
the 〈3; 1, 2, 3〉
green 〈1; 1〉
grass 〈1; 1〉
and 〈2; 2, 3〉
tree 〈1; 2〉
housetop 〈1; 3〉
but 〈1; 4〉
not 〈1; 4〉
me 〈1; 4〉
go 〈1; 5〉
away 〈1; 5〉

Fig. 1. Inverted File Example

the coding and decoding operations. Nevertheless there exists a family of meth-
ods, known as static codes [6] that work without having to store any informa-
tion about the data. These coding methods are useful for posting lists, as they
only contain integers and a model can become larger than the real compressed
data.

Actually, not every integer corresponding to a document identifier is coded,
but the difference between two consecutive ones, also known as d-gaps [7]. Static
codes use the fact that small integers occurs often, and give shorter codes to them
(measured in bits). So the shorter the differences between consecutive documents,
the higher gain in compression, which translates into a smaller inverted file.

The reassignment of document identifiers is a very recent technique for en-
hancing compression with static codes [2]. The main idea is to map each original
document identifier appearing in the collection into a new one, trying to reduce
the distances between occurrences in the posting lists. Some papers proved that
reordering can lead into gains in compression ratio for static inverted files of
medium size collections [2,8,9,10]. These works approached the problem from
different perspectives, using other well-known problems for approximating the
original one. In this paper, we will show how to build a software architecture for
the technique described in [10], which tries to solve the problem in an efficient
way by reducing the dimensionality of the input data through matrix transfor-
mations. The set of programs to be used must be able to index, perform matrix
operations with large sets of data and recompress inverted files using a previously
calculated order, everything in an independent manner and using reusable and
modular data structures. We focus on an object oriented programming paradigm
and make extensive use of design patterns [12]. Section 2 describes the known
approaches to the document identifier reassignment problem. Section 3 shows
the main technique implemented in the software architecture we are describing.
Sections 4 and 5 presents the architecture developed for the referred solution
and implementation details. Finally, section 6 summarises the work and shows
some future research lines.
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2 Previous Work

Next, we describe the state of the art concerning the reassignment of document
identifiers. Different approaches to the problem consider different data struc-
tures. Most works build a weighted similarity graph G, where the nodes vi, vj

represent the document identifiers i, j and an edge (vi, vj) represents the simi-
larity between documents i and j [2,8,10]. On the other hand, the work in [9]
uses document clusters for reordering the identifiers.

Blandford and Blelloch (B&B) [2] developed a technique that improved the
compression ratio about fourteen percent in TREC text collections. The tech-
nique employs a similarity graph as described before, and operates in three
different phases. The first phase constructs the document-document similarity
graph from the original inverted file. The second part of the algorithm calls
to a graph partitioning package which implements the Metis [11] algorithm for
splitting recursively the similarity graphs produced by the first part. Finally,
the algorithm applies rotations to the clustered graph outputted by the second
part for optimising the obtained order. The final assignment for the document
identifiers is obtained by simply depth-first traversing the resulting graph. As is
stated in [2], constructing a full similarity graph is O(n2), so the raw technique
may not suitable for very large collections. Nevertheless, the efficiency of the
algorithm can be controlled by two parameters: τ and ρ. The first parameter,
τ , acts as a threshold for discarding high-frequency terms, i.e., if a term ti has
size |ti| > τ it is discarded for the construction of the similarity graph. Actually
the algorithm works with a sample of the full similarity graph. The parameter
ρ stands for how aggressively the algorithm sub-samples the data: if the index
size is n it extracts one element out of �nρ�. Tuning τ and ρ the technique may
lead to a tradeoff between efficiency and time and memory usage.

Shie et al. [8] proposed a different graph-based approach, based on the well
known Travelling Salesman Problem. The TSP is stated as follows: given a
weighted graph G = (V,E) where e(vi, vj) is the weight for the edge from vi to vj ,
find a minimal path P = {v1, v2, . . . , vn} containing all the vertexes in V , such as
if P ′ = {v′1, v′2, . . . , v′n} is another path in G,

∑n
i=2 e(vi, vi−1) ≤∑n

i=2 e(v
′
i, v

′
i−1).

Considering Sim a weighted adjacency matrix, it is possible to build a Docu-
ment Similarity Graph (DSG). The idea is to assign close document identifiers
to similar documents as this will likely reduce the d-gaps in common terms post-
ings. This traversing problem can be transformed into a TSP just by considering
the complement of the similarity as the weights in the edges of the DSG. The
solution found by the TSP is the path that minimises the sum of the distances
between documents, therefore the algorithm is an appropriate strategy to the
document reassignment problem.

Silvestri et at [9] proposed a method which aimed at enhancing the clus-
tering property of the index. Prior to reassigning, the technique computes a so
called transactional representation for the documents, which consists in storing
a 4-bytes truncated MD5 [13] digest for the terms appearing in them. Starting
from that, the authors follow into two different assigning schemes, differing in
the starting point of the algorithms: top-down, considering the whole collection
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and recursively splitting it, and bottom-up assignment, starting from a flat set
of documents and extracting disjoint sequences containing similar documents,
grouping them.

The previously described techniques are only approximations for solving the
real problem, and have some efficiency drawbacks, as stated in [10], like comput-
ing and storing the full similarity graph or in [9] the linear dependence of time
and memory usage respect to the document size.

3 Document Identifier Reassignment Through
Dimensionality Reduction

The architecture to be presented here, solves the document identifier reassign-
ment problem as a TSP like in [8] but avoiding some efficiency problems. The
main idea is to reduce the input similarity matrix data via Singular Value De-
composition. That leads to the development of a new software framework, in
which reordering and recompressing techniques can operate after carrying out
a dimensionality reduction. This way, the memory usage by such algorithms is
controlled and as it is possible to determine the total amount of memory used in
each step. Moreover, by assigning document identifiers through dimensionality
reduction, results are consistent between different collections and are compara-
ble with those obtained by working with the full dimension schema, as stated
by [10].

Next, the main method for effectively reducing the dimensionality by SVD
is described. Section 5 gives further details on the algorithm used.

3.1 Singular Value Decomposition

Singular Value Decomposition (SVD) is a well known mathematical technique
used in a wide variety of fields. It is used to decompose an arbitrary rectangular
matrix into three matrices containing singular vectors and singular values. This
matrices show a breakdown of the original relationships into linearly independent
factors. The SVD technique is used as the mathematical base of the Latent
Semantic Indexing (LSI) IR model [14].

Analytically, we start with X , a t× d matrix of terms and documents. Then,
applying the SVD X is decomposed into three matrices:

X = T0S0D
′
0 (2)

T0 and D0 have orthonormal columns, and S0 is diagonal and, by convention,
sii ≥ 0 and sii ≥ sjj∀i ≥ j. T0 is a t × m matrix, S0 is m × m and D′

0, the
transposed matrix of D0, is m×d where m is the rank of X . However it is possible
to obtain a k-ranked approximation of the X original matrix by keeping the k
largest values in S0 and setting the remaining ones to zero obtaining the matrix
S with k × k dimensions. As S is a diagonal matrix with k non-zero values, the
corresponding columns of T0 and rows D0 can be deleted to obtain T , sized t×k,
and D′, sized k × d, respectively.
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This way we can obtain X̂ which is a reduced rank k approximation of X :

X ≈ X̂ = TSD′ (3)

X̂ is the closest rank k approximation of X in terms of the Euclidean or
Frobenious norms, i.e. the matrix which minimises ||X − X̂||2N where || · ||2N is
the involved norm.

The i-th row of DS gives the representation of the document i in the reduced
k-space and the similarity matrix Θ(X) is k-approximated by Θ(X̂):

Θ(X) ≈ Θ(X̂) = X̂ ′X̂ = DS2D′, (4)

where X̂ ′ is the transposed matrix of X̂ and D′ is the transposed of D.
If Dd×k = {zij} and {si} is the set of diagonal elements of S, it is easy to

prove that

Θ(X̂)ij =
k−1∑
γ=0

ziγzjγs
2
γ (5)

Therefore it is possible to calculate Θ(X̂)ij only storing the set of k elements
{si} and the d × k matrix D instead of computing and writing the full rank
matrix Θ(X)d×d.

The output of the SVD of X , X̂ has been used in the computation of Θ(X̂)
(equation 4). The same result could be obtained by calculating the SVD of Θ(X)
due to the uniqueness property of SVD [1]. Since SVD computes the best rank
k approximation, it is proved that the best rank k approximation of Θ(X) is
obtained starting from X and without the need of computing Θ(X).

3.2 Results

Applying this technique and tackling the TSP with a Greedy Nearest Neighbour
algorithm (Greedy-NN), we obtain good values in compression ratios, measured
in bits per document gap used. For a detailed reference of this results see [10].
Tests were driven in the LATimes and FBIS collections, which form the TREC-
5 disk, and with different values of the k parameter (which reflects the matrix
dimension in the reduced space).

With k=200, for the LATimes collection (FIBS collection) we achieved a
13.65% (8.02%) gain in compression ratio respect to the original document iden-
tifier order with the gamma encoding, 13.2%(8.7%) for the delta encoding, and
11.32% (5.15%) for the interpolative coding. These values are 17.67% (21.92%),
17.8%(21.1%) and 13.66% (14.58%) repectively for both collections and the three
encoding schemes, respect to a random reassignment. Computing the Greedy-
NN TSP with the reduced space approximation Θ(X̂) gives worthy compression
ratios in every case. The gains in the FBIS collection are worse than the ones in
the LATimes, although starting from a randomized order the result is inverted.
This is the expected behaviour if the FBIS collection exhibits a better original
document order. One point to remark is that even in the case of interpolative
coding, where the starting point is much better, the method is able to produce
gains in bits per document gap.
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4 Architecture

Figure 2 describes the system built for testing this approach. Nodes represent
the data and components represent the different modules deployed. A solid ar-
rows means direct dependency between data and a module (either input or
output), and dashed arrows drive the flow of the program through the different
components.

Fig. 2. Main component diagram for the software architecture

The full process is driven by a Mediator [12], which controls the interaction
between the different components and reduces the dependency between the pro-
cessing steps. The mediator serves as an intermediary and keeps modules from
referring to each other explicitly, thereby reducing the number of interconnec-
tions. This has a purpose of generality for the architectural design, as it is a
feature that facilitates the development and extension of the current software
by allowing the construction of program pieces completely independent between
each other. This is interesting for having different indexing, compression, dimen-
sionality reduction, statistical and reordering modules. Extensions could be, for
example, a component for building Direct Files, which are convenient for doing
query expansion.

The process starts with the inversion of the text collection. The inverted file
builder mechanism produces a complete version of the inverted file, considering
the document identifiers in natural order, this is, as they appear originally in the
collection. Also, this module outputs the X data matrix to a SVD module (see
3 for more details on this). This module produces the matrices Dd×k and Sk×k

that allow the computation of Θ(X̂), therefore there is no longer needed to store
the similarity matrix Θ(X)d×d. The reassignment module uses the SVD output
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matrix to compute the TSP approach fully described in [10], however the open
design allows the interchangeability with the other techniques introduced in 2.

The output of the TSP reassignment module is used by an inverted file
recoding program which exploits the new locality of the documents to enhance
d-gap compression. Finally, some statical information is taken to make suitable
comparisons between compression ratios achieved by the original encoding and
those obtained after reassignment.

Respect to the complexity involved, as k is a constant factor, we can conclude
that the space usage of the algorithm now is O(d), i.e., linear in collection size and
not dependant on document size. The main difference with respect to previous
implementations for the TSP technique for the document identifiers reassign-
ment problem, is that computing the similarity between two documents di and
dj involves k operations (

∑k−1
γ=0(DS)iγ(DS)jγ) and storing k real pointers per

document, making a total of k×d for the full matrix. This representation can fit
smoothly into memory by adjusting the parameter k and uses considerably less
space than the original d×d matrix. Even more, the space usage can be precalcu-
lated so suitable scalable algorithms can be easily developed. Considering 32 bits
per float (real number), our implementation uses 4×k×d bytes of main memory.

5 Implementation

In this section, it is explained how the architecture was developed. The modules
implemented make extensive use of design patterns: descriptions of problems
that appears repeatedly and solutions to them, in such way that the solution
can be applied in different situations. Design patterns are an extended technique
for developing Object Oriented software providing a good balance between space
and time [12].

For indexing and compressing tasks we used the MG4J [4] from the University
of Milan, a free Java implementation of the indexing and compression techniques
described in [7] and originally implemented in the MG software [3]. The indexing
is made in three different passes to the original text of the collection, using a
technique called in-memory text-based partitioning inversion [7]. As an overview,
the technique builds the index entirely in main memory and avoids random
accesses to disk by controlling the amount of storage needed in each step of the
algorithm and using compression techniques. This way it is possible to perform
an efficient map from memory to disk, avoiding seeking and swapping times.
The first pass collects statistics from the text, like term document frequency
and in-document term frequency, and builds a dictionary file, also known as
lexicon. The second pass reads the lexicon and calculates appropriate values for
compressing efficiently the data structures used in the inversion process, and
allocates disk space for guarantying an optimum usage of the resources. After
that, the program builds a random access in-memory inverted file for chunks of
the collection, and the inverted file in disk for the whole collection. Finally, a
third an optional pass over the text is done for recompressing and producing a
new final inverted file.
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For the SVD module we used the SVDLIBC [5], a C library based on the
SVDPACKC library. It should be pointed that we needed to modify the MG4J
software to output data directly to the SVDLIBC module. This module computes
the singular values associated to a matrix, which can be inputted in different
formats, by the algorithm las2, standing for Single-Vector Lanczos Method [15].

The rest of the program code (reassignment, recoding and statistical soft-
ware) is written in Java, taking into account that some routines and methods
are shareable between different components. Some excerpts of the written code
may include modifying coding routines and generating generic libraries for graph
manipulation, matrix transformations and standard data formats for matrices.
As a brief example, in the figure 3 we present an usage of the strategy pattern
[12] for coding routines, which was adapted for including interpolative coding [6]
for document pointers.

Fig. 3. Main component diagram for the software architecture

The inverted file acts as the context for the pattern, and the individual
strategies implement an interface with the coding and decoding methods. This
way the coding scheme is a behaviour of the different subclasses involved in the
pattern, thus, adding new coding methods is just a matter of implementing the
interface with different classes and behaviours.

6 Conclusions

Previous works established that reassigning the identifiers of the documents ap-
pearing in a collection improves compression ratios of inverted files, when coding
the differences between consecutive identifiers with static codes. Moreover, the
work in [10] shows how the reassignment can be done effectively by making a
prior dimensionality reduction of the term-document matrix. In this paper we
have focused on the software architecture and the concrete design and imple-
mentation issues. We underlined the importance of reusing software pieces and
making use of good design practises. These methodologies must have an impact
not only in a corporate environment but also for developing software tools with
research purposes, where software lies above well-founded mathematical con-
cepts. Therefore, working with a reusable framework for Information Retrieval
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research avoids a lot of unnecessary work when reusing software pieces, and fa-
cilitates the deployment and development of more robust software kits that can
be used by the IR community.
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Abstract. Problem Solving Methods are valuable structures that facilitate reusing 
components for building Knowledge-Based Systems. We explain the vocabulary 
used to describe a synthetic PSM which was successfully applied to four different 
domains. The main classes of the ontology will be described, in particular those 
required to map the concepts of the domain with the PSM method. 

1   Context 

Knowledge-Based Systems (KBS) development must overcome multiple difficulties, 
making it a high cost technology with a large number of development failures. Cur-
rent development methodologies, such as VITAL [6] , MIKE [1] or CommonKADS 
[15], stress the use of generic components to facilitate knowledge reusing, Problem 
Solving Methods (PSM) and code. Ontologies also play an important role in this 
process because they normalize the concepts and relations involved in the task and/or 
the domain that they describe. 

Among the different definitions of the ontology term, the one given by Gruber [8] 
in 1993, and later completed by Studer et al. [16] is the most accepted: An Ontology is 
a formal, explicit specification of a shared conceptualization. An ontology is usually 
represented by a taxonomy of hierarchically organised terms, together with transver-
sal relations among them. Its objective is to explicit an abstract model of some phe-
nomenon in the world (conceptualization). ‘Explicit specification’ means that the dif-
ferent elements must be clearly represented, avoiding unclear, incomplete or 
inconsistent definitions. It is likely that the Ontologies area will take advantage of the 
increasing interest that is generating the semantic web, because one of the main ele-
ments that will support the Semantic Web success is the availability of consensual on-
tologies to facilitate the inter-operation of automated services and processes. 

PSMs are high-level structures that indicate us how to solve a generic task such as 
diagnosis, assessment, planning, etc. They provide us with a set of inferences and 
knowledge descriptions that allow us to build a solution without any reference to spe-
cific domain elements. Thus, PSMs work at the knowledge-level as defined by New-
ell in [12]. Clancey [5], McDermott [10] with his work on Role-Limiting Methods 
and Chandrasekaran's Generic Tasks [4] enriched and evolved the notion of PSM so 
these ideas were assumed by methodologies such as CommonKADS [15] or MIKE 
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[1]. These methodologies consider the PSMs essential structures as they are useful for 
controlling the methodological activities that must be carried out to build the expertise 
model. PSMs claim to be useful pieces to build KBS because they enforce the reutili-
zation of proven problem solving strategies, and they also facilitate organising and 
structuring a knowledge base through the use of knowledge structures (sometimes re-
ferred as knowledge-roles). 

We adhere to the CommonKADS point of view regarding the PSMs because we 
intent to build several applications, and this methodology gives us support for all the 
development stages, enforcing, at the same time, the reusability of the components. 
Moreover, the model-oriented policy of CommonKADS facilitates us focusing on the 
knowledge modelling, setting aside other development issues. CommonKADS identi-
fies three types of knowledge: domain, task and inference knowledge. While the first 
one is application specific, the other two types are easily re-usable among applica-
tions. Task knowledge is based on a generic-task classification, where tasks are hier-
archically organised and only have high level descriptions. Task-method knowledge 
relates these task types to specific algorithms (PSMs) that specify how to solve them. 
Although CommonKADS suggests specific templates (PSMs) for each task type, we 
have developed and applied the same PSM on several types of synthetic tasks over 
different domains. 

2   Synthetic Tasks and Constraint Satisfaction Techniques 

CommonKADS and authors like [11] or [7] suggest a shared characterisation of all 
synthetic tasks by using some terms such as requirements, constraints, preference, etc. 
These terms are similar to those used by the Constraint Satisfaction (CS) techniques, 
where a problem consists of [2]: 

1. a set of variables, 
2. for each variable, a finite set of possible values, 
3. a set of constraints restricting the values that the variables can simultaneously take. 

Synthetic tasks are usually NP-hard (computationally intractable) problems, and 
the CS field provides us with a large amount of techniques to solve them. However, 
selecting the technique that best fits the characteristics of the problem that is being 
modelled is a hard problem itself. Programmers usually implement multiple tech-
niques and adopt the one with the best results, balancing the trade off between the 
computational cost of the algorithm and the overall gain in terms of execution time or 
quality of the solutions generated. In all cases, CS techniques are highly influenced by 
the codification of good domain dependent constraints that limit the solution space to 
be explored. 

We have adopted the technique known as Forward Checking, because it provides 
us with the needed simplicity to transform it into a PSM and it is easily extensible 
with some other techniques such as consistency techniques and variable/value order-
ing. Moreover, some authors (see i.e. Bartak excellent online tutorial) recognises that 
Forward Checking can obtain better results than some others more elaborated (and 
computationally costly) algorithms, like full-look-ahead, if it is tuned properly. 
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3   Test Applications 

The purpose of the developed applications is not to build efficient code but to deter-
mine the actual benefits of the reusability of components. These domains (see Table 
1) correspond to different task types according to the definition made in the Com-
monKADS methodology. Their main characteristics are: 

• Educational Centre timetable. It relates courses, subjects, teachers, classrooms and 
laboratories to configure a coherent timetable, considering restrictions on the 
teachers workload, availability of equipment in labs, size of classrooms, etc. 

• Employee timetable. It has been implemented to schedule the working hours of 
employees for a well-known fast-food restaurant. It considers multiple contract 
types and limitations, expected work demand, specialisation of employees on spe-
cific tasks, etc. 

• PCs configuring system. It helps users without computer knowledge to build up a 
PC starting from requirements such as intended use, cost, availability of compo-
nents, etc. 

Airlines line programming. It was the hardest application. It assigns airplanes to 
flights for a small-sized airline company. It must consider facts such as flight data 
(origin, destination, flight time, etc), number of passengers, etc. A solution is valid 
when all the flights are operated. 

Table 1. We use the task types as they are defined in CommonKADS 

Application Synthetic Task Type 
Educational centre timetable Scheduling 
Employee timetable Scheduling 
PC configuring system Configuration design 
Airline lines programming Planning 

4   Mappings Between the PSM Ontology and the Test Applications 

Figure 1 shows the PSM for the Forward Checking algorithm. The algorithm works 
building solutions incrementally, assigning values to variables and forward checking 
inconsistencies of the current partial solution with those variables that have not been 
assigned any value yet. For an extended description of this PSM see [14]. 

Mapping the classes of the application domain to the ones defined by the PSM is 
one of the main difficulties for reusing components. We have opted to reuse as much 
as possible the structure given in the task model of CommonKADS, adding some de-
tails to facilitate the link between the domain and the PSM vocabularies. Figure 2 
shows the graphical representation of some classes of the PSM ontology together with 
some of its attributes and relations. Table 2 shows part of this information including 
some remarking relations using OWL functions. The main classes of the ontology are 
those of the task model of CommonKADS: task, task-method, and role. The first one 
consist on the high-level description of the class. The task-method class comprises the 
methods used to solve a certain task through the realizes attribute. 
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Fig. 1. PSM for the Forward Check method 

 

Fig. 2. Graphical representation of relevant classes of the PSM ontology 

Roles shown in Figure 2 correspond to the dynamic data used in the PSM. The 
mapping between the domain and PSM is made explicit using the Skeletal_solution, 
Skeletal_element and Domain_value classes. Skeletal_solution is an aggregation of 
Skeletal_elements, where an instance of Skeletal_element will be created for each of 
the variables that take part on the solution structure. There will also be an instance of 
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the Domain_value class for each domain value of each Skeletal_element (for each 
possible value of each variable in the solution structure). 

Table 2 summarizes the ontological description of the classes of Figure 2. We have 
used the Protegé ontology editor [13] to validate it using the OWL [3] plugin. It 
shows the relevant characteristics for each modelled class. We can observe that the 
definition of the domain_values attribute as inverse_functional ensures that each 
value for every domain will be unique, and, at the same time, they will be accessible 
through the inverse relation included on the definition of the Domain_value class. 
However, it is worth mentioning that the range definition for attributes such as Out-
put_role implies that the ontology is written in the OWL-full sublanguage, making it 
difficult to be processed by reasoners, as stated in [9]. 

Table 2. Classes from the PSM Forward Checking ontology 

Class Slot Range Restrictions 
Task    
 Goal string  
 Input roles Class: role  
 Output roles Class: role  
Task Method    
 Realizes instance: task  
 Intermediate roles Class: role  
 Decomposition Instance: task Union In-

stance: inference 
 

 Control_structure String  
  subclassof Role Skeletal_ Solu-

tion Role_Type  owl:hasvalue dynamic 
 Number_of_Compnents int  
 Skeletal_elements 

_on_solution 
instance: Skeletal_ ele-
ment 

min cardinality 2 

   Domain_ value
Available int   owl:one of (0,1) 

 Domain_mapping instance:(domain class) owl: functional 
 Skeletal_element 

on_Domain 
instance:Skeletal_elementowl: functional 

Inverse: Domain_values 
   Skeletal_ ele-

ment Class_domain_mapping Class: (domain class) owl: cardinality 1 
 Domain_values instance: domain_value owl: inverse functional 
   Inverse: Skele-

tal_element on_Domain 
 Order in solution int owl:functional 

5   Conclusions 

In this paper we have described our experience on developing several synthetic appli-
cations trying to reuse as much components of knowledge as possible. We have de-
rived a PSM that was successfully applied over four quite different applications. This 
process is partly supported on the standardization of the vocabulary used to describe 



268 A. Rodríguez-Rodríguez and F. Quintana-Domínguez 

the PSM, which is partly described in the CommonKADS methodology. We have in-
cluded some basic classes that facilitate the mapping with the entities of the applica-
tion domain. 

According to the people participating in this initiative, the reuse of the PSM and its 
associated executable code means a significant improvement in the development ef-
fort (only for the expert module). The profit is even larger depending on some other 
factors such as the complexity of the application being modelled. The PSM Ontology 
allows us to prepare structured interviews with the human experts in order to acquire 
specific knowledge for that role. The experts easily understood the PSM diagram and 
collaborated actively providing valid rules that were later included in the system. 
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Abstract. The Fuzzy Constraint Networks model, a generalization of the 
Disjunctive Temporal Fuzzy Constraint Networks, is a framework that allows 
representing and reasoning with fuzzy qualitative and quantitative complex 
constraints. However, its general complexity is exponential, and we need to find 
tractable subclasses. In this paper we propose two algorithms to deal with a 
tractable subclass named Series-Parallel Fuzzy Constraint Networks. 

1   Introduction 

Fuzzy Temporal Constraint Networks model (FTCN), introduced in [6], allows 
expressing simple constraints, representing them by means of a convex and 
normalized possibility distribution. Fuzzy temporal constraints allow combining 
precise, imprecise, qualitative and quantitative information. Then, this model is 
suitable for temporal reasoning in domains where the combination of such constraint 
types is required. A fuzzy model allows intermediate consistency degrees, and to 
quantify the possibility and necessity of a relationship or query. In addition, constraint 
propagation reduces one of the drawbacks associated with fuzzy reasoning, the 
degradation of distributions when chaining fuzzy rules (reduction of the core, and 
enlargement of the support of the possibility distributions). 

In certain tasks, such as planning or scheduling, a more general model with 
disjunctions is needed. Then, the FTCN model is enhanced, defining a constraint with 
a finite set of possibility distributions, normalized and convex, obtaining the 
Disjunctive Fuzzy Temporal Constraint Networks (DFTCN) [1]. This model extends 
the TSCP framework proposed by Dechter [3], allowing constraints such as 
“Irrigation is much before or a little after than Treatment”, and subsumes the Vilain & 
Kautz Point Algebra [9]. This framework allows representing all the possible 
relationships between time points, between intervals and between time points and 
intervals, and their disjunctions. 

The main drawback of DFTCN is its computational inefficiency, because generally 
these networks are non-decomposable, needing backtracking to find a solution [1]. 
Determining the consistency and computing the minimal network are also 
exponential. With small problems, this is not a drawback, but in order to generalize 
the use of the model in a general scope, it would be interesting to find tractable 
subclasses, as series-parallel networks [2]. 
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In this paper we use a generalization of DFTCN, named Fuzzy Constraint 
Networks (FCN) [2], and we present two efficient algorithms, SP+ and SPR, to decide 
if a FCN is consistent, series-parallel and obtain its equivalent path-consistent (and 
minimal) network, using the information of the original problem constraints. 

The remainder of this paper is organized as follows. Section 2 describes the FCN 
model; Section 3 describes a tractable subclass named Series-Parallel Networks; 
Section 4 presents two efficient algorithms to deal with this Series-Parallel Networks 
and Section 5 summarizes the conclusions and presents the future work. 

2   Fuzzy Constraint Networks 

A Fuzzy Constraint Network (FCN) Ld consists of a finite set of n+1 variables X0, ... 
Xn  (X0 as origin for problem variables), whose domain is the set of real numbers R,
and a finite set of disjunctive binary constraints d

ijL  among these variables. X0 is a 
variable added to use only binary constraints, and it can be assigned to an arbitrary 
value (for simplicity’s sake, this value is usually 0). 

A disjunctive binary constraint d
ijL among variables Xi, Xj is defined with a finite set 

of possibility distributions, },...,,{ 21 k
ijijij πππ  normalized and convex [5], defined over 

the set of real numbers R; for x ∈ R, m (x) ∈ [0,1] represents the possibility that a 
quantity m can be precisely x.

A value assignation for variables Xi, Xj, Xi=a; Xj=b, a, b ∈ R, satisfies the 
constraint d

ijL iff it satisfies one of its individual constraints: 

0)(/ >−∈∃ abL p

ij

d

ij

p

ij ππ (1)

The maximum possibility degree of satisfaction of a constraint d
ijL for an 

assignment Xi = a, Xj = b is

)(max),(
1

max abba p

ijkpij −=
≤≤

πσ (2)

A constraint d
ijL among variables Xi, Xj defines a symmetric constraint d

jiL
among Xj, Xi, and the lack of a constraint is equivalent to the universal constraint 

Uπ . A FCN can be represented with a directed graph, where each node 
corresponds to a variable and each arc corresponds to a constraint between the 
connected variables, omitting symmetric and universal constraints. The set of 
possible solutions of a FCN Ld is defined as the fuzzy subset from Rn associated to 
the possibility distribution given as:

),((min),...,( max

0
0

1 jiij

nj
ni

nS vvvv σπ
≤≤
≤≤

= (3)

An n-tuple V = (v1, ...vn) ∈ Rn of precise values is  an  -possible  solution  of  a  
FCN  Ld   if  S(V) = . We say that a FCN Ld is consistent if it is 1-consistent, and it is 
inconsistent if it does not have any solution. 

Given a FCN Ld, it is possible to find out several networks which are equivalent to 
Ld. We can obtain this networks using the composition and intersection operations, 
defined in [1] for temporal reasoning. Among all the equivalent networks, there is 
always a network Md that is minimal. This network contains the minimal constraints. If 

,
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Md contains an empty constraint, Ld is inconsistent. If p if the maximum of possibility 
distributions in each constraint, and the network has q disjunctive constrains and n
variables, then the minimal network Md of a FCN Ld can be obtained with a complexity 
O(pqn3), where n3 is the cost of solving each case non disjunctive FCN [7]. Due to this 
exponential complexity, we need to find a more practical approach. 

3   Series-Parallel Fuzzy Constraint Networks 

A network is series-parallel [8] in respect to a pair of nodes i,j if it can be reduced to 
arc (i,j) applying iteratively this reduction operation: a) select a node with a degree of 
two or less; b)  remove it from the network; c) connect its neighbours. A network is 
series-parallel if it is series-parallel in respect to every pair of nodes.  

The basic algorithm for checking if a network is series-parallel has an O(n3)
complexity, and there is a more efficient algorithm that checks this property with an 
O(n) complexity [10], applied to fault-tolerant networks (IFI networks). In [2], we 
introduced the SP algorithm, a variant of the later approach for constraint networks. 

Series-parallel networks present some interesting properties. If a network is series-
parallel, the path-consistent network is the minimal network, although the intersection 
and composition operations are non-distributive [8]. As a subproduct of checking 
whether a network is series-parallel, a variable ordering is obtained when deleting the 
nodes. Applying directional path-consistency (DPC) algorithm [4] in the reverse order, a 
backtrack-free network is obtained and the minimal constraint between the first two 
variables of the ordering too. This can be interesting when we need only to compute a 
minimal constraint for two variables, and not the minimal network. In addition, if the 
network is series-parallel, we can decide absolutely whether the network is consistent, 
by applying DPC algorithm in the reverse order. Using all these properties, we can say 
that series-parallel Fuzzy Constraint Networks are a tractable subclass of Fuzzy 
Constraint Networks, because we can manage it without backtracking. 

4   Algorithms for Series-Parallel Fuzzy Constraint Networks 

The SP algorithm decides whether a network is series-parallel using the graph 
topology. After the SP test, we need to use another algorithms to manage the network. 
But if we enhance SP algorithm to use constraint information, we can process the 
constraints, deciding simultaneously whether the network is series-parallel or not. 

Our initial proposal is to include a constraint relaxation operation when a node or 
variable of degree two is eliminated. This operation updates a constraint, deleting the 
values disallowed by a path of length two, ensuring that the constraint will be path-
consistent in respect to this path. 

Working in this direction, we propose the algorithm SP+, which can decide with an 
O(n) complexity whether a network is inconsistent if it detects an empty constraint. If 
an empty constraint is not detected and the algorithm decides that the network is 
series-parallel, the network is consistent. As a subproduct, the final obtained 
constraint is the minimal constraint among the two lasting variables, and the 
equivalent network obtained with the computed constraints is decomposable in the 
reverse variable reduction ordering. This is the code of SP+ algorithm: 
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SP+ Algorithm 

begin

  for each i=0..n Compute-degree (i)  

  NodeQueue = {nodes with degree 1 and 2} 

  while (NodeQueue <> ∅ and |V| > 2) 
    begin 

     node=Get(NodeQueue) 

      if Degree(node) = 2 then    ij ij ik kjL L L L← ∩ ⊕
     if Lij = ∅ then exit  

       { }V V node← −
       if Degree(node)=1 then Degree(Neighbour(node)) --       

       if Degree(Neighbour(node)) = 2 then   

     Put(NodeQueue,Neighbour(node)) 

           else if Connected(Neighbours(node)) then   

     Degree(Neighbour(node)) --  

       if Degree(Neighbours(node)) = 2 then   

     Put(NodeQueue, Neighbours(node))  

           else E E← +  {ArcNeighbours(node)} 

   end    

 if (NodeQueue = ∅ and |V| > 2) then  

      exit (“Network is not series-parallel”) 

end

Next, we will enumerate the properties of the algorithm. 

Lemma 1.- If the series-parallel reduction algorithm stops because it computes an 
empty constraint, the network is inconsistent. 

Lemma 2.- If the series-parallel reduction algorithm stops without detecting an empty 
constraint, and it decides that the network is series-parallel, then the network is 
consistent. 

Fig. 1. Example of network to be reduced with SP+
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Lemma 3.- If series-parallel reduction algorithm terminates without detecting an 
empty constraint and it decides that the network is series-parallel, then the final 
constraint obtained is the minimal constraint among the two lasting variables. 

Figure 1 shows a FCN network to be reduced with SP+. Figure 2 shows the 
reduction process and refined constraints obtained. 

Fig. 2. Example of reduction process 

Based on the results of SP+, we can propose a linear rebuilding algorithm SPR, 
which obtains a path-consistent network respecting the original network topology. 
The obtained network is not the full path-consistent or minimal network, because it is 
not a complete graph. 

5   Conclusions and Future Work 

In this paper, we have defined Series-Parallel Fuzzy Constraint Networks as a 
tractable subclass of Fuzzy Constraint Networks. We have presented the SP+  linear 
algorithm for checking simultaneously if a constraint network is series-parallel and it 
has a solution, obtaining a minimal constraint among two variables too.  
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Using the results of SP+, we can write a linear rebuiding algorithm for obtaining a 
path-consistent network, with the original network topology. 

As future work, we can highlight the evaluation of these techniques and its 
comparation versus other approaches for series-parallel networks, the implementation 
of a linear algorithm for obtaining the minimal network, and the search of another 
FCN tractable subclasses and decomposition methods. 
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1 Introduction

Model checking is a technique for an automated formal verification of correctness of
various classes of systems. Compared to the more traditional approaches to this prob-
lem based on simulation and testing, the main advantage of model checking is that the
desirable behavioural properties of the considered system are checked in such a way
that all the reachable states which may affect the given property are guaranteed to be
covered. The disadvantage of model checking is that it may have very high compu-
tational time and space requirements. That is why various ways of dealing with the
computational complexity of model checking are sought.

The systems to be verified may be described using various languages. Here, we
consider the systems to be described by the PNtalk language based on Object-Oriented
Petri Nets (OOPNs). PNtalk [6] has been developed at the Brno University of Technol-
ogy as a tool suitable for modelling, prototyping and rapid development of concurrent
and distributed software systems.

In the paper, we discuss possibilities of parallel OOPN state space generation and
exploration on shared-memory architectures. The goal is to combat the high time com-
plexity of state spaces-based verification methods.

2 Object-Oriented Petri Nets

TheOOPNformalismischaracterizedbyaSmalltalk-likeobjectorientationenrichedwith
concurrency and polymorphic transition execution, which allows for message sending,
waiting for and accepting responses, creating new objects, and performing computations.

OOPNs are based on active objects whose internal activity is described by high-level
Petri nets that are called object nets. The objects communicate via message sending.
Asynchronous reactions of objects to incoming message are described by method nets.
Method nets are also high-level Petri nets and each of them has a set of parameter places
and a return place. Method nets can access places of the corresponding object net. Both
object nets and method nets are dynamically instantiable. Objects can also communicate
synchronously via synchronous ports that resemble special transitions of objects nets,
which can be fired only when they are activated from some classical transition. A simple
OOPN model in Fig. 1 demonstrates modelling by OOPNs on a simple example of
dealing with the stack data structure.

The latest research in the area of OOPNs shows that due to their features, OOPNs
are very suitable for describing open and reflective systems [7].

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 275–280, 2005.
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Fig. 1. A simple OOPN model

3 A Parallel OOPN State Space Generator

The main problem of the model checking methods is the so-called state space explo-
sion—the number of states grows exponentially with the size of the model. Thus, it is
difficult or practically impossible to apply these methods directly to large systems. We
can identify two main approaches for dealing with the problem. The first class of these
methods consists in sophisticated generation and exploration of the state spaces while
the second one tries to exploit more powerful computer architectures. In the context
of OOPNs, we have explored the first approach, e.g., in [4,9,5]. Here, we consider the
second possibility. Namely, we discuss the techniques behind a parallel state space gen-
erator of OOPNs which we have developed for architectures with shared memory using
the Java programming language and the JOMP tool [2].

The main task in programming parallel applications for shared-memory architec-
tures is to achieve a good load balance among multiple computation threads taking into
account their need to synchronize when accessing shared data. In our case, we need to
deal with three shared data structures—(1) a hash table, which is used for storing the
state space such that fast searching of states is possible when we need to know whether
a certain state has already been found or not, (2) a list of non-explored states that con-
tains states whose successors have not been explored yet, and (3) a marking pool which
is a special pool for storing decomposed markings.
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In order to minimize conflicts among threads trying to access the hash table, we
have divided the table into several parts. In addition, we have divided also the list of
non-explored states (also called as the work list) in such a way that a newly generated
state is put to the unique part of the work list associated with the part of the hash table
to which the state is stored. Moreover, we let the thread that is responsible for handling
a certain part of the hash table use a private work list when processing the states to be
explored. Finally, to further improve the performance, we create a copy of the marking
pool for each thread. The distribution of data we thus obtain is shown in Fig. 2.

As we have already said, one of the crucial issues for efficiency of parallel applica-
tions is the quality of load balance among threads. We have started with one data node
(i.e. a fraction of the hash table) for each thread. However, this did not work well. At
first, we are not able to divide the hash table to parts with the same number of states in
advance. Moreover, for a good load balance, it is necessary that each thread has some
work (i.e. states to explore) during the whole production run, which is impossible to
predict and guarantee in advance too.
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Therefore, we have divided the hash table and the work list to more parts than we
have threads. We find by experiments that the best performance is reached when three
times more nodes than threads are created. Then, threads switch among nodes and try
to find some work to do as it is shown in Fig. 3 for the case of two threads.

4 Experimental Results

In this section, we show parallel speedups achieved using all the optimizations dis-
cussed in the previous section. For our experiments and measurements, we used two
servers, namely, a Sun Fire 15k server (52 processors UltraSPARC III, heartbeat
900 MHz, and 52 GB of memory, provided by the Edinburgh Parallel Computing Cen-
tre) and a Sun Enterprise 450 server (4 processors Sun UltraSPARC-II, heartbeat
400 MHz, and 4 GB of memory, provided by the Brno University of Technology).

In the following tables, we show average values for three successive production runs
in order to statistically minimize the measuring error. The simple OOPN model called
life model [8] was used in all the measurements discussed here.

The average execution times for the server Sun Fire 15k are listed in Tab. 1 while
the corresponding speedups can be found in Tab. 2. The values in the left columns were
obtained using the sequential garbage collector (SGC) while the values in the right ones
were obtained using the parallel garbage collector (PGC). The average execution times
for the server Sun Enterprise 450 are listed in Tab. 3 while the corresponding speedups
can be found in Tab. 4.

Table 1. Average execution times for the Sun Fire 15k server

Threads Number of Unique States
102 340 400 995

SGC PGC SGC PGC
1 26,50 s 105,68 s
2 20,08 s 20,85 s 78,73 s 90,07 s
4 13,61 s 13,50 s 59,53 s 58,04 s
8 9,82 s 9,20 s 49,50 s 38,88 s
12 9,21 s 8,80 s 42,76 s 32,52 s
16 8,77 s 8,31 s 44,57 s 32,30 s

Table 2. Average speedups for the Sun Fire 15k server

Threads Number of Unique States
102 340 400 995

SGC PGC SGC PGC
1 1,00 1,00
2 1,32 1,27 1,34 1,17
4 1,95 1,96 1,78 1,82
8 2,70 2,88 2,14 2,72
12 2,88 3,01 2,47 3,25
16 3,02 3,19 2,37 3,27
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Table 3. Average execution times for the Sun Enterprise 450 server

Threads Number of Unique States
23 426 176 851 585 276 1 373 701 2 667 126

1 12,5 s 81,7 s 264,6 s 656,8 s 2 571 s (42 min 51 s)
2 8,1 s 51,0 s 180,0 s 436,8 s 1 874 s (31 min 14 s)
3 6,7 s 39,6 s 140,3 s 340,7 s 1 642 s (27 min 22 s)
4 6,6 s 35,8 s 126,3 s 304,5 s 1 517 s (25 min 17 s)

Table 4. Average speedups for the Sun Enterprise 450 server

Threads Number of Unique States
23 426 176 851 585 276 1 373 701 2 667 126

1 1,00 1,00 1,00 1,00 1,00
2 1,54 1,60 1,47 1,50 1,37
3 1,87 2,06 1,89 1,92 1,57
4 1,89 2,28 2,10 2,16 1,69

Table 5. Load balance among threads (in number of states)

Threads Thread 0 Thread 1 Thread 2 Thread 3
1 23 426 0 0 0

88 401 0 0 0
2 11 871 11 555 0 0

43 881 44 520 0 0
3 8 011 7 573 7 742 0

29 685 28 702 30 014 0
4 5 946 6 501 5 078 5 901

22 516 23 428 20 735 21 722

The parallel speedups that we have currently achieved are satisfactory despite we
had expected a little bit better results (especially efficiency). However, the load bal-
ance among particular threads is nearly ideal. This is promising for the future develop-
ment because the good load balance is a basic condition for achieving a good parallel
speedup. We illustrate the quality of our algorithm regarding the load balance in Tab. 5
and Tab. 6 where the values for the Sun Enterprise 450 server and a small number of
states are showed. An upper number in each cell corresponds with a number of unique
states while the lower one corresponds with a number of generated states. We show
here the values for the model with small number of states due to the load balance is
even better when models with bigger number of states are considered.

5 Conclusions and Future Work

We have discussed possibilities of exploiting parallel architectures with shared memory
for combating the high computational complexity of model checking. We have used
Java and JOMP [2] as programming tools and considered OOPNs as a modelling for-
malism. Proposing a parallel algorithm with good load balance among threads is an
important result of our work.



280 M. Češka, B. Křena, and T. Vojnar

Table 6. Load balance among threads (in percentage)

Threads Thread 0 Thread 1 Thread 2 Thread 3
1 100,0 0 0 0

100,0 0 0 0
2 50,7 49,3 0 0

49,6 50,4 0 0
3 34,2 32,3 33,5 0

33,6 32,5 34,0 0
4 25,4 27,8 21,7 25,2

25,5 26,5 23,5 24,6

We have also presented experimental results that we have achieved. To sum up them,
we have reached parallel speedups up to 3.3 using 16 processors on the Sun Fire 15k
server and speedups up to 2.3 using 4 processors on the Sun Enterprise 450 server.

The main problem that prevents us to achieve an even better parallel speedup is the
memory management system (especially garbage collecting) due to the memory opera-
tions being performed sequentially. We have tried to exploit parallel garbage collectors
too—the results are, however, not satisfactory. Another possible approach to this prob-
lem is to implement a user-specific memory management system like in [1] to reduce
the number of dynamically created objects.
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Abstract. Calculating optimized project plans, consisting of an arbi-
trary number of activities of different types and within a dynamic avail-
able pool of human resources characterized by specific profiles can be a
most challenging task. We focus mainly on the project control process
based on such project plans, which also provide the possibility to inte-
grate different types of external disturbances that normally influence a
project workflow. Observed deviations of precalculated time intervals of
activities immediately lead to the activation of the so-called self learning
components, which automatically tune the personal parameters of each
involved workgroup member. At least there are two processes to observe
and to synchronize permanently: Real project workflow (the so-called
Real System) and its realtime emulation (the so-called Simulation Sys-
tem). Due to all these dynamic requirements and to gain scalability of
the system, the implementation selected is based on the usage of different
intelligent software agents.

1 Introduction

Due to unpredictable changes of previously planned project resources the con-
trol of running projects can be a very demanding task. To automate external
generated feedback and corresponding system adaptation we propose a flexi-
ble and scalable model which can be implemented best by means of multiagent
methodology. At least two processes have to be observed and synchronized si-
multaneously: real project workflow (Real System) and its real-time emulation
(Simulation System), both using a common, permanent adapted and optimized
project plan. Such a mechanism could be a suitable means to integrate specific
events like allocation, modifying or deleting of project resources in real-time
without corrupting the comprehensive system.

As we focus mainly on individuals as project resources we are forced to add
several characteristic properties which are typical concerning human resources:
Specific skills and capacities and costs to perform certain activities, heuristic re-
lationships between arbitrary persons to describe their abilities to permit group-
working, etc. Finally, the usage of appropriate self learning components should
enable the storage of actual knowledge about the involved persons of the re-
source pool in a transparent way, in order to achieve at least our overall goal:
Automated controlling of project working.

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 281–290, 2005.
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1.1 Planning Subsystem

A simple way to start with is a directed graph of so-called project subtasks (with-
out specific types) to define predecessor-succesor relations between subtasks with
estimated execution durations and an arbitrary set of non specific human re-
sources. Because of the very high degree of complexity the use of exact solution
methods (i.e. based on the Branch-and-Bound principle) are of minor practical
relevance today. Over the years various techniques have been developed that at-
tempt to solve this classic NP problem, known as Resource Constrained Project
Scheduling Problem (RCPSP). The implementation of heuristic models has been
preferred because they generate solutions iteratively by checking so-called pri-
ority rules and, in addition, weighted by adaptive random sampling methods
[6]. Our proposed model is characterized by an arbitrary directed graph of so-
called project activities (of any type), a pool of human resources with different
skills/capacities/costs and a matrix schema to describe heuristic relationships
between all members of the pool [7].

Our planning subsystem consists of two parts, each using another methodol-
ogy: Local Optimizer searches optimal project groups within a dynamic environ-
ment for activity-specific requests and using appropriate genetic algorithms [4],
Global Optimizer simulates any project workflow and produces project plans,
which are optimized by a numeric non-gradient method by Rosenbrock [11]. As
a result all project plans contain a complete workflow of project activities and
schedules of all involved persons [8]. The most important requirements of such
a planning system are:

– calculation of complete project plans very efficiently and whenever needed
– re-planning of partly executed plans (from any moment on)
– re-planning of partly executed plans with regard to an addional restriction:

existing group memberships remain unchanged
– delivery of schedules/plans between two arbitrary dates

1.2 Controlling Subsystem

Based on a common actual project plan, both systems (Real System, Simulation
System) are active and running synchronously. Real project workflow becomes
emulated and visualized by the so-called Controlling Subsystem, used by a re-
sponsible project manager. Using a so-called Controlling Interface a great part
of different external disturbances (category-1 disturbances) that influence real
project working will be captured explicitly, i.e. allocation and/or deleting of hu-
man resources, deviations from pre-calculated time intervals of already finished
project activities, etc.[9] The category-2 type of disturbances concerns personal
skills of project members and their relationships within project groups whose
integration is completely automated by the methodology described in chapter
2. (Optionally) accompanied by strategic decisions (i.e. modification of logical
project flow and/or project structure, etc.) and based on all modified previ-
ously stated project parameters, the project manager starts the (re)planning
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subsystem asynchronously while both main systems keep running without inter-
ruption (see Fig.1).

1.3 Synchronization

Synchronization in our context means that a newly generated project plan (part
of a former active plan) becomes effective as actual base for the next future.
Activation of new plans may happen automatically on the occasion of a project
milestone (begin or end of project activity) or enforced explicitly by a decision of
the project manager. Both cases ensure a fully synchronized project system based
on an optimized and modified project plan with regard to the actual project
conditions. It should be clear that such a system provides many possibilities
to inform interested stakeholders about potential risks which eventually could
hinder achieving planned results.

2 Self Learning Components

The components described in this section enhance the performance of the over-
all system by adding the capability of self learning based on personal feedback
of all participating group members. The ability of self learning is achieved by
adding two components described in this section and helps to increase the prob-
lem specific adaptation of the overall system. This kind of adaptation deals with
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a set of system inherent parameters that represent the characteristics of all hu-
man resources participating in the various activities necessary to achieve global
goals. This characteristics are classified in two distinct groups : The first group
is made up of so-called skill parameters whereas the second one contains so-
called interaction parameters. Both classes are crucial for the synchronization
of the real and the simulated project flow. Only realistic assumptions for their
values keep both flows in track permanently. Determining the entirety of these
values is a demanding task and usually only rough estimations are available in
advance. Therefore, tuning all parameter values in a proper way is an inevitable
requirement for long time synchronicity of the real and the simulated project
flow. This tuning is realized as an offline adaptation process which is executed in
two successive steps : The personal assessment interface collects suggestions for
improving of both skill and group interaction parameter values from all members
of the concerned groups. The interference subsystem tries to gradually improve
the tuning of system inherent parameters by iteratively incorporating the col-
lected suggestions into the actual parameter values (see also Fig.1). Self learning
is regarded as a steady process of adaptation that maintains the synchronicity
of both project flows by tuning all system relevant parameters.

2.1 Personal Assessment Interface

The tuning process is triggered by an apparent disruption of the synchronic-
ity of the real and the simulated project flow. However, a relevant difference in
calculated and real existing execution time of any project activity must not be
neglected. As an immediate response the personal assessment interface requests
all members of the affected working groups to notify which parameter values may
not be chosen properly. Therefore, the feedback of each group member consists
of suggestions for the revision of the potentially incorrect parameter values.The
resulting suggestions are formalized comments on parameter values of problem
relevant user skills and of critical member interactions in each working group.
This formalized inquiry is based on standardized questionnaires with regard to
all the relevant parameters mentioned above. Questionnaires should have the
following structure : One scale bar per each relevant parameter displays the ac-
tual parameter value. The displayed values may be adjustable by all individual
group members according to their latest group related experiences. Therefore,
the scale should represent all possible values of judging skills and interaction that
are proposed by modern social psychology [5]. Questionnaires may be realized as
electronic documents that are transportable over the intranet. Furthermore, the
personal assessment interface has to transfer the potentially conflicting state-
ments of this inquiry to the central interference subsystem and store them in its
database.

2.2 Interference Subsystem

The interference subsystem generates context specific updates of the parameter
values used by the central planning subsystem in order to re-synchronize the real
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project flow and its emulation. The collection of stored statements for improval
forms the basis for the generation of these updates which is carried out in the
following distinct steps.

Step 1 : Create a population of sets that encode one statement for each
characteristic parameter respectively.

Step 2 : Determine the fitness of each set by repeating the latest simulation
of the planning subsystem offline.

Step 3 : Choose sets that are able to improve the synchronization of the latest
activities in the real system and the simulated one.

Step 4 : Generate new populations of bests by performing genetic operations.
Repeat steps 2 to 4 until some improved steady state level is reached.
The updated parameter values are checked by the controlling subsystem for

plausibility and then transferred to the planning subsystem for future simulations
of the project flow.

Each of these steps needs to be elaborated more in depth :
Step 1 guaranties that the retrieved information about user and group spe-

cific parameters is encoded in a proper way for further processing especially for
the employment of heuristic optimization strategies. Therefore, it is of great im-
portance that potentially conflicting suggestions of the various group members
are distributed over the entire population. This means that in each set there is
exactly one group specific gene encoding all group relevant parameters. Group
relevant parameters form a set of parameter values containing the skill and in-
teraction values of all group members (see Fig.2).
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Interaction Values Group kSkill Values Group1

SV1 SVn… IV11 IV12 …SV2 IVnn
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• If one group contains g members there exist g individual skill values SV
i
and g x g interaction values IV

ij

Fig. 2. Population Structure
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Step 2 assesses the power of all individual sets of this population to simulate
the actual situation in each group of the real project flow. Therefore, an offline re-
run of the latest simulation is carried out for all these sets. The potential of each
simulation run to re-establish the synchronicity of the real and the simulated
project flow might be a convincing measure of fitness. This measure may be
obtained by sampling the deviations in real and simulated execution times of all
actual group relevant activities. The onset of the sampling interval and its length
are of high relevance. The onset of re-running the simulation with the population
of manipulated parameter values should be the point in time when activities that
cause that deviations in execution times have been started. The length of the
sampling interval may be the time interval until all real and simulated activities
are finished. The measure is sampled as the sum of all deviation times of the
latest activities of the real project flow and their offline simulation. In conclusion,
the potentially fittest set of the population yields the shortest sample time.

Step 3 selects the sets that constitute the bases of the population for the next
adaptation cycle. Selection may be executed by employing one of the various well
established strategies like roulette wheel or tournament selection depending on
the individual fitness measures determined in step 2.

Step 4 deals with the organization of the next population. One convenient
strategy might be to perform complete or partial crossover of genes that encode
for the same group activity and to induce mutations at a low rate for all parame-
ter values. As a result this restriction in crossover operations causes the fact that
the parameter specific information retrieved by the personal assessment inter-
face are not spread out on other genes or mixed up in identical genes. Crossover
operations are employed to find combinations of manipulated parameter values
that may be regarded as being a close representation of all internal affairs of
each group. Additionally, mutations are also introduced to check whether some
parameter values are sensitive to some further tuning. Mutations should only
slightly alter the encoding of one parameter value [10].

2.3 Integration

The components that enable self learning capabilities are extensions of the overall
system and realized as the above described personal assessment interface and the
interference subsystem. Both extensions are integrated in the overall system in a
straight forward way since the interference subsystem is connected to all human
users via the personal assessment interface. On the other hand, the interference
subsystem acesses the central planning subsystem for its offline test runs which
also does not need any change in the overall system architecture.

3 Multiagent Architecture

Considering Fig.1 depicting all features of a project controlling mechanism from
a system viewpoint we have to reflect next which underlying software archi-
tecture could meet our requirements best: We propose the implementation of
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Fig. 3. Multiagent Structure

a so-called multiagent system, more exactly the usage of different (intelligent)
software agents. Fig.3 illustrates the transformation of our previously designed
model in a diagram showing all involved issues using agent technology. The next
paragraphs show the reasons why the selected technology is appropriate and
promising concerning our problem in more detail.

To achieve a basic understanding of the tasks and functioning of intelligent
agents we start with characteristic properties that differentiate an intelligent
agent from traditional software programs [1]. It should be mentioned that not
every agent must provide all stated properties, it rather depends completely on
its complexity. The characteristics of intelligent agents can be grouped into two
main categories: internal and external properties. Internal properties define the
internal being of an agent determining the actions within the agent. They include
the ability to learn, reactivity, autonomy and goal orientations. The external
properties comprehend all those characteristics that affect the interaction of
several agents or human agent communication. Not all characteristics can be
assigned to just one group, rather parts can belong to both groups. The property
character of an agent is a well known example for the issue which significant parts
determine the internal behavior and which parts also play an important role in
the external communication [12].

The principle property of agents is reactivity which means that agents are
able to realize their environment and to react in an acceptable time. All types
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of agents active in the system described above are basically realized as reac-
tive agents since all activies are initiated primarily by the project manager and
individual agents react in a hierarchical order.

Proactivity is regarded as a property grouped a level above reactivity. It does
not only react to the changes of its environment but takes itself the initiative
under specific circumstances. This ability normally requires that the agent has
well defined goals or even a complex goal system in addition. This property is
named goal-orientation. The control subsystem may be realized as a proactive
agent provided that strict rules for initiating a synchronisation are laid down.

Because the complexity of an agent can range widely also areas like rule-
based-systems, knowledge-based-systems or neural networks from classical arti-
ficial intelligence can be suitable. Reasoning capability and the ability to recog-
nize the environment gives the agent the chance to make specific decisions as
a result of changing environment. This reasoning/learning is a property of the
interference subsystem which is realized using adaptive evolutionary strategies.

The ability of an agent to follow its goal to a certain user defined degree and
without user intervention is named autonomy. It is one of the key characteristics
of intelligent agents. To act autonomously an agent must have both control over
its actions and internal states. Autonomy is a property of all agents active in
this system since all activities of individual agents are carried out without any
monitoring. Only the project manager is allowed to monitor and verify the final
outcome of all simulations and learning steps.

The property mobility can be described by the ability to move from one com-
puter to another in electronic communications networks. This results in high
demands on the network environment, security, data privacy and data manage-
ment. Every involved computer must be able to pack a mobile agent and send it
to another computer as well as to receive new agents. This property is essential
for the presented system since the personal assessment interface is realized as
a set of mobile agents. All individual human user communication interfaces are
made up by the corresponding personal agent.

The previously mentioned property character collects all features to interact
with human beings over a virtual person, i.e. using an avatar.

The types of agents described above have to interact in a concerted way. The
intended way of interaction is determined by three main elements of interaction
[2]. These elements are the aim of the agent, its individual abilities, and the
resources it demands. The aims of interacting agents may be compatible or
imcompatible, whereas their abilities and demanded resources may be sufficient
or insufficient to achieve certain tasks. Compatible aims mean that reaching the
aim of one agent does not prevent any other agent from reaching its individual
aim. An agent with sufficient abilities is able to solve the complete problem
on its own. Sufficient resources make sure that interacting agents do not have
to compete for the use of certain resources. In the system described above the
individual aims of all agents are compatible since the complete system is designed
in a modular and hierarchical way. So agents interact in a well defined way
that lacks the potential of conflicting aims. The abilities of each participating
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agent is sufficient to deal with its individuak task but insufficient to take charge
of any other task. The resources demanded by each agent may be available
without problematic restrictions posed by the overall system since each agent
is realized as a distributed process running in its own context. The overall type
of this interaction scheme is classified as simple cooperation and typical for
communication systems like the one introduced above.

4 Summary and Preview

The overall intention on our proposed way towards automating the project con-
trol process is to integrate (nearly) all kinds of external disturbances that influ-
ence the precalculated project flow. We distinguish between

– disturbances of category-1, which enforce an immediate decision of the
project manager, to start the (re)planning subsystem and furthermore, to
synchronize the real project work and its emulation process using the same
new calculated project plan.

– disturbances of category-2, which are not neglectable deviations of durations
of project activities, normally caused by not corresponding values of personal
parameters of the involved human resources (skill parameters and group
interaction parameters). In such cases the so-called self learning components
will be executed automatically trying to tune the set of personal parameters
by requesting suggestions of all group members and optimizing them by using
a specific evolutionary methodology. Optimal solutions are recommendations
for the project manager, followed by the same procedure like described with
category-1 disturbances.

It should be clear that such a permanent modified and adapted system can be
used as a resource of information for interested stakeholders about potential risks
of the running project at any time. Another obvious benefit is that a permanent
updated database of parameters of all involved human resources can be reused
within any new projects - a possible way to store specific knowledge.

The transformation of our proposed system in a system of different soft-
ware agents is a matter of current work. In addition, the implementation of the
so-called interference subsystem with the aspect of satisfying all performance
requirements, has to be mastered in the next future. Finally it should be men-
tioned that the base system (planning subsystem, controlling subsystem, integra-
tion of category-1 disturbances) has been implemented as a running prototype
since 1998.

References

1. W.Brenner, R.Zarnekow, H.Wittig, (1998): Intelligent Software Agents, Founda-
tions and Applications, in Springer-Verlag Berlin Heidelberg

2. J.Ferber, (1999): Multi-Agent Systems, An Introduction to Distributed Artificial
Intelligence, in Addison-Wesley Publishing Company



290 M. Mauerkirchner and G. Hoefer

3. http://www.fipa.org, visited 15-12-2004
4. D.E.Goldberg, (1989): Genetic Algorithms in Search, Optimization and Machine

Learning, Addison-Wesley Publishing Company
5. K.Holm, (1991): Die Befragung I, in UNI-TB, Stuttgart
6. R.Kolisch, A.Drexl, A.Sprecher, (1997): Neuere Entwicklungen in der Projektpla-

nung, in Zeitschrift für betriebswirtschaftliche Forschung, Jg.49
7. M.Mauerkirchner, (1997): Event Based Modelling and Control of Software Pro-

cesses, in Engineering of Computer-Based Systems - Proceedings ECBS’97 Mon-
terey, California

8. M.Mauerkirchner, (2001): A General Planning Method for Allocation of Human
Resource Groups, in Lecture Notes in Computer Science - Proceedings EURO-
CAST’01 Las Palmas de Gran Canaria, Spain

9. M.Mauerkirchner, (1999): Decision Based Adaptive Model for Managing Software
Development Projects, in Lecture Notes in Computer Science - Proceedings EU-
ROCAST’99 Vienna, Austria
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Abstract. We address the problem of constructing multi-wavelets, that
is, wavelets with more than one scaling and wavelet function. We general-
ize the algorithm, proposed by Alpert [1] for generating discrete Legendre
multi-wavelets to the case of arbitrary, non-dyadic time interval splitting.

1 Introduction

In the past two decades there has been a considerable interest to the wavelet
analysis, a tool that emerged from mathematics and was quickly adopted by
diverse fields of science and engineering [7]. Wavelets are being applied to a wide
and growing range of applications such as signal processing, data and image
compression, solution of partial differential equations, and statistics.

Recently, multi-wavelets, that is, wavelets with more than one scaling and
wavelet function have gained a considerable interest in the area of signal pro-
cessing. Promising results have been obtained with multi-wavelets in signal de-
noising and compression [8].

The first multi-wavelets were introduced by Alpert [1], who constructed
Legendre type of wavelets on the interval [0,1) with several scaling functions
φ0, φ1, . . . , φN−1, instead of just one scaling function φ0. This difference enabled
high-order approximation with basis functions supported on non-overlapping in-
tervals. In the particular case of N = 1, Alpert’s multi-wavelets coincide with
the Haar basis.

The discrete analogue of continuous Legendre multi-wavelets was also intro-
duced by Alpert [1]. The structure of this analogue is essentially similar to that
of continuous multi-wavelet bases, but the discrete construction is more conve-
nient when the representation of a function (and its related operations) is based
on its values at a finite set of points [1].

In [3], a new basis, called the tree-structured Haar (TSH) basis was intro-
duced. It is a generalization of the classical Haar basis to arbitrary time and
scale splitting. The idea behind such a construction is to adapt the basis to the
signal on hand. Discrete orthogonal TSH transform has been successfully applied
to the problem of de-noising signals [5].

In [4], the TSH structure has been extended to the multi-wavelet bases by an
analog to Alpert’s construction. The construction of the basis functions assured
their orthogonality in the continuous space. However, the question regarding
the construction of discrete orthogonal bases has been left unexplored. In this
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paper we address the problem of constructing the discrete counterpart of tree-
structured multi-wavelets, so called, tree-structured Legendre (TSL) transform,
by generalizing the construction procedure, that has been introduced in [1].

2 Wavelet Fundamentals

The key concept behind the wavelet theory is multiresolution analysis (MRA).
A multiresolution analysis in L2(R) is given by a nested sequence of subspaces:

. . . ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ . . . ,
←− Coarser F iner −→ (1)

such that closL2(
⋃

j∈Z Vj) = L2(R) (completeness),
⋂

j∈Z Vj = {0} (unique-
ness), and f(t) ∈ Vj ↔ f(2t) ∈ Vj+1, j ∈ Z (scaling property).

It can be shown that the following relations hold for MRA. There exists a
function φ(t):

φ(t) =
∞∑

k=−∞
pkφ(2t − k), (2)

called scaling function, such that Vj = linear span {φj,k}; j, k ∈ Z, where

φj,k(t) =
√

2jφ(2jt − k); j, k ∈ Z (3)

are dilated and translated versions of φ(t) (we refer to Mallat [6] for detailed
explanation).

Given a set of nested subspaces Vj , there exists a set of subspaces Wj , such
that

Vj+1 = Vj

⊕
Wj , Wj+1⊥Wj′ , if j �= j′; j, j′ ∈ Z. (4)

These subspaces give an orthogonal decomposition of L2(R), namely

L2(R) =
⊕
j∈Z

Wj . (5)

Moreover, Wj ’s inherit the scaling property from V j: f(t) ∈ Wj ↔ f(2t) ∈
Wj+1; j ∈ Z. For a scaling function φ in V0, there exists its counterpart ψ in
W0, called wavelet, such that {ψj,k} generate Wj , where

ψj,k(t) =
√

2jψ(2jt − k); j, k ∈ Z. (6)

Since ψ ∈ W0 ⊂ V1, it can be written in terms of φ(2t− k). A pair{
φ(t) =

∑∞
k=−∞ pkφ(2t − k),

ψ(t) =
∑∞

k=−∞ qkφ(2t− k) (7)

is called two-scale relations.
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3 Continuous Legendre Multi-wavelets

We now describe briefly the Alpert’s design of Legendre type of multi-wavelets
on the interval [0,1). The two-scale relations for N Legendre scaling functions of
order (N − 1), φ0, φ1, . . . , φN−1, are defined as

φi(t) =
∑N−1

j=0 pi,jφj(2t) +
∑m

j=0 pi,N+jφj(2t− 1); i ∈ {0, 1, . . . , N − 1}. (8)

Here as well as below we assume t ∈ [0, 1). The i− th scaling function, φi, is an
i− th order polynomial, and all φi’s form an orthonormal basis, that is,

φi(t) =
∑i

k=0 ai,kxk; i ∈ {0, 1, . . . , N − 1}, (9)

where ∫∞
−∞ φi(t)φk(t)dt = δi,k; i, k ∈ {0, 1, . . . , N − 1}. (10)

The coefficients pi,j in (8) are determined uniquely from the conditions (9),(10).

Remarks:

1. Since φi(t) is the i − th order polynomial, if follows that pi,j = pi,N+j = 0,
for i < j.

2. The two-scale relations for the Legendre scaling function of order n < N − 1
is a subset of the first n two-scale relations for φi for i ∈ {0, 1, . . . , n} from
the (N − 1) − th order two-scale relations.

The two-scale relations for the (N − 1) − th order Legendre wavelets are in the
form:

ψi(t) =
∑N−1

j=0 qi,jφj(2t) +
∑N−1

j=0 qi,N+jφj(2t− 1); i ∈ {0, 1, . . . , N − 1}. (11)

Since there are 2N2 unknown coefficients qi,j in (11), we need 2N2 independent
conditions to determine the two-scale relations. Among many possible choices
for these conditions that would determine different wavelets, the orthonormality
and vanishing moment conditions were selected by Alpert [2]:∫∞

−∞ ψi(t)ψk(t)dt = δi,k; i, k ∈ {0, 1, . . . , N − 1}, (12)∫∞
−∞ ψi(t)tjdt = 0, i ∈ {0, 1, . . . , N − 1}; j ∈ {0, 1, . . . , i + N − 1}. (13)

4 Continuous Legendre Multi-wavelets: Non-dyadic
Interval Splitting

In [4], the concept of the dyadic two-scale relations between Legenrde scaling
functions and wavelets has been generalized to two-scale relations having an
arbitrary interval-splitting point, namely, α. The two-scale relations for the (N−
1)-th order non-dyadic Legendre scaling functions and wavelets are:

φi(t) =
∑N−1

j=0 pi,jφj(αt) +
∑N−1

j=0 pi,N+jφj(αt−1
α−1 ), (14)
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ψi(t) =
∑N−1

j=0 qi,jψj(αt) +
∑N−1

j=0 qi,N+jφj(αt−1
α−1 ), (15)

for i ∈ {0, 1, . . . , N − 1}, t ∈ [0, 1). The unknown coefficients pi,j and qi,j are
uniquely defined based on the same considerations, as for the dyadic Legendre
multi-wavelets.

It has been mentioned in [4], that by the construction (14), (15), there is no
more scale invariance. No integer shifts at the same scale (like in the dyadic case)
form the subspaces Vj . In other words, the nested subspaces cannot anymore be
indexed by their scale. However, the functions φj(αt) and φj(αt−1

α−1 ) are orthog-
onal and hence form a basis for V0 and for its orthogonal complement, W0 [4].

In the particular case of α = 2, the new construction coincides with dyadic
Legendre multi-wavelets.

Example 1. Linear non-dyadic Legendre multi-wavelets. If N = 2, the two-scale
relations for scaling functions and wavelets take the form:

(
φ0(t)
φ1(t)

)
=

(
1 0 1 0

−
√

3(α−1)
α

1
α

√
3

α
α−1

α

) ⎛⎜⎜⎝
φ0(αt)
φ1(αt)
φ0(αt−1

α−1 )
φ1(αt−1

α−1 )

⎞⎟⎟⎠ , (16)

(
ψ0(t)
ψ1(t)

)
=

⎛⎝ (α−2)
√

α−1√
α2−α+1

−√
3
√

α−1√
α2−α+1

(α−2)
√

α−1
(α−1)

√
α2−α+1

√
3
√

α−1√
α2−α+1√

3(α−1)
√

α−1
α
√

α2−α+1
(α+1)(α−1)

√
α−1

α
√

α2−α+1
−√

3
√

α−1
α
√

α2−α+1
(2α−2)

√
α−1

α(α−1)
√

α2−α+1

⎞⎠×

×

⎛⎜⎜⎝
φ0(αt)
φ1(αt)
φ0(αt−1

α−1 )
φ1(αt−1

α−1 )

⎞⎟⎟⎠ .

(17)
If α = 2, (16), (17) will be identical to the linear two-scale relations for dyadic
Alpert’s multi-wavelets.

The wavelets ψ0 and ψ1 for the case of α = 3, N = 2 are presented in Fig. 1.

5 Splitting Point Selection

For general non-dyadic splitting, the scaling parameter, α, is selected according
to so called binary interval splitting tree (BIST), that has been introduced in
[3]. BIST is a binary tree, where each nonterminal node has either two children
(splitting node), or a single child (non-splitting node). The root of the tree is
associated to the entire interval [0, 1). The outedges are labelled as below:

1. if the node is splitting, its left outedge is labelled by λ = 0, and its right
outedge is labelled by λ = 1;

2. if the node is non-splitting, its only outedge is labelled by λ = 2.
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Fig. 1. Non-symmetric Legendre multi-wavelets for α = 3: a) wavelet ψ0(t), b) wavelet
ψ1(t)

Each node, a, is indexed by a ternary vector (λ1(a), λ2(a), . . . , λk(a)), where λj

are the outedge labels from the root to this node, and depth(a) = k. Additionally,
the node a is labelled by the number l of leaves of the subtree rooted in that
node (all leaves are labelled with 1). The described tree determines splitting of
[0, 1) interval into subintervals, each defined by a node of the tree:

1. assign Iroot = [0, 1);
2. if Iλ1,λ2,...,λk

= [0, 1) for a node (λ1, λ2, . . . , λk), then⎧⎨⎩ Iλ1,λ2,...,λk,0 = [c, c + lλ1,λ2,...,λk

lλ1,λ2,...,λk,0
(d − c)),

Iλ1,λ2,...,λk,1 = [c + lλ1,λ2,...,λk

lλ1,λ2,...,λk,0
(d − c), d),

(18)

if (λ1, λ2, . . . , λk) is a splitting node; and

Iλ1,λ2,...,λk,2 = Iλ1,λ2,...,λk
, (19)

if (λ1, λ2, . . . , λk) is a non-splitting node.

A BIST is illustrated in Fig. 2. The parameter α determines the interval splitting
ratio:

11 1

2 1

3 0 1

0 1

0 1

Iroot

I1I0

I00 I01 I12

2/3

1/3 2/3

Fig. 2. Binary interval splitting tree
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|Iλ1,λ2,...,λk

|
|Iλ1,λ2,...,λk,0| = lλ1,λ2,...,λk

lλ1,λ2,...,λk,0
= α,

|Iλ1,λ2,...,λk
|

|Iλ1,λ2,...,λk,1| = lλ1,λ2,...,λk

lλ1,λ2,...,λk,1
= α

α−1 .
(20)

Given such a rule for interval splitting, a multi-wavelet basis with non-dyadic
splitting points can be generated. For each splitting node, two sets of functions,
φ0, φ1, . . . , φN−1 and ψ0, ψ1, . . . , ψN−1 can be assigned according to α, defined
from (20).

Construction of the basis functions, described by (16), (17) assures their
orthogonality.

6 Discrete Construction

In [1], Alpert proposed a discrete bases construction for Legendre multi-wavelets.
The structure of this analogue is essentially similar to that of the continuous
bases, but the discrete construction is more convinient when representation of
the function (and its related operators) is based on its values at a finite set of
points [1]. The price is the loss of complete scale invariance: Vn’s are no longer
the dilates of a single space V0, rather only nearly so.

In the more general case of non-dyadic spitting, the continuous multi-wavelet
basis can be also transformed into a discrete basis. Below we present an algorithm
for constructing such bases for non-dyadic Legendre multi-wavelets that includes
Alpert’s dyadic contruction as a special case. We will refer to these beses as to
tree-structured Legendre (TSL) multi-wavelets.

Given a set of n discrete points, {x1, x2, . . . , xn} ⊂ R, our goal is to de-
fine an orthogonal basis for the n-dimensional space of functions, defined on
{x1, x2, . . . , xn}. We assume, that x1 < x2 < . . . < xn, and n = 2mN , where N
is the required order of approximation, and m is a positive integer. The basis
will have two fundamental properties:

1. all but N basis vectors will have N vanishing moments;
2. the basis vectors will be nonzero on different scales.

We start with constructing a binary tree, similar to BIST, though slightly differ-
ent. Now a label at each node of the tree must be a multiple of N , where N ≥ 1.
Each label is equal the sum of labels of its children, however, all terminal nodes
will now be labelled with N , instead of 1 as in the case of BIST. The root of the
tree has label n. An example of such a tree with N = 2 is presented in Figure 3.
By d we denote the depth of the tree, and let μj , j ∈ {0, 1, . . . , d} be the num-

ber of nodes on level j (j = d corresponds to the leaves). The above tree is of
depth d = 4, with μ0 = 1,μ1 = 2,μ2 = 3,μ3 = 4, and μ4 = 6. Let also c(j, i),
i ∈ {1, 2, . . . ,μj} be the nodes on level j, counted from the left to the right, and
ν(c(j, i)) be the label at node c(j, i).

Let us fix the following notations. For a (2k × 2k) matrix S we let SU and
SL denote the two (k × 2k) matrices: SU , consisting of the upper k rows and
SL, consisting of the lower k rows of S. Suppose that the columns s1, s2, . . . , s2k

of S are linearly independent. We define T = Orth(S) to be the matrix that
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Fig. 3. TSL tree

results from the column-by-column Gram-Shmidt orthogonalization of S. Then,
denoting the columns of T by t1, t2, . . . , t2k, we have:

linear span{t1, t2, . . . , ti} = linear span{s1, s2, . . . , si}
tTi ti = δij

}
i, j ∈ {1, 2, . . . , 2k}.

(21)
Now we proceed to the definition of basis matrices. We construct so called mo-
ment matrices, M1,i for i ∈ {1, 2, . . . ,μd−1} as follows:

M1,i =

⎛⎜⎜⎜⎝
1 xui+1 x2

ui+1 . . . x2N−1
ui+1

1 xui+2 x2
ui+2 . . . x2N−1

ui+2
...

...
1 xui+2N x2

ui+2N . . . x2N−1
ui+2N

⎞⎟⎟⎟⎠ , (22)

if c(d − 1, i) is a splitting node, and

M1,i =

⎛⎜⎜⎜⎝
1 xui+1 x2

ui+1 . . . x2N−1
ui+1

1 xui+2 x2
ui+2 . . . x2N−1

ui+2
...

...
1 xui+N x2

ui+N . . . x2N−1
ui+N

⎞⎟⎟⎟⎠ , (23)

if c(d− 1, i) is a non-splitting node. Here ui =
∑i−1

j=1 ν(c(d− 1, j)) for i > 1, and
u1 = 0. Additionally, we define matrices U1,i, i ∈ {1, 2, . . . ,μd−1}:

U1,i =

⎧⎨⎩
Orth(M1,i)T , if c(d − 1, i) is a splitting node,(

IN

0N

)
, otherwise. (24)

Here IN and 0N denote (N ×N) identity and zero matrices, respectively. In this
way, the lower N rows of U1,i will have at least N vanishing moments (since they
are orthogonal to the first N columns of M1,i). These N last rows of U1,i will
be included into the final basis, while the first N rows will remain for further
processing.
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The first (n × n) basis matrix, U1, is constructed by deleting all zero rows
from the following auxiliary matrix Ũ1:

Ũ1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

UU
1,1

UU
1,2

. . .
UU

1,μd−1

UL
1,1

UL
1,2

. . .
UL

1,μd−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (25)

The second basis matrix is U2 × U1, with an (n × n) matrix U2, defined by
the formula

U2 =
(
U ′

2
In−l2

)
, (26)

where l2 is the size of matrix U ′
2. The latter is obtained by deleting zero rows

from Ũ ′
2,

Ũ ′
2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ŨU
2,1

ŨU
2,2

. . .
ŨU

2,μd−2

ŨL
2,1

ŨL
2,2

. . .
ŨL

2,μd−2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (27)

with

Ũ2,i =

⎧⎨⎩
U2,i, if c(d− 2, i) is a splitting node,(
IN

0N

)
, otherwise. (28)

If c(d− 2, i) is a splitting node with two children c(d− 1, k) and c(d− 1, k + 1),
then U2,i = Orth(M2,i)T , where M2,i is given by

M2,i =
(

UU
1,k ×M1,k

UU
1,k+1 ×M1,k+1

)
. (29)

Otherwise, if the node c(d − 2, i) is non-splitting, and c(d − 1, k) is its (only)
child, then U2,i = U1,k and M2,i = M1,k.

In general, the m−th basis matrix, for m ∈ {2, . . . , d}, is Um×Um−1×· · ·×U1
with Uj , j ∈ {2, . . . ,m}, defined by the formula

Uj =
(
U ′

j

In−lj

)
, (30)
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where lj is the size of U ′
j , and U ′

j are obtained by deleting zero rows from the
following matrices Ũ ′

j :

Ũ ′
j =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ŨU
j,1

. . .
ŨU

j,μd−j

ŨL
j,1

. . .
ŨL

j,μd−j

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (31)

Here again

Ũj,i =

⎧⎨⎩
Uj,i, if c(d − j, i) is a splitting node,(
IN

0N

)
, otherwise. (32)

Uj,i = Orth(Mj,i)T , and Mj,i is

Mj,i =
(

UU
j−1,k ×Mj−1,k

UU
j−1,k+1 ×Mj−1,k+1

)
, (33)

if c(d − j, i) is a splitting node, and c(d − j + 1, k), c(d − j + 1, k + 1) are its
left and right children, respectively. Uj,i = Uj−1,k, Mj,i = Mj−1,k if the node
c(d − j, i) is non-splitting, and c(d − j + 1, k) is its only child.

The final matrix, U = Ud ×Ud−1 × · · · ×U1, represents the discrete wavelet-
like basis of parameter N on x1, x2 . . . , xn. As it has been mentioned in [1], some
adjustments must be made to this formula to ensure numerical stability. These
issues are discussed in [2] and we will not cover them here.

Example 2. For the TSL tree, illustrated in Fig. 3, the schematic final basis ma-
trix showing the irregular structure of the construction is given below. Nonzero
elements of the matrix are denoted by ”�”.

U =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � 0 0 0 0
� � � � � � � � 0 0 0 0
0 0 0 0 � � � � 0 0 0 0
0 0 0 0 � � � � 0 0 0 0
� � � � 0 0 0 0 0 0 0 0
� � � � 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 � � � �
0 0 0 0 0 0 0 0 � � � �

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.
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7 Fast Implementation

Since the basis matrix U is represented as a product of sparse matrices, U =
Ud ×Ud−1 × · · ·×U1, it is apparent, that for an arbitrary vector of length n, the
application of matrix U can be accomplished in order O(n) arithmetic operations.
Thus, the described transform is equally efficient with Haar or TSH transofms.
The inverse transform matrix, U−1 is factorized as U−1 = UT = UT

1 ×UT
2 ×UT

d

(since U is orthogonal), and thus the inverse transform is of the same complexity.

8 Conclusion

We have considered multi-wavelet bases, that is, bases with a finite set of scaling
functions and wavelets. In particular, we have focused on Legendre type of multi-
wavelets, introduced by Alpert in [1] and generalized later in [4] to the case of
arbitrary (non-dyadic) time splitting. The latter can be appropriate for signals
with some irregular structure. Knowing this structure, an adaptive wavelet-like
basis can be constructed that can lead to a more efficient transform-domain
expansion of the signal. Here we have proposed an algorithm for constructing
discrete counterparts of such non-dyadic Legendre multi-wavelets. The discrete
construction is more convenient, when representation of a function (and its re-
lated operators) is based on its values at a finite set of points.
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Abstract. The paper considers calculation of autocorrelation functions
on finite dyadic groups over decision diagrams. The methods exploit re-
cursive structure of both autocorrelation matrices and decision diagrams.
First, it is discussed calculation of the autocorrelation through the Wiener-
Khinchin theorem implemented over decision diagrams. Then, it is pro-
posed a method for calculation of separate autocorrelation coefficients over
decision diagrams with permuted labels at the edges. For the case of re-
stricted memory resources, a procedure with in-place calculations over the
decision diagram for the function processed has been defined.

1 Introduction

Autocorrelation is an important operation in signal processing and systems the-
ory [1], [2]. In particular, the autocorrelation on finite dyadic groups, denoted as
dyadic autocorrelation Bf , (see Definition 1) is useful in switching theory and
design of systems whose inputs and outputs are represented by functions defined
in 2n, n ∈ N points, including switching functions as an example [6], [8], [7],
[11], [14], [16], [17], [19], [20], [25]. Recently, some new applications of dyadic
autocorrelation in spectral methods for switching functions, [5], testing of logic
networks [9], and optimization of decision diagrams (DDs) for representation of
discrete functions have been reported [21].

In this paper, we define and discuss a method for calculation of the dyadic
autocorrelation through decision diagrams, the use of which permits processing
of functions of a large number of variables. Then, we discussed calculation of
separate autocorrelation coefficients over decision diagrams with permuted labels
of the edges. In case of restricted memory resources, these calculations can be
performed by traversing in a suitable way the decision diagram for the function
whose autocorrelation coefficients are required.

2 Background Theory

Denote by Cn
2 the finite dyadic group, where Cn

2 = ×n
i=1C2, and C2 = ({0, 1},⊕),

where ⊕ denotes multiplication modulo 2 (EXOR).

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 301–310, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Definition 1 For a function f : Cn
2 → R, where R is the field of real numbers,

the autocorrelation Bf is defined by Bf (τ) =
∑2n−1

x=0 f(x)f(x ⊕ τ), where τ =
0, . . . , 2n − 1. In binary notation, x = (x1, . . . , xn) and τ = (τ1, . . . , τn), where
xi, τi ∈ {0, 1}.

In matrix notation, if a given function f and the corresponding autocorrelation
function Bf for f are represented by vectors F = [f(0), . . . , f(2n − 1)]T and
Bf = [Bf (0), . . . Bf (2n − 1)]T , respectively, then,

Bf = B(n)F,

where B(n) is the dyadic autocorrelation matrix for f . The recursive structure of
the autocorrelation matrix will be exploited in calculation of the autocorrelation
coefficients.

The Walsh transform for functions on Cn
2 is defined by the Walsh matrix

W(n) =
n⊗

i=1

W(1),

where ⊗ denotes the Kronecker product, and W(1) =
[
1 1
1 −1

]
is the the basic

Walsh matrix [6].
The relationship between the autocorrelation function and Walsh coefficients

can be expresses as [6]

Bf = 2nW−1(Wf)2,

where W denotes the Walsh transform operator.
This theorem we are using is called the Wiener-Khinchin theorem in classical

Fourier analysis, and by this analogy the same term is used also in this paper.
However, it seems that this theorem for the Walsh transform, was formulated for
the first time by Franz Pichler in the paper [12], and also, in a mathematically
more satisfying paper based on sal and cal functions in [13].

3 Decision Diagrams

Decision diagrams are data structures providing compact representations of dis-
crete functions defined in a large number of points [22]. In this paper, we assume
that a given function f with binary-valued variables is represented by a Multi-
terminal Binary DD (MTBDD(f)) [4], [22]. A MTBDD is a directed acyclic
graph consisting of non-terminal nodes and constant nodes connected by edges.
Each node has two outgoing edges labeled by the negative and positive literals
xi and xi of the decision variable assigned to the node. Nodes to which the same
variable is assigned form a level in the MTBDD.
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If f is a switching binary-valued function, instead of MTBDDs [4], Binary
decision diagrams (BDDs) [3] are used, since there are two possible values for
constant nodes. MTBDDs and BDDs are derived by the reduction of the Multi-
terminal binary decision trees (MTBDTs) and Binary decision trees (BDTs),
respectively. The reduction is performed by deleting the redundant information
and sharing isomorphic subtrees in the MTBDT, respectively BDT, for a given
function f [22]. Notice that in calculations over decision diagrams, the impact of
the deleted nodes should be taken into account through the cross points defined
as points of intersections of paths from the root node to the constant nodes
with the imaginary lines showing levels in decision diagrams, which means lines
connecting nodes to which the same decision variable is assigned [24]. Com-
plexity of a decision diagram is usually expressed in terms of the number of
non-terminal and constant nodes, called the size of the decision diagram. In this
paper, the notion of MTBDTs and MTBDDs will be introduced by the following
example.

Example 1. Fig. 1 shows a MTBDT, the related MTBDD, and the MTBDD of
the autocorrelation function Bf (τ) for the function f of n = 3 variables, which
is given by the vector F = [0, 0, 1, 2, 3, 3, 3, 3]T . In this figure, we also show the
cross points in the MTBDD for f .
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Fig. 1. MTBDT, MTBDD, and the MTBDD for the autocorrelation function for f in
Example 1

4 Wiener-Khinchin Theorem over Decision Diagrams

The Walsh spectrum Sf of a given function f represented by a MTBDD is deter-
mined by performing at each node and the cross point of the MTBDD(f) the cal-
culations determined by W(1). For simplicity, we say the nodes and cross points
in MTBDD(f) are processed by W(1). In this way, MTBDD(f) is converted
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into the MTBDD(Sf ). We perform the multiplication of Sf by itself by replac-
ing the values of constant nodes Sf (i) with S2

f (i) [22]. Then, the MTBDD(Bf )
is determined by performing the calculations determined by W(1) at each node
and the cross point of the resulting MTBDD(Sf ) followed by the normalization
with 2n, since the Walsh matrix is self-inverse up to the constant 2−n.

4.1 Complexity of the Method

Since in calculation of the Walsh spectrum, we perform an addition and a sub-
traction at each node and the cross point distributed over n levels, the com-
plexity is O(2n · size(MTBDD(f))). Notice that the number of cross points
in a MTBDD is on the average at about 30% of the number of non-terminal
nodes [22]. The result of these calculations is the MTBDD(Sf ). Then, we per-
form squaring of the values of constant nodes and perform the inverse transform.
Thus, since the Walsh transform is self inverse, the complexity of these calcula-
tions is O(2n · size(MTBDD(Sf))). After multiplication with the scaling factor
2n, the MTBDD(Bf ) is derived.

Notice that the size of the MTBDD for the Walsh spectrum is usually greater
than that of the MTBDD for functions with a limited number of different val-
ues. Since in calculation of the autcorrelation function, MTBDD(f) is converted
into a MTBDD(Sf ), which is in many cases larger in terms of size than the
MTBDD(f), the space complexity of the method is O(size(MTBDD(Sf))).

For an illustration, Table 1 shows the sizes of MTBDDs and Walsh transform
decision diagrams (WDDs) [24] for few standard mcnc benchmark functions used
in logic design. Notice that, due to spectral interpretation of decision diagrams
[23], WDDs are actually MTBDDs for the Walsh spectrum, and thus, this table
provides a relevant information for these considerations. This table shows the
number of inputs (In) of benchmark functions, number of non-terminal nodes
(ntn), constant nodes (cn), size (s), and number of paths (paths) in the MTBDDs
and WDDs.

Example 2. For the function f represented by the MTBDD in Fig. 1, the Walsh
spectrum is calculated as follows.

We first process the cross points and the node at the level for x3. For the
left cross point, calculation is trivial since the constant node shows the values
0, the result will be the zero valued vector of order 2. For the completeness of
presentation, we show also these calculations

W(1)
[

0
0

]
=
[

0 + 0
0 − 0

]
=
[

0
0

]
.

For the node for x3

W(1)
[
1
2

]
=
[

1 + 2
1 − 2

]
=
[

3
−1

]
.
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Table 1. Characteristics of MTBDDs and WDDs for some benchmark functions

MTBDD WDD
f In ntn cn s paths ntn cn s paths
5xp1 7 127 128 255 128 41 14 55 128
9sym 9 43 3 46 125 101 30 131 224
add4 8 147 31 178 256 36 11 47 37
add5 10 387 63 450 1024 55 13 68 56
apex4 9 446 319 765 450 511 512 1023 512
bw 5 29 24 53 30 31 32 63 32
clip 9 339 33 372 498 449 170 619 464
con1 7 46 5 51 83 83 26 109 96
ex1010 10 899 178 1077 1887 1023 972 1995 1024
mul2 4 13 7 20 14 12 8 20 13
mul3 6 59 26 85 59 30 16 46 31
rd53 5 21 6 27 24 30 13 43 32
rd73 7 57 8 25 96 64 24 88 98
rd84 8 85 9 94 192 118 40 158 193
sao2 10 96 11 107 237 295 70 365 508
sqrt8 8 64 17 81 65 127 54 181 176
xor5 5 15 3 18 22 9 6 15 10
av. 7.55 163.44 49.05 210.27 297.72 167.50 111.72 279.22 201.33

For the right cross point

W(1)
[

3
3

]
=
[

3 + 3
3 − 3

]
=
[

6
0

]
.

Then, we process the node for x2

W(1) ◦

⎡⎢⎢⎢⎢⎣
[
0
0

]
[

3
−1

]
⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
[
0
0

]
+
[

3
−1

]
[
0
0

]
−
[

3
−1

]
⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎣
3

−1
−3

1

⎤⎥⎥⎦

where ◦ symbolically denotes multiplication of a matrix by a vector consisting of
subvectors.

For the cross point at the level for x2

W(1) ◦

⎡⎢⎢⎢⎢⎣
[
6
0

]
[
6
0

]
⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
[
6
0

]
+
[
6
0

]
[
6
0

]
−
[
6
0

]
⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎣
12
0
0
0

⎤⎥⎥⎦ .
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For x1,

W1 ◦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎣
3

−1
−3

1

⎤⎥⎥⎦
⎡⎢⎢⎣

12
0
0
0

⎤⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎣
3

−1
−3

1

⎤⎥⎥⎦+

⎡⎢⎢⎣
12
0
0
0

⎤⎥⎥⎦
⎡⎢⎢⎣

3
−1
−3

1

⎤⎥⎥⎦−

⎡⎢⎢⎣
12
0
0
0

⎤⎥⎥⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

15
−1
−3

1
−9
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Thus determined vector is multiplied by 1/8 to get the Walsh spectrum for f .
Notice that matrix calculations are used for the explanations of the method.

In practice, each step of the calculation is represented by a decision diagram
which is a subdiagram in a decision diagram representing the Walsh spectrum
for the function f .

5 In-Place Calculation of Autocorrelation Coefficients

We define a transformation of nodes in MTBDDs that consists of permutation
of labels at the outgoing edges as shown in Fig. 2 The i-th row of the autocor-
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Fig. 2. Transformation of nodes

relation matrix is the vector of function values f(x ⊕ i), where ⊕ denotes the
componentwise EXOR over the binary representations for x = (x1, . . . , xn), and
i = (i1, . . . , in). In decision diagrams, this shift of the argument for f implies
permutation of labels at the edges of some nodes in the decision diagram for f .
Nodes whose edges should be permuted are situated at the levels whose position
within the decision diagram corresponds to the position of 1-bits in the binary
representation for the row index i.

Example 3. Fig. 3 shows MTBTDs for the first four rows of the autocorrelation
matrix Bf for a function of n = 3 binary-valued variables.

The i-th autocorrelation coefficient is calculated by the multiplication of the
i-th row of the autocorrelation matrix Bf by the vector F of function values
for f . When f and rows of Bf are represented by decision diagrams, it follows
that the i-th autocorrelation coefficient is calculated by the multiplication of the
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Fig. 3. MTBDTs for the first four rows of the autocorrelation matrix for n = 3

decision diagrams for f and f(x⊕ i). This can be performed by the classical pro-
cedure for multiplication of decision diagrams. However, since decision diagrams
for f(x) and f(x ⊕ i) differ in labels at the edges, in practical programming
implementations, calculations can be organized over a single diagram similar as
calculations of FFT can be organized in-place [1]. The complexity of calculation
is proportional to the number of nodes in the decision diagram for f .

Fig. 4 shows a procedure for in-place calculation of the autocorrelation func-
tion through decision diagrams with permuted labels at the edges. In this proce-
dure, f is represented by a MTBDD which is then traversed in such a way to mul-
tiply values of constant nodes in the MTBDD for f with the values of constant
nodes in the MTBDD for f(x⊕τ) and perform the addition of these values. The
way of traversing is determined by the binary components τi, i = 0, 1, . . . , n−1 of
τ . A flag is associate to each non-terminal node, to show if the node was already
traversed. In this manner, the coefficient Bf (τ) is calculated. The procedure has
to be repeated for each coefficient.

5.1 Complexity of In-Place Calculations

In-place calculations are performed over the MTBDD(f) and, therefore, the
space complexity is O(size(MTBDD(f)). Since for each coefficient we perform
a multiplication at each constant node and an addition at each non-terminal
node, the number of multiplications is O(cn), and the number of additions is
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int AUTOCORREL(∗node1, ∗node2, level)
{

r = level − node → level
if (node NOT TERMINAL)

{
if (node → flag = 0)
{
if(τi = 1)
{
pom1 = node2 → right
pom2 = node2 → left
}
else
{
pom1 = node2 → left
pom2 = node2 → right
}
i = i + 1
a = AUTOCORREL(node1 → left, pom1)
+ AUTOCORREL(node1 → right, pom2)
node → sub − value
node → flag = 1
return (2r−1 · a)

}
else
{
return node → sub − value
}

}
else
a = node1 → value · node2 → value
return (2r−1 · a)

}
End of pseudocode.

Fig. 4. Calculation of the autocorrelation coefficient Bf (τ )

O(ntn), where cn and ntn are the number of constant and non-terminal nodes,
respectively. Therefore, the total complexity of in-place calculation of an autocor-
relation coefficient is O(size(MTBDD(f))). Table 1 shows number of constant
nodes and non-terminal nodes in the considered set of benchmark functions. The
procedure is performed for each coefficient. Thus, it is suitable for calculation of
a single coefficient or a subset of coefficients.

6 Closing Remarks

In this paper, we discussed calculation of autocorrelation functions over de-
cision diagram representations of functions with binary-valued variables. Two
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approaches are considered, calculation of the autocorrelation functions by per-
forming Wiener-Khinchin theorem over decision diagrams, and in-place calcula-
tions by decision diagrams with permuted labels at the edges. In the implemen-
tation of the Wiener-Khinchin theorem, the complete autocorrelation function
is determined and represented by a decision diagram. The time complexity of
calculations is O(2n · size(MTBDD(f))), and since the interim calculations
involve determination of the Walsh spectrum, which is also represented by a de-
cision diagram, the space complexity is maximum of O(size(MTBDD(f)) and
O(size(MTBDD(Sf))).

Calculation over decision diagrams with permuted edges permits determina-
tion of a single coefficient with both space and time complexity proportional to
the size of the diagram for a given function f .
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A New Pseudo-Random Generator Based on Gollmann 
Cascades of Baker-Register-Machines 
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Abstract. In this paper, we present a new pseudo-random sequence generator, 
constructed by the generalized discrete Baker transformation. This new 
generator is called Cascaded Baker Register Machine (CBRM), which uses the 
sensitivity of chaotic behaviour and allows the application of automata- and 
shift-register theory. It is shown that a CBRM has good properties of 
randomness, such as large periods and high linear complexity. It can provide 
high cryptographic security with fast encryption speed, and can be realized 
effectively by both hardware and software. 

1   Introduction 

Chaos theory has been established since 1970s by many different research areas, such 
as physics, mathematics, biology and chemistry, etc. The most well-known 
characteristics of chaos is the so-called “butterfly-effect” (the sensitivity to the initial 
conditions), and the pseudo-randomness generated by deterministic equations. Many 
fundamental characteristics of chaos, such as the mixing property and the sensitivity 
to initial conditions, can be connected with “confusion” and “diffusion” property in 
good ciphers. The well-mixing transformations (permutations) used in secrecy 
systems can be constructed by the basic “stretch-and-fold” mechanism of the Baker 
transformation, which implies chaos. The first paper about ciphers with dynamical 
systems was Wolfram’s paper published in Crypto’85 [1], in which he introduced a 
cellular automata based cryptosystem. 

In this paper, we propose a new pseudo-random-generator based on the generalized 
discrete Baker transformation, which is used for creating complex, key-dependent 
permutations. Most of today’s symmetric encryption schemes rely on complex 
substitution while the important role of permutation is neglected. 

We suggest a 256-bit key to define the initial condition of the generator, therefore a 
brute force attack by key exhaustion seems to be impossible.  

2   The Generalized Discrete Baker Transformation 

We introduce the generalized discrete Baker transformation following the paper of 
Pichler and Scharinger [2]: 

By nN0  we denote the subset }1,...,2,1,0{:0 −= nN n  of integers. With π  we 

denote a list of non-negative integers },...,,{ 21 knnn=π  with the following properties: 
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(1) nn
ki

i
i =

≤

=1

 and 

(2)each number sn  (s = 1, 2, …, k) divides n 

The transformation π,nT  : nnnn NNNN 0000 ×→×  is a discrete finite version of 

the generalized baker transformation. π,nT  is defined as follow: 

Let the numbers sq  (s = 1, 2, …, k) be defined by 
s
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n
q = . Then 
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for s = 2, …, k. 

It is easy to see, that π,nT  maps from nn NN 00 ×  the vertical strips 

n
sss NnNN 0),[ ×+  (s = 1, 2, …,k) into the corresponding horizontal strips 

),[0 sss
n nNNN +× . 

3   Structure of Baker-Permutation 

The generalized discrete Baker transformation is a permutation of n2 data items. Figure 
1 gives a schematic view of a Baker permutation with partition π = {2, 2} and n = 4.  

 

 

Fig. 1. Baker-permutation 
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The properties of the permutations defined by the discrete Baker-transformation 
correspond to a typical random permutation in the sense of Feller [5], [6]. 

Computer experiments, done for the Baker-permutation with many different 
partition keys π , demonstrate that the average length of cycles and the average 
number of different cycles have values similar to those for random permutations. 

4   Cascaded Baker Register Machine (CBRM) 

The building blocks of a CBRM are given by Baker-Register-Machines (BRM). The 
blockdiagram of a BRM is shown in figure 2. A BRM consists of n register cells and 
a binary clock-controlled input x.  

The BRM is initialized with the n-bit parameter (K1) and the partition-parameter π . 
Figure 3 shows a single stage of the CBRM. The input bit at clocks the BRM, and 

then is XORed to the output from the BRM. The delay assures that the addition takes 
place after each clock step. 

 

Fig. 2. Blockdiagram of a BRM 

 

Fig. 3. A stage of  the cascade 

A nice representation of a BRM can be done by using several feedback-shift-
registers. This can be seen as follows.  

To determine the cycles of the Baker-transformation n2 steps are needed. Each 
cycle, however, can be realized by a feedback-shift-register of cycle length. 

To achieve a scalar output from the BRM the feedback-shift-registers of a BRM 
with exception of the two registers of length 1 (which correspond to the fix points) are 
output-coupled by a XOR-Operation. 
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Only one XOR-operation and several shift operations are needed for a single 
iteration of a Baker-Register-Machine. 

The CBRM is defined similar to the well known Gollmann cascade [7], [8] of k 
stages. It consists of a sequence of k stages of Baker-Register-Machines (BRM), of 
same length.  

By irregular clocking of the individual BRMs and by the cascaded structure we 
obtain non-linear effects in the output sequence. 

A Cascaded Baker Register Machine (CBRM) with 3 stages is shown in figure 4. 

 

Fig. 4. Cascaded Baker Register Machine with 3 stages 

5   Selection of the Partition-Parameter 

The partition-parameter π  can serve as a customer specific key. It is needed to 
initialize a Baker-Register-Machine. A selected key π  determines the cyclic length of 
the BRM. Not every possible partition-key leads to a secure cyclic length. The table 
below shows some acceptable partitions of a 16 ×16 Baker map and their cyclic length. 

Table 1. Some acceptable partitions 

Partition Cyclic length 
(8,4,4) 622440 
(4,4,8) 622440 

(4,4,4,2,2) 1680 
(4,4,2,2,4) 55440 
(4,2,2,4,4) 55440 
(2,2,4,2,2,2,2) 55440 
(2,2,2,2,4,2,2) 55440 
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6   Randomness Properties 

An analysis of the CBRM shows that it has many good statistical properties. For 
example n-gram distributions are uniform. 

Another nice property of a BRM is that the generated sequences are highly 
sensitive to the initial key. By statistical analysis, we found that changing one bit in 
the encryption key K1 caused 49.4% of the bits to change in the corresponding cipher-
image. Theoretically half of the bits should change, in order to hide any information 
about the key from leaking. 

The linear complexity profile of the CBRM algorithm is staying very close to be 
optimal. 

The cycle length (period) of the CBRM depends on the partition key, as mentioned 
above. It is difficult to give a general formula to compute the exact cycle length of the 
CBRM. However, for the case that the length of the individual shift registers is 
known, a formula for this computation can be given as follows: 

Let r be the number of the feedback-shift-registers that realize the Baker-Register-

Machine, iσ  (i =1, 2, …, r) the length of the shift-register i, and k the number of 

cascaded stages. Then the cycle length of the CBRM is given by: 

 L = lcm ( )k
rσσσ ,....,, 21  

As an example L for n = 256, k = 10,π  ={4, 4, 8}. We get L = 10622440  
57107.8 ⋅≈ . Such a length is enough for many practical applications. 

7   Conclusion 

In this paper, we propose a new pseudo random generator based on the generalized 
discrete Baker transformation, which has good properties with respect to speed and 
security. 

It can be demonstrated that the CBRM has good statistical properties as required in 
cryptography. 

In the future, we will investigate further facts concerning cryptographic security 
(e.g. resistance against state identification attacks).  

CBRM’s have been simulated and tested by VHDL (hardware) and JAVA™ 
(software) implementation. 

However, to evaluate the possibility for the application of the Baker-transformation 
in stream ciphering further cryptological research is needed. 

Note: This paper is a part of the progressing PhD thesis of the first author.  
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Abstract. Permutations are a core component of almost every cipher.
No matter if we consider the DES, AES or most of the other encryption
algorithms relevant nowadays, we always find permutation operators as
essential building blocks inside. In this contribution we will introduce
key-dependent permutation operators of provably excellent quality in-
spired by chaotic Kolmogorov flows.

From chaotic systems theory it is known that the class of Kolmogorov
flows exhibits the highest degree of instability among all dynamical sys-
tems. As will be derived and proven in detail in this paper, these out-
standing properties make them a perfect inspiration for developing a
novel class of strong cryptographic permutation operators.

1 Introduction

In recent years chaos theory has definitely been among the hot topics in systems
theory. Remarkable progress has been made in the analysis of chaotic systems
and up to a certain extent also in their application. Nevertheless, success in
applications lags progress in analysis. This may well be related to the fact that
many of the promising systems are defined to act on a continuous phase space
and it is often quite difficult or even impossible to find discrete counterparts that
preserve all the nice features present in the continuous case.

In this contribution we focus on chaotic Kolmogorov systems [6]. In the well-
established continuous form theyprovide a family of highly unstable systemswhere
it has been proven [1,3] that every member of this family provides perfect mixing of
the underlying phase space which makes them a tempting choice for realizing ex-
cellent permutation operators. However, for practical computer applications such
a permutation operator is only useful if it can be applied to mixing elements ar-
ranged on a discrete grid where we have to deal with integer grid positions.

It is the main purpose of this paper to show that it is possible to derive ade-
quate discrete counterparts for classical continuous Kolmogorov systems. Addi-
tionally we provide a detailed analysis under which criteria these novel discrete
Kolmogorov systems offer high-quality permutation operators. Availability of
such discrete permutation systems will finally be utilized to sketch several ex-
amples of potential applications for important tasks in information security such
as symmetric block ciphering, message digest computation, or copyright protec-
tion via digital watermarking.
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2 Chaotic Kolmogorov Systems

2.1 Continuous Kolmogorov Systems

Continuous Kolmogorov systems [1,3,6] act as permutation operators upon the
unit square. Figure 1 is intended to give a notion of the dynamics associated
with a specific Kolmogorov system parameterized by the partition π = (1

3 ,
1
2 ,

1
6 ).

As can be seen, the unit square is first partitioned into vertical strips which are
then stretched in the horizontal and squeezed in the vertical direction and finally
stacked atop of each other. Just after a few applications (see Fig. 1 from top left
to bottom right) this iterated stretching, squeezing and folding achieves perfect
mixing of the elements within the state space.

Fig. 1. Illustrating the chaotic and mixing dynamics associated when iterating a Kol-
mogorov system

Formally this process of stretching, squeezing and folding is specified as fol-
lows. Given a partition π = (p1, p2, . . . , pk), 0 < pi < 1 and

∑k
i=1 pi = 1 of the

unit interval U and stretching and squeezing factors defined by qi = 1
pi
. Further-

more, let Fi defined by F1 = 0 and Fi = Fi−1 +pi−1 denote the left border of the
vertical strip containing the point (x, y) ∈ E to transform. Then the continuous
Kolmogorov system Tπ will move (x, y) ∈ [Fi, Fi + pi) × [0, 1) to the position

Tπ(x, y) = (qi(x − Fi),
y

qi
+ Fi). (1)

2.2 Discrete Kolmogorov Systems

In our notation a specific discrete Kolmogorov system for permuting a data block
of dimensions n × n is defined by a list δ = (n1, n2, . . . , nk), 0 < ni < n and∑k

i=1 ni = n of positive integers that adhere to the restriction that all ni ∈ δ
must partition the side length n. Furthermore let the quantities qi be defined by



An Excellent Permutation Operator for Cryptographic Applications 319

qi = n
ni

and let Ni specified by N1 = 0 and Ni = Ni−1 + ni−1 denote the left
border of the vertical strip that contains the point (x, y) to transform. Then the
discrete Kolmogorov system Tn,δ will move the point (x, y) ∈ [Ni, Ni+ni)×[0, n)
to the position

Tn,δ(x, y) = (qi(x −Ni) + (y mod qi), (y div qi) + Ni). (2)

The restriction to integral stretching- and squeezing factors is necessary to keep
resultant points at integer positions within the n × n grid. Use of the div
(division of positive integers a and b delivering �a

b �) and mod (remainder when
dividing positive integers) operation ensures that points in n × n are mapped
onto each other in a bijective and reversible manner.

2.3 Important Properties

Kolmogorov systems tend to permute elements of the state space in a chaotic
non-linear and apparently random fashion. After a sufficient number of iterations
it becomes extremely hard for an observer to deduce the initial state of a Kol-
mogorov system from its final state. To be more specific, Kolmogorov systems
offer very unique properties that are explained in more detail in the sequel.

Ergodicity. Ergodicity is important for a system that is to be applied in cryp-
tography because it stands as a synonym for confusion. Informally speaking and
expressed in terms of permutation systems, ergodicity stands for the property
that almost any initial point will move to almost any other position in state
space with equal probability as the system evolves in time. In other words there
is no statistical way to predict the initial from the final position or vice versa.

Ergodicity of continuous Kolmogorov systems has been proven long ago [1].
As for discrete Kolmogorov systems, we have no knowledge that anyone has
succeeded in defining them in a way such that ergodicity can be shown. In the
sequel we derive necessary and sufficient conditions on the number of iterations
necessary to ensure ergodicity of discrete Kolmogorov systems as introduced by
equation 2. Note that this way a constructive proof of ergodicity is achieved.

In the following we restrict attention to the practically most relevant case of
n = pm being an integral power of a prime p. The discrete Kolmogorov system
Tn,δr is defined by the list δr = (n1r, n2r, . . . , nkrr) of length kr containing the
positive integers to be used as key in round r. As mentioned before there are the
restrictions 1 ≤ i ≤ kr, 0 < nir < n,

∑kr

i=1 nir = n and the constraint that all
nir ∈ δr must partition the side length n.

Furthermore let the stretching and squeezing factors qir to use for vertical
strip number i in round number r be defined by qir = n

nir
. This results in

quantities qir, qir ≥ p that also have to be integral powers of p because of the
divisibility assumption made.

Consider an arbitrary point (x, y) ∈ [Nir, Nir + nir) × [0, n) in vertical strip
number i to be transformed in round number r under the influence of the key
δr (see equation 2 and figure 1). Coordinates x and y can then be expressed
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by qir-adic representations of length tir = �logqir
n� by x =

∑tir

j=1 xjr(qir)tir−j

and y =
∑tir

j=1 yjr(qir)tir−j . Similarly Nir can be expanded according to Nir =∑tir

j=1 Nijr(qir)tir−j and x − Nir may be expressed as x − Nir =
∑tir

j=1 xmjr

(qir)tir−j . Obviously x is the sum of x −Nir and Nir.
To clarify these relations, the following illustration should be helpful. Please

note that while in the representation of x the most significant position stands on
the right side, the most significant position in the qir-adic representation of y is
found on the left side. This arrangement has been made so that the subsequent
transformation can essentially be depicted as a cyclic right shift by one position.

x

xtirr . . . x3r x2r x1r

xmtirr . . . xm3r xm2r 0
Nitirr . . . Ni3r Ni2r Ni1r

y

y1r y2r y3r . . . ytirr

y1r y2r y3r . . . ytirr

0 0 0 . . . 0

According to equation 2 application of Tn,δr will move the point (x, y) to
a new position (x′, y′) = Tn,δr(x, y) with coordinates x′ = qir(x − Nir) +
(y mod qir) and y′ = (y div qir) + Nir, as made clear by the subsequent
figure.

x′

ytirr . . . xm4r xm3r xm2r

0 . . . 0 0 0
y′

0 y1r y2r . . . y(tir−1)r
Ni1r Ni2r Ni3r . . . Nitirr

Suppose that lists δr are chosen independently and at random1. Neglecting
the constraint Nir ≤ x which follows from the fact that Nir is the left border
of the vertical strip containing the point (x, y) for a moment, the proof of er-
godicity becomes straightforward. Nir adds random qir-bits to all the qir-bits
of y′ yielding a random value for the new y-coordinate in one step. Cyclically
shifting the least significant position of the y-coordinate to the least significant
position in the x-coordinate and shifting these random qir-bits towards more
significant positions in the x-coordinate ensures that after at most an additional
maxkr

i=1 tir ≤ m iterations the transformed point can move to almost any other
position in state space with equal probability. Thus ergodicity is achieved after
at most m + 1 iterations.
1 This is a common assumption whenever proving specific properties of iterated crypto-

graphic schemes. Round keys are generally supposed to be random and independent.
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Now let us pay attention to the constraint Nir ≤ x. A moment of thought
reveals that the worst non-trivial point that will need the largest number of
rounds until being able to move to any position has a x-coordinate of 0 and a
y-coordinate where just y1r is different from zero. Then it takes at most m + 1
iterations until the second-least significant qir-bit in the x-coordinate is set and
the least significant qir-bit in Nir (and also in the x-coordinate!) may assume
any random value. By shifting qir-bits towards more significant positions in
the x-coordinate every iteration causes one additional position in x to become
random and by adding Nir the same applies to the y-coordinate. This way it
is guaranteed that after another at most m− 1 iterations ergodicity is achieved
after at most 2m steps in total.

Theorem 1. Let the side-length n = pm be given as integral power of a prime
p. Then the discrete Kolmogorov system Tn,δr as defined in equation 2 is ergodic
provided that at least 2m iterations are performed and lists δr used in every step
r are chosen independently and at random.

In the discussion above we have noted that the restriction Nir ≤ x to observe
in every step significantly increases the number of iterations necessary until an
initial point can move to any other position. Particularly points with small (zero)
x-coordinate need a long time until exhibiting ergodic behaviour. However, a
simple trick can help a lot in reducing the number of iterations necessary to
achieve ergodicity of the underlying system: after every discrete Kolmogorov
permutation round just apply a cyclic shift by n

2 − 1 to the elements in the
n × n array. This corresponds to adding n

2 − 1 modulo n to every x-coordinate
and helps points with initially small x-coordinates to move to any other position
in a reduced number of rounds. Additionally this simple trick also solves the
problems associated with the fixed points (0, 0) and (n − 1, n − 1) so that not
just almost all points can move to almost any position but really all of the n×n
points will have ergodic behaviour.

Exponential Divergence. Informally speaking and expressed in terms of per-
mutation systems, exponential divergence implies that neighboring points con-
tained in the same subspace of the state space (e.g. points of the same vertical
strip corresponding to the same block of the defining partition) diverge at an ex-
ponential rate. This way even highly correlated points in input blocks will quickly
loose correlations and structures present in input data will soon disappear.

Proving exponential divergence of specific discrete Kolmogorov systems can
proceed using similar arguments as applied in proving ergodicity of discrete
Kolmogorv systems. Specifically we derived the the following theorem [12].

Theorem 2. Let the side-length n = pm be given as integral power of a prime p.
Then the discrete Kolmogorov system Tn,δr as defined in equation 2 exhibits ex-
ponential divergence of points contained in the same blocks defined by partitions
δr ensuring that after at most 2m−1 iterations arbitrary non-zero deviations be-
tween initial points have propagated at least once to the most significant position
in the x-coordinate.
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Mixing Property. Informally speaking and expressed in terms of permutation
systems, fulfillment of the mixing property implies that any subspace of the state
space will dissipate uniformly over the whole state space. Obviously this is an
even stronger requirement than ergodicity because it does not only imply that
almost any point will move to almost any position in state space with equal
probability but also that distances between neighboring points within certain
subspaces will become random as the system evolves in time.

Combining results derived in proving ergodicity and exponential divergence
of discrete Kolmogorov systems, we have proven the following theorem [11].

Theorem 3. Let the side-length n = pm be given as integral power of a prime
p. Then the discrete Kolmogorov system Tn,δr as defined in equation 2 is mixing
provided that at least 4m iterations are performed and lists δr used in every step
r are chosen independently and at random.

2.4 Analysis Summary

Summarizing the preceding discussion, a simple law on the conditions necessary
to ensure that discrete Kolmogorov systems generate high-quality permutations
can be stated as follows:

Theorem 4. Let the side-length n = pm be given as integral power of a prime
p. Then the discrete Kolmogorov system Tn,δr as defined in equation 2 fulfills
the properties of ergodicity, exponential divergence and mixing provided that at
least 4m iterations are performed and lists δr used in every step r are chosen
independently and at random.

Based on this theorem it is well justified to claim that the permutation op-
erator developed in this contribution is indeed an excellent key-dependent per-
mutation operator for cryptographic applications.

3 Applications

As shown in our analysis section, discrete chaotic Kolmogorov systems offer per-
fect permutation operators. In this section we would like to emphasize relevance
of this analysis by giving several examples showing that discrete Kolmogorov
systems can successfully be applied to many important problems encountered
in communication security. Due to the limited space available, description must
be restricted to just outlining some examples in symmetric encryption, secure
hashing, password based access control, and digital image watermarking.

3.1 Efficient Block Ciphering

The structure of iterated symmetric product ciphers [13] which perform a block-
wise encryption of the plaintext input to the system by repeated intertwined
application of r round of permutations and substitutions can be observed from
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Fig. 2. Input to the system is a block of plaintext and a pass-phrase. From this
key the internal key management derives individual keys and supplies them to
the various rounds. Every round applies one permutation and one substitution
operation to the output of the previous round (initially the plaintext block).
After r rounds, the output of the final round gives the ciphertext output by the
r-round product cipher.

plain-text P0
Subst

1 1C  = P
Perm SubstPerm

2 2C  = P ..... C     = Pr-1 r-1
Perm Subst

Cr cipher-text

KrP KrS

Kr

.....
internal key management

K2P K2S

K2

K1P K1S

K1

pass-phrase

Fig. 2. Structure of an r-round product cipher

The role for discrete Kolmogorov systems within this framework is immediate
to see. We use them as high-quality permutation operators for implementing
the permutations needed. When complemented with an adequate substitution
operator, this approach can deliver very strong and efficient ciphers. More details
on that matter can e.g. be found in [10].

3.2 Cryptographic Message Digests

To provide integrity [8] and authenticity [7] in secure communications applica-
tions at reasonable computational costs, efficient and strong cryptographic hash
functions are needed. Our approach to compute a message digest based on dis-
crete chaotic Kolmogorov systems runs as follows.

First a 16 × 16 square array of bits is initialized with 256 pseudo-random
bits (128 zeros, 128 ones) taken from the after-comma binary expansion of some
”magic” constants (π, e, golden ratio φ,

√
2,

√
5, etc.) as done in almost any cryp-

tographic hash function. Taken line-by-line or column-by-column, this provides
the initial 256 bit message digest MD0.

After initialization, in every step t = 1, 2, . . . the message digest MDt−1 is
updated by processing the message in blocks Wt of 256 bit each. Since message
lengths are usually not a multiple of 256, padding the last block with arbitrary
constant bits may be necessary.

Now these 256 message bits are XORed with the current 256 bit message
digest to obtain Xt = Wt ⊕ MDt−1. This step ensures that any block contains
approximately an equal number of zeros and ones, regardless of the message
block (which could be entirely zero etc.).

To maximize input avalanche effects, the 8 32-bit words Xt(i) (0 ≤ i ≤ 7) are
processed according to a linear recurrence relation. First a forward dissipation
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MD
t-1

MD
t

W
t

X = W MD
t t t-1

XOR

Y (0) = X (0); Y (i) = aY (i-1)+b 2 X (i)
t t t t t

MOD XOR
32

Z (7) = Y (7); Z (i) = aZ (i+1)+b 2 Y (i)
t t t t t

MOD XOR
32

Z (0,0)
t

Z (7,3)
t

T
16, (Zt(0,0))�

Cyclic shift

(7 positions)

T
16, (Zt(7,3))))�

Cyclic shift

(7 positions)

. . . . .

. . . . .

Fig. 3. One step in calculating data dependent chaotic permutation hashes based on
discrete Kolmogorov systems

step is done according to Yt(0) = Xt(0), Yt(i) = aYt(i − 1) + b mod 232 ⊕ Xt(i)
with parameters a and b set accordingly (see e.g. [9] for a large variety of suitable
parameter settings) to give pseudo-random sequences Yt(i). This is followed by a
backward dissipation step (with index i decreasing) according to Zt(7) = Yt(7),
Zt(i) = aZt(i + 1) + b mod 232 ⊕ Yt(i).

After preprocessing the message block Wt to obtain the block Zt, the ac-
tual hashing step takes place. The 256 bit of Zt are used to provide 32 key
bytes Zt(i, j) (0 ≤ i ≤ 7, 0 ≤ j ≤ 3) to permute the message digest MDt−1
stored in the 16 × 16 array of bits using the corresponding discrete Kolmogorov
system. Fig. 3 summarizes one round when calculating data dependent chaotic
permutation hashes based on chaotic Kolmogorov systems. Iterating this pro-
cedure for all blocks of the input message and finally reading the 16 × 16 2D
array line-by-line or column-by-column delivers the 256 bit message digest of
the message to hash in a very efficient and elegant manner as pseudo-random
message-dependent permutation of the initial message digest MD0.

3.3 Digital Image Watermarking

Most of the commercially available systems for digital image watermarking [14]
are based on ideas known from spread spectrum radio communications [2]. In
spread spectrum communications, one transmits a narrowband signal over a
much larger bandwidth such that the signal energy present in any single fre-
quency is undetectable. This allows the signal reception even if there is interfer-
ence on some frequencies.

Although there are many variants of spread-spectrum communications, we
will focus on Direct-Sequence Spread Spectrum (DSSS) as the method most useful
for application in digital image watermarking. A descriptive exposition how this
can be achieved is found e.g. in [4] and similarly in [5]; to illustrate the principle
we will closely follow along these lines.



An Excellent Permutation Operator for Cryptographic Applications 325

Fig. 4 illustrates a simple, straightforward example of spread spectrum wa-
termarking. The watermark bits (key2) to be embedded2 are spread to fill an
image of the same size as the image to be watermarked. The spread information
bits are then modulated with a cryptographically secure PN signal keyed by
watermarking key key1, scaled according to perceptual criteria, and added to
the image in a pixel-wise fashion.

Fig. 4. Spread spectrum watermark embedding

Considering this practically most relevant approach for digital copyright pro-
tection via watermarking, an potential role for discrete Kolmogorov systems
within the framework of DSSS watermarking becomes obvious. Security of any
such DSSS watermarking scheme is heavily based on the cryptographically se-
cure PN signal keyed by watermarking key key1. We implement this process
as follows. Starting with a balanced initial binary image (might be a corporate
logo), this image is permuted by discrete Kolmogorov systems under the influ-
ence of a key for as many rounds as are necessary to ensure that a high-quality
PN signal is achieved. This PN signal is then used in the watermark embedding
(and also detection) phase as depicted in Fig. 4, a fact that stresses the vital role
that chaotic permutation operators can play in copyright protection via digital
watermarking.

4 Conclusion

In this contribution we have shown that it is possible to derive adequate discrete
counterparts for classical continuous Kolmogorov systems. Additionally we pro-
vided a detailed analysis under which criteria these novel discrete Kolmogorov
systems offer high-quality permutation operators. Availability of such discrete
permutation systems was finally utilized to sketch several examples of poten-
tial applications for important tasks in information security such as symmetric
2 For simplicity, we just embed 4 bits; in real systems, 128 bit or more are used.
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block ciphering, message digest computation, or copyright protection via digital
watermarking. Summing up it can be concluded that our analysis performed for
discrete Kolmogorov systems proves validity of specific important properties and
constitutes a solid basis to apply them in many fields of secure communications.
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Abstract. In this paper we examine the immunity of ElGamal signa-
ture scheme and its variants against fault cryptanalysis. Although such
schemes have been already widely adopted, their resistance against fault
cryptanalysis has not been verified in detail yet. However, at least some
of them are not immune to fault cryptanalysis and can be broken without
solving discrete logarithm problem. We will show that the selected signa-
ture schemes can be broken in O(nlog2n) steps if single bit-flip errors are
inducted during computations. We also present two modifications that
can be used to improve security of ElGamal scheme.

1 Introduction

In 1996, Boneh, DeMillo and Lipton [2] announced a new type of attack against
public cryptosystems implemented in tamper resistant device e.g. smart cards.
Soon Biham and Shamir announced and then published article about Differential
Fault Analysis (DFA), that applies to secret key cryptosystems such as DES
or AES. Since then, many reserchers have been investigating the problem of
fault cryptanalysis, in an effort to find methods of improving security of various
cryptographic schemes. The researches concentrated mostly on RSA-like and
CRT-based (Chinese Reminder Theorem) cryptosystems, and a handful solutions
have been proposed to improve their security. Unfortunately less attention has
been paid to signature schemes, which security is based on discrete logarithm
problem (DLP): e.g. ElGamal, Shnorr or DSA (Digital Signature Algorithm)
schemes.

In 1997, Bao et al.[1] presented methods on how to implement fault cryptanal-
ysis against RSA, ElGamal, Shnorr, and DSA signature schemes. They assumed
that an attacker can induct single bit-flip errors, and showed how to use this fact
to recover secret keys. Nevertheless they have not given any precise information
about complexity of this attack. They also proposed some countermeasures that
could be implemented to improve security (e.g. repeating calculations, introduc-
ing randomness, and result checking before output).

In 2000, Yen and Joye [6] demonstrated that checking the results before
output may in some cases leak secret information. In 2003, Yen et al.[7], showed
that checking procedure also can be affected by an fault induction so that the
device will output erroneous ciphertext or signature.

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 327–336, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In 2000, Dottax presented how one can implement fault cryptanalysis to
ECDSA and other signature schemes. In 2004, Giraud and Knudsen [3] extended
results presented in previous works and analyzed an attack that take advantage
of byte errors instead of bit errors. They also gave some information about the
attack complexity and the number of faulty signatures that are necessary to
restrict possible secret key values to the amount requested. On the other hand
they have not presented any countermeasures that can be applied to improve
security.

Simultaneously methods that improve security of CRT based algorithms have
been presented. In [7] Yen et al. showed novel technique on how to prevent fault
cryptanalysis by fault propagation. In this scheme, if the attacker succeeds to
induct an error into one part of CRT calculation, then the other part will also
be affected. Nevertheless scheme presented in [7] is in fact also susceptible to
fault cryptanalysis, error propagation method can be improved. Important fact
that comes from this scheme is that splitting cryptographic operations, and
introducing error propagation can improve immunity to fault cryptanalysis.

In this paper we focus on six different variants of ElGamal. We will show
that, choosing algorithm for a particular application has rost impact to fault
cryptanalysis. Our attack assumes that signing purposes are implemented in
tamper-proof device and one is able to induct random, temporary and single
bit-flip errors into private key a stored in this device. We also assume that each
error affects only one bit and the probability that i-th bit of key a is erroneous
equals 1/n where n = log2 a.

Apart from analysis of the ElGamal scheme, we also present new technique
that allows to improve security of this signature scheme. With our modification,
the complexity of recovering single bit of the key a increases up to O(n2n).

2 ElGamal Signature Scheme

During the key generation for ElGamal scheme, each user acts as follows:

1. selects a large prime p and a generator g in multiplicative group Z∗
p ,

2. selects private key - random integer a, 1 < a < p − 2,
3. computes public key y = ga mod p.

Afterwards, when user wants to sign a message m, he does the following signing
scheme:

1. selects a random integer 1 < k < p − 2 with gcd(k, p− 1) = 1,
2. computes r = gk mod p,
3. computes s = k−1(h(m) − ar)mod (p− 1) where h(m) is a hash function,

then the signature for m is a pair 〈k, s〉.
Signature 〈k, s〉 can be verified using user’s public key. The verification procedure
is not important for our discussion and thus will be omitted.

There are many variants of basic ElGamal signing scheme and the majority
of them alert third step of signing — which is commonly referred to as the
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Table 1. Variants of ElGamal signing equation

u v w Signing equation
1 h(m) r s h(m) = ar + ks
2 h(m) s r h(m) = as + kr
3 s r h(m) s = ar + kh(m)
4 s h(m) r s = ah(m) + kr
5 r s h(m) r = as + kh(m)
6 r h(m) s r = ah(m) + ks

signing equation. After suitable rearrangement, this basic signing equation can
be written as u = av + kwmod (p− 1) where u = h(m), v = r and w = s. Other
variants of ElGamal can be obtained by permitting u, v and w to take on the
values of h(m), r and s in different orders. Thus there are six different variants
of ElGamal scheme (see Tab.1) with different properties [5] and, what is more
important, they are affected by fault cryptanalysis in different ways.

2.1 Fault Cryptanalysis of Basic ElGamal Scheme

Assume that the attacker has a tamper-resistant device that performs basic
ElGamal signature scheme. Moreover the attacker is able to induct single bit-
flip errors into secret key a. This error is inducted at random and thus probability
that fault is inducted into i-th bit of a equals 1/n. Then the fault cryptanalysis
is performed as follows:

– while the device is computing signature, the attacker inducts random bit-flip
error into i-th bit of secret key (this changes a into ā = a± 2i),

– the device computes erroneous signature as follows:
• selects a random integer 1 < k < p− 2 with gcd(k, p− 1) = 1,
• computes r = gk mod p,
• computes s̄ = k−1(h(m) − ār)mod (p− 1),

erroneous signature for m is a pair 〈k, s̄〉.
– the attacker uses erroneous signature and computes rs̄, gh(m), y−r where

rs̄ =
(
gk
)k−1(h(m)−ār)

= g(h(m)−ār)

= gh(m)g−(a±2i)r = gh(m)y−rg∓2ir, (1)

– the attacker then finds the fault value of ∓2i for which following equation
holds

rs̄

gh(m)y−r
= g∓2ir, (2)

– when the proper fault value is found, then the attacker knows that i-th bit
was flipped to 0 or 1 (e.g. when fault value equals +25 then 5-th bit was
flipped from 1 to 0 and thus a5 = 1),

– attacker repeats this attack while enough bits of a are known — remaining
bits can be found by exhaustive search.
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In each iteration, the attacker needs to find inducted fault value, which compu-
tation complexity is dominated by time needed to perform 2n modular expo-
nentiations. The above scheme is repeated until the required number of different
faults are inducted into device. Because faults are inducted at random with equal
probability, the probability of the event, that in k > n inductions each bit will
be erroneous at least once, equals 1 − n (1 − 1/n)k. If k = n log 2n then this
probability equals 1 − n (1 − 1/n)n log 2n ≥ 1 − n 1

2n = 1/2.
The above analysis shows that the attacker can recover the secret key a with

probability 1/2 after n log 2n faults were inducted. Computational complexity
of this attack is thus dominated by time needed to perform 2n2 log 2n modular
exponentiations.

2.2 Fault Cryptanalysis of Other ElGamal Schemes

The attack presented in last section (and those presented in [1] and [3]) applies
to all ElGamal variants except variants 2 and 4 (see Tab.1). Those variants are
immune to fault cryptanalysis of the presented type, because attack complexity
equals to complexity of Diffie-Hellman problem. We will present this for variant
2 of ElGamal scheme.

Assume that the device, that performs signing according to variant 2 of
ElGamal scheme, outputs erroneous signature of the form

〈r, s̄〉 =
〈
gk mod p, a−1 (h(m) − kr)

〉
.

Using this signature the attacker can calculate:

ys̄ = (ga)a−1(h(m)−kr) = (ga)(a
−1±2i)(h(m)−kr)

= (ga)a−1(h(m)−kr) (ga)±2i(h(m)−kr)

= g(h(m)−kr)g±2iah(m)g∓2iakr

= gh(m)r−ry±2ih(m) (gak
)∓2ir

. (3)

According to (3), the attacker looks for the fault value ±2i for which the following
equation holds:

ys̄

gh(m)r−r
= y±2ih(m) (gak

)∓2ir
. (4)

Fortunately there is a factor gak, in equation (4), which is unknown to the
attacker and has to be computed. Computing this factor using only public in-
formation (y = ga mod p and r = gk mod p) is a Diffie-Hellman problem. Thus
the attacker cannot find fault value for which (4) holds, and the only way he can
perform cryptanalysis is the exhaustive search.

3 Modifications of ElGamal Scheme

In this section we present two modifications of basic ElGamal scheme. Those
modifications use the same technique to improve security against fault crypt-
analysis but they differ in computational overhead and resulting security level.
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Throughout this section we will assume that attacker can induct bit-flip errors
into secret key a at random with equal probability 1/n.

Note, that our modifications influence only signing procedure, while key gen-
eration and signature verification remains the same as for basic ElGamal scheme,
and thus they will not be discussed.

Before we present our proposal let us prove following theorem.

Theorem 1. Let pi|p − 1 denote the set of prime factors pi of p − 1. Given a
prime number p and an integer k1 with k1 < p and gcd(k1, p− 1) = 1 there are

ϑ(p − 1) =
p− 1

2

∏
pi|p − 1

pi > 2

(
1 − 2

pi

)
(5)

pairs of integers 〈k, k2〉 with k, k2 < p and gcd(k, p−1) = gcd(k2, p−1) = 1 that
satisfy the following formula

k = 2k1 + k2 mod (p − 1). (6)

Proof. According to the theorem we want to find the number of integers k, k1, k2
each coprime with p− 1 that satisfy (6). Every integer p− 1 can be represented
using only its prime factors

p− 1 =
∏

pi|p−1

pei

i ,

where pi are prime factors of p − 1 and ei are positive integers greater then 0.
To ensure that k, k2 are coprime with p− 1 it is enough to ensure that k, k2 are
coprime with each of those prime factors pi. In other words k and k2 have to
satisfy following system of equations:{

kmod pi �= 0
k2 mod pi �= 0 for each pi.

But from (6) we have that k2 = k − 2k1 so we can write that{
kmod pi �= 0
k − 2k1 mod pi �= 0 for each pi.

and this equals to {
kmod pi �= 0
kmod pi �= 2k1 mod pi

for each pi.

For pi = 2, which is always a factor of p − 1, this two equations are identical
because 2k1 mod 2 = 0. For other factors (pi > 2) there are always two equations
because we have chosen k1 coprime with p − 1 and thus 2k1 mod pi �= 0. Thus
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2k1 mod pi will produce exactly one remainder ri �= 0 for each pi > 2. It lets us
write that {

kmod pi �= 0 for each pi

kmod pi �= ri �= 0 for each pi > 2. (7)

From equation (7) we can conclude that theorem is satisfied for every k that
produces remainders modulo pi that are not equal to 0 and some — exacly one
— other integer ri. In other words, we allow k to produce pi − 2 remainders qi

modulo each pi > 2 and 1 modulo pi = 2. Thus, if there are l prime factors pi,
the correct k must satisfy following system of equations⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

kmod 2 = 1
kmod p1 = q1 where q1 ∈ Zp1 \ {0, r1}
kmod p2 = q2 where q2 ∈ Zp2 \ {0, r2}
...
kmod pl−1 = ql−1 where ql−1 ∈ Zpl−1 \ {0, rl−1} .

(8)

On the other hand, for each combination of possible remainders qi system (8)
has exactly one unique solution k within the range

[
0,
∏

pi|p−1 pi − 1
]

(which
can be computed using Chinese Reminder Theorem). Finally we can conclude,
that there are ∏

pi|p−1,pi>2

(pi − 2)

integers k with in the range
[
0,
∏

pi|p−1 pi − 1
]

that both k and k2 = k +
2k1 mod (p− 1) are coprime with p− 1. Moreover there are

p − 1∏
pi|p−1 pi

intervals of the length
∏

pi|p−1 pi in range [0, p− 2]. So within the whole range
there are

ϑ(p− 1) =
p − 1∏
pi|p−1 pi

∏
pi|p−1,pi>2

(pi − 2) =
p− 1

2
∏

pi|p−1,pi>2 pi

∏
pi|p−1,pi>2

(pi − 2)

=
p− 1

2

∏
pi|p−1,pi>2

(
1 − 2

pi

)
.

integers k, k1 that satisfies (6). That concludes the proof. ��
As an immediate consequence of the theorem we can formulate the following

corollary.

Corollary 1. Let ϕ(x) be an Euler function of x. Then there are exactly ϕ(p−
1) · ϑ(p− 1) tuples 〈k, k1, k2〉, with k, k1, k2 in range [0, p− 2] and coprime with
p− 1, that satisfy equation (6).
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The proof is obvious because in the Theorem 1 we choose k1 < p − 1, coprime
with p − 1. Because Euler function ϕ(p − 1) gives the number of elements that
are coprime with p − 1 thus there are ϕ(p − 1) possible values for k1 in range
[0, p− 2].

3.1 Modification 1 (M1)

In this modification two random parameters k1 and k2 are used to compute
separate signatures s1 and s2. Then this signatures are being used to construct
the ElGamal signature s under message m. The signing procedure goes as follows:

1. select a random integers k1, k2 such that 1 < kj < p−2 and gcd(kj , p−1) = 1
for j = 1, 2,

2. compute k′ =
(
2k−1

1 + k−1
2

)
mod(p − 1),

3. if gcd(k′, p− 1) �= 1 then choose new k2 and repeat step 2,
4. compute k = k′−1 mod (p − 1) and r = gk mod p ,
5. compute

s1 = k−1
1 (h(m) − ar)mod (p − 1)

s2 = k−1
2 (h(m) − ar)mod (p − 1),

6. compute signature as a pair 〈r, s〉 =
〈
gk mod p, s = 2s1 + s2 mod (p − 1)

〉
.

There are two drawbacks in this scheme, from now on denoted as M1. First,
there is a condition in third step of signing procedure. The condition is to as-
sure that the device can compute multiplicative inverse in fourth step. Such
computation can be done if, and only if gcd(k′, p − 1) = 1. Form the Theo-
rem 1 we have that, the probability that uniformly chosen integers k1, k2 with
gcd(k1, p−1) = gdc(k2, p−1) = 1 produce such k′ is given by following formula:

φ(p − 1) =
1

ϕ(p − 1)
ϑ(p − 1) =

1
ϕ(p− 1)

p− 1
2

∏
pi|p−1,pi>2

(
1 − 2

pi

)

=
p− 1

2 · ϕ(p − 1)

∏
pi|p−1,pi>2

(
1 − 2

pi

)
, (9)

where the product is computed for every prime factor pi > 2 of p − 1. The
probability (9) equals 1 if, and only if p− 1 is of the form 2i which yields p− 1
has only one prime factor 2, and ϕ(p − 1) equal to (p − 1)/2. This is obvious
since for p− 1 = 2i each sum 2k1 + k2, where k1, k2 are coprime with p− 1 (and
thus odd), is always odd and thus coprime with p − 1. If p − 1 has more prime
factors pi then φ(p − 1) is always smaller then 1, and its exact value depends
on those factors. Thus, when selecting prime p for ElGamal scheme, we should
ensure that p − 1 has as less as possible different small factors (except 2 which
is always a factor). In this way we ensure that the probability (9) almost equals
to 1.
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The second drawback is the computational complexity wich is double the
complexity of basic ElGamal scheme. Moreover in scheme M1 the device must
compute three different multiplicative inverses (only one in case of basic ElGamal
scheme).

The advantage of scheme M1 is that it increases immunity to fault crypt-
analysis using no checking nor compare procedure. Assume that the attacker
can induct only random bit-flip errors into the secret key a while the device
performs signing according to scheme M1. Inducting an error, the attacker can
get erroneous output of the following form

〈r, s̄〉 =
〈
gk mod p, 2k−1

1 (h(m) − ār) + k−1
2 (h(m) − ãr)mod (p − 1)

〉
.

Because errors were inducted randomly, thus ā = a± 2i and ã = a± 2j for i �= j
with probability 1 − 1

n . Given erroneous signature 〈r, s̄〉 the attacker computes

rs̄ = r2k−1
1 (h(m)−(a±2i)r)+k−1

2 (h(m)−(a±2j)r)

= r2k−1
1 (h(m)−ar)∓2ir2k−1

1 +k−1
2 (h(m)−ar)∓2jrk−1

2

= r(2k−1
1 +k−1

2 )(h(m)−ar)−r(±2i+1k−1
1 +±2jk−1

2 )

= gkk−1(h(m)−ar)r−r(±2i+1k−1
1 +±2jk−1

2 )

= gh(m)−arr−r(±2i+1k−1
1 +±2jk−1

2 ) = gh(m)y−rr−r(±2i+1k−1
1 +±2jk−1

2 ). (10)

Next the attacker looks for a tuple T =
〈±2i,±2j, k1, k2

〉
for which following

equation holds:

rs̄

gh(m)y−r
= r−r(±2i+1k−1

1 +±2jk−1
2 ). (11)

Because there are n possible values for i, j and 2n possible values for k1 and k2
thus there is n22n+1 possible tuples T that the attacker has to check.

More probable situation is when the attacker inducts only one error e.g.
during the computation of s1. In such case the erroneous signature has a form

〈r, s̄〉 =
〈
gk mod p, 2k−1

1 (h(m) − ār) + k−1
2 (h(m) − ar)mod (p − 1)

〉
.

The attacker can use this signature and perform fault cryptanalysis as follows:

rs̄ = r2k−1
1 (h(m)−(a±2i)r)+k−1

2 (h(m)−ar)

= r2k−1
1 (h(m)−ar)∓2ir2k−1

1 +k−1
2 (h(m)−ar)

= r(2k−1
1 +k−1

2 )(h(m)−ar)−r(±2i+1k−1
1 )

= g(h(m)−ar)r∓2i+1k−1
1 r = gh(m)y−rr∓2i+1k−1

1 r. (12)

Equation (12) shows that for successful fault cryptanalysis the attacker needs to
draw a pair P =

〈∓2i, k1
〉

for which following equation holds

rs̄

gh(m)y−r
= r∓2i+1k−1

1 r (13)

There are n2n possible values of P but only one of them satisfies the above
equation. Thus we can state that in scheme M1 the complexity of recovering
single bit of the key a equals O(n2n).
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3.2 Modification 2 (M2)

In this modification signing is also divided into two steps but we use a differ-
ent technique. Now, when a user wants to sign a message m then he does the
following:

1. selects a random integers k such that 1 < k < p− 2 and gcd(k, p− 1) = 1,
2. computes r = gk mod p,
3. chooses 0 < r1 < r at random and computes r2 = r − r1,
4. computes

s1 = k−1(h(m) − ar1)mod (p− 1)
s2 = k−1(h(m) − ar2)mod (p− 1),

5. computes signature as a pair

〈r, s〉 =
〈
gk mod p, s1 + s2 − k−1h(m)mod (p − 1)

〉
.

In this modification, from now on denoted as M2, signing is also divided into
two steps. This is achieved by splitting r into r1 and r2. We expect this method
to obtain different and better properties when compared to scheme M1. There
are three main advantages of scheme M2:

– there is no checking procedure during signing which depends on prime factors
of p− 1,

– computation of multiplicative inverse is performed only once, as in basic
ElGamal scheme,

– less computational overhead to perform signing is needed (only two modular
multiplications and three additions more as compared to basic ElGamal
scheme).

The modification M2 also improves the security against fault cryptanalysis.
Assume that the attacker inducts single bit-flip error into a secret key a during
creation of signature s1. As a result the device outputs erroneous signature of
the form

〈r, s̄〉=〈gk mod p, k−1(h(m) − ār1) + k−1(h(m) − ar2) − k−1h(m)mod (p − 1)
〉
.

This signature can be then used to calculate

rs̄ = rk−1(h(m)−ār1)+k−1(h(m)−ar2)−k−1h(m)

= rk−1(h(m)−(a±2i)r1+h(m)−ar2−h(m))

= gkk−1(h(m)−ar1−ar2∓2ir1)

= gh(m)−ar∓2ir1 = gh(m)y−rg∓2ir1 . (14)

Now the attacker looks for a fault value, which is a pair P =
〈∓2i, r1

〉
that

satisfies the following equation:

rs̄

gh(m)y−r
= g∓2ir1 . (15)
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To find the proper fault value the attacker needs to check all possible values for
P and there is a total of n2n values that need to be checked. Moreover there
are many different P s for which (15) holds. More precisely, if (15) is satisfied for
P =

〈∓2i, r1
〉

then it is also satisfied for P =
〈∓2i−j , r12j

〉
. Therefore there are

n values of P for which (15) holds and the attacker cannot distinguish between
them (he does not know how r was spitted into r1 and r2).

If two bit-flip errors are inducted into the computation of s1 and s2, then the
complexity of fault cryptanalysis increases. This is due to fact that the attacker
needs to find a correct tuple T =

〈∓2i,∓2j, r1
〉

and there are n22n possible
values for T .

4 Conclusion

In this paper we consider ElGamal signature scheme and its security against fault
cryptanalysis. We pointed out attacks that can reveal secret key a, calculated
attack complexity and showed that different variants of ElGamal scheme are
vulnerable to fault cryptanalysis in different ways. We also presented two mod-
ifications that allow to increase ElGamal security by splitting signature compu-
tation. Our analysis shows that the modification M2 is both sound and effective
and cause fault cryptanalysis difficult to perform. Moreover the modification
M2 can be used in all variants of ElGamal scheme and its complexity is slightly
larger compareing to the complexity of basic ElGamal scheme.
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Abstract. In the theory of symmetric cipher design, criteria for the
choice of Boolean functions with good behavior have been thoroughly
studied. The character of these criteria is mainly statistiscal. We sur-
vey the often conflicting propoerties which are generally acknowledged,
which shows the almost universal neglect of complexity-theoretic tech-
niques. Of these, we propose the most prominent complexity measure
concerning Boolean functions, to wit, boolean circuit complexity (BCC),
as a means to assess Boolean function behavior in the context of sym-
metric algorithm design. The connection between BCC of the non-linear
elements of a design and the pseudorandom stream generated with their
help is shown by scrutiny of linear complexity profiles.

1 Boolean Function Design

The design theory (and the art) of symmetric cipher comprises a number of
standard techniques whose target is the creation of dependable algorithms for
confidentiality preservation (stream and block cipehrs) and integrity checking
(hash functions and MACs).

In this area, choice criteria for Boolean functions appear once and again. The
list of applications for which a proper design theory of Boolean functions has
been developed is very long. Just to summarize a few:

– nonlinear combiners for stream ciphers
– nonlinear feedback for special stream cipher applications (self-synchronizing

or other FSR-based key sequence generators).
– S-boxes for substitution-permutation networks
– round functions for hashing and MACs

Accordingly, a number of established criteria for acceptability is at our dis-
posal. We first review the most prominent criteria that have been proposed in
the literature.

It is apparent that complexity-theoretic approaches, which have been so fruit-
ful in stream-cipher theory, appear to have been neglected in the chore of se-
lecting the best candidates for the non-linear elements of symmetric cipher algo-
rithms. The intuitive fact that the complexity involved in computing a symmetric
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algorithm (be it depending on its number of rounds, or the intrinsic properties of
the round function involved) has something to do with its potential weaknesses
suggests that complexity measures applied to the elements involved in computing
a cipher, provide minimal conditions to guarantee that its non-linear elements
have been properly chosen.

We propose boolean circuit complexity (BCC) as such a complexity measure,
giving some plausible technique for evaluating Boolean functions, analyzing the
impact of this criterion in the output of a concrete design.

2 Review of Criteria

We can find a wealth of design criteria for boolean functions in the recent liter-
ature on symmetric cipher design. To mention a few

– Balance
– (High) nonlinear order
– Correlation-immunity [1,2].
– Bentness [3]
– Distance to linear structures [4]
– Strict avalanche criterion [5]
– Propagation characteristics [6]
– Global avalanche criteria [7]

2.1 Balance, Nonlinear Order and Correlation-Immunity

Let f : GF (2)n → GF (2) be a Boolean function of n arguments.
We say f is balanced if

#{x ∈ GF (2)n | f(x) = 1} = #{x ∈ GF (2)n | f(x) = 0} (1)

which amounts to say that Pr{f(x) = 1} = Pr{f(x) = 0} = 1/2 when the inputs
of f are independent uniformly distributed binary random variables.

The function f is said to be correlation-immune of order m if, for every
set i1, i2, . . . , im of its positional arguments, the value of the function is sta-
tistically independent of them, assuming that the arguments (Xi1 , . . . , Xim)
are independent uniformly distributed binary random variables. This is equiv-
alent to say that the information leaked by f about the values of any m-tuple
Xi1 , Xi2 , . . . , Xim of its arguments is zero.

I(f ;Xi1 , Xi2 , . . . , Xim) = 0 (2)

If f is put in algebraic normal form (ANF)

f(x1, . . . , xn) = a0 +
∑

aixi +
∑

aijxixj + . . . + a1...nx1 . . . xn (3)

its nonlinear order is defined as the highest degree of a non-zero monomial in 3.
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2.2 Spectral Characterization

These properties are spectral in character [8]. They can be defined through the
Walsh-Hadamard transform of f [9]. This is a function Wf : GF (2)n → IR
defined by the formula

(Wf)(ω) =
∑

x∈GF (2)n

f(x)(−1)w·x for ω ∈ GF (2)n (4)

Note that this makes sense even for f with complex values. We usually translate
the truth table of f , a list of {0, 1} values, into a sequence of {±1} values which
we call the sequence of f and denote by f̂ :

f̂(x) = (−1)f(x) (5)

All properties mentioned in Sec. 2.1 can be defined in terms of Walsh trans-
forms or the ANF, which is another kind of linear transform.

Theorem 1. A Boolean function f is balanced if and only if (Wf)(0) = 0

Theorem 2. A Boolean function f is correlation-immune of order m if and
only if (Wf)(ω) = 0 for every ω of Hamming weight less than or equal to m [8].

Theorem 3. If f is correlation immune of order m, with 1 ≤ m < n, then no
terms of degree n − m + 1 or more can be present in the ANF of f . Moreover,
if f is balanced, then no term of degree n − m can be present either, unless
m = n − 1 [1].

As we can see, correlation immunity conflicts with high non-linear order as
a requirement; we cannot have both.

2.3 Avalanche Criteria

A function f : GF (2)n → GF (2) satisfies the strict avalanche criterion (SAC)
[5] if

Pr
x
{f(x) + f(x + a) = 1} = 1/2 when hw(a) = 1 (6)

A function f : GF (2)n → GF (2) satisfies the propagation criterion of degree k
(PC) [6] if

Pr
x
{f(x) + f(x + a) = 1} = 1/2 when 1 ≤ hw(a) ≤ k (7)

Perfect nonlinearity amounts to satisfying a PC of degree n.
The broadest generalization of these criteria is the global avalanche charac-

teristic (GAC) of a Boolean function [7]. It is defined as the function

Δf (a) =
∑

x∈GF (2)n

(−1)f(x)(−1)f(x+a) (8)
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or, more concisely, as the self-correlation function of the sequence f̂ of f .
A good GAC means that |Δf (a)| is close to zero for most nonzero values

of a. Accordingly, the sum-of-squares indicator of GAC is defined as

σf =
∑

a∈GF (2)n

Δ2(a) (9)

2.4 Bentness

Bent functions [3] are the paradigm of perfect nonlinear functions [4]: they satisfy
a propagation criterion of degree n, which amounts to the balancedness property

Pr
x
{f(x) + f(x + a) = 1} = 1/2 (10)

for every vector a �= 0 in GF (2)n.
Again, this has a nice spectral form:

Theorem 4. A function f : GF (2)n → {±1} is bent if the modulus of the
Walsh transform of its sequence f̂ is constant

|(Wf̂)(ω)| = 2n/2 (11)

Note that, by definition, a bent funcion cannot be balanced.

2.5 Conflicting Requirements

It is not possible to have everything at the same time. As we have seen, there
exist tradeoffs between some of the aforementioned criteria. To mention a few

– Functions must be balanced in most cases.
– Bent functions are never balanced as they stand.
– No bent functions exist with an odd number of arguments
– High linear order means low correlation-immunity (linear compromise).

In general, one must adjust the choice of non-linear elements of a design to
its peculiar demands, prioritizing criteria according to them.

3 The Role of Complexity

Our review of criteria shows that their character is usually spectral, algebraic or
statistic. None of them is complexity-theoretic.

However, measures of complexity play a role in analysis of symmetric ciphers,
and we have good examples at hand

– Linear complexity [2]
– Quadratic complexity
– Maximum order complexity [10]
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– Entropy [11]
– Lempel-Ziv complexity [12]

The usual role of these measures is profiling the output of a cryptographic
device (in most cases a random sequence generator closely related to a symmetric
algorithm) to match it to the expected profile of a “true” random source.

Does the complexity of a Boolean function play a role? After security, the
second target in symmetric cipher design is efficiency, so a high computational
complexity of the cipher algorithm is a priori undesirable. However, lower bounds
of it can be established under which no good cryptographic properties can be
obtained. This motivates the idea of requiring some minimal complexity to the
non-linear elements in consideration, a complexity which need not be strictly
correlated to the usual Turing complexity associated with its computation.

4 Boolean Circuit Complexity

A Boolean circuit is a directed acyclic graph in which

1. every node with input degree degin = 0 is labeled with a variable xi or a
constant {1, 0}.

2. every node with input degree degin > 0 is labeled with a Boolean function
of corresponding arity, taken from a finite basis (usually the set of conective
symbols {∩,∪,¬}). We call this a gate.

3. there is a special node with out degree degout = 0 defined to be the output
of the circuit

This kind of construction represents in a natural way (a procedure to evalu-
ate) a Boolean function. The smallest number of gates of a circuit representing
f : GF (2)n → GF (2) is the Boolean circuit complexity of f .

As an example, let us consider the circuits depicted in Fig. 1. The circuit in
the right of Fig. 1 evaluates (slightly more costly) the same function evaluated
in the left, that is

x1 + x2 + x1x3 + x2x4 = (x1 + x2 + x3)x1 + (x1 + x2 + x4)x2 (12)

From that we can conclude that the BCC of this polynomial is not higher than 5.
Some facts about BCC are summarized in the following theorems

Theorem 5. For a function of n arguments, BCC is at most 2n and at least n

Theorem 6. There is a function of n arguments requiring more than 2n/2n
gates (in fact, most functions require Ω(2n/n) gates) [13].

Computation of BCC is hard in practical cases (concerning lower bounds),
however it is not too dificult to estimate tight upper bounds of functions of small
number of arguments by a simple exhaustive-search algorithm.
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x1 x2 x3 x4 x1 x2 x3 x4

++

+
+

+

+

+ * *

*
*

Fig. 1. Boolean circuits for the function x1 + x2 + x1x3 + x2x4 = (x1 + x2 + x3)x1 +
(x1 + x2 + x4)x2

5 Using BCC to Test Quality of a Key Sequence
Generator

Let us check a first example of how we can apply this concept to the analysis of
a very elementary key sequence generator (KSG).

In Fig. 2 we depict a KSG with a feedback function having two nonlinear
elements f and g which we set out to define. Note that this shall be a very weak
KSG in any case, the number of arguments of f and g and the size of the cells
being four bits.

We will use linear complexity profiles to measure the randomness of the
output. For determining the BCC of the feedback functions f and g, we take
{∩,+,¬} = {+, ·,¬}, instead of the standard basis {∪,∩,¬}, which is more
natural in the context of GF (2).

Computing exact BCCs for a priori given feedback functions is too costly,
but we can use their algebraic form to guess the bounds, and construct functions

b3 b2 b1 b0

g
f

Fig. 2. A simple key sequence generator
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FOR bc := 2n TO 2^n
gatelist := [1..bc]
WHILE (legal circuits on bc not exhausted) {

C = next legal circuit
T = truth table(C)
IF (T previously constructed) {

reject
continue

}
IF (balanced(T) AND good PC(T))
store T

}
}

Fig. 3. Process of selection of f and g

Table 1. Pushing up BCC of f and g

f g Var(LN ) ERV

8 9 49.5111 46.6326
9 9 23.6609 22.2853

10 9 1.4057 1.3240
11 9 1.2070 1.1368
12 9 1.1771 1.1086
13 9 1.2569 1.1838
14 9 1.2367 1.1648
15 9 1.1505 1.0836
16 9 1.3098 1.2337

f g Var(LN ) ERV

8 12 8.6084 14.7032
9 12 5.9395 7.4234

10 12 1.1890 1.1693
11 12 1.1477 1.1195
12 12 1.1924 1.0429
13 12 1.1451 1.1118
14 12 1.1389 1.1250
15 12 1.1321 1.0337
16 12 1.2349 1.1447

with a prescribed upper bound of BCC incrementally (e.g., [4]). A tentative and
very simple-minded algorithm of (almost) exhaustive enumeration for this task
is given in pseudocode in Fig. 3.

As data in Table 1 show, better profiles were obtained as the complexity of
function f was increased (for two fixed complexities of g), as was to be expected.
The expected value of a true random sequence (ERV) is given as a means of
comparison.

It is obvious that this gives us just hints as to minimal conditions on the
feedback functions chosen. Balance and propagation criteria have to be taken
into account; BCC in itself is not quite meaningful.

6 An Experiment with a Weakened Serpent

Serpent [14] was one of the candidates for the AES contest. It is a very simple,
fast block cipher with 128-bit block size and 256-bit key. Its operation is that of
a classical S-P network of 32 rounds.
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Each round uses cyclic copies of eight S-boxes Sk : GF (2)4 → GF (2)4 which
act as permutations on GF (2)4. They are derived from the S-boxes of DES.

A peculiar characteristic of Serpent is its fast confusion/diffusion effect per
round. Choosing 32 rounds was a conservative choice by the authors. To get a
weakened version of Serpent, we used a reduced-round version of Serpent with
only 4 rounds, replacing its S-boxes by the functions S1, S2, S3, S4 to be tested.
Being by design permutations on GF (2)4, each Sk is a tuple of four Boolean
functions of the kind studied in Sec. 5. Moreover, we set a constant key schedule
value to minimize the confusion brought in by the key and focus on the properties
of nonlinear elements. The block cipher was set up as a KSG in OFB mode of
operation.

It is reasonable to expect that the (bad) quality of the sequence reflects
somehow the design properties of the chosen Sk, and indeed this is what can be
seen in Table 2, where the variance of the linear complexity profile Var(LN) is
related to the maximum BCC allowed for the S-boxes of the experiment. The
expected value for this parameter of a random sequence converges to 86/81 =
1.061 (see [2]).

Table 2. Typical figures from increasingly complex Sk

BCC(Sk) Var(LN )

8 8.1171
9 3.5723
10 1.0619
11 1.0691
12 1.0783
13 1.0751
14 1.0820

7 Conclusions

Estimation of Boolean circuit complexity of nonlinear elements appearing in
constructions of limited cryptographic strength has a clarifying role in the pro-
cess of design. This role is complementary to other more established criteria as
propagation characteristic, nonlinearity, bentness, etc., all of them providing a
test bench for the construction and automatized assesment of simple nonlinear
elements.

Estimations of BCC are hard to obtain for functions with high arities; how-
ever, it is not that difficult to obtain tight bounds for functions given by non-
trivial algebraic expressions. More efficient algorithms for the computation of
these bounds would be of grat help in the process of complexity-theoretic asses-
ment of Boolean functions.
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Abstract. A new protocol is presented that allows to convince of the
knowledge of a solution to the Independent Vertex Set Problem without
revealing anything about it. It is constructed from a bit commitment
scheme based on the hardness of the Discrete Logarithm Problem, which
guarantees its efficient performance and formal security. One of its possi-
ble applications is node identification in ad-hoc wireless network because
it does not require any authentication servers. Furthermore, recent works
on network security has pointed out the importance of the design of ef-
ficient Zero Knowledge Proofs of Knowledge for the Independent Vertex
Set Problem in broadcast models.

1 Introduction

Since the introduction of the notion of Zero-Knowledge Proof (ZKP ) in the
seminal paper of Goldwasser, Micali and Rackoff [12], it has proven to be very
useful both in Complexity Theory and in Cryptography, playing in this latter
field a major role as a building block in the construction of different crypto-
graphic protocols [1]. It is remarkable that most of the different ZKP that have
been published so far are related to the same presumably intractable problems
on which Public Key Cryptography is based. Such are the cases of the identi-
fication scheme based on the discrete logarithm problem [14], and the digital
signature based on the computation of square roots [7].

One of the most relevant results regarding ZKP was the demonstration that
the existence of perfect zero-knowledge for an NP − complete problem would
cause the Polynomial Time Hierarchy to collapse [9]. However, this work deals
with a different ZKP known as computational ZKP , whose existence has been
proven for any NP -problem under the assumption that a one-way function exists
[11]. In the same work, the authors provided a ZKP for the 3-coloring problem
and suggested the use of standard reductions to achieve a ZKP for any other
NP -problem. The efficiency of the algorithm here proposed comes from a distinct
approach based on an specific design of a computational ZKP for a concreteNP -
problem. It avoids the use of general reductions by combining tools from Number
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Theory and Graph Theory. Indeed, since this latter field is a dense source of NP -
problems, several ZKP for different graph problems such as isomorphism, non-
isomorphism, hamiltonian circuits, clustering and independent vertex set have
been previously introduced in the literature [13] but it is remarkable that all of
them are based exclusively on Graph Theory problems. Special mention regards
the algorithms proposed in [5] since they are described for the same problem,
the Independent Vertex Set Problem (IV SP ), as this present work. However
here a number theoretical problem, the Discrete Logarithm Problem (DLP ), is
also involved in the design of the ZKP in order to improve its efficiency and
security.

All the aforementioned bibliographic references include proposals related in
some way to the same basic graph problem, the Graph Isomorphism [3]. The
major drawback of such an approach is due to the fact that the computational
complexity of this problem is not yet known and furthermore the problem seems
to be easy for most random graphs [8]. On the contrary, the present work pro-
poses a new Computational ZKP for the IV SP whose security relies on the
hardness of a number theoretical problem, the DLP , whose difficulty is gener-
ally assumed in Cryptography, [4]. On the other hand, while general ZKP seem
to be the most promising identification method in ad-hoc wireless networks, the
concrete choice of the IV SP as base of our proposal comes from the necessity
of efficient ZKP for such a problem in broadcast models pointed out in [10].

This paper is organized as follows. First we recall the basic requirements for
the design of a ZKP . Then, in Section 3, the problems and notations that are
used throughout the work are defined. In the following Section, the proposed
ZKP is fully described and its security is formally proved. The adequate choice
of parameters and the performance of the scheme are analyzed in Section 5.
Finally, several conclusions and open questions are drawn in Section 6.

2 ZKP Design

A Zero-Knowledge Proof of Knowledge (ZKPK) may be defined as a two-party
cryptographic protocol that allows an infinitely powerful prover Alice (A) to
convince a probabilistic polynomial time verifier Bob (B), beyond any reasonable
doubt, that she knows some verifiable information such as the solution of a given
difficult problem, but in a way that does not help him to determine anything
about this information.

The three main characteristic properties of ZKPK are completeness (which
means that if the claim is valid, then A convinces B of it with very high proba-
bility), soundness (if the claim is not valid, then B is convinced of the contrary
with very small probability), and zero-knowledge (B does not receive any other
information except for the certainty that the claim is valid). This latter property
may be checked through the demonstration that the prover A can be replaced by
an efficient (expected polynomial time) simulator which generates an interaction
indistinguishable from the real one. The main difficulty of this proof, which is
usually based on a constructive specification of the way such a simulator pro-
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ceeds, is to achieve that the simulator convince the verifier about the knowledge
of the secret information without actually having it. Generally, this problem is
solved thanks to the rewinding capability of the simulator, which may use sev-
eral tries to answer the verifier without letting him know how many tries the
simulator has used.

Two basic variants of zero-knowledge may be distinguished depending on the
assumed computing power of possible dishonest parties. Computational zero-
knowledge arises when it would take more than polynomial time for a dishon-
est verifier to obtain some information about the secret, whereas perfect zero-
knowledge involves that even an infinitely powerful cheating verifier could not
extract any information. Both previous notions can also be characterized through
the amount of computational resources necessary to distinguish between the in-
teraction generated by the simulator and the verifier, and the one associated to
the prover and the verifier.

Generally, bit commitment and cut-and-choose techniques are basic ingre-
dients for the design of ZKPK. In these cases, A ’cuts’ her secret solution in
several parts, commits to them, and afterwards B chooses at random one of those
parts as a challenge. The typical design of ZKPK is also based on the existence
of a concrete possibility of fraud: a cheater is usually able to answer to some
types of challenges (for which he was prepared in advance) but not for all of
them. So, most protocols are designed as interactive challenge-response schemes
in such a way that some of A’s possible responses prove A’s knowledge of the
secret solution, whereas the others guarantee against A’s possible fraud. More
concretely, an answer to one question gives no information (zero-knowledge),
while answering all the questions is proved to reveal prover’s knowledge (sound-
ness). So, the security is based on the impossibility that the prover can predict
verifier’s questions. Also typically ZKPK consist of several iterations of the
atomic subroutine described below, so that by repeating it an enough number
of times the verifier’s confidence in the prover’s honesty increases because the
global fraud probability becomes smaller with the number of iterations. A. Con-
sequently, this number m of iterations should be agreed by A and B according
to their different interests.

3 Notations and Definitions

As mentioned before, the two problems that constitute the base of the proposed
algorithm are the Independent Vertex Set Problem (IV SP ) and the Discrete
Logarithm Problem (DLP ).

On the one hand, the DLP may be described as follows. Let p be a prime,
let g be a generator of Z

∗
p (the multiplicative group of integers modulo p) and

let x be an integer between 0 and p − 1. Define DLPp,g(x) to be y such that
0 < y < p, gy = x(mod p). Such a problem is in NPI class, which means that
no probabilistic polynomial algorithm is known for solving it. The intractability
assumption of the DLP has been yet used on public-key cryptography and as
single base of a ZKPK [4].
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On the other hand, the IV SP is an NP − complete problem that may be
defined as follows. Given a graph G = (V,E), it consists in finding a size k subset
I ⊆ V (independent vertex set) such that no two vertices in I are joined by an
edge in E.

A useful method to hide an independent vertex set in a graph such that it is
resistant to general heuristic approaches has been described in [2]. This method
tries to balance the vertices degree sequence so that there is no difference between
those belonging to the independent vertex set and the others. Consequently, due
to its robustness it may be used in the instances generation of the proposed
algorithm.

The concrete choice of the IV SP as base for our proposal seems to be quite
convenient since recent work on network security [10] has pointed as an important
contribution to the field of the design of protocols for broadcast channels the
definition of efficient ZKPK for the IV SP .

Since the IV SP is NP-complete, by the result of [9], we know that this
problem cannot have perfect ZKPK unless the polynomial hierarchy collapses,
so the ZKPK for the IV SP described in the next section is a computational
ZKPK.

4 Zero-Knowledge Proof of Knowledge for the
Independent Vertex Set Problem

A Computational ZKPK for the IV SP that uses a bit commitment scheme
based on the DLP is now presented. In our proposal A’s inputs are a graph
G = (V,E) and an integer k, and her goal is to convince B that she knows a size
k independent vertex set of G.

In a pre-processing stage, A generates at random a graph G with n vertices
and an embedded secret independent vertex set I of size k through the method
described in [2], and publishes her inputs (G, k). Such a construction allows that
the embedded and secret independent vertex set I may be used in practice as A’s
secret identification because hiding the secret subset I takes polynomial time.
During the processing stage of the algorithm, in each iteration A generates a
c-coloring of G where the k vertices of I have the same colour that is not used
for any other vertex. It must be pointed out that the number of colours c is not
restricted to any value, so the computation of such a c-coloring takes polynomial
time.

A’s secret commitment is then formed by c binary n-dimensional vectors ai =
(aj

i ), a
j
i ∈ {0, 1}, i = 1, 2, ..., c, j = 1, 2, ..., n, where each position corresponding

to a vertex j colored with colour i contains a one and the rest contains a zero.
The cardinality of each vertex subset defined by the c-coloring is given by the
Hamming weight of vector ai, WH(ai) (where the Hamming weight of a vector is
simply the number of nonzero digits in the vector), which is a value which plays a
special role in the algorithm. After an initialization stage where A and B agree on
integers m and c, primes pi (i = 1, 2, ..., c), generators gi of Z

∗
pi
, (i = 1, 2, ..., c)
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and random integers ri ∈ Z
∗
pi

(i = 1, 2, ..., c), the IV SP − ZKPK algorithm
consists of m iterations of the following four steps:

Atomic Subroutine:

Commitment step: A generates the vectors ai = (a1
i , a

2
i , ..., a

n
i ), i = 1, 2, ..., c,

chooses secret random integers yj ∈ Z
∗
p−1, j = 1, 2, . . . , n, with p = min

i=1,...,c
{pi}

and commits to such parameters by sending to B the n-dimensional vectors:

Vi = ((raj
i

i · gyj

i )mod pi), (i = 1, 2, . . . , c, j = 1, 2, . . . , n).
Challenge step: B chooses at random and sends to A one bit b, and if b = 0,

he also sends two random adjacent vertices v and w.
Response step: A sends to B:

– if b = 0, the integers yv and yw

– else, the integers y =
n∑

j=1

yj and WH(ai) =
n∑

j=1

aj
i , i = 1, 2, . . . , c.

Verification step: B checks whether the values provided by A in previous steps
are correct, that is to say,
– when b = 0, from the elements V v

i and V w
i (i=1,2,. . . ,c), B checks that

only two different vectors exist where the components associated to v
and w have the value 1. (∃!h, l ∈ {1, 2, . . . , c} |h �= l, av

h = aw
l = 1).

– when b = 1, B checks that

•
c∑

i=1

WH(ai) = n,

• ∃i ∈ {1, 2, ..., c}|WH(ai) = k,

• ∀i ∈ {1, 2, ..., c} : (
n∏

j=1

r
aj

i
i · gyj

i ) = (rWH (ai)
i · gy

i )mod pi.

Note that in the previous algorithm the verification step is only possible
thanks to B’s knowledge of gi, pi, ri and Vi and the use of efficient modular
exponentiation methods.

In order to prove the security of the protocol, we follow the approach of
[6], first proving completeness, then soundness and finally the zero-knowledge
property.

Theorem 1. The IV SP−ZKPK algorithm is a computational zero-knowledge
proof of knowledge for the independent vertex set problem.

Sketch of Proof. In order to prove that completeness is met there should be
shown that if A knows a k size independent vertex set in G and both participants
follow correctly the protocol, then the verifier B always accepts the proof.

If challenge b = 0 is requested by B, he should check that two chosen adja-
cent vertices v and w are colored with exactly two different colours. To achieve
this, he computes gyv

i and gyw

i , ∀i = 1, 2, . . . , c and compares these values with
the corresponding components in the committed vectors Vi. If A has built an
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appropriate coloring, B finds that there is a unique vector Vh where the v-th com-
ponent coincides with rh · gyv

h , whereas the v-th component in the other vectors
is equal to gyv

i . The same occurs for some vector Vl and w-th component.
If B chooses bit b = 1 as challenge, both the Hamming weight of coloring

vectors ai, and the value y provided by A in the response step, allow B to check
the following items:

–
∑c

i=1 WH(ai) = n,, so all the vertices are colored using only one colour.
– ∃i ∈ {1, 2, ..., c} |WH(ai) = k, so there is at least a size k independent vertex

set to whose vertices the coloring has assigned the same colour.
– (
∏n

j=1 r
aj

i

i ·gyj

i ) = (ra1
i

i ·gy1
i ) · (ra2

i

i ·gy2
i ) · · · (ran

i

i ·gyn

i ) = (ra1
i

i ·ra2
i

i · · · ran
i

i ) · (gy1
i ·

gy2
i · · · gyn

i ) = r
n
j=1 aj

i

i · g
n
j=1 yj

i = r
WH (ai)
i · gy

i , so the c committed vectors
have been properly computed.

In order to prove soundness, if the prover A does not know any size k independent
vertex set in G and the verifier B follows correctly the protocol, then no matter
how A plays, B should reject the proof with high probability. In such a case,
A has basically two possible ways to try to fool B. She could use an incorrect
c-coloring of G with some vertex subset of cardinality k, or she could compute
correct coloring vectors ai with no vertex subset of Hamming weight k. In the
first case, there exists at least a vector ai, i ∈ {1, 2, · · · , c} such that two adjacent
vertices are colored with the same colour, and hence B could detect the fraud if
b = 0 with probability at least 1/|E| in each iteration. When a dishonest prover
A uses a correct coloring, if B chooses bit b = 1 he always detects the fraud
when checking the existence of a vertex subset of size k colored with the same
colour (∃i ∈ {1, 2, ..., c}|WH(ai) = k).

Hence, under the assumption that a dishonest prover A chooses at random
the way to commit fraud, after m successive and independent iterations with
uniformly random chosen challenges, the probability that A successfully cheats
B is upper bounded by (2−2m · (3 − 1/|E|)m).

Regarding computational zero-knowledge, we need to show that the prover
A conveys no knowledge to any possible verifier, including ones that deviate
arbitrarily from the protocol. From the received witnesses, B should be able
to obtain the committed c-coloring and consequently the independent vertex
set I, only if he is able to solve the DLP . So, according to the simulation
paradigm, it is possible to build an expected polynomial time simulator that
generates a probability distribution which is polynomially indistinguishable from
the distribution induced during the interaction between A and B. In particular,
the simulator first tries to guess B’s challenge so chooses a random bit b′. Then,
if b′ = 0 the simulator generates at random correct coloring vectors ai and
consequent witnesses passing verification. Else, if b′ = 1, false coloring vectors ai

are generated such that there is a vertex subset with cardinality k colored using
the same colour that is not used for any other vertex.

The simulator tries one of both possible challenges at random and if it co-
incides with B’s challenge b (which happens with probability exactly 1/2) then
its output is polynomially indistinguishable from A’s output. Else, it reinitiates.
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So, in an expected polynomial time the described simulator may replace A, and
therefore computational zero-knowledge is proven. �

The proposed IV SP − ZKPK algorithm may be applied in a quite natural
way as an identification protocol with advantages compared to other similar
schemes. In the corresponding identification scheme the public file containing
records for each user should consist of each name and the respective auxiliary
identification information composed of a graph G and the size k of the secret
embedded independent vertex set. All users should have free read access to this
public file. When a user A wishes to convince B of her identity, she invokes the
identification protocol with the public file record corresponding to her name as a
parameter, and B verifies her record in the public file and proceeds executing his
role in the protocol. So, soundness property of the IV SP − ZKPK algorithm
yields that an impersonation attack is practically infeasible.

A different application of the independent vertex set Problem in Cryptog-
raphy has been recently addressed in [5]. This application has to do with the
computation of an access structure taking into account the relationship graph.
By using the algorithm here proposed it is also possible to convince an adversary
of the validity of such an access structure without revealing who the honest mem-
bers are. Another cryptographic use of this problem was addressed in the same
paper where the authors proposed tackling the key scrow problem via the inde-
pendent vertex set problem. In general, different cryptologic applications of this
problem may be described anywhere it is important that the participants with
access privileges to a determined information form an independent vertex set.

5 Complexity Analysis

This section specifies both the techniques used to build the instances that are
necessary for the IV SP −ZKPK algorithm, and the complexity of the different
operations that are required.

First of all, the random generation of a graph G with n vertices and an
embedded independent vertex set of size k takes O((n−k)2). Then, the coloring
is accomplished through a well-known greedy heuristic that takes O(n3) under
the worst-case analysis. In order to build the instances of the DLP , A should
generate c prime numbers and use the modular exponentiation algorithm c · n
times whose complexity is O(c ·n · log3 l) (where l = max

i=1,2,...,c
{pi}). The response

associated to the challenge b = 0 takes constant time, whereas if the challenge
chosen by B is b = 1 the computation of the answer takes linear time. Hence, the
computational complexity associated to A may be estimated by O(n3), which
confirms that the assumed restriction of the capabilities of A to polynomial time
is possible.

The operations corresponding to B when he has to verify the answers pro-
vided by A depend on the challenge chosen by him. So, if the challenge is b = 0,
then B should compute several exponential operations that take O(c · log3l). On
the other hand, also the operations associated to the process of verification when
the challenge is b = 1 are of order O(c · log3l).
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Regarding the communication complexity, in the pre-processing stage the
prover should publish the graph G = (V,E), so O(|E| · log(n)) determines the
size of the file containing it. Furthermore, the committed vectors are formed by
n ·c integers and the response to both challenges is composed by two integers, so
the corresponding communication complexity of the algorithm is O(m·c·log(n)).

So, a question regarding the use of IV SP −ZKPK algorithm that deserves
special attention is the choice of parameters such as n, c and pi. In order to
guarantee the security of the scheme, graph’s size n and primes pi should be
large enough, whereas it is convenient that the number of colours c be small
in order to reduce communication complexity. Also generation and computer
representation of random graphs G are important factors having a profound
effect on the complexity of the algorithm. In particular, experimental analyzes
of generations of graphs guaranteeing the difficulty of the IV SP recommends
the use of n > 1000, [2].

6 Conclusions

In this work a new computational zero-knowledge proof of knowledge has been
described for the independent vertex set Problem. Its validity based on the dif-
ficulty of the discrete logarithm problem has been formally established.

Among known schemes based on NP-complete problems, the one proposed
in this paper is one of the most efficient when parameters are adequately chosen.
Due to its efficiency and to the basic problem of the independent vertex set
problem, the proposed scheme may be used for identification and access control
systems, as well as for the design of secure network protocols for broadcast
channels and for the computation of access structures.

A full comparison among the computational efficiency of the proposed algo-
rithm and other previous schemes is part of a work in progress. Also a forth-
coming version of this work will include some open questions such as the range
of parameters that guarantees both security and efficient performance.
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1 D.E.I.O.C. University of La Laguna. 38271 La Laguna, Tenerife, Spain
pcaballe@ull.es

2 Institute of Applied Physics. C.S.I.C. Serrano 144, 28006 Madrid, Spain
amparo@iec.csic.es

Abstract. The main idea behind this paper is to improve a known plain-
text divide-and-conquer attack that consists in guessing the initial state
of a Linear Feedback Shift Register component of a keystream genera-
tor, and then trying to determine the other variables of the cipher based
on the intercepted keystream. While the original attack requires the ex-
haustive search over the set of all possible initial states of the involved
register, this work presents a new and simple heuristic optimization of
such an approach that avoids the evaluation of an important number
of initial states when launching a constrained edit distance attack on
irregularly clocked shift registers.

1 Introduction

Stream ciphers have extensive applications in secure communications, e.g. wire-
less systems, due to different practical advantages such as easy implementation,
high speed and good reliability. When designing a stream cipher, the main goal
is to expand a short key into a long pseudorandom keystream in such a way that
it should not be possible to reconstruct the short key from the keystream. In
this work we focus on stream ciphers based on Linear Feedback Shift Registers
(LFSRs), such as A5 for GSM [12] or the function E0 for Bluetooth [2]. Other
examples of LFSR-based generators are LILI-II [3], Toyocrypt [5], Shrinking
[4] and Alternating Step [7] generators. All these generators produce keystream
sequence with high linear complexity, long period and good statistical proper-
ties, [10]. In particular, the two last generators were thoroughly analyzed in [14]
through a correlation attack based on a decoding problem.

The main idea behind this paper is to improve a known plaintext divide-and-
conquer attack that consists in guessing the initial state of an LFSR component
of the generator, trying to determine the other variables of the cipher based on
the intercepted keystream, and then checking that the initial guess was consistent
with the observed keystream sequence. Such an attack was first proposed in [8]
by means of a theoretical model and a distance function known as Levenshtein or
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edit distance. This distance was also used in [9] to attack a single LFSR-based
generator. On the other hand, it has been proven [13] that when the length of the
intercepted sequence is large enough, the number of candidate initial states is
small. The attack considered here may be seen as an extension of the constrained
edit distance attack to clock-controlledLFSR-based generators presented in [15].
Our main aim is to investigate whether the number of initial states to be analyzed
can be reduced independently of the length of the intercepted sequence. In fact,
this feature has already been pointed out in [6] as one of the most interesting
problems in the cryptanalysis of stream ciphers today. So, while according to the
original method, the attacker needs to traverse an entire search tree including
all the possible LFSR initial states, in this work we try to improve such an
attack by simplifying the search tree in such a way that only the most efficient
branches are retained. This new approach produces a significant improvement
in the computing time of the original edit distance attack since it implies a
dramatic reduction in the number of initial states that need to be evaluated.

This work is organized as follows. Section 2 introduces some definitions and
basic concepts regarding the computation of constrained edit distances. In Sec-
tion 3, some ideas for an efficient initial state selection method are introduced.
Such a method allows us both to deduce a threshold value for the edit distance,
and to discard beforehand an important number of initial states. Section 4 pro-
vides the full description of the improved algorithm, which takes advantage of
the threshold value described in the previous Section. Finally, Section 5 contains
simulation results while in Section 6 several conclusions are drawn.

2 Constrained Edit Distance Attack

The Levenshtein or edit distance may be defined as the minimum number of el-
ementary operations (insertions, deletions and substitutions) required to trans-
form one sequence X of length N into another sequence Y of length M . Some
of the different applications of the edit distance are, for instance, file revision,
spell correction, plagiarism detection, molecular biology, and speech recognition.
The dynamic programming approach is a classical solution for computing the
edit distance matrix, where the distances between longer and longer prefixes of
the sequences are successively evaluated until the final result is achieved. When
applying an edit distance attack to a stream cipher and depending on the gen-
erator design, some edit operations may be restricted. In this case, a so-called
constrained edit distance may be necessary.

The specific theoretical model considered in this work for the attacked gen-
erator is described in Fig. 1. As usual, it is assumed that the LFSR feedback
polynomial is known. The use of this general model implies that the known
plaintext attack is applicable not only to those generators that fit exactly the
simplest version of such a model but also to all the sequences produced by more
complex generators that also fulfills the description. In this latter case, it is
understood that the attack will provide a simpler equivalent description of the
original attacked generator.
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Fig. 1. Theoretical model

An essential step in edit distance attacks is the computation of the edit
distance matrix W = (wi,j), i = 0, 1, . . . , N −M, j = 0, 1, . . . ,M associated with
each possible couple of sequences X and Y where Y represents the intercepted
keystream sequence while X is each one of the LFSR sequences produced by each
one of the possible initial states. In the following, some of the parameters of such
a matrix are described. Firstly, its dimension is (N−M+1)(M+1). Secondly, the
element wN−M,M represents the edit distance between the sequences X and Y .
Lastly, each element of the matrix wi,j corresponds exactly to the edit distance
between prefix subsequences x1, x2, . . . , xi+j and y1, y2, . . . , yj.

In the constrained edit distance attack here analyzed only deletions and
substitutions are allowed. Those two elementary operations may be seen as
the result of an irregular decimation on the LFSR sequence plus the addi-
tion of a noise sequence respectively. Furthermore, in this work it is assumed
that the number of consecutive deletions is 1 (constrained edit distance). Un-
der this hypothesis, the length of X may be estimated as N ≈ 3M/2, which
coincides with the mathematical expectation. The previous hypothesis implies
that the computation of 2(N −M)(N −M + 1) elements of the matrix W cor-
responding to the two triangles: {wi,j : i = 1, . . . , N − M, j = 0, . . . , i − 1} and
{wi,j : i = 0, . . . , N − M − 1, j = 2M − N + 1 + i, . . . ,M} can be avoided.
The remaining elements wi,j of the constrained edit distance matrix W may be
computed recursively by columns according to the formulas in Equation (1).

w0,0 = 0
wi,j = min{wi,j−1 + Ps(xi+j , yj), wi−1,j−1 + Pd(xi+j , yj)} where

Ps(xi+j , yj) =
{

0 if xi+j = yj

1 if xi+j �= yj

Pd(xi+j , yj) =
{

1 if xi+j = yj

2 if xi+j �= yj
(1)

The elements of the matrix W may be seen as costs of optimal paths in an
induced graph with as many vertices as elements in the matrix W . Moreover,
the arcs have costs 0,1 or 2 depending on the coincidences between the corre-
sponding bits of Y and X , (see equation (1)). In such an induced graph, the
optimal paths between the source associated with the element w0,0 and the sink
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corresponding to the element wN−M,M give us the solution of the cryptana-
lytic attack by specifying both decimation and noise sequences D = {dn} and
B = {bn}, respectively.

Example : For an intercepted keystream sequence Y :1101011 of length M=7 and
a candidate sequence X :1110110111 of length N=10, the constrained edit dis-

tance matrix is: W =

⎛⎜⎜⎝
0 0 0 1 2 − − −
− 1 1 1 1 2 − −
− − 3 3 2 2 2 −
− − − 5 5 4 3 3

⎞⎟⎟⎠. The graph induced by this matrix

is shown in Fig. 2 where the twelve optimal paths are remarked in bold.

Fig. 2. Induced graph and optimal paths

From those optimal paths, the 12 possible solutions to the cryptanalysis
corresponding in this case to decimation without noise are expressed in terms of
decimation sequences D.

D = {dn} :

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0010010010 : Solution1; 0010010100 : Solution2
0010100010 : Solution3; 0010100100 : Solution4
0100010010 : Solution5; 0100010100 : Solution6
0100100010 : Solution7; 0100100100 : Solution8
1000010010 : Solution9; 1000010100 : Solution10
1000100010 : Solution11; 1000100100 : Solution12

3 Threshold Search

The main idea behind the method described in this section comes from the
association between bits xi+j of X and arcs of the graph induced by the matrix
W . In particular, we consider cut sets between the source and the sink in the
induced graph, which allow us to define two sets of conditions for the sequences
X either to establish a threshold edit distance or to discard a set of initial states.
In this way, once a subsequence of Y fulfills some of the previous conditions, the
cost of the corresponding cut set can be guaranteed either to be minimum or
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not to be minimum, respectively. This fact has direct consequences on the costs
of the optimal paths, that is to say, on the edit distances.

The cut sets that we use in this work are defined as follows. Each cut set
Ci+j , 1 ≤ i + j ≤ N contains both the set of all the arcs corresponding to the
vertex xi+j , and all those arcs corresponding to bits xw with w > i + j whose
output vertex is one of the output vertices of the former set. From these cut sets,
we deduce several independent conditions on the sequence Y that may be used
to guarantee both a decrease and an increase on the edit distances of different
sequences X . In particular, the conditions obtained from the defined cut sets
may be described by the formulas in Equation (2).

∀j : 1, 2, . . . , �M/2�; yj = yj−1 = yj−2 = · · · = yj/2�
∀j : �M/2�+1, �M/2�+2, . . . , �3M/4�−1; yj = yj−1 = · · · = yj−(M−2)/4� (2)
∀j : �3M/4�, �3M/4� + 1, . . . ,M ; yj = yj−1 = yj−2 = · · · = y2j−M

The checking procedure of these hypothesis takes polynomial time as it im-
plies a simple verification of the lengths of the runs in Y . After having checked
each hypothesis separately, the tools used to verify both sets of conditions on X
are described in terms of a pattern and a counterpattern, which are made out
of independent bits of X according to the formulas in Equation (3).

∀j : 1, 2, . . . , �M/2�; if yj = yj−1 = yj−2 = · · · = yj/2� then{
xj = xj+1 = yj X − Pattern
xj = xj+1 �= yj X − Counterpattern

∀j : �M/2� + 1, . . . , �3M/4� − 1; if yj = yj−1 = · · · = yj−(M−2)/4� then{
x2j−M/2� = x2j−M/2�+1 = x2j−M/2�+2 = yj X − Pattern
x2j−M/2� = x2j−M/2�+1 = x2j−M/2�+2 �= yj X − Counterpattern

∀j : �3M/4�, �3M/4� + 1, . . . ,M ; if yj = yj−1 = yj−2 = · · · = y2j−M then{
x2j−M/2� = x2j−M/2�+1 = x2j−M/2�+2 = yj X − Pattern
x2j−M/2� = x2j−M/2�+1 = x2j−M/2�+2 �= yj X − Counterpattern

(3)

The X-pattern allows to discover initial states producing sequences X with a
low edit distance. Furthermore, the X-pattern provides a good quality threshold
for the method that will be described in the following Section. On the other
hand, sequences X fulfilling the X-counterpattern lead to high edit distance
values and consequently may be directly discarded.

Example : Given a sequence Y of length M=7 and a candidate sequence X
of length N=10, we may define the cut sets shown in Fig. 3. The 6 independent
hypothesis on runs in Y that are deduced from those cut sets are y2 = y1, y3 = y2,
y4 = y3 = y2, y5 = y4 = y3, y6 = y5 = y4, and y6 = y5. Consequently, since the
example Y :1101011 only fulfills the first hypothesis, the second and third bits
are fixed in both the X-pattern and the X-counterpattern. If the length of the
LFSR equals 9 and its feedback polynomial is 1+x+x3 +x4 +x9, then only 16
initial states (out of the 29 = 512 possible) will satisfy the X-pattern:111.....11
and may be considered as the most promising initial states. Consequently, they
need to be fully evaluated in order to deduce a threshold on the edit distance.
On the other hand, the counterpattern of X is defined by: 000.....00. In a similar
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Fig. 3. Cut sets

way as before, only 16 initial states (out of the 29 = 512 possible) will satisfy the
X-counterpattern. They must be rejected as they are the less promising initial
states. Indeed, in this example, it may be checked that there are 10 sequences
X fulfilling the X-pattern that are solutions to the cryptanalysis. In fact, their
edit distance is 3 that is precisely the minimum edit distance for this example.
Moreover, it might be also verified that all the 16 initial states fulfilling the
X-counterpattern lead to edit distances greater than 3.

4 Improved Attack

The threshold obtained through the X-pattern as well as the discarded initial
states deduced from the X-counterpattern are items of the improved attack
that is described in this Section. The algorithm here developed makes use of a
new concept, the so-called bad column, which leads to a considerable saving in
the computation of the edit distance matrices. A bad column with respect to a
threshold T may be defined as a column j0 of the edit distance matrix W such
that each one of their elements fulfills the Equation (4):

wi,j0 > T − (N −M − i), ∀i (4)

Once an edit distance threshold has been obtained, we may use such a thresh-
old to stop the computation of any matrix W as soon as a bad column has been
detected. This is due to the knowledge that the edit distance corresponding to
the candidate initial state will be greater than the threshold. In this simple way,
two new improvements on the original attack may be achieved. On the one hand,
as yet mentioned, the computation of any matrix may be stopped as soon as a
bad column is obtained. On the other hand and thanks to the association between
bits xi+j and arcs of the graph, we may define a new counterpattern on the initial
states of the LFSR, the so-called IS-counterpattern. This new concept will allow
us to discard the set of initial states fulfilling such an IS-counterpattern when
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an early bad column has been detected. This is so because once a bad column
has been obtained, it is possible to discard directly all the initial states whose
first bits coincide with those used within the computation of the bad column.
Note that in order to take full advantage of bad columns, it is convenient to have
some efficient way of obtaining soon a good threshold. That is exactly the effect
of the X-pattern described in the previous section.

We are now ready to describe the improved edit distance attack algorithm

Algorithm
Input: The intercepted keystream sequence Y of length M , and the feedback
polynomial of the LFSR of length L.
Output: The initial states of the LFSR producing sequences X of length 3M/2
whose constrained edit distance is minimum, and the corresponding decimation
and noise sequences D and B, respectively.

1. Verification of the hypothesis on Y described in Equation (2) .
2. Definition of the X-pattern and X-counterpattern according to Equation

(3).
3. Rejection of all initial states that produce sequences X fulfilling the X-

counterpattern.
4. For each initial state that produces a sequence X fulfilling the X-pattern:

(a) Computation of the edit distance matrix according to Equation (1).
(b) Updating of the threshold T .

5. For each initial state producing a sequence X that does not fulfill the X-
pattern and that has not been previously discarded:
(a) Computation of the edit distance matrix stopping when detection of bad

columns according to threshold T and Equation (4).
(b) Definition of the IS-counterpattern.
(c) Rejection of all initial states producing sequences X fulfilling the IS-

counterpattern.
6. For each initial state producing a sequence X with minimum edit distance:

(a) Recovery of the optimal paths from the graph induced by the edit dis-
tance matrix.

(b) Translation from each optimal path into a couple of decimation and noise
sequences (D,B).

Example :
Given a sequence Y :1101011 of length M=7, and the feedback polynomial: 1 +
x+x3 +x4+x9 of the LFSR of length L=9. Since the unique hypothesis fulfilled
by Y is: y2 = y1, the X-pattern:111.....11, and the X-counterpattern:000.....00.
So, we have the consequent rejection of the 16 initial states producing sequences
of the form 000.....00. Also, for each one of the 16 initial states generating se-
quences of the form 111.....11 the edit distance matrix is computed, and from
this computation the threshold T=3 is obtained. For the remaining 480 initial
states, we start computing the edit distance matrix, and stop as soon as a bad
column for the threshold T=3 is detected. In particular, we have to start to
evaluate:
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– 1 initial state in order to discard 27 = 128 initial states, including those ones
discarded by the X-counterpattern, corresponding to matrices W containing
the bad column j0=1.

– 3 initial states in order to discard 96 initial states due to the fact that the
column j0=2 of W is a bad column.

– 5 initial states which allow us to discard 40 initial states due to the fact that
the column j0=3 of W is a bad column.

– 12 initial states which allows us to discard 48 initial states (including 2 that
fulfill the pattern) due to the fact that the column j0=4 of W is a bad column.

– 24 initial states in order to discard 48 initial states (including 3 states ful-
filling the pattern) due to the fact that the column j0=5 of W is a bad
column.

– 42 initial states where the column j0=6 of W is a bad column.
– 39 initial states where the column j0=7 of W is a bad column.

Regarding solutions, in this example we find exactly 48 initial states producing
sequences X with edit distance equal to 3. In fact, 10 initial states were directly
detected in Step 4, while the remaining 38 solution states turned up as a result
of the last step. For each one of the 48 initial states producing a sequence X with
minimum edit distance, we have to recover the optimal paths from the graph in
order to translate them into decimation and noise sequences.

5 Simulation Results

The next table shows some results for experimental implementations of the algo-
rithm. At column denoted Pol., the positive exponents of the feedback polyno-
mial of the LFSR are represented. The columns denoted Seq.count.pat. display
the number of sequences that fulfill the X-counterpattern (X-pattern). The col-
umn marked with Sol.pat. gives the number of initial states producing sequences
X that are solutions. Thres. and Dist. are the columns where the obtained
threshold and the minimum edit distance are shown. Finally, %Sav reflects a
lower bound on the percentage of saving in the computing time and memory
of the proposed algorithm compared with the original constrained edit distance
attack.

From these randomly generated examples, we may deduce a general clas-
sification of inputs into several cases. The best ones correspond to patterns
which directly identify solutions. Contrarily, bad cases are those in which the
pattern is not fulfilled by any initial state. Such cases are generally associated
with long runs at the beginning and at the end of the sequences Y . Finally,
the medium cases are those for which, despite the non existence of solutions
fulfilling the pattern, a good threshold is obtained. Such cases allow a good
percentage of saving in computing thanks to the detection of many early bad
columns.
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N M L Pol. 2L Seq.count.pat. Sol.pat. Thres. Dist. %Sav.
20 15 7 1,7 128 0 0 - 5 28.3
30 20 9 1,3,4,9 512 1 0 11 10 56.3
33 22 7 1,7 128 2 1 12 12 30.7
45 30 7 1,7 128 0 0 - 16 20.8
75 50 7 1,7 128 8 0 27 29 24
150 100 9 1,3,4,9 512 32 0 57 55 36.3
300 200 13 1,3,4,13 8192 128 0 115 114 25.9
450 300 17 3,17 131072 512 0 174 173 20.6
750 500 14 1,3,5,14 16384 1024 1 291 291 28.33

These empirical results show that in most cases the improvement in time
complexity of the attack is greater than 25%. Furthermore, it is clear that the
worst outcomes appear when the initial results in steps 1 to 4 are not ade-
quate as there are not initial states fulfilling the pattern or the counterpattern.
Since the hypothesis on Y are independent, the groups of bits in the X-pattern
and in the X-counterpattern are also independent. Consequently, the condi-
tions may be considered separately defining in this way a relaxed X-pattern and
X-counterpattern which may lead to sequences that fulfill them. In addition,
empirical results have shown that intercepted sequence Y with short runs at the
beginning and at the end cause a greater improvement in the time complexity of
the attack. Thus, another way to avoid a bad behavior of the original algorithm
is by choosing subsequences from the intercepted sequence Y that have no too
long runs at the beginning and at the end, and applying the algorithm to each
one of these subsequences.

6 Conclusions

In this work a new algorithm based on two different and independent ways to im-
prove a known constrained edit distance attack on clock-controlled LFSR-based
generators has been proposed. The described algorithm avoids the exhaustive
search over all the initial states of the involved LFSRs. The most remarkable
aspect of this work is that the general ideas that have been proposed may be
applied to attack any clock-controlled LFSR-based stream cipher.
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Abstract. For protocol analysis, we have to capture the protocol speci-
fication, the security goals of the protocol, and the communications envi-
ronment it is expected to run in. In the research literature, the emphasis
is usually on verification techniques and on the modelling of security
properties, while in most cases the default for the communications envi-
ronment is an unstructured network totally controlled by the attacker.
This paper will argue that for the analysis of the kind of protocols de-
veloped today, more specific models of the communications network are
required. To support this argument, a number of recently proposed se-
curity protocols with novel features will be briefly discussed.

1 Introduction

The design of security protocols has a reputation of being ‘difficult and error
prone’. While this difficulty is sometimes exaggerated, there is certainly a case for
a proper formal analysis of widely deployed security protocols. When analyzing
a protocol we are given a description of the protocol, a set of security goals, and
a model of the underlying communications system. We then check whether the
protocol meets its desired goals.

The research community has discussed conventions for describing protocols,
and there exist proposals for protocol description languages such as CAPSL1.
There has been a change in conventions from defining protocols as sequences of
messages exchanged, to defining protocols as collections of interacting processes.
The latter approach has the advantage that all checks a protocol participant
makes before moving to the next stage are made explicit.

Equally, the importance of distinguishing security properties in all their nu-
ances is widely acknowledged and there has been much research on this topic.
Current ‘application level’ definitions for the properties of cryptographic prim-
itives and mechanisms can be found in [9]. A discussion of various authentica-
tion properties is given in [5]. There has also been much work in the field of
cryptographic theory on teasing out subtle differences in the security properties
cryptographic mechanisms might be asked to fulfil.

1 For a CAPSL tutorial see http://www.csl.sri.com/users/millen/capsl/
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2 The Dolev-Yao Model

In contrast, less effort has been spent on modelling the communications environ-
ment. Indeed, protocol analysis often tries to assume as little as possible about
the communications system and gives all messages to the adversary for delivery.
This approach is often presented as analysis in the Dolev-Yao model [4]. The
model makes two independent assumptions:

– Cryptography is ‘perfect’. The adversary does not try to exploit any weak-
ness in the underlying cryptographic algorithms but only algebraic properties
of cryptographic operators and interactions between protocol messages.

– The adversary can observe and manipulate all messages exchanged in a pro-
tocol run and can itself start protocol runs.

The second assumption was already stated by Needham and Schroeder [10]:

We assume that the intruder can interpose a computer in all communica-
tion paths, and thus can alter or copy parts of messages, replay messages,
or emit false material. While this may seem an extreme view, it is the
only safe one when designing authentication protocols.

Analysing protocols in a setting as general as possible is, however, not nec-
essarily a route to higher security. Protocols may make use of features of the
particular environment they were designed for so showing that a protocol does
not meet is goal in a more general setting is useful side-information but should
not be automatically classified as an attack.

3 Agility

We can analyze protocols that should meet well established security requirements
and use established security primitives. Typical examples are the protection of
message confidentiality through encryption, the protection of message integrity
through message authentication codes or digital signatures, and the establish-
ment of a security association between two peer nodes. Today, these mechanisms
are found in networks at the IP layer (IPsec) at the transport layer (SSL) and
now also at the web services layer. When dealing with established goals and
mechanisms, security goals, assumptions about the environment, and standard
cryptographic primitives can be integral parts of the methodology.

As an example, the BAN logic of authentication [3] assumes that attackers
are outsiders and this is reflected even in its axioms, in particular in its message
meaning rule for shared secrets. This rule says that if principal A receives a
message containing a secret shared with principal B, A can conclude that the
message came from B. However, a dishonest principal B might pass the secret
to a third party and thus potentially deceive A about the source of messages. If
assumptions like this are hard-coded into the verification methodology, changes
about goals, primitives, and environment would require some redesign of the
methodology.
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There is a second direction in protocol analysis, viz the study of protocols
that should meet novel requirements. In this case, we need agile methodologies
where specific adversaries (rather than the general Dolev-Yao adversary) and
new security requirements can be defined conveniently. Note that in most cases
new protocols are designed because new requirements have emerged, so that
traditional security assumptions have to be adjusted. For illustration, we briefly
sketch four specific scenarios, together with observations on how established
security assumptions may change.

4 Mobile IPv6 Binding Updates

In mobile IP, each host has a home address (HoA) at its home network and
can always be reached via this address. Moreover, the mobile node has a secure
tunnel to its home network. When a mobile node moves to a new location, it
might tell its correspondent node that it has moved to a new care-of-address
(CoA). The correspondent node could then update its binding cache that links
the home address and care-of-address of the mobile node. If the correspondent
node cannot check that the binding updates it receives are factually correct, an
attacker could spread misinformation about the location of other nodes (can be
prevented by authenticating the origins of update requests) or could lie about
its own location (authentication is of no help) as part of denial-of-service attacks
that flood the victim with data the attacker had requested for itself (bombing
attacks).

The binding update protocol for mobile IPv6 [2, 7] works as follows (figure 1).
The mobile node starts by sending a Home Test Init message (HoTI) via the
home network and a Care-of Test Init message (CoTI) directly to the correspon-
dent. The correspondent replies to both requests independently. A Home Test
(HoT) message containing a 64-bit home keygen token K0 and a home nonce
index i is sent to the mobile node via the mobile’s home address. A Care-of Test
(CoT) message containing a 64-bit care-of keygen token K1 and a care-of nonce
index j is sent directly to the claimed current location2. The mobile node uses
both keygen tokens to compute a binding key

Kbm:= SHA1(home keygen token||care-of keygen token),

and the Binding Update (BU) authenticated by a 96-bit MAC

HoA, i, j, HMAC SHA1(Kbm, CoA||CN||BU) 96.

This protocol does not rely on the secrecy of cryptographic keys but on re-
turn routability. The correspondent checks that it receives a confirmation from
2 Nonces are used to make the protocol stateless for the correspondent. The keygen

tokens are derived from a long term node key and nonces. The mobile node returns
the indices in its final message allowing the correspondent node to look up the nonces
and recalculate the keys.
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HoTI ��

CoTI �

HoT: K0, i��

CoT: K1, j�

MAC(Kbm, CoA||CN||BU) �

correspondent nodehome networkmobile node

Fig. 1. Mobile IUPv6 binding update protocol

the advertised location. The threat model assumes that messages over the fixed
Internet are considered secure or can be protected otherwise. Hence, keys K0 and
K1 may be sent in the clear. These keys could also be interpreted as challenges
(nonces) that bind identity to location through the binding key Kbm. In commu-
nications security the term authentication typically refers to the corroboration
of a link between an identity of some kind and an aspect of the communications
model, like a message or a session [5]. In this interpretation, binding update
protocols provide location authentication.

5 Middleboxes

Protocols for the ‘real’ Internet have to consider so-called middleboxes like Net-
work Address Translators (NATs) and firewalls. Protocols like HIP (Host Iden-
tity Protocol) provide mobile nodes with identifiers above the IP layer that do
not change when nodes move and the IP address changes, and maintain a map-
ping between the identifier and the IP address. However, when the protocol has to
traverse middleboxes several problems can arise. For example, a node may be be-
hind a NAT so its true address is not visible to its peer so the middlebox may have
to act as a proxy and provide the mapping between identifier and actual address.
There may also be problems with firewalls that permit traffic only in one direction
as the protocols updating the address often include messages in both directions.

As a further problem, a node may tell its firewall to let packets from its corre-
spondent pass, but when the correspondent changes its location the firewall rules
have to be updated. Then, schemes for protecting the instructions to the firewall
have to be implemented. Issues of this kind are discussed, e.g. in [11]. These
examples should illustrate why a simple ‘Alice & Bob’ model of communications
is no longer appropriate when designing, and analysing security protocols at the
IP layer.

6 Multi-layered Protocols

Multi-layered authentication protocols try to derive security properties at a
higher protocol layer from guarantees given at a lower layer. For example, the
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variants of EAP [1] use identifiers at different layers. A principal thus can be
known by distinct identities at each layer. Hence, security analysis also has to
check the binding that is intended (or not intended, when privacy is a goal)
between the different identifiers of a single principal. An example for the pitfalls
one has to be aware of when dealing with this issue is reported in [8]. Again, we
note that the Alice & Bob view of the world is too simplistic.

7 Sensor Networks

The Canvas protocol [12] provides data integrity in a sensor network by relying
on independent witnesses but does not provide data origin authentication at the
same time. We will give a slightly abbreviated version of the discussion in [6]. Let
us assume that nodes can communicate with their direct neighbours and have
information about nodes in their vicinity, but no means for authenticating arbi-
trary nodes in the network. I.e., there is nothing like a public key infrastructure.
Nodes share secret keys with nodes that are one or two hops away. Message au-
thentication codes protect the integrity of messages transmitted between nodes
that have shared keys.

Nodes can inject new messages into the network and forward messages they
receive. We assume an algorithm exists for routing message sin the network. We
want to achieve data integrity. Forwarded messages cannot be manipulated or
inserted3:

Definition 1. Data integrity is the property whereby data has not been altered
in an unauthorized manner since the time it was created, transmitted, or stored
by an authorized source [9].

Defence against the creation of messages with bad content is a separate issue
that is not being addressed here.

In this network, the creator of a message cannot vouch for its integrity as
nodes further away would not share a key with the originator. The Canvas pro-
tocol thus uses interwoven authentication paths for data integrity. Forwarding
of messages works as follows. Let Kxy denote a symmetric key shared by nodes
X and Y and let A, B, C, D, denote nodes in the network. A message m is
forwarded from B to C as follows (figure 2):

B → C : m,A,B,D, h(Kac,m), h(Kbc,m), h(Kbd,m)

Node A had forwarded the message to B, nominated C as the next node, and
included the authenticator h(Kac,m). In turn, B nominates D as the next node
and constructs authenticators h(Kbc,m) and h(Kbd,m). The recipient C checks
the two authenticators h(Kac,m) and h(Kbc,m), and discards m if authentica-
tion fails.
3 Source [12] refers to message authentication, but in [9] this term appears as a syn-

onym for data origin authentication.



370 D. Gollmann

��
..............
...............
.................
........................

.......................................................................................................................................................................�
..........................................................................................................................................................................

.......................
..................
..............
............

�

�D�
..............
...............
.................
........................

.......................................................................................................................................................................�
..........................................................................................................................................................................

.......................
..................
..............
............

�
h(Kbd, m)

�C�
..............
...............
.................
........................

.......................................................................................................................................................................h(Kbc, m)�
..........................................................................................................................................................................

.......................
..................
..............
............

�
h(Kac, m)

�B�
..............
...............
.................
........................

.......................................................................................................................................................................h(Kab, m)�
..........................................................................................................................................................................

.......................
..................
..............
............

�

�A�
..............
...............
.................
........................

.......................................................................................................................................................................�
..........................................................................................................................................................................

.......................
..................
..............
............

�

��

Fig. 2. The Canvas protocol

Obviously, if A and B collude they can modify m without being detected
by C. However, it can be shown that the protocol achieves its goal if no two
adversarial nodes are direct neighbours [12]. This observation contradicts a view
widely held in communications security that data integrity and data origin au-
thentication are equivalent properties, see e.g. [9, page 359].

Definition 2. Data origin authentication (message authentication) is a type of
authentication whereby a party is corroborated as the source of specified data
created at some time in the past [9].

By definition, data origin authentication includes data integrity. Conversely,
in a communications system where the sender’s identity (address) is an integral
part of a message, a message with a forged sender address must not be accepted
as genuine. To check the integrity of a message we would also have to verify
its origin. Moreover, if messages pass through a network that is controlled by
the adversary, we can only rely on evidence provided by the sender to verify
that a message has not been altered in transit. For both reasons data integrity
includes data origin authentication, but only under the specific assumptions we
have made about the communications system.

As a final twist to this discussion, we show that there exists an attack if we
adjust assumptions about the adversary. Adversarial nodes still cannot be direct
neighbours but they may agree a-priori on a strategy for modifying messages
and know their respective routing strategies. Two adversarial nodes A and C
separated by a honest node B can collude to change a forwarded message m to
m̃. The attack in figure 3 targets a node that can be reached in one hop from
one of the adversarial nodes and in two hops from the other.

1. Adversary A forwards message m to B, naming C as the next node and
including h(Kae, m̃) in place of the authenticator h(Kac,m); E has to be a
node that can be reached in one hop from C and in two hops from A.

2. Node B successfully checks the authenticators for m, names D as the next
node, and forwards h(Kae, m̃) unchecked.

3. Adversary C receives m from B, changes it according to the pre-arranged
strategy to m̃, generates authenticators for the modified message, and for-
wards those together with h(Kae, m̃) to E.

4. Node E receives the modified message m̃ with valid authenticators from A
and C and accepts it as genuine.

This attack could be prevented if E knows about valid routes in the network.
By assumption, A and C are not direct neighbours so messages could not arrive
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Fig. 3. An ‘attack’ on the Canvas protocol; dotted lines indicate unused links

along the route A → C → E. However, this would constitute yet another change
in assumptions. So far, nodes were only storing keys for some neighbours but
had no further information about the network topology.

8 Conclusion

We have given examples that have introduced location and return routability
as new aspects that have to be captured in protocol analysis. We have pointed
to issues that arise when parties have to communicate via middleboxes so that
traffic identifiers change along a route. We have mentioned layered protocols and
the problems of matching identifiers at different layers of the protocol stack. In
the final example, security was relying on the fact that adversarial nodes are
sufficiently isolated so that they cannot violate message integrity.

For the analysis of such protocols, we need methodologies that allow us to
capture relevant aspects of the communications environment. We have to be
able to specify which nodes are honest, and which communication links are
not controlled by the adversary. We might have to accommodate new security
properties, and maybe even new axioms for location-based arguments like return
routability. For the analysis of such protocols, we may also have to change the
way we think about security. Axioms in the logical derivation systems used may
only hold under certain assumptions, and even the familiar security terminology
may implicitly reflect assumptions about the communications system. The major
challenge here is to check evaluation methodologies for traces of the Dolve-Yao
model so that we understand which aspects of the methodology depend on its
assumptions.

References

1. B. Aboba, L. Blunk, J. Vollbrecht, J. Carlson, and H. Levkowetz. Extensible Au-
thentication Protocol (EAP), June 2004. RFC 3775.

2. Tuomas Aura, Michael Roe, and Jari Arkko. Security of Internet location manage-
ment. In Proceedings of the 18th Annual Computer Security Applications Confer-
ence, pages 78–87, December 2002.

3. Michael Burrows, Mart́ın Abadi, and Roger Needham. A logic of authentication.
DEC Systems Research Center, Report 39, revised February 22 1990.



372 D. Gollmann

4. Danny Dolev and Andrew C. Yao. On the security of public key protocols. IEEE
Transactions on Information Theory, IT-29(2):198–208, March 1983.

5. Dieter Gollmann. Authentication by correspondence. IEEE Journal on Selected
Areas in Communications, 21(1):88–95, January 2003.

6. Dieter Gollmann. Challenges in protocol design and analysis. In J.D. Tygar D.T.
Lee S.P. Shieh, editor, Computer Security in the 21st Century, pages 7–22. Springer,
2005.

7. D. Johnson, C. Perkins, and J. Arkko. Mobility Support in IPv6, June 2004. RFC
3775.

8. Catherine Meadows and Dusko Pavlovic. Deriving, attacking and defending the
gdoi protocol. In Proceedings ESORICS 2004, LNCS 3193, pages 53–72. Springer
Verlag, 2004.

9. Alfred J. Menezes, Paul C. van Oorschot, and Scott A. Vanstone. Handbook of
Applied Cryptography. CRC Press, Boca Raton, FA, 1997.

10. Roger M. Needham and Michael D. Schroeder. Using encryption for authentication
in large networks of computers. Communications of the ACM, 21:993–999, 1978.

11. Hannes Tschofenig, Andrei Gurtov, Aarthi Nagarajan, Murugaraj Shanmugam,
and Jukka Ylitalo. Traversing middleboxes with the host identity protocol. In
Proceedings of ACISP 2005, July 2005.

12. Harald Vogt. Integrity preservation for communication in sensor networks. Tech-
nical Report 434, ETH Zürich, February 2004.
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Abstract. The main goal of this work is to improve the automatic interpretation of 
ocean satellite images. We present a comparative study of different classifiers: 
Graphic Expert System (GES), ANN-based Symbolic Processing Element (SPE), 
Hybrid System (ANN – Radial Base Function & Fuzzy System), Neuro-Fuzzy 
System and Bayesian Network.. We wish to show the utility of hybrid and neuro-
fuzzy system in recongnition of oceanic structures. On the other hand, other ob-
jective is the feature selection, which is considered a fundamental step for pattern 
recognition. This paper reports a study of learning Bayesian Network for feature 
selection [1] in  the recognition of oceanic structures in satellite images.  

1   Structure of the Automatic Interpretation System 

Fig. 1 depicts the overall structure of the system that has been developed. In a first 
step, the raw image is processed by means of algorithms such as radiometric correc-
tion, map projection and land masking. These are well known techniques also used 
when the analysis is made by human experts. However, we don’t make any image 
enhancement like histogram equalization or contrast stretching that are appropriate to 
make some features visible to human eye but have no positive effects when the im-
ages are going to be processed by digital systems. 

The second step aims to detect  clouds pixels that are opaque to radiance data 
measured in the AVHRR infrared and visible scenes. Cloudy images are distorted in 
such a way that the zone affected isn’t of any value for our later processing, so we 
build a mask of 0s that will exclude these pixels [2]. 

The following task is the segmentation that will divide the whole image in regions. 
The idea is that each phenomenon of interest should coincide with one or a small set 
of the segmented regions. The nature of ocean dynamics makes very difficult this 
process that is nevertheless fundamental, so we’ve designed an iterative knowledge-
driven method to perform this part of the process pipeline [3]. 

The next task is the features or descriptors selection, which consists of selecting an 
optimal or sub-optimal feature subset from a set of candidate features. The most 
common framework for features selection is to define some criteria for measuring the 
goodness of a set of features, and then use a search algorithm to find an optimal or 
sub-optimal set of features [4]. We have used Bayesian networks for features selec-
tion in the recognition of oceanic structures in satellite images [5]. 
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Fig. 1. Structure of the ocean feature recognition system 

In the last step, each region produced in the segmentation is analyzed and, if the 
recognition is positive, it is labeled with the identifier of the matching structure. The 
structures of interest in the Canary Islands zone as defined in are: coastal upwell-
ing, warm eddies, cold eddies and island wakes. The vast majority of the regions that 
appear in the segmentation are of no special interest and they are labeled with a 0. 

We have implemented a redundant recognition subsystem. It has an ANN-based 
Symbolic Processing Element (SPE) module [6], a rule-based Graphic E.S. (GES) [3],  
Bayesian Network, Hybrid System (Artificial Neural Network based Radial Base 
Function and Fuzzy System based Sugeno) and Neuro-Fuzzy Systems (NEFPROX, 
ANFIS) performing the same task. The purpose is to test different methodologies and 
to provide a way to validate and compare these results. 

2   Detailed Process 

2.1   Feature Selection by Bayesian Network 

The most common framework for feature selection is to define criteria for measuring 
the goodness of a set of features, and then use a search algorithm that finds an optimal 
or sub-optimal set of features. Our goal in this step is to apply the theory of learning 
Bayesian Network to the reduction of irrelevant features [1] in the recognition of 
oceanic structures in satellite images [6]. 

The experiment was done over the feature set obtained in the work [6]. The learn-
ing algorithms (K2, VNSST, Naive-Bayes) have been evaluated with different con-
figurations of parameters to select the best configuration. Table 1 shows the summary 
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of comparative results generated from SPE (Neural Network) and Learning Bayesian 
Method. This method allows choosing a feature subset obtaining the same accuracy 
rate (about 80%) that with the initial feature set. 

Table 1. Comparative results of feature selection 

Algorithms Number of Features 
Symbolic Processing Element 50
K2 Learning 15
VNSST Learning 15
Naive-Bayes Learning 50

2.2   Classification 

All classifiers has been designed and tested with the same image data set. 

2.2.1   Hybrid System (Artificial Neural Network and Fuzzy System) 
Fuzzy modeling is one of the techniques currently being used for modeling nonlinear, 
uncertain, and complex systems. An important characteristic of fuzzy models is the 
partitioning of the space of system variables into fuzzy regions using fuzzy sets [7]. 
One of the aspects that distinguish fuzzy modeling from other black-box approaches 
like neural nets is that fuzzy models are transparent to interpretation and analysis (to a 
certain degree).  

Radial basis function networks and fuzzy rule systems are functionally equivalent 
under some conditions. Therefore, the learning algorithms developed in the field of 
artificial neural networks can be used to adapt the parameters of fuzzy systems. We 
use the relationship between RBF neural network and fuzzy system for classification 
purpose [8]. 

The operation begins training a neuronal network under initial conditions (equiva-
lence with fuzzy system). Neural network obtains a set of rules, that are used to build 
the fuzzy system. Both systems are used in classification processes. 

2.2.2   Neuro-fuzzy System 
Neuro-Fuzzy System refers to the combination of fuzzy set theory and neural net-
works with the advantages of both: 

1. Manage imprecise, partial, vague or imperfect information 
2. Handle any kind of information (numeric, linguistic, logical, etc.) 
3. Self-learning, self-organizing and self-tuning capabilities 
4. No need of prior knowledge of relationships of data 
5. Reduce human decision making process 
6. Fast computation using fuzzy number operations 

We use ANFIS [9] (Adaptative Network based Fuzzy Inference System), which is 
a fuzzy inference system implemented in the framework of adaptative network. 
ANFIS can serve as a base for constructing a set of fuzzy if-then rules with appropiate 
membership functions to generate the stipulated input-output pairs. 
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On the other hand, we use a general approach to function approximation by a 
neuro-fuzzy model based on supervised learning. NEFPROX [10] (NEuroFuzzyfunc-
tion apPROXimator) has a similar structure as the NEFCON model, but it is an exten-
sion, because it does not need reinforcement learning. On the other hand it also ex-
tends the NEFCLASS model [11], that can only be used for crisp classification tasks. 

2.2.3   Bayesian Networks 
Bayesian Networks provide an intuitive graphical visualization of the knowledge 
including the interactions among the various sources of uncertainty. Bayesian Net-
works are models for representing uncertainty in our knowledge. We use them in 
feature selection and classification.  

3   Results 

The information provided by knowledge driven classifiers are refurbished with the 
original segmentation to create images (Fig. 2) that show in a visual way each the la-
beled ocean feature of interest. Each feature is represented by different colored region 
in a map where each color represents one of the ocean phenomena we are looking for. 

   

Fig. 2. AVHRR scene (equalized) and feature map (orange:upwelling, red-green-blue: warm 
wakes,light blue: warm gyre) 

Results from systems SPEs,GES, HS, BN and NFS, depend mainly on the quality 
of  the images. In general, a good number of training images are needed. For GES, the  

Table 2. Comparative results of classification 

Classifier Accuracy Rate 
Hybrid System 60 %
NEFPROX 60 %
ANFIS 60 %
Bayesian Networks 
(K2,VNSST Learning)

80 %

S.P.E. 80 %
G.E.S.  95 %
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best results are achieved when the human expert provides the system with specific 
knowledge about the target area. When these requisites are met, the systems produce 
positive ocean structures recognition, which is shown in table 2. 

4   Conclusions 

We have explored the use of Bayesian networks as a mechanism for feature selection 
in a system for automatic recognition of ocean satellite images. The use of Bayesian 
networks has provided benefits with respect to SPE, not only in the reduction of rele-
vant features, but also in discovering the structure of the knowledge, in terms of the 
conditional independence relations among the variables. In future works we plan to 
improve the accuracy rate of the system including more variables. Furthermore, we 
expect to use models to avoid the discretisation of the continuous features when learn-
ing Bayesian networks.  

On the other hand, obtained results aren´t expected for classification process by 
hybrid and neuro-fuzzy system. They don´t correspond with results of other cassifiers 
(EPS, GES and Bayesian Network). The main problem is the number of generated 
rules, which is excessive. In future works we plan to improve the accuracy rate of the 
hybrid and neuro-fuzzy systems including more variables, tunning training parame-
ters, optimizing the obtained structure and automating the construction of neurofuzzy 
system.  

Finally, the structure of the automatic interpretation system that has been intro-
duced, it is a complex and independent structure for the following tasks: 

1. Iterative segmentation-recognition cycle is made by means of graphic expert sys-
tem. 

2. Feature selection and validation of knowledge is done by bayesian learning 
3. Multiple classification allows to find different interpretations of the existing 

knowledge to validate the knowledge of the classifiers.  
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Abstract. In this paper we present the development of BrailLector, a system 
able to speak from Braille writing. By means of dynamic thresholding, adaptive 
Braille grid, recovery dots techniques and TTS software (Text-To-Speech), 
BrailLector translates Braille scanned images into normal text, and not only 
that, it speaks the translated text. BrailLector is a robust application with 
innovative thersholding and Braille grid creation algorithms which detects and 
read Braille characters with 99.9% of correct symbols and an error variance 
below 0.012. The conversion time is only 26 secs for double-sided documents 
by MATLAB programming language. 

1   Introduction 

Nowadays, lack or problem of vision has been an important obstacle to access to 
printed contents and to the information society. For this reason, some people have 
tried to achieve that blind people are able to access to the printed culture, for example 
Valentin Haüy and Luis Braille who have understood the importance of a 
communication code. Globally, an estimated 40 to 45 million people are blind and 
135 million have low vision according to the World Health Organization (WHO) [1] 
and this number grows every year.  

A Braille Optical Character Recognizer is interesting due to the following reasons; 

• It is an excellent communication tool for sighted people (who do not know 
Braille) with the blind writing. 

• It is a cheap alternative Braille to Braille copy machine instead of the current 
complex devices which use a combination of heat and vacuum to form Braille 
impressions. 

• Braille writing is read using the finger so is necessary touch the document, for 
this reason the book after many readings is possible has been deteriorated. 

• It is interesting to store a lot of document of blind authors which were written in 
Braille and were never converted to digital information. 

• Braillector offers a better integration of blind people to the “information society”. 

Since the most part of Braille books are written with two kinds of points, we will 
have to distinguish between each one. One kind is like “mountains” and the other is as 
little  “valleys”,  hence  the  finger  of the blind person who reads the text only detects  
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Fig. 1. Protrusions and Depressions on a Braille sheet 

the protrusions, while depressions are points written to be read from the other side of 
the sheet. If we are able to distinguish between each point we will have a big 
advantage, we will be able to recognize the two sides with only one scan. 

The structure of this paper is the next: In the next text we will describe the 
characteristics of the database created. After, image processing techniques used for 
dots detection and recovering will be described. Then, we will explain the conversion 
from Braille text to standard text. Conclusions close this paper.  

2   Database  

A big database has been created in order to check the global system with as many 
characters as we could. This database provides single and double-sided documents, 
which have dots in one or both sides of the sheet respectively. The number of 
characters in this database ensures the correct testing of the developed system and a 
good analysis of the error variance. The next table gives a full explanation of this 
database. 

Table 1. Database created 

Braille sheets 26 
Total number of characters 30862 
Mean number of character per sheet 1235 
Digital format Gray scale 
Resolution 100 dpi (horizontal and vertical) 
Image size 1360 Kbytes 
Image format Bitmap (‘bmp’) 
Braille type Double sided – grade 1 
Document size 29.5 cm. (horizontal) x 30.5 cm. (vertical) 

The mechanism used for image acquisition has been a flat-bed scanner instead of a 
digital camera because it is a cheap alternative which can be used for so many other 
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applications and it is easy and quick to use. The system is able to work with images of 
different resolution than 100 dpi since it uses interpolation methods to resize the  
input image. 

3   Image Processing Techniques  

The next image represents the global blocks of image processing techniques; 

 

Fig. 2. Braille Image Processing 

The different steps of the scanned image for its translation are; 

1. An innovative thresholding method has been used to extract the useful 
information of Braille images instead of traditional methods [2]. Once we know 
the optimum area of Braille spots (it reduces the number of wrong symbols 
detected), an iterative algorithm looks for the best threshold according to these 
areas of Braille dots. This area criterion for thresholds selection offers an 
accuracy way to get the optimum levels to separate black, white and grey. 

  

Fig. 3. Automatic threshold selection process 

After this first step, no useful information has been rejected and the image is now 
ready to be processed in the pattern detection block. 

2. Once this primary process is done, we take advantage of the shadows which 
make dot patterns. As we have seen, these protrusions on a Braille sheet have a 
brilliant zone above and a dark zone below. The depressions have exactly the 
opposite pattern (these shadows are created by the skew angle of the light beam 
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in reflection scanners) so this difference will facilitate the separation between 
front and back side dots; 
o Moving white “islands” 4 pixels downwards and doing a logical “and” with 

black spots we will extract front side dots. 
o Moving white “islands” 4 pixels upwards and doing a logical “and” with 

black spots we will extract back side dots. 
The goal of this secondary process is to separate each side of the document in 
different images. This algorithm consists of a “shift and overlap” process since it 
only moves the spots downwards or upwards and carries out a logical and. It is 
the fastest method we have tried because it avoids the sequential reading of the 
image matrix and it is very simple and efficient. In this stage, skew angle of the 
scanned document is detected by means of horizontal histogram and mass centers 
calculation and corrected rotating the original image. 

3. Not all the dots are detected with overlapping process, some of them are missed, 
either because they are very small or their shadows do not overlap with only 4 
pixels. For this reason, a new stage was added to the system: The Braille grid. 

An adaptive algorithm has been developed in order to make this mesh from the 
detected dots. The algorithm builds columns in a first stage: since distances 
between points are normalized [3], the process begins searching for groups of 
dots in the same vertical plane that respect these distances. Then it builds the 
columns according to the pattern of Braille columns adapting itself to the layout 
of the document. Thus, we get a flexible mesh that tolerates small differences 
between columns. The process for the rows is quite similar but in this case the 
pattern to search is a Braille row. Detected columns and rows will be arranged 
together to create the final structure. This grid is flexible and respects the layout 
of the original document which makes it suitable for copying Braille sheets 
without losing the format. 

 

Fig. 4. Braille grid layout for frontal side 

4. After mesh building, all valid Braille positions are known. Those intersections 
between rows and columns will define a valid position for a Braille dot. First, 
dilation techniques [4] are used to expand the search zone. Then, we fit this 
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image on the dots image after thresholding in order to check in detail those 
positions where dots were not found. In this point lays the intelligence of the 
global system, only potential positions of dots are checked; this means time 
saving and efficient search. Original dots will be recovered (they belong to 
correct Braille positions) and false dots will be discriminated as they are out of 
the valid places for a Braille dot. In the following figure, we show this effect on 
the recuperation of Braille dots. 

  

Fig. 5. Front side detected dots before and after the use of the recovered algorithm 

4   From Braille to Normal Text 

At this point all valid Braille dots have been detected in both sides of the document. 
This final image contains the Braille dots represented by spots, so now it is analyzed 
and text is segmented in rows and characters. For this segmentation process we will 
take advantage of the Braille mesh one more time since it marks all the positions of 
Braille dots. Every character will be converted into a binary number according to the 
active dots. The process consists of reading character by character and each one of the 
six positions that make the basic cell [5]. Hence we will have six possible values for 
each character (either raised or flat). This way of coding is simple and fast. It can be 
explained better by means of the next figure. 

 
 
 
 
 
 

Fig. 6. Standard Braille Character (left) and ‘r’ symbol 

In this way and looking at the previous example, ‘r’ symbol can be coded like 
‘111010’ where each black dot is an active dot or a “mountain” on the paper and they 
become ‘1’ in the binary number. This way of Braille text binarization makes the 
global system independent of the language of the document and easily configurable 
for adding different alphabets. The output of this step will be a file with each 
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character coded like a binary number; we will only have to translate each number for 
its equivalent letter in normal text to get the final output like a text file.  

 

Fig. 7. Global translation process of Braille documents 

This final output can be presented in different formats such as a text file, a new 
Braille printed copy, voice (by means of TTS software [6]) or even mp3 audio format. 

5   Conclusions 

In this paper we have explained the development of an automatic system for 
translating Braille text to normal text or voice. The global algorithm is very fast and 
robust. It has been divided in different modules for each part of the image processing. 
For achieving this system, dynamic thresholding and adaptive Braille grid has been 
used, adding some intelligence to the global process and making it able to detect dots 
in both sides of the document with only one scan. This process has an efficiency of 
99.9% and it takes only 26 secs to translate a double-sided document improving all 
the main references found in the bibliography [7], [8], [9]. 
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Abstract. Traditional authentication systems, employed to gain access to a pri-
vate area in a building or to data stored in a computer, are based on something the
user has (an authentication card, a magnetic key) or something the user knows
(a password, an identification code). But emerging technologies allow for more
reliable and comfortable for the user, authentication methods, most of them based
on biometric parameters. Much work could be found in literature about biometric
based authentication, using parameters like iris, voice, fingerprints, face charac-
teristics, and others. We have developed a new methodology for personal authen-
tication, where the biometric parameter employed for the authentication is the
retinal vessel tree, acquired through a retinal angiography. It has already been as-
serted by expert clinicians that the configuration of the retinal vessels is unique
for each individual and that it does not vary in his life, so it is a very well suited
identification characteristic. In this work we will present the design and imple-
mentation stages of an application which allows for a reliable personal authenti-
cation in high security environments based on the retinal authentication method.

1 Introduction

Reliable authentication of people has long been an interesting goal, becoming more im-
portant as the need of security grows, so that access to a reliable personal identification
infrastructure is an essential tool in many situations (airport security controls, all kinds
of password-based access controls, ...). Conventional methods of identification based
on possession of ID cards or exclusive knowledge are not altogether reliable. ID cards
can be lost, forged or misplaced; passwords can be forgotten or compromised. A solu-
tion to that problems has been found in the biometric based authentication technologies.
A biometric system is a pattern recognition system that establishes the authenticity of
a user’s specific physiological or behavioral characteristic. Identification can be in the
form of verification, authenticating a claimed identity, or recognition, determining the
identity of a person from a database of known persons (determining who a person is
without knowledge of his/her name).

Many authentication technologies can be found in the literature, with some of them
already implemented in commercial authentication packages [1,2,3]. But today most of
the efforts in authentication systems tend to develop more secure environments, where it
is harder, or ideally, impossible, to create a copy of the properties used by the system to
discriminate between authorized individuals and unauthorized ones, so that an impostor
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could be accepted by the biometric system as a true sample. In that sense, the method
employed by our system [4] uses as the authentication biometric parameter the blood
vessel pattern in the retina of the eye.

In this paper, a distributed client-server framework which allows for personal au-
thentication is outlined. From the design stage, where design patterns are the funda-
mental tool, to the implementation (server, communication channels and clients) are
described. The main goal of this work is to build a robust system which allow for the
automatic personal authentication, which would allow or deny the access to critical
resources of the system.

2 Authentication Methodology

In many cases it is almost impossible to acquire the biometric parameter in the same
conditions than the stored template used for the authentication, so that a first step of
normalization of both parameters (the acquired and the reference one) is needed in
order to make the system reliable enough, avoiding the rejection of legitimate users by
changes due to illumination, translations or rotations in the image. The main drawback
of retinal angiographies is the different position of the vessels used in the authentication,
because it is very difficult that the user places the eye in the same position in different
acquisitions, so that an alignment is necessary prior to the authentication. To perform
that alignment, an image registration algorithm is employed [5].

Here a feature-based authentication method is employed, as commented in [4],
where features are extracted from the angiographies using a differential geometry oper-
ator (Figure 1), the MLSEC-ST [6, 7], and then a multi-resolution alignment algorithm
is performed until both images (the reference image, stored in the database and the ac-
quired image) are registered. Finally, similarity between the aligned images is measured
by means of the Normalized Cross-Correlation Coefficient [8] γ, and if the value γ is
higher than the acceptance threshold the individual is accepted, or rejected otherwise.

The whole authentication process is depicted in Figure 2. Firstly, in the enrollment
stage, authorized individuals are entered in the database. After that, each time the user
requests for a resource or for accessing to a protected area, the authentication process
is performed (second stage).

Fig. 1. Features extracted from angiographies are employed as the reference points in the regis-
tration process. (a) Original angiography. (b) Creases extracted from (a).
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Fig. 2. Representation of the authentication process, composed by two stages: an initial enroll-
ment stage, where the reference pattern is stored in the database of authorized users, and an
authentication step, which is performed each time the individual requests for a protected resource

3 Description of the Distributed System

Our system employs a conventional client-server architecture [9]. Once the retinal pat-
tern of the authorized person is stored in the database, the system performs an authen-
tication procedure each time the individual tries to access to the protected resources of
the system.

To fulfill the main requirements of the system, a framework which allows the com-
munication between the server authentication system and the acquisition device located
at the access points must be designed. That communication must be above all reliable
and secure. That two requirements could be solved by means of a secure communication
protocol, such as Secure Socket Layer (SSL) communications (Figure 3).

HTTPS

Authentication server

Users database

XML/RPC

rejection

HTTPS

Web/application server

Authentication
request

Acceptance/

Fig. 3. The distributed authentication system

The most important tools employed for designing the system were the design pat-
terns [10] and the UML [11, 12], which allow for a more robust and reliable software
applications. For example, the strategy pattern encapsulates several methods employed
to authenticate the individuals (although, by the moment, only the one described here
has been reliably tested). But also distributed patterns appeared in the design: single
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threaded execution pattern is needed to allow only a client updates the data in the au-
thorized people database at a time or the read-write lock pattern, which avoids unnec-
essary waiting to read data from the database by allowing concurrent reads when data
are being updated.

A client application initiates a connection to authenticate an individual, and if au-
thentication is successful, resources can be accessed. The graphical user interface for
the interaction with data (like the depicted in Figure 4) is obtained through the web
application.

Fig. 4. Screenshots from the client program-application with retinographies, which are the bio-
metric authentication parameter employed by the system. (a) Extracted features employed by the
system. (b) Authentication parameters obtained in a typical access situation.

The overall operation flow at the client-side can be described as follow (see also
Figure 3):

– An individual makes HTTP request to web server first. The web server will handle
the request and will communicate with the authentication server to perform the
authentication process.

– The authentication server will access the database and will allow or deny the access
to the requested resource. Upon request, procedure execution will be invoked (using
XML-RPC) based on the data sent by the client.

– Once the procedure ends, the related information is sent to the client and displayed
in the browser window, allowing or denying access depending on the result of the
authentication process.

4 Communication Technology

To assure confidentially and reliability in the communications, the most widely used
secure Web encryption has been employed: the Secure Hypertext Transport Protocol
(HTTPS) on the Secure Socket Layer (SSL) version 3.0 with 40 and 128 bit RC4 en-
cryption. The SSL [13] protocol has become most widely used method for encrypting
and authenticating Web communications.

Our approach to deal with the heterogeneity of the clients focuses on documents
or data and transformations that visualize the data to fit the computing capabilities
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of different users, while preserving semantics of data. This division of the underly-
ing data and the way it gets displayed mimics the Model-View-Controler (MVC), a
well known and frequently used design pattern to develop interactive applications with
flexible human-computer interfaces. This would allow for a future implementation of
mobile authentication clients, for example.

XML has been chosen as the medium to represent the data sent to the server for
the authentication. XML is a markup language for documents containing structured
information. Once the data is written in XML, an associated XSL document can be
written to define the way it gets displayed. The XML document is platform-independent
and thus corresponds to the model, whereas the style sheet depends on the displaying
device, and corresponds to the view.

MVC separation of view and model offers the following advantages over conven-
tional application-centric environments:

– Model-view separation at the document level via XML/XSL documents.
– Simple communication protocol with a standard message format based on (en-

crypted) ASCII XML messages.

Finally, using XML-RPC [14], procedure calls are wrapped in XML establishing
that way a simple pathway for calling authentication functions. XML-RPC is a quick-
and-easy way to make procedure calls over the Internet. It converts the procedure call
into XML document, sends it to a remote server using HTTP, and gets back the re-
sponse as XML. Other considered (although finally discarded) protocols where SOAP
and CORBA, both of them popular protocols for writing distributed, object-oriented
applications, well-supported by many vendors, although they are much more complex
than XML-RPC, and require fairly sophisticated clients. In addition, XML-RPC has
fewer interoperability problems than them.

5 Conclusions and Future Work

In this paper an authentication web application has been presented. Using that program
restricted access to system resources (buildings, data, etc.) can be granted only to au-
thorized individuals, rejecting those requests from unauthorized persons. XML, which
serves as the communications medium, is a standard that has already gained wide accep-
tance and provides a powerful medium for data exchange, visualization specifications
and procedure execution by means of the XML-RPC method invocation procedure.
Moreover all the communications take place over secure channels, through to the em-
ployment of encryption with HTTPS on the SSL version 3.0. Currently, system is under
evaluation and many tasks as robustness assessment, performance verification, formal
verification of whole the server-procedures, so as testing in a real environment must
be performed.
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Abstract. This paper proposes a method for computing the medial axis
transform (MAT) or the skeleton of a general 2D shape using a technique
with a high performance, based on a distance transform computation
from the shape’s boundaries. The distance transform is computed prop-
agating a wavefront from the boundary, and the skeleton is obtained
detecting the points where the wavefronts collide themselves, and ap-
plying connectivity rules during the process. This method has two main
advantages: the efficiency and the preservation of the skeleton properties.

1 Introduction

The medial axis transform (MAT) or skeleton of a geometric figure is a set of
curves that approximate the local symmetry axis of this figure. The concept of
medial axis consists in the reduction of geometric shape information to the min-
imum. The first definition was given by Blum [1], who stated the analogy with a
prairie fire: the MAT is the set of points where the propagation wavefront initi-
ated from the shape boundary “intersects itself”. Despite the extreme simplicity
of this definition, the implementation in digital images without loss of important
properties is surprisingly difficult. For this reason there exists a large number of
algorithms and methods in the literature to address this problem. The relevance
of MATs was introduced initially by Blum mainly for visual perception analysis
and it is used especially for pattern recognition.

Formally there exist four definitions for medial axis transform, all of them
equivalent, described by Montanari in [2]. In the first of them the medial axis trans-
form is the prairie fire model proposed by Blum commented above where the fire
lines represent the propagation fronts. The second definition states that the MAT
is the set of ridges of the distance map constructed from the shape boundary. A
distance map from a set of objects in an image, is the image where the value of
each pixel is the distance to the nearest object [3],[4]. In the third definition, one of
the more common, the MAT is the set of centers of the maximal discs of the figure,
where a maximal disc is a circumference contained in the shape for which there
exists no other circumference inside the shape that contains it. The last model de-
fine the MAT as the set of points that do not belong to any straight line segment
connecting other points to their respective closest boundary points.
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The principal MAT properties are the connectivity, the preservation of the
main topological features of the shape, i.e. to not lose any main branch in the
skeleton and to not add irrelevant branches to it, and the Euclidean equidistance
of every point of the skeleton to two or more points on the boundary. Regarding
the discrete MAT, it is desirable to obtain one pixel thickness results to accom-
plish the narrowness property. Obviously in a discrete domain the equidistance
property is not possible to obtain, so it is necessary to relax this property to get
the most approximated result.

Methods to construct skeletons are well described in the literature, and can
be divided into three categories. First, the topological thinning methods, Am-
mann [5], Zhang [6], that work eroding iteratively the shape until the skeleton
is obtained. The criterion used to delete a point is local, so it is necessary to
take care in some cases because the skeleton is a global property of the shape.
These methods are computationally heavy, because a great number of iterations
are needed. Second, the distance maps based methods, Arcelli [7], compute the
MAT as the ridges of the DT computed from the boundary, as stated in the
second Montanari’s definition, and detecting the ridges as local maxima points
in the distance maps. The main problem with these methods is the detection of
saddle points, where two or more ridges intersect, so they are local maxima in
some directions, but local minima in the directions tangent to the ridges that
intersect, so these points are likely to be undetected, and the skeleton could
be disconnected. Finally the Voronoi diagrams based methods that became very
popular at the beginning of the 90’s, see Ogniewwicz [8], Brandt [9], Sugihara [10]
and Kimmel [11]. It is well known that the skeleton of a polygonal figure can
be obtained from the Voronoi diagram of the polygon edges. In the case of an
arbitrary shape, it is necessary to determine which segments of the shape should
be separated to generate the Voronoi diagram. This is achieved in [8] by means
of a residual function that avoids the branch generation in the skeleton from
points that are close in the boundary. In [11] the Voronoi diagram is generated
from boundary segments separated by curvature local maxima.

2 Method

In this paper we propose a method to extract the skeleton from a 2D shape, where
the distance map from the shape boundaries is computed using a propagation
scheme and then, the skeleton is constructed detecting the points where the
collision from the wavefronts occurs. The distance map used in this paper is
taken from a previous work [12], where a wavefront from each object is started
and propagated until the domain is completely filled. This technique is based
on ordered propagation [13] for the shake of efficiency, and instead of using the
classical approach of bucket sorting to implement the propagation fronts, we
use a double list structure to handle the wavefronts. This is more efficient than
raster scan, and the distances are a good approximation to the Euclidean, and
they are equivalent to those obtained by Danielsson’s method [4].

The way of detecting the points where the wavefront intersection takes place
is carried out by a non propagation criterion. The discrete propagation fronts
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initiated from the shape boundary, are implemented with a list of pixels at Eu-
clidean distance d from it, where d is an integer number, and these pixels are the
ones which have real distance values closer to d inside the shape. The wavefront
at distance d from the boundary will generate the wavefront at distance d + 1,
as long as there exist more inner non visited pixels. When a pixel can not be
propagated deeper into the shape, it is automatically labeled as member of the
skeleton. With this criterion the skeleton obtained is not connected and has not
one pixel thickness.

The connectivity is not assured because two effects. The first one appears
because points which should be labeled as belonging to the MAT, are not de-
tected in cases where the propagation fronts coming from opposite directions do
not intersect at the same pixel but adjacent ones, as in figure 1(a). The second
effect happens when the shape becomes wider as illustrated in figure 1(b). The
first effect is corrected a posteriori using the distance map computed, connect-
ing the pixels of the computed MAT through the points with maxima values
in the distance map. The second effect is solved in the propagation process, by
connecting the extremal points of the skeleton computed in d (if any) with its
nearest point in the front at distance d.

The skeletonization simplified pseudo code is as follows.

Input: Q: The set of n objects belonging to the boundary shape
Output: Sk : The set of points corresponding to the skeleton

for i = 1 to n (Initialization)
F 0

i = qi

end for
d=0
while (There exist non visited elements in Q) do

propagate front F d: F d → F d+1

for i = 1 to number of elements in F d

if (pi agrees shock criterion)
add pi to Sk

end if
end for
if (Sk �= ∅)

For each extremal point in Sk: e, add the nearest
point to e that belongs to F d, to Sk

end if
d=d+1

end while
Thinning(Sk) (one pass)
Reconnection(Sk)
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d=1

d=0

d=2

d=1

d=0

d=3

d=2

(a) (b)

Fig. 1. Disconnection effects: wavefronts coming from opposite directions do not inter-
sect at the same pixel but adjacent ones (a), and aperture zones (b)

F d represents the propagation front at distance d and Q represents the inte-
rior pixels of the shape.

The narrowness property is easily achieved by a regular thinning which is
highly efficient because only a small percentage of the image has to be scanned,
and only one thinning iteration is needed.

3 Results and Conclusions

Figure 2 shows the distance map obtained from the boundaries of a 2D ob-
ject, and the skeleton extracted with our method. In figure 3, it is shown other
results, where the skeleton from different 2D shapes are successfully obtained
using shock wavefront detection. This algorithm presents several advantages.
First, the MAT is computed very efficiently because it uses an ordered prop-
agation scheme [13] which is a very fast operation. The post-processing steps,
connection and thinning, are computed also very fast because a very small num-
ber of points are involved and only one thinning iteration is needed. Second,
the topological properties of the shape are always preserved as shown in our
results. Third, irrelevant branches in the MAT do not appear, i.e. it is not very
sensitive to boundary noise, and no pruning of the resulting skeleton is needed.
And finally this method can be also extended straightforwardly to 3D shapes,
obtaining the medial surface transform.

On the other hand, the skeleton branches obtained with our method do not
start in the boundary, in general, but they could be extended if necessary. Skele-

Fig. 2. Distance Transform from the boundary of a shape and skeleton
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Fig. 3. Medial axis transform in several shapes

tons are used in multiple applications, from motion path planning, to pattern
recognition and shape analysis, and we strongly believe that the method pre-
sented here is suitable for many of those applications, especially when the effi-
ciency is one of the key factors.
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Abstract. This paper describes a face detection system conceived to
process video streams in real-time. Cue combination allows the system
to tackle the temporal restrictions achieving a notable detection rate.
The system developed is able to detect simultaneously at different res-
olutions multiple individuals building a feature based model for each
detected face.

1 Introduction

If Human Computer Interaction (HCI) were more similar to human to human
communication, HCI would be non-intrusive, more natural and comfortable for
humans [8]. Human beings are sociable and communicate not only with words
but with sounds and gestures. In this context, the human face is a main infor-
mation channel during the communication process.

The face detection problem is a revisited topic in the literature, and it is
commonly defined as: to determine any face -if any- in the image returning the
location and extent of each [3,13]. According to some recent works [6] [9] [11]
the problem seems to be solved. However, those detectors focus the problem
using approaches which are valid for restricted face dimensions, and with the
exception of the first reference, to a reduced head pose range. Particularly for
video stream processing, they try to solve the problem in a monolithic fashion,
neglecting elements that the human system employs: temporal and contextual
information, and cue combination.

Section 2 describes our approach for robust real-time multiple face detection
based on the combination of different cues. The resulting approach achieves
better detection rates for video stream processing and cheaper processing costs
than outstanding and publicly available face detection systems, as suggested by
different experiments in Section 3.
� Work partially funded by research projects Univ. of Las Palmas de Gran Canaria
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2 The Face Detection Approach

The system developed assumes that a single technique alone can not solve the
problem properly for any circumstance. Therefore, our approach combines dif-
ferent single techniques which are not robust and fast enough individually, but
as a whole they outperform any individual approach included in terms of correct
detection rate and processing cost.

The basic system working makes use of an exhaustive face detection ap-
proach, which allows the system to extract different features of the face detected.
Those features are used considering temporal coherence in the next frames, ob-
viously only after a detection, reducing the processing cost which any exhaustive
approach would have if it were applied to every frame.

On the one side, the approach makes use for the first detection or after
a failure, of two window shift detectors based on the general object detection
framework described in [11], which provide acceptable performance and process-
ing rates for their particular context although an exhaustive search is performed.
These two brute force detectors, recently integrated in OpenCV computer vision
library [4], are the frontal face detector described in [11], and the local context
based face detector described in [5]. The last one achieves better recognition
rates for low resolution images and non frontal faces whenever the head and
shoulders are visible.

On the other side, as we mentioned above, the approach extracts different
features from each detected face in a frame, therefore multiple face detection
is considered. Indeed the exclusive use of a monolithic approach based on the
Viola framework has the disadvantage of not using a main cue needed for video
processing: temporal coherence. Any face detected in a frame provides informa-
tion which can be used in the next frames to speed up the process. Therefore,
for each detected face, the system stores not only its position and size, but also
its average color using red, green normalized color space. Those features are cer-
tainly useful useful to speed up the process, e.g., it is used to define a Window
of Attention where the previous detection will likely be, or if the face size is big
enough to be worth the application of the object centered detector. In any case,
this information is valuable to reduce the time consumption.

Among the different features, the skin color is a valid cue extensively used
in the literature. Skin color based approaches for face detection have a lack of
robustness for different conditions. A well known problem is the absence of a
general skin color representation for any kind of light source and camera [10].
However, the skin color extracted from the face previously detected by the frontal
face Viola detector can be used to estimate facial features position by means of
the color blob, which provides valuable information to detect eye positions for
frontal faces [1].

Additional features have been considered in order to develop a more ro-
bust system. Each face in a frame is characterized by different features f =
〈pos, size, red, green, leyepos, leyepattern, reyepos, reyepattern, facepattern〉.These
features direct different cues in the next frame which are applied opportunis-
tically in an order based on the computational cost and the reliability.
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– Eye tracking: A fast tracking algorithm [2] is applied in an area that sur-
rounds previously detected eyes, if available.

– Face detector: The Viola-Jones detector is applied in an area that covers the
previous detection [11].

– Local context face detector: If previous techniques fail, it is applied in an
area that includes the previous detection [5].

– Skin color: Skin color, defined using red-green normalized color space [12],
is searched in the window that contains the previous detection, and the new
sizes and positions coherently checked.

– Face tracking: If everything else fails, the prerecorded face pattern is searched
in an area that covers previous detection [2].

These techniques are applied until one of them finds the face, or the process
will be restarted using the Viola-Jones based detectors applied to the whole
image. Whenever a face is detected, the skin color is used for facial features
detection [1]. Obviously, if there were no recent detection, there is no face model
active, and therefore the object-centered and local context detectors are applied
sequentially to the whole image.

A single or multiple faces detected in consecutive frames are related according
to their specific features. During the video stream processing, the face detector
gathers a set of detection threads, IS = {dt1, dt2, ..., dtn}. A detection thread
contains a set of continuous detections, i.e. detections which take place in differ-
ent frames but are related by the system in terms of position, size and pattern
matching techniques.

The Viola-Jones based detectors have some level of false detections. For that
reason a new detection thread is created only if the eyes are located too. The use
of the weakest cues, i.e. color and tracking, after a recent detection is reserved to
detections which are already considered part of a detection thread. In this way,
spurious detections do not launch cues which are not robust enough, in the sense
that they are not able to recover from a false face detection. The final results
is that for each detection thread, the face detector system provides a number
of facial samples, dtp = {x1, ..., xmp}, which correspond to those detections for
which also the eyes were located.

The resulting system is able to manage in real-time complex scenes in which
the human face experiences large scale, pose and appearance transformations.
Each specialized detector is described in more detail below.

3 Experiments

The system here described has been applied to still images and video streams.
For still images the lower boundary is the combination of both Viola-Jones based
detectors performances [5,11]. If both detectors return a face in the same po-
sition, it is preferred the frontal face detector data as it is more precise. For
still images the added value of the approach is the likely eye detection for al-
most frontal views and the combination of two Viola-Jones based detectors, see
Figure 1.
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Fig. 1. Detection examples for some CMU database [9] samples. Color indicates the
technique used: green means that the eyes were detected, yellow means that they
were not detected, and red containing a yellow rectangle means that the local context
detector was used. The images have been scaled down to fit the paper size. The size of
the images are originally 814 × 820, 256 × 256, 611 × 467 and 159 × 160 respectively in
the first row and in the second 500×500, 539×734, 336×484 and 258×218. Obviously
for still images there are no detections based on skin color or tracking.

The benefits of our approach are evidenced in video stream processing. 70
desktop sequences containing more than 30000 images of different individuals
for typical webcam resolutions 320 × 240, were processed at an average rate of
20 fps providing therefore multiple face detection in real-time. In Table 1, it is
observed that the detection rates of the approach are slightly better than those
achieved by the OpenCV implementation of the Viola frontal face detector [7] (3
percentage points greater). However, those results are obtained five times faster,
and with the added value of correct eye detection for more than 60% of the faces
detected. The approach is also suitable for sequences with resolution changes,
see Figure 3.

The temporal coherence applied to video stream processing not only speeds
up the process but also allows to despise most false detections which appear
when a still image is processed, see some false detections in Figure 1. In at least
10 of the sequences analyzed some detections were non face patterns, and they
were correctly not assigned to any detection thread as the eyes were not found
and their position, or their color and size were not coherent with any active
detection thread. Or in the worst case, a non face detection was associated to a
detection thread, but the system observed soon an incoherence and decided to
remove the detection thread and wait for a new one, i.e. a new eye pair detection.
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Table 1. Results for face and eye detection. TD reflects correct detection ratio and
FD means false detection ratio.

Viola Our approach
TD FD TD FD

Faces 90.1% 8.2% 92.9% 8%
Eyes 0.0% - 64.3% 3.7%

Proc. time 117.5 msecs. 21 msecs.

Fig. 2. From left to right: 1) Both faces are detected and their eyes, 2) the Viola based
detectors failed detecting the right face, it is detected by tracking the face pattern, 3)
the left face is detected using skin color and the right one by means of the local context
face detector, 4) the same for the left face, the right one is found by tracking, 5) face
pattern tracking is not allowed to be the only valid cue for many consecutive frames,
so the right face detection thread is considered missed, and 6) the right face recover
its vertical position and fused with the latent detection thread.

Fig. 3. Frames extracted from a video stream with 720× 576 resolution. The color has
the same meaning than in Figure 1, but observe that the last frame depicts a blue
rectangle which means that tracking was used.

4 Conclusions and Future Work

We have developed a face detection system which provides robust multiple face
detection at frame rate using a standard webcam. The system has been tested
with 70 sequences containing around 30000 images achieving higher detection
rate (aprox. five times faster) than the Viola-Jones based face detector, and
providing additionally the location of the eyes for more than 60% of the images.

The results achieved processing video streams have been possible thanks to
the integration of different cues and particularly the temporal coherence. The
average processing time of 21 msecs. reported by the system, makes it suitable
for further use in the field of perceptual user interfaces.
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real-time detection of frontal faces. In International Conference on Image Process-
ing, Barcelona, Spain, September 2003.

2. Cayetano Guerra Artal. Contribuciones al seguimiento visual precategórico. PhD
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Abstract. In recent years, extensive work has been done to design algorithms 
that strive to mimic the robust human vision system which is able to perceive 
the true colors and discount the illuminant from a scene viewed under light hav-
ing different spectral compositions (the feature is called “color constancy”). We 
propose a straightforward approach to the color constancy problem by employ-
ing an Interactive Genetic Algorithm [1] (e.g. a Genetic Algorithm [2], [3] 
guided by the user) that optimizes a well known and robust variant of color 
constancy algorithm called “gamut mapping” [4]. Results obtained on a set of 
test images and comparison to various color constancy algorithms, show that 
our method achieves a good color constancy behavior with no additional 
knowledge required besides the image that is to be color-corrected, and with 
minimal assumptions about the scene captured in the image. 

1   Introduction 

Color Constancy algorithms are fundamental both in Computer Vision whenever 
recognition of objects in a scene is performed based on the color of the respective 
objects, as well as for color correction of digital pictures with applications in medi-
cine, remote sensing, arts and media. When compared to the human visual system, 
algorithms that perform Color Constancy fail short to achieve the same effectiveness 
in recuperating the colors in scenes taken under different illuminants. This is due to 
the fact that such algorithms make restrictive assumptions about the world from 
which the image was taken. More-over, several algorithms require additional informa-
tion about the scene and the technical characteristics of the camera that captures the 
image, knowledge that is not always readily available. We tackle the color constancy 
problem by employing an Interactive Genetic Algorithm [1] (e.g. a Genetic Algorithm 
guided by the user) that optimizes a well known and robust variant of color constancy 
algorithm called “gamut mapping” [2]. Results are given on a set of test images and 
comparison is made to various color constancy algorithms that proved efficient and 
that pertain to the following categories: Gray World (GW) methods, Gamut Mapping 
methods, and Neural Networks methods [2].  
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1.1   Gamut Mapping as Basis Transformation for IGA-GM 

The set of all possible responses due to known or expected surface reflectances, as 
seen under a known, canonical illuminant (usually taken to be the daylight, or an 
approximation of it), is a convex set, referred to as the canonical gamut. Similarly, the 
set of responses due to an unknown illuminant is also a convex set. Illumination 
change is assumed to be modeled by a simple diagonal transformation according to 
the research of von Kries which was later confirmed to hold as a reasonable assump-
tion in [3]. It was shown that under the von Kries adaptation assumption the two 
gamuts are within a diagonal transformation of each other. Due to the fact that GM 
proposes a simple diagonal transformation to each pixel in the image, and because it 
has been shown that under not very restrictive assumptions such diagonal transforma-
tions suffice for good color constancy [3], in this paper we adopt the GM method as 
the basis for the color constancy transformation applied to correct a given image. The 
main drawbacks of the classical GM methods are: a) they use extensive knowledge 
about the camera used to take the picture; b) they use a priori information about the 
world in which the image was taken in order to construct the gamuts.   

2   IGA-GM. Algorithm Presentation 

In the present paper we employ an Interactive Genetic Algorithm (IGA) in which a 
human evaluator iteratively gives a subjective score for each result of a diagonal 
mapping (corrected image), until the best corrected image (and implicitly the best 
diagonal mapping) is discovered.  Thus IGA-GM adapts to the “best” gamut map-
ping (diagonal transformation) according to human subjective criteria. This is done 
without making use of any a priori knowledge about the surrounding world condi-
tions, or the camera. The Genetic Algorithm [4] is given in pseudocode in Fig.1. 

Each individual ix  in the population (chromosome) codes a diagonal transformation 

which is next applied to each pixel in the original (input) image, to give the corrected 
(output) image: 

),,(),,(:, original
),pixel(3,

original
),pixel(2,

original
),pixel(1,

corrected
),pixel(

corrected
),pixel(

corrected
),pixel( jiijiijiijijiji BxGxRxBGRji ⋅⋅⋅=∀  (1) 

How well a chromosome performs (that is, how good the diagonal mapping is in 
recuperating the original colors and how well it corrects the input image) is judged 
mainly by the human evaluator who looks at the corrected image and gives a numeric 

score, called fitness value: ( )ixf  ranging from 0 (worst appearing image) to 10 (best 

appearing image). The user shouldn’t evaluate all images corrected by each chromo-
some in the population, in each generation of the algorithm, because such a process 
would become too tedious (there would be a lot of images to evaluate). Many of the 
chromosomes to be evaluated are actually given a fitness value automatically, using a 
clustering algorithm over fitness values previously allocated by the user. Clustering  
is  performed  by  two  distinct  procedures  (see Fig. 1): evaluate_1 and  
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evaluate_2. evaluate_1 is applied in the first generation of the GA, when the 
population is initialized randomly. The population is clustered and for each cluster an 
individual is picked up at random. The respective chromosome is evaluated by the 
user. The rest of the members of the respective cluster get the same fitness value as 
the one allocated by the user. In evaluate_2 again the population is first clus-
tered, then for each individual in the population we identify the cluster in which this 
individual lies. There is a fixed probability PE that this individual will be evaluated by 
the user. If not evaluated by the user we proceed as follows: if the size of the respec-
tive cluster is greater than 2, the fitness of the respective individual is computed as the 
average of the fitness of all individuals in the cluster. If the cluster contains just one 
individual (e.g. the individual for which we calculate the fitness), then the respective 
chromosome is evaluated by the user. 

    t : = 0 
    initialise P(t) 
    evaluate_1 P(t) 
    while (terminate(P(t)) ≠ true) do 
    { 
     P’(t) := select_tournament (P(t) | q) 
     P’’(t):= crossover(P’(t) | Pc) 
     P’’’(t):= mutate (P’’(t) | Pm) 
     P(t+1):= elitist(P’’’(t) ∪ P(t) | K) 
     evaluate_2 P(t+1) 
     t := t+1 
    } 
    endwhile 

Fig. 1. Pseudocode of IGA-GM. t represents the time/generation index; P(t) is the population at 
generation t, P’(t) is the population at generation t after selection, P’’(t) is the population at 
generation t after selection and crossover, and P’’’(t) is the population at generation t after 
selection, crossover and mutation. K is the number of elites. 

The selection strategy has been adopted to insure a steady convergent behavior 
of the algorithm. The trade-off we had to make is the well-known trade-off between 
exploration and exploitation present in any search method including EA. The con-
vergent exploitation assured by selection and crossover should well-balance the 
wide exploration effect achieved by our mutation operator [5]. The selection 
method    (select_tournament in Fig. 1) was chosen as a combination be-
tween binary tournament for which groups of q = 2 individuals are randomly 
formed and the chromosome with better fitness in the group is selected into the next 
generation [5], and a K-elitist scheme that attempts the preservation of the K best 
individuals in the population [6]. Binary tournament was chosen because it has a 
constant and relatively high selection pressure [7], and it is simple to implement and 
computationally light. The elitist scheme does not assure with probability 1 the 
preservation of the best individuals in the population, it just attempts this preserva-
tion. This is due to the subjective nature of fitness allocation by the user: the human 
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evaluator might score the same image (corresponding to the best chromosome) with 
different fitness values on different occasions, and when this score diminishes in 
value the respective chromosome (i.e. the best solution) might be lost from the 
population due to selection effects. 

The crossover operator should efficiently exploit the search space around the par-
ents (i.e. the pair of chromosomes that undergo crossover). The advantage of using 
SBX is that it generates children (i.e. the pair of chromosomes resulted after cross-
ing-over the parents) that are spread symmetrically around the parents and propor-
tionally to the spread of the parents, as discussed in [8]. SBX was implemented as 
described in [8], the parameter that controls the spread of the children around the 
parents being , and the probability of applying crossover is Pc.  

The mutation operator should counter-balance the reduction of diversity due 
mainly to selection (associated with exploitation of the search space) and reintro-
duce diversity into population and thus increase exploration of the search space. 
The reduction of diversity is a cause of premature convergence [5] and it becomes 
more apparent when small populations of short in length chromosomes are used. 
This is precisely the case of our application. For such cases we have designed a 
novel mutation operator based on Principal Component Analysis, called PCA-
mutation in [9] which maintains high levels of diversity in the population and in-
creases the probability of discovering better solutions, as shown in [9]. The parame-
ter of PCA-mutation (see [9]) is denominated c, and the probability of applying 
mutation is Pm. 

3   Experimental Results 

The experimental part comprises two main sections: a) firstly we perform a com-
parison between IGA-GM and other Color Constancy algorithms for a single un-
known illuminant (e.g. different than canonical or daylight illuminant). b) secondly, 
we check the effectiveness of IGA-GM on a set of scenes taken under two quite 
different than daylight illuminants. In Table 1 we give the parameters of IGA-GM 
used in both experimental parts and for all images in the test set. 

Table 1. IGA-GM parameters: N - population size, l- number of genes in each chromosome 
that undergo the evolution process, Pc - crossover probability , Pm - mutation probability, PE - 
user evaluation probability, q – size of the tournament selection, c – parameter of PCA-
mutation (see [35]),  – parameter of the SBX crossover, Tmax -number of generations the GA is 
allowed to run,  

jvlb - lower bound of the genes, 
jvub  - upper bound of the genes, χ - inconsis-

tency threshold for the clustering algorithm 

N l Pc Pm PE K q c  Tmax 
jvlb

 
jvub

 

χ 

50 3 0.9 0.25 0.04 1 2 100 2 10 0 100 0.95 
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Fig. 2. Comparison to Color Constancy algorithms (Detergent image). Upper-row from left to 
right: original image (to be color-corrected), target image (image under canonical illuminant), 
GW, Retinex; Lower-row from left to right: NN, GM, IGA-GM. 

Table 2. RMS error calculated for Detergent image on pairs between target image (T) and 
Color Constancy corrected image. The image that is not corrected (the original - input image) is 
denoted as O. 

 (T, O) (T,GW) (T, Retinex) (T,NN) (T, GM) (T, IGA-GM) 

RMS(R,G,B) 2.34e+04 18.02 49.13 13.38 22,30 16.16 

RMS(r,g) 16.42 12.88 16.27 7.78 21.74 7.99 

 

Fig. 3. IGA-GM solutions on different illuminants. Figure is divided in horizontal bands for 
each scene. First column first line: target image; second line first column: image under 
“solux_4700+3202”; second line second column: IGA-GM; second line third column: “IGA-
GM + intensity correction”; third line first column: image under “syl_wwf”; third line second 
column: IGA-GM; third line third column: IGA-GM + intensity correction. 
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4   Conclusions 

The main advantages of IGA-GM are the following: the method does not require 
previous information and knowledge about the scene being captured in the image, it 
does not make further restrictive assumptions about the world from which the image 
was taken, it is a simple algorithm with no pre-processing or training phases, it takes 
into account very subtle subjective criteria when judging the quality of an image, 
criteria that so far cannot be successfully “coded” in an automatic or machine con-
trolled way. Moreover, results obtained on a wide set of test images show that IGA-
GM achieves an effectiveness that is close to that of the best Color Constancy meth-
ods operating on the respective images. Consequently, the advantage lies in the ro-
bustness of IGA-GM, that is: we may use a single method (i.e. IGA-GM) to correct a 
wide range of images, instead of testing several Color Constancy methods (such as 
GM, GW, NN, etc.) and see which performs better on the respective images. Though 
results are good even when the human evaluator that analysis the outputs of IGA-GM 
doesn’t have any knowledge about the scene captured in the input image, an increase 
in efficiency is expected when human evaluator experts are used to correct images 
which pertain to fields for which they have acquired the necessary expertise. Thus, for 
future work, we will first divide the images into groups pertaining to various fields 
and letting a human expert on the respective field correct the images using IGA-GM. 
Such fields of application may include medical images, remote sensing images, con-
sumer and commercial images, or artistic photography. 
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Abstract. Airbags have been saved thousands of lives and reduced the number 
of serious injuries from collisions. However, the car occupant can be often hurt, 
or killed, by the airbag itself. For reducing the risk caused by airbag, designing 
a smart airbag is an important issue. This paper presents a vision based auto-
matic system that can control triggering and intensity of airbag deployment. 
The system consists of an occupant classification system and an occupant pose 
recognition system, by which we aim to control whether the airbag should be 
triggered or not, and how strongly it should be deployed when it is triggered. 
Results suggest that the system is feasible as a vision based airbag controller.  

1   Introduction 

During the last decade, the safety of occupants in the cars has been increased by im-
proving the airbag system, which can prevent life-threatening head (or chest) injuries 
by avoiding direct contact to the dashboard during the accident. However, the Na-
tional Highway Traffic Safety Administration (NHTSA) reported that since 1990, 
over 200 fatalities have been recorded as a direct result of the airbag deployment [1]. 
The majority of these deaths have been children (or infants in rear-facing infant seat). 
In response, the NHTSA had issued a set of regulations mandating low risk deploy-
ment and smart airbag that adapt intelligently to the occupant. 

In this paper, we present a vision based automatic system that consists of occupant 
classification system to control triggering of airbag deployment and occupant pose 
recognition system to control intensity of it. Vision sensor has some advantages, such 
as diverse information about occupant, high accuracy, and low restriction of installa-
tion position. Our vision system consists of a pair of CCD cameras mounted on rear-
view mirror position and it is pointed towards the occupant. To classify the occupant, 
we use 2-stage SVM classifier, which input is down-sampled disparity map images of 
the occupant [2, 3]. And the occupant pose recognition system uses two algorithms in 
parallel, head detection algorithms based on a head contour model and head tracking 
algorithm using the inverse compositional image alignment method [4, 5, 6]. 
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This present paper consists of several sections as follow. Architecture of the vision-
based airbag control system is discussed in section 2. Occupant classification system 
and occupant pose recognition system are described in section 3 and 4, respectively. 
Result of experiments is reported in section 5. Finally, our result is summarized, and 
the performance of the whole system is discussed in section 6.  

2   The Airbag Control System 

In this section, we describe our airbag control system and how the system is operated. 
Fig. 1(a) shows the architecture of the system. Our vision-based airbag control system 
consists of two parts: vision-based occupant classification (VOC) system and vision-
based occupant pose recognition (VOPR) system. The VOC system classifies the 
occupant into 4 classes, such as 5th%tile female (or adult), 6 years-old child, infant 
seat and empty seat. According to the classification outcome, the system will deploy 
the airbag only if the occupant is classified as the 5th%tile female or adult, otherwise it 
will not be deployed. For the VOPR system, we assume that the head position of the 
occupant indicates his pose. So that, we divide the passenger’s space into 7 areas and 
the system recognizes which area the occupant’s head belongs to as shown in Fig. 1 
(b). When the occupant’s head belongs to the area 1 or 2, the system will regard the 
occupant is too close to dashboard and deploy the airbag weakly. Otherwise, the sys-
tem will deploy it normally.  

 

Fig. 1. The architecture of the airbag control system (a) and the head tracking for the pose 
recognition (b) - the solid circle indicates the head position of an occupant and the numbers 
show the area where the occupant can take a pose. 

3   Occupant Classification 

Fig. 2 shows an overall sequence of the VOC system. First, a disparity map image is 
obtained by using a fast SAD algorithm [7], and we apply the cubic model to the 
disparity map image for eliminating unnecessary information, such as dashboard, 
window and door. Then, the SVM classifier takes the down-sampled image of the 
disparity map image as an input [2, 3]. Since the disparity map of the 5th%tile female 
and 6 years-old child are similar compared to other cases, the SVM classifier consists 
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of two stages: in the first stage, it classifies the occupant into three classes, such as the 
5th%tile female or 6 years-old child as the first class, the infant seat as the second 
class, and the empty seat as the third class; in the second stage, the first class case is 
classified as either the 5th%tile female or 6 years-old child.  

 

Fig. 2. Operation sequence of the VOC system 

4   Occupant’ Pose Recognition 

In the VOPR system, to make the system robust, two algorithms are working in paral-
lel. Fig. 3 shows the flow chart of the VOPR system.  

 

Fig. 3. Flow chart of the VOPC system 

Initially, the system detects the occupant’s head in the given image by using a SVM 
classifier with head contour model. When the head detection succeeds, the system 
initializes tracking parameters and repeats the sequence; otherwise, it checks whether 
the tracking parameters are initialized or not in the previous stage. For the head track-
ing, it tracks the head by using an inverse compositional image alignment method 
based on Lucas-Kanade algorithm [6]. However, when the tracking parameters are not 
initialized, it is counted as an error and returns to the head detection stage. If the num-
ber of error becomes larger that the permitted number of errors, the system halts and 
sends a warning signal. 
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4.1   Head Detection 

Fig. 4 illustrates several steps of how the occupant’s head can be detected within the 
given image. First, we accumulate difference images of the image sequence until the 
difference value is greater than the predefined threshold as shown in Fig. 4 (b). And 
then, we apply some binary morphological operations such as dilation and erosion for 
filling holes and gaps of the image and extract feature points of the occupant from the 
image, the image becomes Fig. 4 (c) and Fig. 4 (d), respectively. We define the fea-
ture points as points on the occupant’s contour at intervals of 2.5 degrees. Finally, we 
try to detect the occupant’s head on the feature points by using a head contour model 
by combining a SVM classifier that was trained using different sizes of head contours 
as illustrated in Fig. 5 (a) where each head contour model is made up different num-
ber of feature points, 97, 81 and 65, respectively. 

 

(a)                         (b)                         (c)                         (d)                         (e) 

Fig. 4. Steps of the head detection algorithm 

 

Fig. 5. The head contour model with three different sizes of head (a) and the block diagram of 
the head tracking algorithm (b) 

4.2   Head Tracking 

Fig. 6 (b) illustrates the detail schematic diagram of the head tracking. In the initiali-
zation part, a model image is extracted from the given image and then it initializes the 
tracking parameters, such as warping and motion parameters. In the head tracking 
part, a warped image is made using the tracking parameters and it updates the tracking 
parameters to minimize the sum of squared error between the model image T  and the 
warped image of input image I  as shown in following equation [5, 6]: 
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where H  is Hessian matrix. Since we can calculate some parameters before tracking 
sequence, it allows the fast iteration and leads to the real time basis tracking of the 
object. 

5   Experiments 

The performance of occupant classification system was evaluated with our stereo 
image database acquired within the experimental car. The stereo images totaled 802 
and the resolution of each image was 320x240. We used down-sampled images (reso-
lution: 80x60) to reduce the dimension of the image. We randomly divided the data 
sets into a training set (50%) and a test set (50%) and used the public domain imple-
mentation of SVM, called LibSVM and two standard kernels [8]. Table 2 (a) shows 
average results of occupant classification. In case of RBF kernel, the correction rate 
was 96.57%, and in case of polynomial kernel, it was, 96.43% for each stage. Table 2 
(b) shows results of occupant’ pose recognition. The experiment was accomplished by 
using two image sequences, and the sequences consist of 608, 411 frames, respec-
tively. We counted it as a success case if any one of the two algorithms recognize the 
occupant’ head, as shown in Fig. 1 (b). 

Table 1. Occupant classification rate for each kernels (a) and pose recognition result of two 
image sequences (b) 

(a)                                                              (b) 

Kernel 
Classification 

rate 
 

Recognition 
rate 

Polynomial 96.57% Sequence set I 83.11% 
RBF 96.43% 

 

Sequence set II 83.42% 
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6   Conclusions and Future Work 

We proposed a vision based automatic system that consists of occupant classification 
system and occupant pose recognition system to control triggering and intensity of 
airbag deployment, respectively. To classify the occupant, 2-stage SVM classifier is 
used. To recognize the occupant pose, we used two algorithms in parallel: one is the 
head detection algorithm based on the head contour model and the other is the head 
tracking algorithm. We tested the system with our stereo image database acquired 
within the experimental car. Results show that the performance of the system is satis-
factory, suggesting that the vision based airbag control has a potential. We plan to 
carry out further research for solving an occlusion problem caused by the occupant’ 
arm, hat, and so on. 

Acknowledgments. This work was supported by Hyundai Autonet Co and 21st 
century Frontier Program. 
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Abstract. A mathematical characterization of the membrane potential
as an instantaneous return process in the presence of random refrac-
toriness is investigated for the Wiener neuronal model. In the case of
constant refractoriness, simple closed form expressions are obtained.

1 Introductory Remarks

The beginning of the history of neuronal models based on diffusion processes can
be set at the year 1964, when Gerstein and Mandelbrot [3] postulated that for a
number of experimentally monitored neurons subject to spontaneous activity the
firing probability density function (pdf) could be modeled by the first passage
time (FPT) pdf of a Wiener process.

Let {X(t), t ≥ 0} be a Wiener process defined in R and characterized by
drift A1(x) = μ and infinitesimal variance A2(x) = σ2, with μ > 0 and σ > 0.
As is well-known, the FPT of X(t) through S, with X(0) = y < S, is defined as
follows:

Ty = inf
t≥0

{t : X(t) ≥ S}, X(0) = y < S, (1)

and its pdf is:

g(S, t | y) :=
∂

∂t
P (Ty < t) =

S − y

σ
√

2 π t3
exp
{
− (S − y − μ t)2

2 σ2 t

}
(y < S). (2)

In the neuronal modeling context, the state S represents the neuron’s firing
threshold, the FPT through S the firing time and g(S, t | y) the firing pdf.

If μ > 0 and y < S, the Laplace transform of g(S, t | y) is:

gλ(S | y) :=
∫ +∞

0
e−λ t g(S, t | y) dt = exp

{(S − y)μ

σ2 − S − y

σ2

√
μ2 + 2 σ2 λ

}
.

(3)
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Fig. 1. An hypothetical sample path of Z(t). Circles indicate firing times, and squares
ends of refractoriness periods. The reset value has been denoted by η.

Hence, P (Ty < +∞) = 1 and the mean and variance of Ty are given by:

t1(S | y) =
S − y

μ
, Var(S | y) =

(S − y)σ2

μ3 · (4)

For the Wiener neuronal model (cf., for instance, [5]) the membrane potential
can be described by means of a return process {Z(t), t ≥ 0} defined in (−∞, S),
constructed as follows. Starting at a fixed state η ∈ (−∞, S) at time zero, a
firing takes place when X(t) attains for the first time the firing threshold S, after
which the neuron is unable to fire again for a period of refractoriness of random
duration. At the end of the period of refractoriness, Z(t) is instantaneously reset
to η. The subsequent evolution of the process then goes on as described by X(t),
until the boundary S is again reached. A new firing then occurs, followed by the
period of refractoriness, and so on.
The process {Z(t), t ≥ 0} consists of recurrent cycles F0,R1,F1,R2,F2, . . . (cf.
Fig. 1), each of random duration, where the durations Fi of Fi (i = 0, 1, . . .)
and the durations of refractory period Ri of Ri (i = 1, 2, . . .) are independently
distributed random variables. Here, Fi (i = 0, 1, . . .) denotes the time interval
elapsing between the i-th reset of the membrane potential at the value η and
the (i+ 1)-th FPT from η to S. Instead, Ri (i = 1, 2, . . .) indicates the duration
of i-th refractory period. The random variables F0, F1, . . . will be assumed to be
independent and identically distributed (iid), each with pdf g(S, t | η) depending
only on the length of the corresponding firing interval. Furthermore, we assume
that R1, R2, . . . are iid random variables, each with pdf ϕ(t) depending only on
the duration of the refractory period.

Let {M(t), t ≥ 0} be the random process representing the number of firings
released by the neuron up to time t and, for η ∈ (−∞, S), let

qk(t | η) = P{M(t) = k | Z(0) = η} (k = 0, 1, . . .) (5)

be the probability of occurrence of k firings up to time t. Then (cf. [6]),
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q0(t | η) = 1 −
∫ t

0
g(S, τ | η) dτ,

q1(t | η) = g(S, t | η) ∗ ϕ(t) ∗
[
1 −

∫ t

0
g(S, τ | η) dτ

]
+g(S, t | η) ∗

[
1 −

∫ t

0
ϕ(τ) dτ

]
,

(6)

qk(t | η) =
[
g(S, t | η) ∗ ϕ(t)

](k) ∗
[
1 −

∫ t

0
g(S, τ | η) dτ

]
+g(S, t | η) ∗ [ϕ(t) ∗ g(S, t | η)](k−1) ∗

[
1 −

∫ t

0
ϕ(τ) dτ

]
(k = 2, 3, . . .),

where (∗) means convolution and exponent (r) indicates (r)-fold convolution.
For the Wiener process, in Section 2 the probabilities of occurrence of mul-

tiple firings up to time t are calculated and exact formulas for the first two
moments of the number of firings released by the neuron up to time t are given.
Furthermore, the interspike pdf is determined for any pressigned pdf of the re-
fractoriness period. Finally, in Section 3 the case of constant refractoriness is
analyzed.

2 Effect of Refractoriness

We shall now provide a description of the number of firings released by the
neuron up to time t and of the interspike pdf for the Wiener neuronal model in
the presence of random refractoriness periods.

Theorem 1. The probability that zero firings occur up to time t is:

q0(t | η) =
1
2

[
1 + Erf

(S − η − μ t

σ
√

2 t

)
− exp

{2 μ (S − η)
σ2

}
Erfc

(S − η + μ t

σ
√

2 t

)]
,

(7)
where

Erf(x) =
2√
π

∫ x

0
e−z2

dz, Erfc(x) =
2√
π

∫ +∞

x

e−z2
dz (x ∈ R)

denote the error function and the complementary error function, respectively.

Proof. We evaluate q0(t | η) from the first of (6). To this purpose, we note that∫ t

0
g(S, τ | y) dτ +

∫ S

−∞
α(x, t | y) dx = 1 (y < S), (8)
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Fig. 2. Probabilities q0(t | η), q1(t | η), q2(t | η) and mean E{M(t) | η} are plotted as
function of t for S = −50, η = −70, σ2 = 1, E(R) ≡ ζ = 20 and μ = 0.25, 0.5, 1

where (see, for instance, [1])

α(x, t | y) =
1

σ
√

2 π t

[
exp
{
− (x − y − μ t)2

2 σ2 t

}
− exp

{2 μ (S − y)
σ2 − (x + y − 2S − μ t)2

2 σ2 t

}]
(x, y < S) (9)

denotes the transition pdf of the Wiener process in the presence of an absorbing
boundary at S. Making use of (9), from (8) one has:∫ t

0
g(S, τ | y) dτ = 1 −

∫ S

−∞
α(x, t | y) dx =

1
2

[
Erfc

(S − y − μ t

σ
√

2 t

)
+ exp

{2 μ (S − y)
σ2

}
Erfc

(S − y + μ t

σ
√

2 t

)]
(y < S). (10)

Hence, (7) follows from the first of (6) making use of (10) with y = η.

Theorem 2. The probabilities of occurrence of k firings up to time t are:

q1(t | η) =
1
2

[
Erfc

(S − η − μ t

σ
√

2 t

)
+ exp

{2 μ (S − η)
σ2

}
Erfc

(S − η + μ t

σ
√

2 t

)]
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−1
2
ϕ(t) ∗

[
Erfc

(2 (S − η) − μ t

σ
√

2 t

)
+ exp

{4 μ (S − η)
σ2

}
Erfc

(2 (S − η) + μ t

σ
√

2 t

)]
,

(11)

qk(t | η) =
1
2
[
ϕ(t)

](k−1) ∗
[
Erfc

(k (S − η) − μ t

σ
√

2 t

)
+ exp

{2 μ k (S − η)
σ2

}
×Erfc

(k (S − η) + μ t

σ
√

2 t

)]
− 1

2
[
ϕ(t)

](k) ∗
[
Erfc

( (k + 1) (S − η) − μ t

σ
√

2 t

)
+ exp

{2 μ (k + 1) (S − η)
σ2

}
Erfc

((k + 1) (S − η) + μ t

σ
√

2 t

)]
(k = 2, 3, . . .).

Proof. Let

πk(λ | η) :=
∫ +∞

0
e−λt qk(t | η) dt (λ > 0) (12)

be the Laplace transform of qk(t | η). Denoting by Φ(λ) the Laplace transform
of the refractoriness pdf ϕ(t), from the second and the third of (6) we have:∑

j≥k

πj(λ | η) =
1
λ

[
gλ(S | η)

]k [
Φ(λ)

]k−1

=
1
λ
gλ(k S | k η)

[
Φ(λ)

]k−1
(k = 1, 2, . . .), (13)

where the last identity follows from (3). Taking the inverse Laplace transforms
of (13), one is lead to:

∑
j≥k

qj(t | η) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∫ t

0
g(S, τ | η) dτ, k = 1

[
ϕ(t)

](k−1) ∗
∫ t

0
g(k S, τ | k η) dτ, k = 2, 3, . . . .

(14)
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Fig. 4. Probabilities q0(t | η), q1(t | η), q2(t | η) and mean E{M(t) | η} are plotted as
function of t for η = −70, μ = 0.5, σ2 = 1, E(R) = 40 and S = −60, −50, −40

Finally, recalling that

qk(t | η) =
∑
j≥k

qj(t | η) −
∑

j≥k+1

qj(t | η),

and making use of (10) and (14), relations (11) follow.

Probabilities qk(t | η) can be used to evaluate the explicit expressions of the
first two moments of the number of firings released by the neuron up to time t.
Indeed, by virtue of (10) and (14), one obtains:

E
{
M(t) | η} :=

∑
k≥1

k qk(t | η) ≡
∑
k≥1

∑
j≥k

qj(t | η)

=
1
2

{
Erfc

(S − η − μ t

σ
√

2 t

)
+ exp

{2 μ (S − η)
σ2

}
Erfc

(S − η + μ t

σ
√

2 t

)
+
∑
k≥2

[
ϕ(t)

](k−1) ∗
[
Erfc

(k (S − η) − μ t

σ
√

2 t

)
+ exp

{2 μ k (S − η)
σ2

}
Erfc

(k (S − η) + μ t

σ
√

2 t

)]}
,
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Fig. 5. Probabilities q0(t | η), q1(t | η), q2(t | η) and mean E{M(t) | η} are plotted as
function of t for η = −70, S = −50, μ = 0.5, E(R) = 20 and σ2 = 1, 10, 100

(15)

E
{
[M(t)]2 | η} :=

∑
k≥1

k2 qk(t | η) ≡
∑
k≥1

(2 k − 1)
∑
j≥k

qj(t | η)

=
1
2

{
Erfc

(S − η − μ t

σ
√

2 t

)
+ exp

{2 μ (S − η)
σ2

}
Erfc

(S − η + μ t

σ
√

2 t

)
+
∑
k≥2

(2 k − 1)
[
ϕ(t)

](k−1) ∗
[
Erfc

(k (S − η) − μ t

σ
√

2 t

)
+ exp

{2 μ k (S − η)
σ2

}
Erfc

(k (S − η) + μ t

σ
√

2 t

)]}
.

As proved in [4], for large t, the mean and variance of the number of firing
released by the neuron up to time t are approximatively linear function of t.

Let now I0, I1, I2, . . . denote the random variables describing the interspike
intervals, with I0 representing the time of occurrence of the first firing and Ik

(k = 1, 2, . . .) the duration of the time interval elapsing between k-th and (k+1)-
th firing. Furthermore, let γk(t) denote the pdf of Ik (k = 0, 1, . . .). Therefore,
the pdf of I0 is γ0(t) ≡ g(S, t | η) and the interspike intervals I1, I2, . . . are iid
random variables having pdf (cf. [2]):

γ(t) ≡ γk(t) =
∫ t

0
ϕ(ϑ) g(S, t − ϑ | η) dϑ (k = 1, 2, . . .), (16)
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of t for S = −50, η = −70, μ = 0.5, σ2 = 100 and E(R) = 60

where g is given in (2). Hence, by virtue of (4) and (16), the mean and the
variance of the interspike intervals I1, I2, . . . are given by:

E(I) =
S − η

μ
+ E(R), Var(I) =

(S − η)σ2

μ3 + Var(R), (17)

where E(R) and Var(R) denote the mean and variance of refractory periods.

3 Constant Refractoriness

We now assume that after each firing a refractoriness period of constant duration
ζ occurs. Hence, the pdf of the refractoriness period is given by:

ϕ(t) = δ
(
t − ζ

)
, (18)

where δ(t) is the Dirac delta function. Since [ϕ(t)](k) = δ
(
t−k ζ

)
, from (11) then

follows:

qk(t | η) =
1
2
H
[
t − (k − 1) ζ

]{
Erfc

(
k (S − η) − μ

[
t− (k − 1) ζ

]
σ
√

2
[
t − (k − 1) ζ

] )

+ exp
{2 μ k (S − η)

σ2

}
Erfc

(
k (S − η) + μ

[
t− (k − 1) ζ

]
σ
√

2
[
t− (k − 1) ζ

] )}

−1
2
H
(
t− k ζ

) [
Erfc

((k + 1) (S − η) − μ
(
t− k ζ

)
σ
√

2
(
t− k ζ

) )

+ exp
{2 μ (k + 1) (S − η)

σ2

}
Erfc

(
(k + 1) (S − η) + μ

(
t − k ζ

)
σ
√

2
(
t− k ζ

) )]
(k = 1, 2, . . .), (19)
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Fig. 7. The interspike pdf γ(t) is plotted as function of t: (a) for η = −70, S = −50,
σ2 = 1, E(R) = 20 and μ = 0.25, 0.5, 1; (b) for η = −70, S = −50, μ = 0.5, E(R) =
20 and σ2 = 1, 10, 100; (c) for η = −70, μ = 0.5, σ2 = 1, E(R) = 20 and S =
−60, −50, −40; (d) for η = −70, S = −50, μ = 0.5, σ2 = 1 and E(R) = 20, 40, 60

where H(t) denotes the Heaviside unit step function.
The first two moments of the number of firings released by the neuron up to

time t are then obtained from (15):

E
{
M(t) | η} =

1
2

�t/ζ�∑
k=0

[
Erfc

(
(k + 1) (S − η) − μ

(
t − k ζ

)
σ
√

2
(
t − k ζ

) )

+ exp
{2 μ (k + 1) (S − η)

σ2

}
Erfc

(
(k + 1) (S − η) + μ

(
t − k ζ

)
σ
√

2
(
t − k ζ

) )]
,

(20)

E
{
[M(t)]2 | η} =

1
2

�t/ζ�∑
k=0

(2 k + 1)
[
Erfc

(
(k + 1) (S − η) − μ

(
t− k ζ

)
σ
√

2
(
t− k ζ

) )

+ exp
{2 μ (k + 1) (S − η)

σ2

}
Erfc

(
(k + 1) (S − η) + μ

(
t − k ζ

)
σ
√

2
(
t − k ζ

) )]

where �x� denotes the largest integer less than or equal to x.



A Wiener Neuronal Model with Refractoriness 425

The pdf of the interspike intervals I1, I2, . . ., obtained from (16), is:

γ(t) = H
(
t − ζ

) S − η

σ
√

2 π (t − ζ)3
exp
{
−
[
S − η − μ (t− ζ)

]2
2 σ2 (t − ζ)

}
, (21)

so that the mean and variance are:

E(I) = ζ +
S − η

μ
, Var(I) =

σ2 (S − η)
μ3 · (22)

Figures 2÷6 show the probabilities q0(t | η), q1(t | η), q2(t | η), evaluated via (7)
and (19), and the mean E{M(t) | η}, obtained from the first of (20), as function
of t for various choices of μ, σ2, S, η and of E(R) ≡ ζ.

In Fig. 2 S = −50, η = −70, σ2 = 1 and E(R) = 20, so that E(R) ≡ t1(S | η)
if μ = 1 and E(R) < t1(S | η) if μ = 0.25, 0.5. Instead, in Fig. 3 E(R) > t1(S | η)
for S = −50, η = −70, μ = 1, σ2 = 1 and E(R) = 60. Fig. 2 and Fig. 3 exibit a
drastically different behavior as E(R) increases.

Fig. 4, instead, refers to the case η = −70, μ = 0.5, σ2 = 1, E(R) = 40. Then,
E(R) > t1(S | η) if S = −60, E(R) = t1(S | η) if S = −50 and E(R) < t1(S | η)
if S = −40.

In Fig. 5 one has E(R) < t1(S | η) for η = −70, S = −50, μ = 0.5, E(R) = 20
and σ2 = 1, 10, 100, whereas in Fig. 6 it is E(R) > t1(S | η) for S = −50, η = −70,
μ = 0.5, σ2 = 100 and E(R) = 60. In the case σ2 = 100, Fig. 5 and Fig. 6 exibit
a different behavior as E(R) increases.

Finally, in Fig. 7 the interspike pdf γ(t) is plotted as function of t for different
choices of parameters μ, σ2, S, η and E(R).

Extensions to random refractoriness for other diffusion neuronal models will
be the object of future works.
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Abstract. As a model of Brownian motor, we consider the motion of par-
ticles in an asymmetric, single-well, periodic potential undergoing half-
period shifts driven by two Poisson processes. Probability currents and
stopping force are explicitly obtained as a function of the model param-
eters, and use of the notion of driving effective potential is made to bridge
the presentmodel with our previousworks involvingwashboard potentials.

1 Introduction

In the present paper we resort to an idea originally proposed in [4], and re-
implemented in [11], to provide an explanation of a possible genesis of the wash-
board potential phenomenologically introduced by us in previous papers (see [2]
and its re-interpretation [3]). Namely, we show that the presence of two equally
periodic potentials, shifted by a half-period and alternating in time according to
a Poisson distribution, as far as the particles’ dynamics is concerned, is equivalent
to a washboard potential. Under particular conditions, the period of such poten-
tial turns out to be a half of that of the two alternating potentials. We are thus
led to obtain a unique periodic potential modified by means a linear term, such as
the one instrumentally hypothesized in [3] without any speculation on its origin.
This resulting potential identifies with the “effective driving potential” defined
in [16] and therein determined by means of a time series yielded by simulations
of trajectories that are solutions of a Langevin stochastic differential equation.

Borrowing the framework and some of the technical tools of [16], hereafter we
shall provide a quantitative analysis of the resulting Brownian motor and of the
detailed features of the generated washboard potential, with specific reference to
experimental data of [9] concerning the displacement of Myosin II (henceforth
abridged as “myosin”).

2 The Model

As is customary, the point-size particle miming a myosin head is viewed as mov-
ing along an axis, say x, subject to a viscous drag force as well as to the random
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force (2kBT/ρ)1/2 × Λ(t), where Λ(t) is a standard Gaussian white noise. Fur-
thermore, the overall effect of the interaction of the particle with the molecules
of the actin filament is synthesized into a space-periodic potential whose period
is twice the distance L (henceforth the “motor step”) between consecutive actin
monomers. Under the reasonable assumption of overdamped motion (see, for
instance, [1], [13], [3]), the equation of motion for the particle is:

ẋ(t) = −U ′
S(x) − Fe

ρ
+

√
2kBT

ρ
Λ(t), (1)

where Fe indicates a possibly external extra force, ρ the drag coefficient, T the
absolute temperature and kB the Boltzmann constant. Finally, US(x) denotes
the above 2L-periodic potential and S is a two-valued random variable, whose
values will be henceforth denoted by s = 1, 2. Such a variable is related to a
fluctuation source and specifies the current chemical state of the actin-myosin
system. For s = 1, 2, the transition from the chemical state s to the chemical
state 3− s is assumed to occur according to a Poisson process of rate as. Setting
a = a1 + a2, we then have P (S = 1) = a2/a and P (S = 2) = a1/a. Here we
shall assume that U1(x) and U2(x) are asymmetric saw-tooth shaped potentials
with their minima at LA and LA +L (0 < LA < L), respectively, and possessing
equal depths U0 (see Fig. 1). Hence:

Us(x + L) = U3−s(x), for x ∈ [0, L] and s = 1, 2. (2)

As is well known (see, for instance, [14]) the Fokker-Plank differential formulation
of (1) is:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∂p1(x, t)
∂t

= η(x, t) +
∂

∂x

[
U ′

1(x) − Fe

ρ
p1(x, t)

]
+ D

∂2

∂x2 p1(x, t)

∂p2(x, t)
∂t

= −η(x, t) +
∂

∂x

[
U ′

2(x) − Fe

ρ
p2(x, t)

]
+ D

∂2

∂x2 p2(x, t)

(3)

where η(x, t) = −a1(x, t)p1(x, t)+a2p2(x, t) is the contribute of the state’s tran-
sitions and D =kBT/ρ is the diffusion constant.

We have to look for the solution of the equations (3)with the constraint that the
position x of the particle is confined in [0, 2L]. Hence, the obtained (2L-periodic)
solution ps(x, t) includes the contributions of all positions that are modulo 2L con-
gruous tox. For allx ∈ [0, 2L] and for all integer k, the quantity ps(x, t)dx (s = 1, 2)
then expresses the fraction of particles that at time t are located in the neighbor-
hood of x+2kL, in the chemical state s. Under such reduced dynamics, considera-
tions of physical nature (see, for instance, [12]) indicate that a steady state regime is
attained in which the solutions of Eqs. (3) are time-independent: ps(x, t) = ps(x).
As Fig. 1 shows, four consecutive intervals 1, 2, 3, 4 are present, such that one of the
slopes of the two potentials varies when moving from an interval to the next one.
Such intervals have end points e0 = 0, e1 = LA, e2 = L, e3 = LA + L, e4 = 2L,
and in each of them the functions U ′

1(x) and U ′
2(x) are constant.
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Fig. 1. The figure shows the intervals 1, 2, 3, 4 partitioning the periodicity interval
[0, 2L] of the two saw-tooth potentials U1(x) and U2(x). Passing from each interval to
the next one, a change occurs of one of the slopes of the potential.

From now on unless differently stated, we shall tacitly assume that indices s
and r are such that s = 1, 2 and r = 1, 2, 3, 4. Denote now U ′

s(x) = msr, meaning
that x is in the interval r while chemical state is s. Then, Eqs. (3) read:⎧⎪⎪⎪⎨⎪⎪⎪⎩

p′′1r(x) = −m1r − Fe

ρD
p′1r(x) +

a1

D
p1r(x) − a2

D
p2r(x)

p′′2r(x) = −m2r − Fe

ρD
p′2r(x) − a1

D
p1r(x) +

a2

D
p2r(x).

(4)

The search of the solution of Eqs. (4) will be performed along the lines indicated
in [1]. To this end, with i = 1, 2, 3, 4 let λri denote the eigenvalues of (4) in the
r-th interval. (One of the eigenvalues, say λr4, can be seen to be equal to zero,
so that one is led to a cubic equation for the remaining eigenvalues.) In each
interval, we look for a solution of the form

psr(x) =
4∑

i=1

C
(s)
ri eλrix. (5)

Note that only 16 out of the 32 coefficients C
(s)
ri must be specified. Indeed,

imposing that (5) satisfies (4), leads to the specification of the ratios C
(2)
ri /C

(1)
ri

as functions of the previously determined eigenvalues.
Let now

Js(x) = −D

[
U ′

s(x) − Fe

ρD
ps(x) + p′s(x)

]
, (6)

denote the probability currents in the s-th chemical state. Then, the unknown
16 coefficients C

(1)
ri are determined by imposing the 15 continuity conditions

(r = 1, 2, 3):



On Myosin II Dynamics: From a Pulsating Ratchet 429

x

L
A

L 2LL+L
A

p
1
(x) p

2
(x)

0
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and p2(x)

x

J
1
(x) J

2
(x)

J(x)� J

LA L+LA

0

Fig. 3. Probability currents J1(x) and
J2(x) sum up to yield the constant total
probability current J

ps(e+
0 ) = ps(e−4 ), ps(e−r ) = ps(e+

r ) (7)
J1(e+

0 ) = J1(e−4 ), Js(e−r ) = Js(e+
r ) (8)

and the normalization condition
2∑

s=1

∫ 2L

0
ps(x) dx = 1. (9)

We further note that functions Js(x), can be determined in terms of the psr(x):

Jsr(x) = −D

4∑
i=1

C
(s)
ri

[
msr − Fe

ρD
+ λri

]
eλrix. (10)

In summary, in each of the above considered four intervals, probability den-
sities ps(x) and probability currents Js(x) are obtained via Eqs. (5) and (6).
Note, in addition, that the total probability current J1(x) + J2(x) is a constant,
hereafter denoted by J .

Fig. 2, for a somewhat arbitrary choice of parameters a1, a2, ρ, T, L, LA, U0, Fe

shows the typical plot of probability densities p1(x) and p2(x) obtained via the
above procedure in the case a1 = a2. For the same parametric choice, Fig. 3
shows the plot of probability currents J1(x) and J2(x), as well as the total
probability current J .

3 Origin of the Washboard Potential

We re-write Eqs. (3) for the stationary regime
(

i.e.
∂p1(x, t)

∂t
=

∂p2(x, t)
∂t

= 0
)

and add them up term by term to obtain:

d

dx

[
Ṽ ′(x) − Fe

ρ
p(x)

]
+ D

d2

dx2 p(x) = 0, (11)
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where

Ṽ ′(x) =
2∑

s=1

U ′
s(x)

ps(x)
p(x)

(12)

and p(x) = p1(x) + p2(x). Note that Ṽ ′(x) is 2L-periodic. Hence, Ṽ (x), that
we shall call “effective driving potential” by borrowing a definition given in [16],
turns out to be the sum of a 2L-periodic function, say U(x), and of a linear
term:

Ṽ (x) = U(x) − Fi · x. (13)

Here, Fi has dimension of a force, identifies with the “effective driving force” of
[16], and depends on all parameters of the model, including Fe. Such force can
be calculated as follows:

Fi = − 1
2L

∫ 2L

0
Ṽ ′(x) dx = − 1

2L
E

[
U ′

S(X)
p(X)

]
. (14)

Indeed, since Ṽ (x) is 2L-periodic, setting ΔṼ = Ṽ (0) − Ṽ (2L) from (13) we
have Fi = ΔṼ /(2L). On the other hand, by integration of (12) between 0 and
2L, we obtain:

ΔṼ = −
∫ 2L

0
Ṽ ′(x) dx = −

2∑
s=1

∫ 2L

0

U ′
s(x)
p(x)

ps(x) dx = −E

[
U ′

S(X)
p(X)

]
having made use of the well-known definition

E [g(X,S)] =
2∑

s=1

∫ 2L

0
g(x, s)ps(x) dx

where g is any measurable function.
As for Ṽ (x), it can be obtained, apart from an arbitrary constant, by nu-

merical integration of (12). Hence, from (13) and (14) the periodic compo-
nent U(x) of Ṽ (x) is immediately obtained. Fig. 4, obtained by taking Ṽ (0) =
[U1(0) + U2(0)]/2, shows plots of U(x) and Ṽ (x) in [0, 2L] for the same choice
of parameters as in Fig. 2. Note that the linear behaviors of Ṽ (x) in [0, LA] is
due to being therein U ′

1(x) = U ′
2(x) so that, by virtue of (12), one has Ṽ (x) =

m11 · x, with m11 < 0. Hence, due to (13), a similar conclusion follows for the
function U(x).

We now recall that Ṽ ′(x) is 2L-periodic. However, in the case of symmetric
transitions (i.e. a1 = a2), Ṽ ′(x) becomes L-periodic, and hence the period of
the potential U(x) equals the motor step L. The proof follows in 3 steps.

Step 1. For x ∈ [0, L] one has:

ps(x + L) = p3−s(x) ⇐⇒ a1 = a2
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Fig. 4. Plots of the effective driving potential Ṽ (x) and of its periodic component U(x)

Indeed, if a1 = a2, Eq. (2) implies that, apart from a shift of magnitude L, the
Brownian particles in the stationary regime are equally distributed in states 1
and 2:

p1(x + L) = p2(x), p2(x + L) = p1(x) ∀x ∈ [0, L] . (15)

Vice versa, if (15) hold, then from Eqs. (3), written for the stationary case, after
some algebra one obtains a1 = a2. Hence, iff state transitions are symmetric,
then ps(x + L) = p3−s(x).

Step 2. We prove that if positive constants α1 and α2 exist such that:

ps(x + L) = αs p3−s(x), for x ∈ [0, L], (16)

then α1α2 = 1. This follows from (16) after imposing continuity conditions (7),
so that

p1(L−) = p1(L+) = α1p2(0+) = α1p2(2L−) = α1α2p1(L−).

Step 3. We show that for x ∈ [0, L],

Ṽ ′(x + L) = Ṽ ′(x) iff a1 = a2.

Indeed,

Ṽ ′(x + L) = Ṽ ′(x) ⇔
2∑

s=1

U ′
3−s(x)

ps(x + L)
p(x + L)

=
2∑

s=1

U ′
s(x)

ps(x)
p(x)

⇔
2∑

s=1

U ′
s(x) [p2(x)p2(x + L) − p1(x)p1(x + L)] = 0

⇔ p1(x + L)
p2(x + L)

=
p2(x)
p1(x)

. (17)
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Hence,

Ṽ ′(x + L) = Ṽ ′(x) ⇒ p1(x + L) = αp2(x) and p2(x + L) = αp1(x), (18)

with α any positive constant. Applying the result stated in Step 2 to Eqs. (18),
it follows α = α1 = α2 = 1, which by Step 1 implies a1 = a2. On the other hand,
if a1 = a2, then (15) hold, so that the last equality of (17) holds, which in turn
proves the announced L-periodicity of Ṽ ′(x).

Note that in the case of symmetric transitions, Fi can be evaluated also as
follows:

Fi = − 1
L

∫ L

0
Ṽ ′(x) dx. (19)

In conclusion, in the case of symmetric transitions, Eq. (11) describes the
stationary regime of the diffusion process responsible for the particle’s dynamics
under the stochastic differential equation

ẋ(t) = − Ṽ ′(x) − Fe

ρ
+

√
2kBT

ρ
Λ(t). (20)

Here, differently from Eq. (1), no stochastically alternating drift is present, the
entire dynamics being determined exclusively by the washboard potential Ṽ (x)
and by the effects of thermal fluctuation. From Eqs. (13) and (20), one sees that
the Brownian particle is subject to a diffusion having drift [U ′(x) − (Fi + Fe)] /ρ,
and hence is subject to a tilted potential U(x) − (Fi +Fe)x. The tilt disappears
whenever F = Fi+Fe = 0, namely when the effective driving force Fi is balanced
by an opposite external force Fe. In such a case the total probability current
vanishes. The stopping force Fst, namely the external force able to stop the
net motion of the particle, from Eq. (14) is recognized to be the fixed point of
E[U ′

S(X)/p(X)]/(2L) viewed as a function of Fe.

4 Numerical Results

The model discussed in the foregoing has been implemented with reference to
experimental data provided in [9]. In this work, myosin head displacements have
been monitored in the practical absence of external loads (Fe ( 0). The mea-
surements, performed at environmental temperature T = 293 K, yielded a mean
dwell time μ̂ ( 5 ms and forward jump frequency p̂ ∈ (0.8, 0.9). Than the es-
timated average velocity v̂ = (2(p̂ − 1)L/μ̂ for L = 5.5 nm (as reported, for
instance, in [7] e [8]) falls between 6.6×10−7 and 9.9×10−7 nm/ns. Hence, since
the motor step is a half of the periods of U1(x) and U2(x), the total probability
current of Brownian particles in our model is given by Ĵ = v̂/(2L), thus falling
between 6 × 10−8 and 8 × 10−8 ns−1. In our numerical evaluation, we have cho-
sen ρ =90 pN ns/nm as reported in [5] and also supported by the estimation
in [6] for a slightly smaller protein. For the symmetric transition a = a1 = a2
and for different choice of U0 and LA we have calculated the total probability
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Table 1. For T =293 K, L =5.5 nm, ρ =90 pN ns/nm, Fe = 0 and for some choices
of U0, LA and a, total probability current J , stopping force Fst and effective driving
force Fi have been listed

U0 (kBT ) LA (nm) a (ns−1) J (ns−1) Fst (pN) Fi (pN)
30 2.0 1.4 ×10−7 6.97 ×10−8 -8.34 0.63
31 2.0 1.4 ×10−7 6.87 ×10−8 -8.89 0.86
32 2.0 1.4 ×10−7 7.14 ×10−8 -9.40 1.19
33 2.0 1.4 ×10−7 7.00 ×10−8 -9.94 1.45
34 2.0 1.4 ×10−7 6.85 ×10−8 -10.47 1.90
32 1.0 1.5 ×10−7 7.24 ×10−8 -10.46 1.24
32 2.0 1.5 ×10−7 7.63 ×10−8 -9.43 1.24
32 3.0 1.5 ×10−7 7.35 ×10−8 -8.46 1.16
32 4.0 1.5 ×10−7 8.00 ×10−8 -7.69 1.23
32 2.0 1.3 ×10−7 6.20 ×10−8 -9.37 1.14
32 2.0 1.4 ×10−7 7.14 ×10−8 -9.40 1.19
32 2.0 1.5 ×10−7 7.63 ×10−8 -9.43 1.24
32 2.0 1.6 ×10−7 7.74 ×10−8 -9.48 1.26

current. As Table 1 shows, the obtained values are compatible with the above
mentioned experimental estimations. Table 1 also lists the obtained values of
stopping force Fst and effective driving force Fi. It is interesting to remark that
the obtained values of the total probability current are very close to a half of the
chosen transition rates that, for our symmetric transition model, identify with
the harmonic mean of the rates, in agreement with a similar result in [4].

Figure 5 shows the calculated behavior of total probability current J as func-
tion of external force Fe. The intercepts of the curves with the horizontal axis
(J = 0) represent the stopping forces. Note that the total probability current stays
constant for a wide range of external applied forces, to quite abruptly drop and
rapidly change sign, which implies a sudden inversion of the direction of motion.

It is instructive to analyze the implications of model (1) where time alter-
nating potentials U1(x) and U2(x) are present, and of the reduced model (20),
under symmetric transitions, that involves the unique washboard potential Ṽ (x)
given by (13). Denoting by p and μ the theoretical analogue of p̂ and μ̂, one
has [10]:

p =
1

1 + e−(Fi+Fe)L/kBT
. (21)

As for μ, we can evaluate it in two ways. The first way is by [10]:

μ =
p

D

∫ L

0
dx exp

{
Ṽ (x) − Fe · x

kBT

}∫ x

x−L

dy exp

{
− Ṽ (y) − Fe · y

kBT

}
. (22)

Note that the arbitrary constant arising from integration in (12) cancels out
in (22). The second way is via the equation
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Fig. 5. Total probability current J as a function of external force Fe for the indicated
three choices of U0. Here LA = 2 nm and a =1.4×10−7 ns−1. The remaining parameters
are those of Table 1.

Table 2. For some choices of U0, LA and a, the probability p given by (21) is listed.
In columns 5 and 6 the mean dwell time calculated via (22) and (23), respectively, are
also listed. The last column lists the depths U∗

0 of the wells in the periodic component
of the washboard potential Ṽ (x). All parameters have been chosen as in Table 1.

U0 (kBT ) LA (nm) a (ns−1) p μ (ns) Eq. (22) μ (ns) Eq. (23) U∗
0 (kBT )

30 2.0 1.4 ×10−7 0.701 0.2878 ×107 0.2887 ×107 13.94
31 2.0 1.4 ×10−7 0.762 0.3830 ×107 0.3818 ×107 14.29
32 2.0 1.4 ×10−7 0.835 0.4639 ×107 0.4696 ×107 14.57
33 2.0 1.4 ×10−7 0.878 0.5859 ×107 0.5743 ×107 14.86
34 2.0 1.4 ×10−7 0.929 0.6288 ×107 0.6265 ×107 15.14
32 1.0 1.5 ×10−7 0.843 0.4741 ×107 0.4738 ×107 14.66
32 2.0 1.5 ×10−7 0.844 0.4464 ×107 0.4514 ×107 14.54
32 3.0 1.5 ×10−7 0.829 0.4507 ×107 0.4479 ×107 14.49
32 4.0 1.5 ×10−7 0.841 0.4073 ×107 0.4248 ×107 14.34
32 2.0 1.3 ×10−7 0.825 0.4834 ×107 0.4896 ×107 14.65
32 2.0 1.4 ×10−7 0.835 0.4639 ×107 0.4696 ×107 14.57
32 2.0 1.5 ×10−7 0.844 0.4464 ×107 0.4514 ×107 14.54
32 2.0 1.6 ×10−7 0.848 0.4398 ×107 0.4399 ×107 14.55
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μ =
2p− 1

2J
. (23)

This should yield the same value as (22) if models (1) and (20) are truly equiv-
alent as far as the predicted average velocity is concerned. Table 4 evidently
supports such an equivalence, as shown by columns 5 and 6 referring to cal-
culations made via (22) and (23), respectively. In the last column of Table 4,
the depths U∗

o of the periodic component in Ṽ (x) have been listed. For the con-
sidered choices of parameters, this turns out to be very close to the estimated
counterparts in [3].
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Abstract. A network consisting of two Stein-type neuronal units is an-
alyzed under the assumption of a complete interaction between the neu-
rons. The firing of each neuron causes a jump of constant amplitude of
the membrane potential of the other neuron. The jump is positive or neg-
ative according to whether the firing neuron is excitatory or inhibitory.

Making use of a simulation procedure designed by ourselves, we study
the interspike intervals of the two neurons by means of their histograms,
of some descriptive statistics and of empirical distribution functions. Fur-
thermore, via the crosscorrelation function, we investigate the synchro-
nization between the neurons firing activity in the special case when one
neuron is excitatory and the other is inhibitory.

1 Introduction

The dynamics of a pair of Stein’s neuronal units serially connected has been
recently analyzed under the hypothesis that they are subject to excitatory and
inhibitory stimuli with constant or alternating rates ([6], [7]). Making use of an
ad hoc simulation procedure designed by ourselves, various quantitative results
have been already obtained. In particular, the existence has been disclosed of
an “optimal” value for the amplitude γ of the jumps of the membrane potential
of the second unit (the “receiving neuron”) attained as effect of the firing of
the first unit (the “sending neuron”). We also studied the reaction time, defined
as the random time elapsing between a firing of the sending neuron and the
subsequent firing of the receiving neuron. The reaction times have been analyzed
in [7], under the assumption of constant inhibitory rate, for both constant and
alternating excitatory rates, with emphasis on the effects of various choices of γ
and of the amplitude of the refractory period.

The model described in [6] and [7] is re-considered here under the novel
assumption that a complete interaction between the two neurons exists. The
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effect of the firing of each neuron is a sudden constant magnitude jump of the
membrane potential of the other neuron.

By means of our simulations, we obtain the neurons interspike intervals (ISIs)
histograms and their empirical distribution functions. The synchronization of the
firing activity of the neurons is studied in the special case in which one neuron
is excitatory and the other is inhibitory.

We point out that the analysis of firing activity of coupled neurons under
various mutual interactive paradigms is particularly relevant in various respects:
for instance, it is known that the cerebellar cortex includes pairs of coupled
neurons, which has motivated some previous studies (see, for instance, [4] and
[5]). Synchronization will be studied via the firing times crosscorrelation function
(see [2]). Furthermore, by means of the autocorrelation function, we have been
able to disclose particular patterns of spikes elicited by each single neuron.

2 The Method

In previous papers we analyzed the behavior of two coupled neuronal units that
interact according to a sending-receiving model, assuming that an unidirectional
connection from the first to the second neuron exists. We now present a statistical
analysis of the firing activity of the two neurons under the hypothesis of complete
interaction. For each neuronal unit, changes in the membrane potential between
two consecutive spikes are described by the Stein’s differential equation; however,
the further hypothesis is now added that whenever a neuron fires, the membrane
potential of the other neuron undergoes a jump of constant magnitude. Let
{[X1(t), X2(t)]; t ≥ 0} be the stochastic process describing the time-evolution of
the membrane potential of the pair of neurons between consecutive firings. We
consider the following stochastic differential equations:

dX1(t) = −1
τ
X1(t) dt + α dN+

1 (t) − β dN−
1 (t) + γ1 dM2(t) (1)

dX2(t) = −1
τ
X2(t) dt + α dN+

2 (t) − β dN−
2 (t) + γ2 dM1(t), (2)

where τ is the positive time constant according to which, in absence of stimuli,
the membrane potential exponentially decays to the resting level. The effects
of excitatory and inhibitory stimuli, that are assumed to occur according to
independent Poisson processes, consist of instantaneous jumps of the membrane
potential of magnitudes α and −β, respectively, where α and β are positive
constants. The stochastic processes N+

i (t) and N−
i (t) (i = 1, 2) in the above

equations are assumed to be independent time-homogeneous Poisson processes
describing the arrival of excitatory and inhibitory stimuli on the i-th neuronal
unit originating from the environment. Processes M1(t) and M2(t) count the
number of firings produced in [0,t] by the first and second neuron, respectively.
The amplitude of the jump of the first (second) neuron membrane potential
caused by the spike of the second (first) neuron is γ1 (γ2). Its value is positive
or negative according to the excitatory or inhibitory nature of the firing neuron.
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As implied by Eqs. (1) and (2), in absence of stimuli the neuronal membrane
potential exponentially decays with time constant τ to the resting level that,
without loss of generality, is set to be 0. A firing occurs when the membrane
potential of a neuronal unit crosses the constant firing threshold S. We also
assume that after each firing a refractory period of fixed duration takes place,
at the end of which the membrane potential is reset in the neighborhood of the
resting level according to some probability density. Here we shall assume that
the reset occurs according to some probability density. Here we shall assume
that the reset occurs according to the truncated Gaussian probability density
f(x) = C e−x2/2, −3 < x < 3.

Since an analytical solution of the membrane potential dynamics for the
model described by Eqs. (1) and (2) is not available, a Monte-Carlo simulation
method has been devised and implemented by us. This procedure, described
in [6], is very suitable for the statistical description of coupled neurons firing
activity.

3 Statistical Results on ISIs

In this Section we study the dependence of interspike intervals of both neurons
on parameters γ1 and γ2. Hereafter we shall focus our attention on three related
matters: (i) to discuss the shape exhibited by ISIs histograms, (ii) to calculate
the relevant statistical indices of ISIs, and (iii) to perform some comparisons
between ISIs empirical distribution functions.

3.1 ISI Histograms

A measure of the variability in the timing of the sequence of spikes generated
by the neurons is provided by the histograms interspike intervals. We consider
the case in which the first neuron is excitatory whereas the second may possess
excitatory or inhibitory nature. Computational results based on extensive sim-
ulations show that when the second neuron sends large inhibitory inputs, the
probability mass of first neuron’s ISI spreads over the temporal axis. The oppo-
site occurs for large positive values of γ1, i.e. when the second neuron is highly
excitatory (see, for instance, Figure 1).

Feedback effects appear in the firing activity of the two coupled neurons. For
instance, if the first neuron is excitatory and causes a jump of amplitude γ2 of
the membrane potential of the second neuron, then the interspike intervals of
the latter exhibit a dependence on the behavior of γ1. This is shown in Figure
2, where the second neuron ISI histograms are more spread when γ1 < 0.

3.2 Some Statistical Indices of ISIs

Some relevant descriptive statistics of both neurons’ ISIs are analyzed in this
Section. The intrinsic symmetry property of the model, evident from Eqs. (1)
and (2), is reflected in the ISIs statistical indices. The mean of the first neuron’s



Feedback Effects in Simulated Stein’s Coupled Neurons 439

0 50 100 150 200
0

0.01

0.02

0.03
(a)

0 50 100 150 200
0

0.01

0.02

0.03
(b)

0 50 100 150 200
0

0.01

0.02

0.03
(c)

0 50 100 150 200
0

0.01

0.02

0.03
(d)

Fig. 1. First neuron’s ISI histograms for
γ2 = 2 and (a) γ1 = −2, (b) γ1 = −1, (c)
γ1 = 1, (d) γ1 = 2
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Fig. 2. Second neuron’s ISI histograms
for γ2 = 2 and (a) γ1 = −2, (b) γ1 = −1,
(c) γ1 = 1, (d) γ1 = 2

ISI evaluated for the couple of parameters (γ1, γ2) equals the mean of second
neuron’s ISI for (γ2, γ1). A similar behavior is exhibited also by the standard
deviation and by the coefficient of variation of the interspike intervals.
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Fig. 3. Mean of first neuron’s ISI
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Fig. 4. Mean of second neuron’s ISI

The mean of the first neuron’s ISI decreases when γ2 is fixed and γ1 in-
creases. Similarly, the mean of second neuron’s ISI decreases for fixed γ1 when
γ2 increases (see Figures 3 and 4). Moreover, mean of first neuron’s ISI is larger
(smaller) than the mean of the second neuron’s ISI when γ2 is larger (smaller)
than γ1. The means of the two neurons’ ISIs are closer when γ1 approaches γ2,
and viceversa. These remarks suggest that firing activity properties of the couple
of neurons are globally dependent on the difference between γ1 and γ2.
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Fig. 5. Standard deviation of first neu-
ron’s ISI
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Fig. 6. Standard deviation of second
neuron’s ISI

Similar remarks about symmetry hold for the standard deviation (see Figures
5 and 6) and for the coefficient of variation (see Figures 7 and 8). Both statistical
indices for the ISI of the first neuron decrease when γ1 increases and γ2 is fixed.
By symmetry, the standard deviation and the coefficient of variation of the
second neuron’s ISI decrease when γ1 is fixed and γ2 increases. Moreover, if γ1 is
larger (smaller) than γ2, the standard deviation and the coefficient of variation
of second neuron’s ISI are larger (smaller) than those of first neuron’s ISI.
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Fig. 7. Coefficient of variation of first
neuron’s ISI
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3.3 ISIs Distribution Functions

Due to the symmetry of the model, first neuron’s ISI distribution function is
identical to that of the second neuron when the values of parameters γ1 and γ2
are exchanged. An example of this property is shown in Figures 9 and 10, where
the ISIs cumulative distribution functions of first and second neuron are plotted
for some choices of γ1 and γ2, respectively.
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Fig. 9. First neuron’s ISIs distribution
functions for γ2 = 2, and γ1 = −2
(solid line), γ1 = 0 (dashed line), γ1 = 2
(dashed-dotted line)
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Fig. 10. Second neuron’s ISIs distribu-
tion functions for γ1 = 2, and γ2 = −2
(solid line), γ2 = 0 (dashed line), γ2 = 2
(dashed-dotted line)

Comparing first neuron’s ISIs distribution functions for different values of
γ1 we notice that the cumulative distribution function becomes larger when
γ1 increases (see Figure 9). The same property holds for the second neuron’s
ISI distribution function when γ2 increases (see Figure 10). This suggests the
existence of some kind of stochastic ordering. Indeed, denoting by Y

(γ1,γ2)
i the

random variable describing the i-th neuron interspike intervals and by H
(γ1,γ2)
i (t)

its distribution function (i = 1, 2), for δ > 0 we have:

H
(γ1,γ2)
1 (t) ≤ H

(γ1+δ,γ2)
1 (t) and H

(γ1,γ2)
2 (t) ≤ H

(γ1,γ2+δ)
2 (t), for all t ≥ 0.

(3)
Eq. (3) shows that

Y
(γ1,γ2)
1 ≥st Y

(γ1+δ,γ2)
1 and Y

(γ1,γ2)
2 ≥st Y

(γ1,γ2+δ)
2 ,

where ≥st denotes the usual stochastic order. (For the definition of usual stochas-
tic order see, for instance, [9]).
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Fig. 11. ISIs distribution functions for
the first neuron, with γ1 = 2 (solid line),
and for the second neuron, with γ2 = −2
(dashed line), γ2 = 0 (dashed-dotted
line), γ2 = 2 (dotted line)

0 50 100 150 200 250 300
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Fig. 12. ISIs distribution functions for
the first neuron, with γ1 = −2 (solid
line), and for the second neuron, with
γ2 = −2 (dashed line), γ2 = 0 (dashed-
dotted line), γ2 = 2 (dotted line)

Let us now compare the ISIs distribution functions of the two neurons. We
note that when γ1 is larger (smaller) than γ2, the first neuron’s ISI distribu-
tion function is larger (smaller) than that of second neuron. The distribution
functions are equal when γ1 = γ2. Hence, since

H
(γ1,γ2)
1 (t) ≥ H

(γ1,γ2)
2 (t), for all t ≥ 0, with γ1 ≥ γ2,

H
(γ1,γ2)
1 (t) ≤ H

(γ1,γ2)
2 (t), for all t ≥ 0, with γ1 ≤ γ2,

we conclude that

Y
(γ1,γ2)
1 ≤st Y

(γ1,γ2)
2 for γ1 ≥ γ2 and Y

(γ1,γ2)
1 ≥st Y

(γ1,γ2)
2 for γ1 ≤ γ2.

Figures 11 and 12 show the distribution functions of the two neurons’ ISIs for
different values of (γ1, γ2).

4 Entropies and Correlation Functions

Information theory is widely used in neuronal coding to quantify the information
on the received stimuli conveyed by the neural response [3]. Aiming to obtain
a measure of information on the coupled neuronal activity, hereafter we con-
sider the following discrepancy measure between the distributions of Y

(γ1,γ2)
1

and Y
(γ1,γ2)
2 :

I
(γ1,γ2)
(Y1,Y2)

=
∫ +∞

0
h

(γ1,γ2)
1 (u) log

h
(γ1,γ2)
1 (u)

h
(γ1,γ2)
2 (u)

du, (4)
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I
(γ1,γ2)
(Y2,Y1)

=
∫ +∞

0
h

(γ1,γ2)
2 (u) log

h
(γ1,γ2)
2 (u)

h
(γ1,γ2)
1 (u)

du. (5)

Here, h(γ1,γ2)
i (t) denotes the probability density function (pdf) of Y (γ1,γ2)

i (i =
1, 2). Functions I

(γ1,γ2)
(Yi,Yj)

(i, j ∈ {1, 2}, i �= j) are called relative entropies, or
discrimination measures. They provide a measure of the inefficiency of assuming
that the probability density function of interspike intervals is h

(γ1,γ2)
j (u) when

the true p.d.f. is h
(γ1,γ2)
i (u).

According to the nature of our simulation scheme, I(γ1,γ2)
(Y1,Y2)

and I
(γ1,γ2)
(Y2,Y1)

are
evaluated by means of a discretization of the right-hand sides of Eqs. (4) and
(5). Figures 13 and 14 show the ISIs relative entropies as γ1 and γ2 vary. The
symmetry is again evident by comparing these entropies. We point out that, as
expected, the minimum of such functions is attained for γ1 = γ2.
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Fig. 13. Relative entropy of first neu-
ron’s ISI for some choices of γ1 and γ2
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Fig. 14. Relative entropy of second neu-
ron’s ISI for some choices of γ1 and γ2

Let us denote by {T i
n, n ∈ N} the stochastic process describing i-th neuron

firing time (i = 1, 2), where T i
n denotes the random time in which the i-th neuron

(i = 1, 2) fires for the n-th time (n ∈ N). We adopt the following definition of
autocorrelation function (see [1] for a more general definition):

ACi(τ) =

∑
k(T i

k+j − T
i
)(T i

k − T
i
)∑

k(T i
k − T

i
)2

(i = 1, 2), (6)

where T
i
=

1
ntot

∑
n

T i
n is the mean firing time of the i-th neuron, with ntot

denoting the total number of spikes released by the i-th neuron. The index j
appearing in the right-hand-side of (6) is larger than k, and it is such that
T i

k+j − T i
k = τ .
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Fig. 15. First neuron’s autocorrelation
function for γ1 = −1 and γ2 = 2
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Fig. 16. Second neuron’s autocorrela-
tion function for γ1 = −1 and γ2 = 2

As Eq. (6) shows, the autocorrelation function is an even function of τ that
may take both positive and negative values. When τ is small, the firing times
T i

k+j and T i
k involved in T i

k+j − T i
k = τ are very close, and the autocorrelation

function takes positive values. On the contrary, for large values of τ we have
observed negative values for the function ACi(τ). A plot of the autocorrelation
function when the first neuron is excitatory and the second inhibitory is shown
in Figures 15 and 16. Second neuron’s autocorrelation function is larger than
that of the first neuron and shows numerous peaks. Hence, for the second neu-
ron’s firing times, some lags are more likely than others: in particular, for the
case described in Figure 16, the firing times show a very frequent lag of about
30 ms.

Aiming to analyze the synchronization between the two neurons firing activ-
ity we consider the crosscorrelation function defined as:

CC1(τ) =

∑
k(T 1

k+j − T
1
) (T 2

k − T
2
)√∑

k(T 1
k − T

1
)2
√∑

k(T 2
k − T

2
)2
, (7)

CC2(τ) =
∑

k(T 2
k+m − T

2
) (T 1

k − T
1
)√∑

k(T 1
k − T

1
)2
√∑

k(T 2
k − T

2
)2
, (8)

where T
i
is the mean firing time of the i-th neuron (i = 1, 2), and j ≥ 1 (m ≥ 1)

is such that T 1
k+j − T 2

k = τ (T 2
k+m − T 1

k = τ). Due to Eqs. (7) and (8) it is

CC1(τ) = CC2(−τ), τ > 0.

Figure 17 shows CC1(τ) when γ1 = −1 and γ2 = 2. The peak exhibited
by this function at the lag −1.75 ms suggests that the second neuron is very
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likely to fire about 1.75 ms after a spike of the first neuron. The crosscorrelation
function CC1(τ) for γ1 = 1 and γ2 = −1 is plotted in Figure 18. In this case the
crosscorrelation function does not show significant peaks.
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Fig. 17. Crosscorrelation function in the
case γ1 = −1 and γ2 = 2
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Fig. 18. Crosscorrelation function in the
case γ1 = 1 and γ2 = −1

5 Concluding Remarks

Under the assumption of complete interaction between the neurons, the firing
activity of the coupled Stein-type neuronal units is characterized by the presence
of evident feedback effects. These effects can be observed looking at the shape
of histograms of neurons interspike intervals when both γ1 and γ2 are different
from 0 (see Section 3.1).

The comparison between the means of the ISIs of the two neurons suggests
that the firing activity properties of the pair of neurons are globally depen-
dent on the difference between γ1 and γ2. Indeed, in Section 3.2 it is empha-
sized that the mean of the first neuron’s ISI is larger (smaller) than that of
the second neuron’s when γ2 is larger (smaller) than γ1, and is equal to the
mean of the second neuron’s ISI when γ1 = γ2. The standard deviation and
the coefficient of variation show a similar behavior. Moreover, in Section 3.3
the analysis of ISIs distribution functions proves the existence of a stochastic
ordering between the random variables describing the two neurons interspike
intervals.

Finally, the crosscorrelation function studied in Section 4 when the cou-
pled neurons have different nature, reveals the phase-locked connection between
the neurons firing activity existing when γ1 and γ2 take very distant opposite
values.
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Abstract. For a class of stationary Gaussian processes and for large
correlation times, the asymptotic behavior of the upcrossing first passage
time probability densities is investigated. Parallel simulations of sample
paths of special stationary Gaussian processes for large correlations times
provide a statistical validation of the theoretical results.

1 Introductory Remarks

Upcrossing first passage time problems play a relevant role in various applied
contexts including neuronal modeling [6]. Indeed, the neuronal firing can some-
times be viewed as the event that takes place when the potential difference across
the membrane exceeds a certain threshold value (cf., for instance, [10], [12]).

In the context of single neuron’s activity modeling, Kostyukov et al. (cf. [7],
[8]) make use of the notion of correlation time to evaluate an approximation for
the upcrossing FPT probability density function (pdf) of a Gaussian non-Markov
process. Namely, for a one-dimensional, non-singular stationary Gaussian process
with zero mean, unit variance and correlation function �(t),

τc :=
∫ +∞

0

∣∣�(ϑ)
∣∣ dϑ (1)

is defined as the correlation time of the process.
The available analytical results on upcrossing first-passage-time (FPT) prob-

lems are scarce, fragmentary and mainly centered on diffusion processes. Fur-
thermore, if one deals with models involving processes characterized by memory
effects the Markov property breaks down, and one is forced to face FPT problems
for correlated processes (cf., for instance, [1], [3], [4] and [5]). Hence, in order
to construct neuronal models that are based on such processes, some prelimi-
nary theoretical contributions appear to be necessary. Within such context, the
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present contribution focuses on the asymptotic behavior of the upcrossing FPT
pdf for stationary mean-square differentiable Gaussian processes for large cor-
relation times. Specifically, let {X(t), t ≥ 0} be a one-dimensional, non-singular
stationary Gaussian process with zero mean, unit variance and correlation func-
tion �(t) such that �(0) = 1, �̇(0) = 0 and �̈(0) < 0. Then Ẋ(t), the derivative
of X(t) with respect to t, exists in the mean-square sense. Let S(t) ∈ C1[0,+∞)
be an arbitrary function such that X(0) = x0 < S(0). Then,

T = inf
t≥0

{t : X(t) > S(t)}, X(0) = x0 (2)

is the FPT random variable and

g(t | x0) =
∂

∂t
P (T < t) (3)

is the FPT pdf of X(t) through S(t) conditional upon X(0) = x0. Further-
more, ∀n ∈ N and 0 < t1 < t2 < . . . < tn we denote by Wn(t1, t2, . . . , tn |
x0) dt1 dt2 · · ·dtn the joint probability that X(t) crosses S(t) from below in the
intervals (t1, t1 +dt1), (t2, t2 +dt2), . . ., (tn, tn +dtn) given that X(0) = x0. The
function Wn can be written as:

Wn(t1, t2, . . . , tn | x0) =
∫ +∞

Ṡ(t1)
dξ1

∫ +∞

Ṡ(t2)
dξ2 · · ·

∫ +∞

Ṡ(tn)
dξn

n∏
i=1

[ξi − Ṡ(ti)]

×p2n[S(t1), t1;S(t2), t2; . . . ;S(tn), tn; ξ1, t1; ξ2, t2; . . . ; ξn, tn | x0], (4)

where p2n(x1, t1;x2, t2; . . . , xn, tn; ξ1, t1; ξ2, t2; . . . ; ξn, tn | x0) is the joint pdf of
x1 = X(t1), x2 = X(t2), . . ., xn = X(tn), ξ1 = Ẋ(t1), ξ2 = Ẋ(t2), . . ., ξn =
Ẋ(tn) conditional upon X(0) = x0. Furthermore, we consider the following
functions:

Q1(t | x0) = W1(t | x0)
(5)

Qn(t | x0) =
∫ t

0
dt1

∫ t

t1

dt2 · · ·
∫ t

tn−2

dtn−1 Wn(t1, t2 . . . , tn−1, t | x0)

(n = 2, 3, . . .),

with t0 > 0. We note that Qn(t | x0) dt gives the probability that X(t) crosses
S(t) from below at least n times and the last crossing occurs in the interval
(t, t + dt) conditional upon X(0) = x0. Denoting by qk(t | x0) dt the probability
that X(t) crosses S(t) for the k-th time in (t, t + dt), one has (cf. [13]):

Qn(t | x0) =
+∞∑
k=n

(
k − 1
n− 1

)
qk(t | x0) (n = 1, 2, . . .). (6)

Since g(t | x0) ≡ q1(t | x0), setting n = 1 in (6) one obtains:

g(t | x0) = W1(t | x0) −
+∞∑
k=2

qk(t | x0), x0 < S(0). (7)
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Making use of (6) and (7), an alternative expression for g(t | x0) can be obtained
in terms of the functions Qn(t | x0):

g(t | x0) = W1(t | x0) −
+∞∑
n=2

(−1)nQn(t | x0), x0 < S(0). (8)

We stress that although (8) gives a formal analytical expression for the FPT
pdf through arbitrary time-dependent boundaries, no reliable numerical evalu-
ations appear to be feasible due to the complexity of (5). However, the explicit
expression of W1(t | x0) can be evaluated [11]:

W1(t | x0) =
|Λ3(t)|1/2

2 π [1 − �2(t)]
exp
{
− [S(t) − x0 �(t)]2

2 [1 − �2(t)]

}
×
[
exp
{
−σ2(t | x0)

2

}
−
√

π

2
σ(t | x0) Erfc

(
σ(t | x0)√

2

)]
, (9)

where

|Λ3(t)| = −�̈(0)
[
1 − �2(t)

]− [�̇(t)]2,
(10)

σ(t | x0) =
(

1 − �2(t)
|Λ3(t)|

)1/2{
Ṡ(t) +

�̇(t)
[
�(t)S(t) − x0

]
1 − �2(t)

}
,

and

Erfc(z) =
2√
π

∫ +∞

z

e−y2
dy, z ∈ R. (11)

We note that W1(t | x0), providing an upper bound to the FPT pdf in (8), is a
good approximation of g(t | x0) only for small values of t.

We shall now focus on the upcrossing FPT problem. We assume that a subset
of sample paths of X(t) originates at a state X0 that is a random variable with
preassigned pdf

γε(x0) =

⎧⎪⎪⎨⎪⎪⎩
f(x0)

[∫ S(0)−ε

−∞
f(z) dz

]−1

, x0 < S(0) − ε

0, x0 ≥ S(0) − ε,

(12)

where ε > 0 is a fixed real number and f(x0) denotes the pdf of X(0):

f(x0) =
1√
2 π

exp
{
−x2

0

2

}
, x0 ∈ R. (13)

Then,
T

(ε)
X0

:= inf
t≥0

{t : X(t) > S(t)} (14)
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is the ε-upcrossing FPT of X(t) through S(t). Its pdf is related to the conditional
FPT pdf g(t | x0) as follows [2]:

g(ε)
u (t) =

∫ S(0)−ε

−∞
g(t | x0) γε(x0) dx0 (t ≥ 0). (15)

Making use of (7) in (15), one has:

g(ε)
u (t) = W

(ε)
1 (t) −

+∞∑
k=2

q
(ε)
k (t) (16)

where

W
(ε)
1 (t) =

∫ S(0)−ε

−∞
W1(t | x0) γε(x0) dx0, (17)

q
(ε)
k (t) =

∫ S(0)−ε

−∞
qk(t | x0) γε(x0) dx0 (k = 2, 3, . . .). (18)

In Section 2, under suitable assumptions on the correlation function �(t) and on
the threshold S(t), the behavior of g(ε)

u (t) as τc → +∞ is analyzed. Furthermore,
in Section 3 two different stationary Gaussian processes are considered and the
results of some simulations are finally presented.

2 Asymptotic Results

Proposition 1. Let {X(t), t ≥ 0} be a non-singular stationary Gaussian pro-
cess with zero mean, unit variance and correlation function �(t) such that �(0) =
1, �̇(0) = 0 and �̈(0) < 0. Furthermore, let S(t) ∈ C1[0,+∞) be an arbitrary
monotonically decreasing function such that Ṡ(t) − [S(t) − S(0)]/t ≤ 0. If the
correlation function of X(t) satisfies

lim
τc→+∞ �(t) = 1, lim

τc→+∞ �̇(t) = lim
τc→+∞ �̈(t) = 0, lim

τc→+∞
�̇(t)

1 − �2(t)
= −1

t
,

(19)
then

ϕ(ε)(t) := lim
τc→+∞W

(ε)
1 (t) =

⎧⎨⎩−Ṡ(t) γε[S(t)], S(t) < S(0) − ε,

0, otherwise.
(20)

Proof. We first note that (9) can be written as:

W1(t | x0) =
1√

2 π [1 − �2(t)]
exp
{
− [S(t) − x0 �(t)]2

2 [1 − �2(t)]

}
×
{
−1

2

[
Ṡ(t) +

�̇(t)
[
�(t)S(t) − x0

]
1 − �2(t)

]
Erfc

(
σ(t | x0)√

2

)

+
1

2 π

√
|Λ3(t)|

1 − �2(t)
exp
[
−σ2(t | x0)

2

]}
, (21)
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with x0 < S(0), and where |Λ3(t)| and σ(t | x0) are given in (10). By virtue of
assumptions (19) one has:

lim
τc→+∞

|Λ3(t)|
1 − �2(t)

= 0,

(22)

lim
τc→+∞

{
Ṡ(t) +

�̇(t)
[
�(t)S(t) − x0

]
1 − �2(t)

}
= Ṡ(t) − S(t) − x0

t
·

Furthermore, by noting that

Ṡ(t) − S(t) − x0

t
< Ṡ(t) − S(t) − S(0)

t
≤ 0

and recalling (19), one is led to:

lim
τc→+∞σ(t | x0) = −∞. (23)

Hence, due to (22) and (23), from (21) one obtains:

lim
τc→+∞W1(t | x0) = −

[
Ṡ(t) − S(t) − x0

t

]
δ
[
S(t) − x0

]
, (24)

where δ denotes the Dirac delta-function. Taking the limit as τc diverges in (17)
and making use of (24), Eq. (20) immediately follows.

Remark 1. Under the assumptions of Proposition 1, if limt→+∞ S(t) = −∞ one
has: ∫ +∞

0
ϕ(ε)(t) dt = 1. (25)

Proof. Integrating both sides of (20) with respect to t in (0,+∞), we obtain:∫ +∞

0
ϕ(ε)(t) dt = −

∫
D
Ṡ(t) γε[S(t)] dt,

where D = {t : S(t) < S(0) − ε}. Hence, recalling (12), Eq. (25) immediately
follows.

Remark 1 shows that as τc → +∞ the ε-upcrossing probability that, eventually,
X(t) crosses S(t) from below at least once is unit. Hence, as τc → +∞ the
ε-upcrossing probability that X(t) ultimately crosses S(t) for the first time is
unit.

Proposition 2. Under the assumptions of Proposition 1, if limt→+∞ S(t) =
−∞ one has:

lim
τc→+∞ g(ε)

u (t) = ϕ(ε)(t), (26)

with ϕ(ε)(t) defined in (20).
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Proof. Taking the limit as τc → +∞ in (16), for all ε > 0 one has:

ϕ(ε)(t) = h(ε)(t) + ψ(ε)(t), (27)

where we have set:

h(ε)(t) = lim
τc→+∞ g(ε)

u (t), ψ(ε)(t) = lim
τc→+∞

+∞∑
k=2

q
(ε)
k (t). (28)

Integrating both sided of (27) with respect to t between 0 and +∞, and making
use of Remark 1, one obtains:∫ +∞

0
ψ(ε)(t) dt = 0.

Hence, ψ(ε)(t) = 0, so that (26) follows from (27).

3 Examples and Simulation Results

In this Section, a simulation is used in order to disclose the essential features
of the ε-upcrossing FPT pdf for a stationary Gaussian process X(t) and for
specified boundaries. Our approach relies on a simulation procedure by which
sample paths of the stochastic process are constructed and their upcrossing first
passage instants through the boundary are recorded in order to construct reliable
histograms estimating the FPT pdf g̃(ε)

u (t). Specifically, for the construction of
sample paths of the process X(t) we have used the “conditional expectations
method” and, to avoid numerical stability problems, we have implemented a
regularization technique based on the so-called “doubled algorithm” (see, for
instance, [9]). Since the sample paths of the simulated process are generated
independently of one another, the simulation procedure is particularly suited
for implementation on supercomputers. Hence, the related vector and parallel
code has been implemented on an IBM SP-Power4 machine. To evaluate the ε-
upcrossing FPT densities, we have chosen X0 randomly according to the initial
pdf γε(x0). To this purpose, we have made use of the so-called acceptance-
rejection method (cf. for instance [14]).

We now consider two stationary Gaussian processes such that the assump-
tions on the correlation function of Proposition 1 are satisfied.

(i) Let {X1(t), t ≥ 0} be a stationary Gaussian process with zero mean, unit
variance and correlation function:

�(t) = e−α|t|
{
cos(αω t) +

1
ω

sin(αω |t|)
}

(t ∈ R) (29)

where α > 0 and ω ∈ R. Since

�̇(t) = −1 + ω2

ω
α e−α|t| sin(αω t),

�̈(t) =
1 + ω2

ω
α2 e−α|t|

{
sin(αω |t|) − ω cos(αω t)

}
,
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one has �(0) = 1, �̇(0) = 0 and �̈(0) = −α2 (1+ω2) < 0, so that the process X1(t)
is mean-square differentiable. Furthermore, the correlation time of X1(t) is:

τc =
2

α (1 + ω2)
· (30)

Hence, τc → +∞ if and only if α → 0. It is easily proved that (19) hold as
α → 0.

(ii) Let {X2(t), t ≥ 0} be a stationary Gaussian process with zero mean, unit
variance and correlation function:

�(t) =
1

1 + β t2
(t ∈ R) (31)

with β > 0. Since

�̇(t) = − 2 β t

(1 + β t2)2
,

�̈(t) = −2 β (1 − 3 β t2)
(1 + β t2)3

,

one has �(0) = 1, �̇(0) = 0 and �̈(0) = −2 β < 0, so that X2(t) is mean-square
differentiable. Furthermore, the correlation time of X2(t) is:

τc =
π

2
√
β

· (32)

Hence, τc → +∞ if and only if β → 0. One can easily prove that (19) hold as
β → 0.

In Fig. 1(a) the correlation function (29) is plotted for ω = 1 and for α =
0.1, 0.5, 1, 2, whereas in Fig. 1(b) the correlation function (31) is plotted for
β = 0.1, 0.5, 1, 2,
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Fig. 1. Plot of correlation function (29) in (a) and of correlation function (31) in (b)
as function of t. Figure (a) refers to the case ω = 1 and α = 0.1, 0.5, 1, 2; Figure (b)
refers to the case β = 0.1, 0.5, 1, 2.
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Fig. 2. Plot of g̃
(ε)
u (t) and of W

(ε)
1 (t) for the Gaussian process with zero mean, unit

variance and correlation function (29) for S(t) = 3 − t, ε = 0.01 and ω = 1 in the
following cases: (a) α = 2, (b) α = 1, (c) α = 0.5 and (d) α = 0.1

For both processes X1(t) and X2(t), if S(t) is an arbitrary monotonically de-
creasing function such that (1) Ṡ(t)−[S(t)−S(0)]/t ≤ 0 and (2) limt→+∞ S(t) =
−∞, then (26) holds. For instance, if S(t) = a t + b (a < 0; b ∈ R) conditions
(1) and (2) are satisfied, whereas if S(t) = a t2 + b t + c (a �= 0; b, c ∈ R) con-
ditions (1) and (2) are satisfied if and only if a < 0 and b < 0. Furthermore, if
S(t) = a eb t (a, b ∈ R) conditions (1) and (2) hold if and only if a < 0 and b > 0.

By making use of simulation procedure, we have performed extensive compu-
tations on processes X1(t) and X2(t) to disclose the behavior of the ε-upcrossing
FPT pdf through time-dependent boundaries for large correlation times. The re-
sults of the simulations have indicated that g̃

(ε)
u (t) is susceptible of an excellent

approximation for large τc. Indeed, under the assumption of Proposition 2, for
large τc the following asymptotic relation holds:

g(ε)
u (t) ( W

(ε)
1 (t) (t > 0), (33)

where W
(ε)
1 (t), that provides an upper bound for the ε-upcrossing FPT pdf, is

given in (17). This is clearly indicated in Fig. 2 and in Fig. 3 in which S(t) = 3−t.
Indeed, for the Gaussian process X1(t), in Fig. 2 the simulated function g̃

(ε)
u (t) is

compared with W
(ε)
1 (t) for α = 2 in (a), α = 1 in (b), α = 0.5 in (c) and α = 0.1

in (d), by setting ε = 0.01 and ω = 1. We note that already for α = 0.1 (cf.
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Fig. 3. Plot of g̃
(ε)
u (t) and of W

(ε)
1 (t) for the Gaussian process with zero mean, unit

variance and correlation function (31) for S(t) = 3 − t, and ε = 0.01 in the following
cases: (a) β = 2, (b) β = 1, (c) β = 0.5 and (d) β = 0.1

Fig. 2(d) ) W (ε)
1 (t) provides a good approximation of the simulated ε-upcrossing

FPT pdf. Furthermore, Proposition 1 indicates that W
(ε)
1 (t) ( ϕ(ε)(t) for large

τc, so that g
(ε)
u (t) ( ϕ(ε)(t) for all α such that 0 < α < 0.1. Instead, for the

Gaussian process X2(t), in Fig. 3 the simulated function g̃
(ε)
u (t) is compared

with W
(ε)
1 (t) for β = 2 in (a), β = 1 in (b), β = 0.5 in (c) and β = 0.1 in (d), by

setting ε = 0.01. As Fig. 3(d) shows, already for β = 0.1, W (ε)
1 (t) provides a good

approximation of g̃(ε)
u (t). Hence, g(ε)

u (t) ( ϕ(ε)(t) for all β such that 0 < β < 0.1.
A detailed description of other simulation results for the ε-upcrossing FPT

pdf of Gaussian processes will be provided in future works for different types of
thresholds and for different correlation functions.
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Convergence of Iterations
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Abstract. Convergence is a central problem in both computer science
and in population biology.

Will a program terminate? Will a population go to an equilibrium?
In general these questions are quite difficult – even unsolvable.
In this paper we will concentrate on very simple iterations of the form

xt+1 = f(xt)

where each xt is simply a real number and f(x) is a reasonable real func-
tion with a single fixed point. For such a system, we say that an iteration
is “globally stable” if it approaches the fixed point for all starting points.
We will show that there is a simple method which assures global stability.
Our method uses bounding of f(x) by a self-inverse function. We call this
bounding “enveloping” and we show that enveloping implies global
stability. For a number of standard population models, we show that lo-
cal stability implies enveloping by a self-inverse linear fractional function
and hence global stability. We close with some remarks on extensions and
limitations of our method.

1 Introduction

Simple population growth models have a pleasant property, they display global
convergence if they have local convergence. This fact was established for a num-
ber of models by Fisher et al [1,2] who constructed an explicit Lyapunov function
for each model they studied. Since then a number of workers have created a va-
riety of sufficient conditions to demonstrate global stability. [3,4,5,6,7,8] Each of
these methods suffer from the difficulty that either the method does not apply
to one of the commonly used models or the method is computationally difficult
to apply.

In this paper, we describe a simple condition which is satisfied by all the
commonly used simple population models, and we show that for these models
the computation for the method is not difficult. Our simple condition is that
the population models are enveloped by linear fractional functions. No single
linear fractional serves for all models. Instead the linear fractionals depend on a
single parameter which must be adjusted for the particular model. In some cases,
this parameter will also change depending on the parameters of the model. This
parameter dependence may be why this simple condition has not been discovered
before.

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 457–466, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Our pleasure with this result is not solely mathematical. There is also a
psychological component. We suspect that the original creators of these popu-
lation models were good biologists and not sophisticated mathematicians. If the
similarity among these models required deep and complicated mathematics, we
would feel that we had not captured the simple vision of the original modelers.
We will argue that the usual way of writing these models suggests an implicit
constraint that will force enveloping by a linear fractional.

2 Background and Definitions

In the most general sense, we want to study difference equations of the form

xt+1 = f(xt)

but with this degree of generality, little can be said. If we require that f is a
function which is defined for all values of x, then given an initial condition x0,
we can show that there is a unique solution to the difference equation, that is, xt

traces out a well-defined trajectory. To obtain stronger results, we will assume
that f is continuous and has as many continuous derivatives as necessary. As we
will see in the examples, we will assume even more structure for a population
model. Intuitively, if there is no population now, there will be no population
later. If the population is small, we expect it to be growing. If the population is
large, we expect it to be decreasing. These ideas suggest that there should be an
equilibrium point where the population size will remain constant. We expect the
function f to be single-humped, that is, f should rise to a maximum and then
decrease. For some models, f will go to 0 for some finite x, but for other models
f will continually decrease toward 0.

We want to know what will happen to xt for large values of t. Clearly we
expect that if x0 is near x then xt will overshoot and undershoot x. Possibly
this oscillation will be sustained, or possibly xt will settle down at x. The next
definitions codify these ideas. A population model is globally stable if and only
if for all x0 such that f(x0) > 0 we have

lim
t→∞xt = x

where x is the unique equilibrium point of xt+1 = f(xt). A population model is
locally stable if and only if for every small enough neighborhood of x if x0 is
in this neighborhood, then xt is in this neighborhood for all t, and

lim
t→∞ xt = x.

How can we decide if a model has one of these properties? The following
well-known theorem gives one answer.

Theorem 1. If f(x) is differentiable then, a population model is locally stable
if |f ′(x)| < 1, and if the model is locally stable then |f ′(x)| ≤ 1.

For global stability, a slight modification of a very general theorem of
Sarkovskii [9] gives:
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Theorem 2. A continuous population model is globally stable iff it has no cycle
of period 2. (That is, there is no point except x such that f(f(x)) = x.)

This theorem has been noted by Cull[7] and Rosenkranz[4].
Unfortunately, this global stability condition may be difficult to test. Further,

there is no obvious connection between the local and global stability conditions.
Various authors have demonstrated global stability for some population mod-

els. Fisher et al [1] and Goh [2] used Lyapunov functions [10] to show global
stability. This technique suffers from the drawbacks that a different Lyapunov
function is needed for each model and that there is no systematic method to
find these functions. Singer [3] used the negativity of the Schwarzian to show
global stability. This technique does not cover all the models we will consider,
and it even requires modification to cover all the models it was claimed to cover.
Rosenkranz [4] noted that no period 2 was implied by |f ′(x)f ′(f(x))| < 1 and
showed that this condition held for a population genetics model. This condi-
tion seems to be difficult to test for the models we will consider. Cull [7,6,5,8]
developed two conditions A and B and showed that each of the models we
will consider satisfied at least one of these conditions. These conditions used the
first through third derivatives and so were difficult to apply. Also, as Hwang [11]
pointed out these conditions required continuous differentiability. All of these
methods are relatively mathematically sophisticated, and so it is not clear how
biological modelers could intuitively see that these conditions were satisfied.

If we return to the condition for local stability, we see that it says if for x
slightly less than 1, f(x) is below a straight line with slope −1, and if for x
slightly greater than 1, f(x) is above the same straight line, then the model is
locally stable. If we consider the model

xt+1 = xte
2(1−xt),

we can see that the local stability bounding line is 2− x. Somewhat suprisingly,
this line is an upper bound on f(x) for all x in [0, 1) and a lower bound for all
x > 1. (See Figure 1a). Since 2 − (2 − x) = x, the bounding by this line can be
used to argue that for this model there are no points of period 2, and hence the
model is globally stable. From this example, we abstract the following definition.
A function φ(x) envelops a function f(x) if and only if

φ(x) > f(x) for x ∈ (0, 1)
φ(x) < f(x) for x > 1 such that φ(x) > 0 and f(x) > 0

We will use the notation φ(x) �� f(x) to symbolize this enveloping.
As we will see, our example population models have one or more parameters,

and a model with one choice of parameters will envelop the same model with a
different choice of parameters. For example, the function xe2(1−x) envelops all
the functions of the form xer(1−x) for r ∈ (0, 2).

While a straight line was sufficient to envelop xe2(1−x), a straight line fails
to envelop the closely related function x[1 + 2(1 − x)]. To get a more general
enveloping function, we consider the ratio of two linear functions and assume
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Fig. 1. (a) The function xe2(1−x) is enveloped by the straight line 2 − x which is the
linear fractional with α = 1/2. ( See Model I in Section 4.). (b) Three types of linear
fractionals. Dotted line α = 1/4. Heavy line α = 1/2. Light line α = .7.

that the ratio is 1 when x = 1 and the derivative of this function is −1 when
x = 1, which gives the following definition.

A linear fractional function is a function of the form

φ(x) =
1 − αx

α − (2α − 1)x
where α ∈ [0, 1) .

These functions have the properties

φ(1) = 1
φ′(1) = −1

φ(φ(x)) = x

φ′(x) < 0.

The shape of our linear fractional functions changes markedly as α varies.
For α = 0, φ(x) = 1/x, which has a pole at x = 0, and decreases with an always
positive second derivative. For α ∈ (0, 1/2), φ(x) starts (for x = 0) at 1/α and
decreases with a positive second derivative. For α = 1/2, φ(x) = 2 − x, which
starts at 2 and decreases to 0 with a zero second derivative. For α ∈ (1/2, 1),
φ(x) starts at 1/α, decreases with a negative second derivative, and hits 0 at
1/α which is greater than 1. We are only interested in these functions when
x > 0 and φ(x) > 0, so we do not care about the pole in these linear fractionals
because the pole occurs outside the area of interest. Figure 1b shows the three
different shapes of linear fractional functions.

3 Theorems

We are now in a position to state the necessary theorems. In what follows, we will
assume that our model is xt+1 = f(xt), and that the model has been normalized
so that the equilibrium point is 1, that is f(1) = 1. We will use the notation
f (k)(x) to mean that the function f has been applied k times to x. This notation
can be recursively defined by f (0)(x) = x and f (i)(x) = f(f (i−1)(x)) for i ≥ 1.
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Theorem 3. Let φ(x) be a monotone decreasing function which is positive on
(0, x−) and so that φ(φ(x)) = x. Assume that f(x) is a continuous function such
that:

φ(x) > f(x) on (0, 1)
φ(x) < f(x) on (1, x−)

f(x) > x on (0, 1)
f(x) < x on (1,∞)
f(x) > 0 on (1, x∞)

then for all x ∈ (0, x∞), limk→∞ f (k)(x) = 1.

A slight recasting of the above gives:

Corollary 1. If f1(x) is enveloped by f2(x), and f2(x) is globally stable, then
f1(x) is globally stable.

Corollary 2. If f(x) is enveloped by a linear fractional function then f(x) is
globally stable.

A function h(z) is doubly positive iff

1. h(z) has a power series
∑∞

i=0 hiz
i

2. h0 = 1, h1 = 2
3. For all n ≥ 1 hn ≥ hn+1
4. For all n ≥ 2 hn − 2hn+1 + hn+2 ≥ 0

Theorem 4. Let xt+1 = f(xt) where f(x) = xh(1 − x) and h(z) is doubly
positive, then f(x) is enveloped by the linear fractional function

φ(x) =
1 − αx

α + (1 − 2α)x

where α = 3−h2
4−h2

≥ 1
2 and the model xt+1 = f(xt) is globally stable.

While this doubly positive condition will be sufficient for a number of models,
it is not sufficient for all the examples. The following observation will be useful
in many cases.

Observation 1. Let φ(x) = A(x)/B(x), f(x) = C(x)/D(x) and G(x) =
A(x)D(x) − B(x)C(x). If G(1) = 0, G′(1) = 0, and G′′(x) > 0 on (0, 1) and
G′′(x) < 0 for x > 1, then φ(x) envelops f(x). (We are implicitly assuming
that A,B,C, D are all positive, and all functions are twice continuously differ-
entiable.)

4 Simple Models of Population Growth

In this section we will apply the techniques of the previous section to 7 models
from the literature. Models I, II, III, IV all turn out to be doubly positive and
so we just give the model and the enveloping fractional.
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Model I: The model xt+1 = xte
r(1−xt) is widely used (see, for example [12–14]).

This model with r = 2 is enveloped by φ(x) = 2 − x and hence local and global
stability coincide.
Model II: The model xt+1 = xt[1+r(1−xt)] is widely used [12] and is sometimes
considered to be a truncation of Model I. The enveloping function has α = 3

4
and is

φ(x) =
4 − 3x
3 − 2x

.

Model III: The model xt+1 = xt[1 − r lnxt] is attributed to Gompertz and
studied by Nobile et al[13]. As with the preceding two models 0 < r ≤ 2 is the
necessary condition for local stability. The enveloping function has α = 2/3 and
is φ(x) = 3−2x

2−x .
Model IV: This model from [14] is

xt+1 = xt(
1

b + cxt
− d).

It differs from the previous three in that there are two parameters, b and d,
remaining after the carrying capacity has been normalized to 1. The enveloping
function is

φ(x) =
4d − (3d− 1)x

3d− 1 + 2(1 − d)x
.

We note that φ(x) has a pole, but φ(x) goes to zero before the pole, so we
can simply ignore the pole. Of course, we only need φ(x) to bound f(x) on the
interval (0, 4d

3d−1) where φ(x) is positive.
Model V: This model from Pennycuick et al [15] has

f(x) =
(1 + aeb)x
1 + aebx

.

This and the following two model are more complicated than the previous models
because we have to consider different enveloping functions for different parameter
ranges. For b ≤ 2, xeb(1−x) envelops f(x). But xeb(1−x) is just Model I, and as
we showed it is enveloped by 2 − x.

For larger values of b, we use a(b − 2)eb = 2 from local stablity, and show
that the enveloping linear fractional is

φ(x) =
b− (b − 1)x

(b − 1) − (b− 2)x

by using the Observation.
Model VI: Model VI is from Hassel [16] and has

f(x) =
(1 + a)bx

(1 + ax)b
with a > 0, b > 0.

There are two cases to consider 0 < b ≤ 2 and b > 2. The enveloping function
for b ≤ 2 is φ(x) = 1/x. Cross multiplication shows that we want (1 + ax)b ��
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(1 + a)bx2. Taking bth roots and rearranging shows that we want 1− x+ ax(1 −
x

2−b
b ) �� 0. Clearly, each of the two terms is positive (nonnegative) below 1 and

negative (nonpositive) above 1, and so enveloping is established. For b > 2, we
need to use the Obsevation to establish enveloping.
Model VII: Model VII is due to Maynard Smith [17] and has

f(x) =
rx

1 + (r − 1)xc
.

This seems to be the hardest to analyze model in our set of examples. For
example, this model does not satisfy the Schwarzian derivative condition or
Cull’s condition A. Even for our enveloping analysis, we will need to consider
this model as three subcases.

Similar to previous models, local stability implies r(c− 2) ≤ c, and it is easy
to show that this model with smaller values of r is enveloped by this model with
larger values of r. For c > 2, we use r = c

c−2 , and

φ(x) =
c− 1 − (c − 2)x
c− 2 − (c − 3)x

.

For c > 3, the Observation shows enveloping, but for c ∈ (2, 3) consideration of
the third derivative is needed to show enveloping.

5 Enveloping by a Linear Fractional Is Only Sufficient

Here we want to give a simple model which has global stability, but cannot be
enveloped by any linear fractional. Define f(x) by

f(x) =

⎧⎪⎨⎪⎩
6x 0 ≤ x < 1/2
7 − 8x 1/2 ≤ x < 3/4
1 3/4 ≤ x.

then xt+1 = f(xt) has x = 1 as its globally stable equilibrium point because if
xt ≥ 1 then xt+1 = 1, for xt ∈ [1/2, 1), xt+1 > 1 and xt+2 = 1, and for xt ∈
(0, 1/2), the subsequent iterates grow by multiples of 6 and eventually surpass
1/2. This f(x) cannot be enveloped by a linear fractional because f(1/2) = 3
which implies that the linear fractional would have α ≤ −1 and hence have a
pole in (0, 1) and thus it could not envelop a positive function. On the other
hand, the self-inverse function

φ(x) =

{
5 − 4x x ≤ 1
(5 − x)/4 x > 1

does envelop f(x) and so demonstrates global stability.
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6 Extensions

The previous sections have worked with the usual applied math assumption
that real phenomena are as smooth and as differentiable as necessary to get
a good theorem or estimate. Of course, everyone who has ever applied math-
ematics knows that this assumption is false, but they also know that it serves
as a useful “rule of thumb.” That is, in some cases the smoothness assump-
tion may lead to bad estimates, but in many, many cases the smooth estimate
is very close to observed (experimental) values. In a few cases, a result which
was initially proved assuming smoothness has been shown to hold when some
of the smoothness assumptions are dropped. Here we want to mention that en-
veloping implies global stability does not require continuity, even though we
originally assumed continuity. Further, the assumption that xt+1 is a function
of xt is also superfluous. The enveloping result will also hold for multi-functions,
which are mappings in which f(x) may return any one of several values or any
value within some range. Discontinuous functions can have points y so that for
some x0’s, limk→∞ f (k)(x0) = y, but f(y) �= y. We call such y’s limiting points.
To apply our theorem, one must show that no such limiting points exist within
the range of interest.

6.1 General Theorem

Although our enveloping method was devised for the population models dis-
cussed above, the method can also be applied to other iterations. Not all iter-
ations are normalized so that the fixed point is at x = 1. In many cases, the
iteration is designed to compute the fixed point.

Theorem 5. If the iteration xt+1 = f(xt) obeys

f(x) > x on (a , p)
f(x) < x on (p , b)

where f(x) may be a discontinuous multifunction but has p as its only fixed point
or limiting point in (a , b), and if there is a self-inverse function φ(x) so that

φ(x) > f(x) on (a , p)
f(x) > φ(x) on (p , b)

then limk→∞ f (k)(x0) = p for every x0 ∈ (a , b).

6.2 Some Newton Iterations

For our examples, we’ll consider the Newton iterations for square root and for
reciprocal. As is well known [18],

√
A can be computed by the iteration

xt+1 =
x2

t + A

2xt
.
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Clearly this iteration has
√
A as its sole fixed point on (0 , ∞) and the continuous

function obeys

f(x) > x on (0 ,
√
A)

f(x) < x on (
√
A , ∞).

We take φ(x) = A/x and its easy to check that φ(x) does envelop f(x) on
(0 , ∞). So we conclude that for any x0 ∈ (0 , ∞), this Newton iteration will
converge to

√
A.

For a slightly more complicated example, we use the well known [18] iteration

xt+1 = xt(2 −Axt).

to compute 1/A. Here f(x) has 1/A as its sole fixed point in (0 , 2/A). Notice that
f(0) = f(2/A) = 0 so this iteration will not converge to 1/A when it is started at
either of these fixed points. We can take the straight line φ(x) = 2/A − x and
show that this φ(x) does envelop f(x) on (0 , 2/A) and hence that this iteration
converges to 1/A when started at any point within (0 , 2/A).

7 Conclusion

Enveloping is a simple technique to demonstrate global stability for some one-
dimensional difference equations. Enveloping was introduced by Cull and Chaffee
[19,20,21]. We demonstrated that the usual population models can be enveloped
by linear fractional functions. Such enveloping seems to capture the idea of sim-
ple function in that a “free-hand” drawing of a population model can usually
be enveloped by a linear fractional. (Cull [22] gives a discussion of dynamical
systems defined by linear fractionals.) As we showed by example, enveloping by
a linear fractional is only a sufficient condition for global stability. The simplest
population models which have local stability without global stability are dis-
cussed by Singer [3] and by Cull [5]. While most of the examples in this paper
are all one-humped population models, enveloping implies global stability
also holds for functions with multiple peaks, for discontinuous functions, and
even for multi-functions.
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Abstract. Ultrasonography plays a crucial role in the diagnosis of
breast cancer. However, it is one of the most difficult types of images to
segment and analyze. The presence of speckle noise and low contrast ar-
eas limits the success of most noise reduction filters and segmentation al-
gorithms. In this paper, we propose a combination of different techniques
which provide quite satisfactory results in the segmentation of breast tu-
mors on ultrasonography. It is performed in a semiautomatic way, which
eliminates the need for a manual delineation of the contour of the nodules.
These techniques include the truncated median filter, a region-growing al-
gorithm and active contours. Furthermore, this can be the initial phase for
an exhaustive analysis of the diagnostic criteria in breast ultrasound.

1 Introduction

Medical imaging can be very useful for the early detection of breast cancer. The
most commonly used types of images are mammography and ultrasonography.
For the latter case, radiologists have described a series of criteria which help
deciding whether a solid breast nodule is malignant or benignant by analyzing
ultrasound images [1]. These factors involve a precise visual examination of the
shape of the nodule and its contour. Thus, a measurement of how ellipsoid the
nodule is, the extraction of the ramifications, or the location of microlobulations,
angular margins and spiculations require the analysis of the whole contour or
certain parts of it. For this reason, it is very important to obtain an accurate
delimitation of the nodule boundary. Computer Vision techniques provide some
methods for the extraction of the contours, but, due to the special characteristics
of ultrasound images, they must be adapted to obtain satisfactory results. This
paper presents a new approach for the segmentation of breast tumors using
active contours, combined with other techniques, such as the truncated median
filter or the structure tensor.

Several semiautomatic segmentation methods in ultrasound images have pre-
viously been proposed. These methods include pixel and region-based segmenta-
tion, edge-based segmentation and hybrid techniques [2][3]. The success of these
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Fig. 1. General scheme of the segmentation method: truncated median, structure ten-
sor and a region-growing algorithm are used to extract an initial segmentation of the
nodule, whereas geodesic active contours are applied to obtain a more precise contour

techniques is moderate because they cannot obtain a precise shape of the re-
gion of interest due to the special characteristics of ultrasound images or the
requirement of a priori knowledge of the shape.

Region-growing algorithms do not require an initial approximation, but pro-
duce quite inaccurate segmentations. On the other hand, active contours tech-
niques generate very satisfactory results provided the initialization is close
enough. This is the reason why we propose a combination of both kinds of
methods. Due to the presence of speckle noise, a previous filtering of the image
is required. Figure 1 shows a general scheme of our method. The rest of the
paper is structured as follows: Section 2 explains how the initial segmentation is
obtained. Section 3 presents the use of the active contours technique to improve
the segmentation. Finally, in Sect. 4, we give an account of our main conclusions.

2 Initial Segmentation

In order to reduce the speckle noise which characterizes ultrasound images, we
have used the truncated median filter [4]. This consists in an iterative filter
which, for every pixel, approximates the mode of the region by means of the
median of the most representative values. In a few iterations, the image is much
more suitable for the application of a region-growing algorithm. On the filtered
image, we apply two 3x3 masks to estimate the gradient in every pixel and, by
means of the structure tensor, we obtain a better estimation of the magnitude of
the gradient. From a seed point introduced by the specialist, the selection grows
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Fig. 2. From top to bottom and from left to right: original image of a nodule in
ultrasonography, filtered image, magnitude of the gradient using the structure tensor,
and initial segmentation by means of the region-growing algorithm

until a certain threshold for the magnitude of the gradient is reached. Figure 2
shows an example of an ultrasound image of a nodule, the filtered image, the
magnitude of the gradient, and the initial segmentation of the nodule obtained
through the region-growing algorithm.

3 Active Contours

The active contours technique [5][6], also called snakes, is recognized as one of the
most efficient tools for image segmentation. This method consists in deforming an
initial contour of the object under a set of internal and external forces. Several
difficulties appear when applying this model to ultrasound images because of
ultrasound characteristic speckle noise, the requirement of an initial outline of
the nodule boundary to start the algorithm, and the need for a good adequacy
of the external forces which guide the snake.

In our case, once the region-growing algorithm has been applied, the contour
of the selected area is considered as the initial snake for the evolution of the
active contours, based on the following equation:

∂u(x, y)
∂t

= gσ(I(x, y)) |)u(x, y)| div
( )u(x, y)

|)u(x, y)|
)

+λ∇gσ(I(x, y)))u(x, y) (1)
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where u(x, y; 0) = u0(x, y) is the initial snake contour, λ ≥ 0, and gσ(I(x, y))
represents the stopping function that attracts the snake u(x, y) to the real con-
tour of the object. It is an edge detector that must be selected according to the
characteristics of the image. A typical choice of gσ(I(x, y)) is:

gσ(I(x, y)) =
1√

1 + α |∇Iσ(x, y)|2
(2)

where α ≥ 0 is a constant and Iσ(x, y) denotes the smoothed version of the orig-
inal image, i.e. I(x, y) has been convolved with a Gaussian kernel with standard
deviation σ. We have used a multiscale implementation based on the geodesic
active contours proposed in [6] and the level-set method proposed in [7]. Given
the final standard deviation σ0 and the number of scales to apply Ns, the cor-
responding standard deviations for the different scales are calculated according
to the following expression:

σn = (n + 1)σ0 n = Ns − 1, .., 0

For a given scale k, the initial contour is given by the final contour for scale
(k + 1), which has been calculated previously, except for the first case, in which

Fig. 3. Evolution of the snake: initial approximation obtained with the region-growing
algorithm and final snakes using three different scales (3σ0, 2σ0 and σ0)
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Fig. 4. Comparison of initial contours (black) and final contours (white) in four differ-
ent nodules

the segmentation provided by the region-growing algorithm is used as initial
approximation.

We have adapted snake adjustment from the classical model to the special
characteristics of ultrasonography, and we have compared the most represen-
tative methods for speckle reduction in ultrasound images. Initially, the best
results have been obtained using the truncated median filter and the geometric
filters [8], but the first one was faster.

Figure 3 shows the evolution of the snakes as the different scales and itera-
tions are applied. The multiscale implementation allows adapting the values of
the parameters α and λ at each scale. This results in a faster evolution without
decreasing the accuracy. Figure 4 shows a comparison of the initial and final seg-
mentations. As observed, the active contours technique extracts the real contours
of the nodules in a more accurate way.

4 Conclusion

We have proposed a new method for the segmentation of breast tumors in ul-
trasonography. The combination of a region-growing algorithm, guided by the
structure tensor, and the active contours have provided quite promising results.
The use of a region-growing algorithm does not provide very accurate segmen-
tations, but it generates an initial contour for the active contours technique, in
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such a way that only a single inner point is needed, instead of a large set of
contour points or a whole delineation. We have tested the proposed scheme on a
set of breast ultrasound images. The comparison of the results provided by the
system and those supplied by the specialists through manual delineation shows
the accuracy and reliability of the proposed technique, and emphasizes its use-
fulness for the further analysis of the diagnostic criteria used in the classification
of the nodules.
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Abstract. Multiple Sequence Alignment is an essential tool in the anal-
ysis and comparison of biological sequences. Unfortunately, the com-
plexity of this problem is exponential. Currently feasible methods are,
therefore, only approximations. The progressive multiple sequence align-
ment algorithms are the most widespread among these approximations.
Still, the computation speed of typical problems is often not satisfactory.
Hence, the well known progressive alignment scheme of ClustalW has
been subject to parallelization to further accelerate the computation. In
the course of this action a unique scheme to parallelize sequence align-
ment in particular and dynamic programming in general was discovered,
which yields an average of n/2 parallel calculations for problem size n.
The scalability of O(n) tasks for problem size n can be even maintained
for slower networks.

1 Problem Description

Progressive multiple sequence alignment—although just an approximation of
multiple sequence alignment—is often still too slow for typical applications (e.g.
80 sequences of length 3,000). Therefore, we want to further accelerate this
algorithm system by parallelization.

2 Introduction and Notion

2.1 Sequence Alignment

Sequence alignment is a method to determine the similarity between two se-
quences s1, s2 ∈ S where the set of all sequences S is defined as {s | s : N → A}
over the alphabet A. Sequence alignment is a strong optimization problem
which is usually solved by dynamic programming. A simple recurrence relation
like in [1] for this sequence alignment problem can be formulated as f(i, j) =
min(f(i − 1, j) + g, f(i, j − 1) + g, f(i − 1, j − 1) + cmp(s1(i), s2(j)) where cmp()
is the comparison of two characters and g is the gap cost. Often the treatment
of gaps is more complex, with gap opening and gap extension costs or even
position-specific gap penalties. For the proposal of the distributed calculation
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scheme we can omit these extensions without loss of generality. The comparison
function cmp() can be defined implicitly as matrix of conversion costs

WC =

⎧⎪⎨⎪⎩
⎛⎜⎝w1,1 · · · w1,n

...
. . .

...
wn,1 · · · wn,n

⎞⎟⎠
∣∣∣∣∣∣∣ wi,j = cmp(α(i), α(j)), α : N → A

⎫⎪⎬⎪⎭
over the ordered alphabet α. Together with the domain of gap weightings, WG,
which can be either just a simple value as well as a set of functions, depending
on the application, the whole weighting scheme will be just referenced as an
element of W = {(wc, wg) | wc ∈ WC, wg ∈ WG}.

A more demonstrative way of viewing the dynamic programming scheme of
sequence alignment is a matrix of values, where every cell in that matrix depends
upon three precedent values as shown in Figure 1. This matrix can be seen as a

Fig. 1. Sequence Alignment

table of sub-solutions. Every cell (i, j) represents the minimal alignment cost of
the two substrings s1[1, i] and s2[1, j]. The bottom right element contains then
the overall solution. As can be seen, the solution of one sub-problem is computed
with the help of three slightly simpler problems as described in [2] and [3].

2.2 Multiple Sequence Alignment

Often the comparison of two sequences does not provide for the inclusion of
enough context to obtain meaningful results. It is due to random features of the
sequences that might not even come into play for the corresponding individual.
Therefore, the simultaneous alignment of multiple sequences is necessary to ob-
tain significant results. If the dynamic programming scheme is simply extended
for this purpose, the matrix as shown in Figure 1 becomes multidimensional, with
one dimension per sequence. This incurs an exponential runtime with respect to
the number of sequences which prevents the direct application of dynamic pro-
gramming for multiple sequence alignment problems. Figure 2 on the facing page
shows this extension of sequence alignment. As you can see, the number of prece-
dent values that contribute also increases quite enormously considering the fact
that only one sequence was added.
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Fig. 2. Multiple Sequence Alignment

Fig. 3. Progressive Multiple Alignment

2.3 Progressive Multiple Sequence Alignment

The problem of multiple sequence alignment is not computable in reasonable
time. Therefore, an approximation is calculated following a progressive align-
ment scheme. The idea is to replace one multidimensional calculation by a series
of two-dimensional calculations. To accomplish this, the algorithm for pairwise
alignment is re-used for multiple sequences, treating several sequences as a single
sequence. In this way, smaller alignments (i.e. not containing all the sequences)
can be combined to bigger alignments within quadratic computation time. To
obtain reasonable results, however, the order in which these sub-alignments are
combined is significant. Therefore, two precedent stages are necessary: First,
every sequence is aligned with every other sequence to produce a pairwise dis-
tance matrix. With the help of this matrix, the phylogenetic relationship, i.e. the
evolution between the sequences, can be estimated in a second step. The result
of these two precedent stages is a phylogenetic tree—a tree of evolution, also
called guide tree. Along the branches towards the root of this guide tree, the se-
quences are combined to sub-alignments and finally to the overall alignment. An
overview of this process is depicted in Figure 3. Even if this scheme is now more
complicated, the overall computation is much less complex: Instead of O(ln) we
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now have O(l2 · n2 · logn), where n is the number of sequences and l is their
average length. Through extension of this scheme by consideration of physical
and chemical processes, the approximation for biological sequences is often even
more meaningful and consistent with the real development of the sequences, than
the ‘mathematically optimal’ sequence alignment could have been. A very pop-
ular implementation of such an enhanced multiple sequence alignment scheme
is called ClustalW, described in [4] and [5].

For the inference of evolutionary relationships, the Neighbor-Joining method
is used often (see [6]). Including the enhancements described in [7], the runtime
complexity of this algorithm is O(n3). Roughly speaking, the reconstruction of
the phylogenetic tree is done by a repeated search for the next pair of neighbors
in the tree. With this scheme the evolutionary tree can always be reconstructed
if the sampled data is correct, otherwise ambiguities may arise.

3 Parallelization

3.1 Stages

As mentioned before, the progressive alignment consists of three stages: A pair-
wise alignment stage, that yields a comparison matrix of every pair of sequences;
a phylogenetic inference stage, that estimates the evolutionary relationship be-
tween the participating sequences; and the actual progressive alignment stage
that consecutively builds the alignment by gradual merging of sub-alignments.
These three stages depend upon the complete result of their predecessor. There-
fore, the stages alone cannot be rendered in parallel.

The first stage is almost obvious how to parallelize. It consists of calculating
an alignment of every sequence with every other sequence. Therefore, there are
n2/2 sub-tasks to be computed. These sub-tasks are completely independent,
so, the decomposition is evident. The easiest way to exploit this inherent par-
allelism is to employ the Master-Worker Pattern for distributing the work to
multiple computers (see [8]). For this purpose a parallelization framework for
such ‘embarrassingly parallel’ problems was developed (see [9] and [10]).

The second stage, consisting of the Neighbor-Joining algorithm, is currently
sufficiently fast on a single computer because it does not depend on the length of
the sequences but only on their number. With current problem sizes from ten to
hundred sequences, the calculation is done on a single machine within seconds.
Nevertheless, for larger problems also this stage will become important to ac-
celerate. The basic idea for this stage is completely different from the first one.
This time, the tasks cannot be distributed beforehand and calculated indepen-
dently. However, the overall problem description can be distributed beforehand.
Afterwards, the search for the next step can be parallelized again. Additionally,
between the steps, the machines have to be synchronized. The data transfer
is only one value for a quadratic computation, so this stage is still perfectly
parallelizable as well.

When we look at the last stage, we see that it is well parallelizable in the
beginning with a lot of pairwise alignment problems at the same time. As the
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sequences are combined to bigger and bigger sub-alignments, however, the num-
ber of such pairwise alignment problems decreases drastically. Thus, additional
measures have to be taken to accelerate this stage through parallelization. The
crucial element is the parallelization of the pairwise sequence alignment itself,
which is described in the next section.

3.2 Distributed Dynamic Programming

While the parallelization of the pairwise alignment algorithm is not necessary for
the first stage, the last stage definitely benefits from it. To further decompose the
dynamic programming employed for solving the sequence alignment problem, we
state the problem formally: The comparison function and the weighting scheme
determine the behavior of the system. For simplicity this weighting scheme is
assumed to be described by the set W. Finally, the output is often not the over-
all alignment cost, which is the last cell of the matrix, but instead the actual
alignment of the sequences. Usually this alignment is described by an edit string
E = 〈e1, . . . , en〉 , ei ∈ {‘insert’, ‘delete’, ‘convert’} that describes the neces-
sary operations to transform one sequence into the other one and can also be
used to build the alignment. The overall process is, therefore, described by the
mapping S2 × W → E. This systemic view of sequence alignment is depicted in
Figure 4(a).

(a) Overall Process Model (b) Sub-Process Model

Fig. 4. Process Models

Now we can also formulate the cells of the matrix as individual processes.
Every cell needs three preceding values described by U = {(t, l, d) | t, l, d ∈ R}
which are the values from the top, from the left and diagonally above the current
cell. Additionally, the sequences’ elements that have to be compared, together
with the complete weighting scheme are required. Hence, the sub-processes can
be sketched by the mapping S2 × A2 × U × W → R, also shown in Figure 4(b).
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Although every calculation of such a sub-process seems small and dependent
upon a mass of inputs, challenging the usefulness of the decomposition, one
important factor has to be kept in mind: The size of this seemingly ‘tiny’ process
will grow quadratically during the course of the progressive alignment because,
instead of comparing single elements of two sequences, every element becomes a
group of sequences as soon as the sequences are whole sub-alignments. Therefore,
the decomposition of the dynamic programming itself is a perfect complement
to the distributed calculation of pairwise alignments.

3.3 Basic Idea

The basic idea is now to execute as many of the sub-processes in parallel. Look-
ing at the data dependencies we see that there can only be one process in the
beginning (left upper corner). After the calculation of its value, however, the
preconditions for two other processes are met. These are the second element in
the first row, and the second element in the first column. Next, the third ele-
ments in the first row and first column are ready to be calculated. Additionally,
the second element in the second row is also ready. As we can see, the number of
concurrently executable sub-processes increases until we reach the anti-diagonal.
At the apogee of parallelization we can execute as many sub-processes as we have
elements in the sequences; and on average half of it. Figure 5(a) shows this wave

(a) Wave Pattern (b) Echelon Pattern

Fig. 5. Distributed Dynamic Programming

of calculation that can be conducted when as many sub-processes as possible
are executed in parallel. The problem that arises now is the relatively tight data
coupling: Still, every cell needs three values from precedent cells. With a dex-
terous workload distribution between the participating machines, however, this
data coupling can be further reduced.

3.4 Further Data Decoupling

While the decomposition into individual data cells provides for great parallelism,
the data coupling can still be improved. Figure 5(b) shows how the individual
cells have to be grouped together to obtain a reduced need for data transfers.
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(a) Horizontal Layout (b) Vertical Layout

Fig. 6. Echelon Dependencies

Fig. 7. Distributed Procession with Data Delay

Following this scheme, the data coupling can be reduced to almost a single
value per cell on average. To accomplish this, the calculation has to be rearranged
in a way that a computer will generate most of its precedent values itself. There-
fore, the calculation is divided into stripes. As these stripes are filled bit by bit
we call them ‘echelons’.

With this scheme, echelons have data dependencies to only two other ech-
elons. Figure 6 shows how the echelons depend on each other. Every echelon
needs all values which surround them and have smaller coordinates. The preced-
ing echelon which has the same direction is called the primary predecessor that
will deliver all of its values to its primary client. The other preceding echelon
which has an other direction is called the secondary predecessor. This echelon
will usually just deliver an initial value to its secondary client.

To start out, an echelon needs two values from its primary predecessor, and
one value from its secondary predecessor. After these values have arrived, the
calculation can start. In the meantime, the primary predecessor can calculate
its next value. Hopefully, this value will then be available just at the right time,
when the current echelon is done with its own calculation. This means that
the distributed calculation has some delay in the beginning until the first three
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Fig. 8. New Process Model

datums have arrived at a given echelon. Later on, the values needed for the
calculation will be available right on time.

An example of such a distributed progression using echelons is shown in
Figure 7 on the previous page. The procession slightly hangs towards the origin,
depending on the latency of the data transfer. After the echelons have been set
up, however, there are no further delays, conceptually.

The new process model is shown in Figure 8. Now, every sub-process has
only two predecessors Usec and Uprim from which it will receive several values.
Additionally, it will need multiple values from one of the input sequences and
one value from the other. Formulated as a mapping, an echelon now calculates
the function (S) × A × R

k−j+1 → R
k−j where j and k are the start and end

index of the subsequence.
One important aspect that still remains to be solved is how to reduce the

number of concurrent tasks if less computers are available or if the network
is slow. In this case a lot of data transfers are made which can probably be
avoided. The basic idea to solve this problem is to make the echelons bigger, and
hence reduce the amount of data transfer to an arbitrary fraction adjusted to
the number of available computers.

4 Results

Currently the implemented system is not ready to be fully deployed. Therefore,
the shown results are based on a performance simulation. In Figure 9 on the
next page the estimated runtime for a problem of size 30 × 15 is shown. The
diagram shows how the total computation time is influenced by intermediate
network latency. For a problem this small, the network latency can be the 28-
fold computation time. For a problem of size 60 × 30, the network latency can
be as high as 56-fold computation time before linear calculation would be faster.
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Fig. 9. Performance Simulation

Usual problem sizes, however, are much bigger. Therefore, the tolerable network
latency will surely lie within reasonable boundaries. Additionally, during the pro-
gressive alignment, when the number of pairwise alignment problems decreases,
the complexity of a single cell computation increases quadratically. Therefore,
scalability in terms of decomposition will hardly become a problem.

5 Conclusion

Although typical sequence alignment, solved by dynamic programming, has a
considerably tight data coupling between the cells in the matrix, still a lot of par-
allelism can be exploited. Especially within the progressive alignment scheme,
the increasing complexity of comparison operations, further facilitates a dis-
tributed calculation even for slow networks. Using the idea of echelons arranged
in a fish-bone pattern the network transfer can be reduced to an amount athat
makes it feasible under many different situations, yielding a remarkable scala-
bility in terms of problem size. Further research will concentrate on refining the
distribution and size of these echelons, to maximize parallelism for a smaller
number of computers and also for slower networks.
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Abstract. The concept of fast and slow signals interacting by non-linear
lateral processing at the inner plexiform layer and its suitable mathemat-
ical formulation, allows for a coherent interpretation of simple, complex
and colour coding ganglion retinal cells of various representative ver-
tebrates. In its simplest formulation, the processing can be expressed
through non-linear spatio-temporal transformations. The formulations
result in a coherent unified conceptual frame to interprete signal pro-
cessing in vertebrates’ retinae.

1 Introduction

In a way towards a unified view of vertebrate retinal processing, several models
have been proposed for various representative cases ([11], [12], [13], [14], [17]). We
present here a unified frame for interpreting cat’s, frog’s and avian’s retinae. To
obtain it, we must abandon some detailed assumptions for particular retinae for
the sake of consistency. Also, the fitting of quantitative data has to be postponed
to further model refinement.

We first consider briefly the anatomical, physiological and formal bases. One
of the keys ideas in the interpretation of retinal processing is the link of spe-
cialized ganglia computation to the interaction of amacrines and ganglion cell
dendrites in the inner plexiform layer, as it is suggested by anatomy ([2]). Logical
interpretations of neurophysiological recordings led also to a similar conclusion.
In their account of pigeon’s ganglia responses, [9] already asserted that, since
different ganglia look at the world through about the same bipolars (and recep-
tors), ganglia differences should be a consequence of their different manipulation
of almost the same inputs (paraphrase).

From earlier results in cat’s and monkey’s retinae, a line was drawn initially
between higher and lower vertebrates by which vertebrates with well developed
visual cortex were on the side of simplicity whereas specialization was thought
to be exclusive of poorly cortically endowed vertebrates. In principle, the whole
of retinal cells were then available to engage in specialization, so that, for ex-
ample, the apparently asymmetric disposition of horizontal axons made them a
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unique candidate for directional selectivity ([1]). But this required too much of
the retina, since though asymmetric units were encountered in cat, so breaking
the line ([4]), they were too few to explain the number of horizontals. The con-
clusion is that specialization must occur, in general, after the bipolar outputs,
in agreement with Maturana’s observations.

In addition, experiments indicated that directional selectivity is a local prop-
erty, which implies that the corresponding mechanism must be situated prior to
ganglion spatial integration and it should be the result of the interaction of signals
coming from relatively small areas which are close to each other. This leaves the
inner plexiform layer, and not the ganglia cellular bodies, as the most probable
site responsible for peculiar extraction of spatio-temporal properties of images.

Next, there is the appropriate formal representation. Different wiring dia-
grams of the retina were then and thereafter proposed to explain its computa-
tional properties (see, for example, [6]). But they lead to the need of adding ad
hoc connections to the diagram every time a property is to be embodied, which
is contrary to the spirit of any consistent approach.

It is in the formulation where the difficulties to obtain a consistent picture
generate. Because of the intrinsic spatio-temporal nature of the signals being
handled, wiring diagrams serve only channeled interpretations, unless they are
made intricately umcomprehensible. Retinal processing is, by structure and func-
tion, a layered computation, as it is probably cortical processing too. Therefore,
it should be trated as such.

Summing up, the two main points of our approach are: first, locate prominent
specialization at the inner plexiform layer, prior to ganglia integration, where
probable operation is a nonlinear lateral interaction of signals from bipolar,
amacrines and ganglia dendrites. Second, formulate the processing there as it
corresponds to a layered processing system.

A definition of layered computation for the general case has been developed
somewhere ([10], [14]). We treat it here under the simplest reasonable assump-
tions as it applies to the retina.

2 Formulation

Simple non-specialized retinae, such as cat’s, suggest that signals from outer reti-
nal layers are two spatio-temporal versions of quasi-linearly transformed input
data: a fast signal and a slow signal. Though the role of horizontals is not yet
clear, it has been suggested that they might be involved in generating slow ver-
sions, which are laterally translated. In this case, those signals must be returned
to ganglia (probably via amacrines), since property extraction is local.

For a continuous retina, under the simplest spatio-temporal assumptions and
by considering only first order terms, the expression of the above in conventional
systems analysis notation follows.

We assume linear spatio-temporal transformations, with only local nonlinear-
ities. In this case, the signals corresponding to the action of photoreceptors and
bipolars without additional delays, called fF (fast) signals, may be expressed as:
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fF (r, t) =
∫ t

0

[
WH(t − τ)

∫
r′
WF (r − r′)I(r′, τ)dr′

]
dτ (1)

under the restriction of zero initial conditions. Coordinate vector r is the position
where the signal fF appears and r′ runs over a small area (the span of bipolar
denditric tree or photoreceptors feet). I(r′, τ) is some local no linear function of
the light incident in photoreceptors at r′ and time τ (e.g. a logarithmic compres-
sion). WF and WH correspond to outer layers colour-space-time transformation,
essentially a colour filter plus a low pass space-time filter.

Under the simplest assumption of a single speed difference for fast and slow
signals, v, the linear relation between fast fF and slow fS signals is given by:

dfS

dt
= −v[fS − fF ] (2)

Under zero initial conditions, the solution is:

fS(r, t) = v

∫ t

0
e−v(t−τ)fF (r, τ)dτ (3)

Signals fF and fS undergo nonlinear lateral interaction at the inner plexiform
layer. This interaction may be decomposed in linear lateral inhibition plus a local
rectifying nonlinearity ([11]). The resulting two possibilities are linear lateral
inhibition of fF by fS , and viceversa, that is:

�
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� ( r - r )
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r2

r

S S
s F
or

r = 0 is the
ganglion cell
position

(a) (b)

� ( r - r )
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i

Fig. 1. Illustration of SS and SF . (a) Illustration of coordinates −→r , −→r 1,
−→r 2, and posi-

tions of SS , SF ,and δ. (b) Illustration of the weights SS, SF and the relative position
of δ(−→r − −→r 1) or δ(−→r − −→r 2).
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X1(r, t) = fF (r − r1, t) −
∫

SS

SS(r, r′)fS(r′, t)dr′ (4)

X2(r, t) = fS(r − r2, t) −
∫

SF

SF (r, r′)fF (r′, t)dr′ (5)

Small surfaces SS and SF at the inner plexiform layer are supposed to be of
an almost circular boundary and of inverted U shape (when plotting function
S(r′) versus r′, maximum at the center, zero at the pheriphery), from r′ = 0 to
r′ = r0. r is the position vector of the center of SF and SS (see 1).

According to equation (3), equation (4) can be written:

X1(r, t) =
∫ t

0

∫
SS

[
δ(r − r1 − r′)δ(t − τ) −

SS(r, r′)ve−v(t−τ)
]
fF (r′, τ)dr′dτ (6)

Similarly for equation (5):

X2(r, t) =
∫ t

0

∫
SF

[
ve−v(t−τ)δ(r − r2 − r′) −

SF (r, r′)δ(t − τ)
]
fF (r′, τ)dr′dτ (7)

The local rectifying non-linearity generates signals X ′
1 and X ′

2, given by

X ′
1(r, t) = Pos(X1(r, t)) (8)

X ′
2(r, t) = Pos(X2(r, t)) (9)

where Pos(x) is defined as:

Pos(x) =
{
x for x ≥ 0
0 for x < 0

Signals X ′
1 and X ′

2 are then weighted and summated to yield, for a ganglion cell
at the origin, its instantaneous frequency of firing:

G(t) = Pos
{∫

R

∫ t

0
k1(t − τ, r)X ′

1(r, t)dτdr +∫
R

∫ t

0
k2(t− τ, r)X ′

2(r, t)dτdr + G0

}
(10)

where G0 is the spontaneous response, when it exists, and R represents the
Excitatory Receptive Field (ERF) of the ganglion cell.

Kernels k1 and k2 correspond to the actions of the dendritic tree of the
ganglion cell. A Newton Polynomial type of kernels (or Hermitian) ([15]), having
center and one or more inhibitory-excitatory rings is then at case. The whole
layered processing is illustrated in 2.
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Fig. 2. Schematic view of the structure and proposed functions of retinal cells

From (6) and (7), X1(r, t) and X2(r, t) are the results of linear space-time
transformations on fF (r, t) given by the integral transformation kernels:

W1(r, t) = δ(r − r1)δ(t) − SS(r)ve−vt (11)
W2(r, t) = ve−vtδ(r − r2) − SF (r)δ(t) (12)

The spatial part of (11) and (12),

δ(r − r1) − SS(r) (13)
δ(r − r2) − SF (r) (14)

are spatial contrast detectors, which are symmetric detectors when r1 = r2 = r.
If they are not equal to r, they are asymmetric detectors. If r1 and r2 have
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opposite directions, one detects optimally a contrast in one direction and the
other in the opposite direction. If they are distribuited randomly in directions,
the whole behaves as a symmetric detector.

The temporal part of kernels (11) and (12) is

δ(t) − ve−vt (15)
ve−vt − δ(t) (16)

They are ON and OFF temporal kernels respectively.
In (11) and (12), if constants

∫
SS

SS(r)dr = kS and
∫

SF
SF (r)dr = kF are

made kS = kF = 1, the responses to stationary spatial contrasts are zero, while
there is still local ON-OFF responses and, consequently, sensitivity to moving
contrast, which provoke local ON and OFF effects. In this case, if there is a
random distribution of the directions of r − r1 and r − r2, there is sensitivity to
motion without preferred direction. If r − r1 is not random, but has a preferred
overall direction d, the overall sensitivity is higher to bright contrasts moving
in the direction −d. The inverse happens when there is a preferred direction for
r − r2 (high response to a dark contrast moving in direction −d). Obviously, at
the inner plexiform layer and prior to ganglion integration, only one of the two
mechanisms given by (11) and (12) may exist.

What and how are anatomical units involved in lateral interaction process-
ing? Amacrines suggest by themselves as responsible for the spatial spreading
appearing in (11) and (12), so that kS , kF , SS and SF must depend upon
ganglion-amacrines cell interaction. Therefore, the extent and geometrical shape
of SS and SF and the values of kS and kF for a ganglion of a type, should be con-
trolled by the number and geometrical pattern of its synapses with amacrines,
whereas direct contact with bipolar axons provide for fS and fF to generate
composite signals X ′

1 and X ′
2. When the interaction of direct and amacrine sig-

nals is approximately symmetric, the resulting ERF for a ganglion is isotropic.
When there is a systematic, though small, deviation in the sites of the interaction
of direct and amacrines signals, anisotropic but uniform ERFs result.

3 Applications

3.1 Cat

In cat’s retina, simple cells are in a large proportion ([3]), whereas specialized
ganglia are rarely encountered ([4]). We consider the application of (10) to the
limiting types corresponding to quasi-linear and to lightly specialized ganglia.
Intermediate types correspond to intermediate values of the parameters.

Simple quasi-linear cells. Linear operation must correspond to negligible lateral
interaction, that is, kS = kF = 0. Also, the spontaneous response is null, G0 = 0.
Equation (10) reduces to

G(t) = Pos

{∫
R

∫ t

0
k1Pos(fF )drdτ +

∫
R

∫ t

0
k2Pos(fS)drdτ

}
(17)
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If we further assume positive functions fF and fS, (10) leads to

G(t) = Pos
[ ∫

R

∫ t

0
{k1(t − τ, r)fF (r, τ) + k2(t− τ, r)fS(r, τ)} dτdr

]
(18)

Equation (18) corresponds to a general expression for time invariant linear
spatio-temporal computation ([10]).

Local contrast detectors. For these cells, k1 and k2 are positive in the central
area and negative in the periphery. This is provided by the usual difference of
gaussians. Lateral interaction kernels are symmetric, with kS ( kF ( 1. Also,
G0 = 0. Their higher sensitivity to moving stimuli is a consequence of the ON
and OFF local contributions by the lateral interaction kernels, which add to the
contrast detection contribution.

Direction selective units. In this case G0 = 0, k1 and k2 may be expressed as
a difference of gaussians and lateral interaction kernels are asymmetric. Note
again that their asymmetry does not destroy the uniform ON-OFF character of
the ERF.

Uniformity detectors. For these ganglia, G0 �= 0, lateral interaction kernels are
symmetric, with kS = kF ≥ 2, for contrast detection with no sustained effect
and k1 and k2 are negative since any stimulus is inhibitory.

Edge inhibitory OFF-Centre units. For a model, k1 and k2 are negative in the
central zone and lateral interaction kernels are symmetric with kS ( kF ≥ 2
for no sustained response. In the second zone, k1 ( 0 and k2 is positive. In the
pheriphery k1 is positive and k2 ( 0. Also, G0 = 0.

3.2 Avian

For specificity we consider the classification of pigeon ganglion cells by [16]. None
of the cells show spontaneous response, therefore G0 = 0.

ON or OFF centre units. These units show ON or OFF receptive fields with an
inhibitory surround and they are not more sensitive to stationary than to moving
stimuli. Thus, the only contributions are from X ′

1 or X ′
2. Lateral interaction

kernels have a relatively large area of SS or SF and also kS = kF ≥ 2.

Motion sensitive units. They show ON-OFF receptive fields and inhibitory sur-
round. Their isotropic responses indicate symmetric lateral interaction kernels,
with large areas of SS and SF for low sensitive units and small areas for high sen-
sitive units. Different relative strenghts of the ON and OFF components are the
result of different positive values for k1 and k2. The sharpness of the transitory
is modulated by kS and kF .

Directional sensitive units. They differ from the above by the presence of asym-
metric lateral interaction kernels. This selectivity is independent of the polarity
of a moving contrast, as it results from (4) and (5).



490 R. Moreno-Dı́az, G. de Blasio, and A. Moreno-Dı́az

3.3 Frog

Frog’s ganglion retinal cells were classified in four groups by [7]. This classifi-
cation has been follow thereafter, at least in what respects to limiting groups.
Since there is not spontaneous response, G0 = 0 in all cases.

Group 1. They are termed fixed contrast detectors. They have ON receptive
field with no inhibitory ring. Therefore, the only term in the reponses comes
from X ′

1. Lateral interaction kernels are symmetric with kS = 1 for a response
to a stopped contrast. Ganglion weights, k1, are representable by a gaussian.

Group 2. They are termed bug detectors and they detect small dark objects
moving centripetally in the ERF. They are not or very little sensitive to bright
stimuli. In the simplest interpretation, the only contribution is from X ′

2. Lateral
interaction kernels are asymmetric, with a radial distribution because their pe-
culiar directionality, and kF must be ≥ 2 since they do not respond to stationary
contrast. Insensitivity to large objects is due to an inhibitory ring so that k2 may
be expressed as a difference of gaussians.

Group 3. They have ON-OFF receptive field and inhibitory surround. The sim-
plest interpretation leads to lateral interaction kernels with kF = kS = 1. Gan-
glion weights, k1 and k2, are a difference of gaussians.

Group 4. They are the dimming detectors. They have OFF receptive fields.
Therefore, the only contribution is from X ′

2. Lateral interaction kernels are again
local and kF ≥ 1. Ganglion weights, k2, are representable by a gaussian.

3.4 Colour Coding Units

Colour coding is also embodied as a consequence of (10). For a retina containing
receptors of different spectral sensitivity, local direct signals transmitted through
the singularity δ(r− r′) in (11) and (12) are colour filtered, while the inhibitory
terms are, in general, colour wide band, since they are integrated over surfaces
SS and SF . Therefore, (11) and (12) are narrowband ON and OFF, as well as
contrast detectors in the wavelenght domain: direct colour filtered signals are
locally inhibited by signals carrying the complementary colour information. The
various colour coding units ([5]) appear then as a consequence.

References

1. Barlow, H. B., Levick, W.R. (1965) The Mechanism of Directionally Selective Units
in Rabbit’s Retina. J. Physiol. 178 (London). pp 477–504.

2. Boycott, B.B., Levick, W.R. (1974) Aspects of Comparative Anatomy and Physiol-
ogy of Vertebrate Retina. Essay on the Nervous System. Oxford Clarendon Press.

3. Cleland, B.G., Levick W.R. (1974 a) Brisk and Sluggish Concentrically Organized
Ganglion Cells in the Cat’s Retina. J. Physiol. 240 (London) pp 421–456.

4. Cleland, B.G., Levick W.R. (1974 b) Properties of Rarely Encountered Cells in the
Cat’s Retina and an Overall Clasification. J. Physiol. 240 (London) pp 457–492.



Concepts and Systems Tools for Modelling Signal Processing 491

5. Daw, N.W. (1973) Neurophysiology of Color Vision. Physiological Review, 53, 3,
pp 571–611.

6. Grüsser, O.J., Grusser-Cornehls, U. (1973) Neuronal Mechanism of Visual Move-
ment Perception and Some Psychophysical Behavioral Correlations. In Jung, R.
(Ed) Handbook of Sensory Physiology, Vol. 7, Part 3: Central Processing of Visual
Information. Berlin-Heidelberg-New York, Springer. pp 333–429.

7. Lettvin, J.Y., Maturana, H.R., McCulloch, W.S., Pitts, W.H. (1959) What the
Frog’s Eye Tells the Frog’s Brain. Proc. of IRE 47. pp 1940–1951.

8. Maturana, H.R., Lettvin, J.Y., McCulloch, W.S., Pitts, W.H. (1960) Anatomy and
Physiology of Vision in the Frog (Rana Pipiens). J. Gen. Physiol. 43 pp 129–175.

9. Maturana, H.R., Frenk, S. (1963) Directional Movement and Horizontal Edge De-
tector in the Pigeon Retina. Science, 42. pp 977–979.

10. Moreno-Dı́az, R., Rubio, E. (1979) A Theoretical Model for Layered Visual Pro-
cessing. Int. J. Bio-Med. Comp. 10, pp 231–243.

11. Moreno-Dı́az, R., Rubio, E. (1980) A Model for Non Linear Processing in Cat’s
Retina. Biol. Cybernetics. 37 pp 25–31.

12. Moreno-Dı́az, R., Rubio Royo, F., Rubio, E. (1980) A Theoretical Proposal to
Account for Visual Computation in a Frog’a Retina. Int. J. Bio-Med. Comp. 11,
pp 415–426.
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Abstract. The design of visual processing systems in very demanding industrial 
environments is a technical field in which bioinspiration has not been explored 
as a developing tool. The need of extremely quick, accurate and real time 
responses needed in industrial applications is not usually seen as compatible 
with the “messy”, “slow” or “inaccurate” methods and algorithms inspired in 
the information processing mechanisms underlying neural activity in the visual 
pathway. We are trying, thus, to explore the practical possibilities of interaction 
among concepts from both worlds: the “real” vision system designed for a real 
time quality control of a production line, and the “inspiration” taken from multi-
channel biological vision. In previous papers [1,2] a biologically plausible 
parallel system for visual detection of form, movement, shape and size has been 
developed. The system, working off-line and skipping real time restrictions, 
was tested for a variety of situations, yielding very good results in estimating 
the mentioned visual characteristics of moving objects. Furthermore, a second 
parallel-computing version was designed introducing the concept of parallel 
channel processing, e.g., the discrimination of different visual characteristics by 
mean of multiprocessors and multithread computing. The architecture we 
present here, which includes certain concepts developed in the 
previously explained results [3,4], is intended to work in the production 
line of a beverage canning industry where cans with faulty imprinted 
use date and lot number have to be immediately discharged from  
the line. 

1   Multichannel: Concept Borrowing from Natural Visual 
Processing 

Multichannel processing is ubiquitous in natural visual systems. By that name we 
refer to the existence of several subpathways within a sensory modality extracting (or 
computing) different features in parallel, whose outputs can be combined at a 
subsequent level to yield a description with higher semantic content. Probably, the 
first detailed description of such a mechanism, both in the neural structure level and in 
the functional one, is included in the paper by Lettin et al “What the frog’s eye tells 
the frog’s brain”.  In previous papers we have developed and implemented some 
vision tools that make use of these characteristics. 
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This system, being designed with two channels one for purely spatial properties 
of visual objects and the other for motion analysis, provides reliable and fast results 
in the spatial channel: the size and center of gravity values that we wanted to 
measure are within less than 2% error margin in average, with a low computational 
cost that can be adapted according to the needs. A complete description of speed 
and direction of movement parameters by the velocity channel, however, though 
being a more complicated model, take longer time but yields good results provided 
we control several parameters afecting the output, namely receptive field size, 
memory and lateral interaction. The main conlusions yielded by  the system are the 
following:  

• The operations carried out and their local amplitude make it possible to carry 
them out in parallel, in a two-channel fashion, thus operating the receptive fields in 
an independent way to combine their results in the next layer and obtain global 
results.  
• The similarities of the different operations needed make it possible to combine 
them into one network from which different subnetworks that also interact are 'fed'.  
• The random procedure that has been taken as a base excludes the necessity of 
having a deterministically organized system to obtain approximate results, proposing 
that the natural system on which the model is inspired does not use a perfectly 
established network.  
• Seen as a whole, and comparing the location of the GC of the object calculated 
separately by both channels (e.g. the white and coloured lines in the pictures), the 
model gives us some perspective on channel processing in natural visual systems. 
Though an estimate of the position of the object can be calculated from the velocity 
channel, it is not as good nor as fast in its delivery as it is when presented by the 
purely spatial GC-size channel. The system could work properly for all descriptors, in 
certain cases, with only the output from the velocity channel, but if precision is 
needed, then a second stationary-working channel must be included. In either case, 
speed and direction of motion can be finely estimated, but estimating accurate 
position from velocity must involve extrapolation (thus introducing an error) or 
feedback (which introduces time delay). In cases where determining speed or other 
characteristics of a moving object are crucial and time-critical, having separate, 
dedicated channels would be more efficient. This leads to the idea of actually having 
several channels for movement description: perhaps one coarsely tuned, quick 
response channel and a second, finely tuned one for detailed analysis. 

A diagram of the overall procedure can be seen in Fig. 1. 

The practical use of this scheme has a number of restrictions.  In order to be useful 
it has to be implemented in a multiprocessor computer and all processes have to be 
syncronized to yield a coherent description of the outside world. Besides, the 
general performance is quite domain-dependent, in the sense that the final goal of 
the vision system has to be perfectly defined, which is usually the case in industrial 
environments as it will be explained in the next section. 
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Fig. 1. Multilayer and multichannel scheme with feedback information 

2   The Industrial Process. Visual Detection of Required Features 

2.1   General Description 

The problem to deal with is typical in the industry. The purpose is to validate 
imprinted codes in beverage and beer cans that go in front of the camera at very high 
speed. To validate means ‘to verify that the code is correct” and hence, it does not 
imply an effective identification. 

2.2   Time and Process Considerations 

The critical requirements being accurate invariant from position text analysis in real 
time of nearly 30.000 cans per minute, the system has to be reliable and rely on 
specific hardware. Thus, a high speed acquisition camera, an efficient acquisition 
board, a strong multiprocessing system and a considerable bandwidth for main 
memory load are the basic requirements. Since the response of the system, e.g. 
whether a can is validated or not, has to be immediate, it makes the actual visual 
processing time very small, sensibly shorter than the 400 millisecond that biological 
systems need for a “good look”, that is, for the effective processing of a visual frame 
in order to be able to recognize specific objects or events [5]. 
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Computation simplicity can be easily achieved by opting for a point by point 
process (that is, one that only takes into account a single pixel in the image in each 
iteration) and complex operations that cannot be based on a non-exponential number 
of sums, such as a division or a multiplication, are not applied. It is important to work, 
whenever possible, with integer arithmetic. 

The size of the area on which the computation is applied is also critical. And so, 
the effort is outstanding in the definition of windows or areas of interest, that is, 
rectangular sections in the acquired image that, because of their location, have a 
special meaning to reach a certain knowledge without requiring a complete process of 
the image. 

A simple operation may only imply the identification of the color of a pixel. Color 
is a very primary information, although placed on a single pixel does not tell a lot. 
However, a processing by regions about the color of the pixels that make them up 
may give us such useful information as that of the predominance of a color in an area. 
An easy operation that may give us a good objective idea about the predominance of 
the color is color density. 

The combination of these restrictions guarantees a very cheap processing in time 
that is able to provide real time answers. 

2.3   Calibration 

By calibration we mean the process in which the best physical parameters for the 
loaded algorithms are established. Particularly this calibration implies the physical 
arrangement of the camera-optics-illumination-can system and the obtained acquired 
image. The procedure is as follows: 

An identifiable characteristic of the external object is chosen, namely the circular 
base of the can. A relationship between the acquired digitized circumference and the 
actual circumference of the can may be established. By using Hough algorithm for 
circumference segmentation, the circular base of a cans is extracted and from this we 
obtain the features that are used in the calibration mechanism: 

1. A border detector is applied on the digitized image. 

2. A three-dimensional space for circumference parameters is built in order to 
generate the equation for the circumference. In this three dimensional matrix space, 
the X axis contains the possible x-coordinate for circumference center, so contains 
the Y-axis for the y-coordinate and the Z axis, the possible values for the radius. 
The equation thus being:  

 

3. For each one of the candidate center points we calculate a radius using the first (x, 
y) point of the border segmented in step 1. Thus we will have a vote for the  
(x’,y’,r’) position. This operation is repeated for all (x,y) points of the segmented 
border. 

4. Then, the most voted position (x’,y’,r’) is the best probable circumference 
extracted using the border points of step 1. 
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2.4   Centring Determination 

A likely first step in this problem consists in selecting as soon as possible which 
images deserve the extra effort of determining whether there is a code or not. This 
is so because during the acquisition, unless a trigger such as a photoelectric cell is 
used, we will have an important battery of images with cans in too dubious 
situations so as to tackle a search and validation of code, even for a human being.  

It has been confirmed that the best group of images for validation are those that 
include cans whose centres are near the centre of the acquired image.  

The selected scheme is particularly intuitive. It deals with an analysis by area. It 
is easy to demonstrate that a centred can fulfils certain requirements necessarily in a 
combination of areas. The most important requisite has to do with the predominance 
of a certain color or range of colors in a given area. Thus, for a can to be centred in 
the image it is essential that “metallic” colors of the can material prevail in the 
central part of the image. 

So, we should choose the most strategic regions to inspect for the location of 
centred cans and the thresholds of color that have to be searched in every region. 

 

Fig. 2. A full image showing a partial extraction of four corners 

2.5   Determination of Presence/Absence 

The presence of ink is a necessary condition for the existence of a valid code. It 
seems to be natural to rest on the characteristic color of the ink, which is known. By 
resting on the conditions forced by the previous centring treatment we have a 
margin to guarantee the region in which the code should be placed (Fig. 3). Thus, a 
limited region in the centre of the can is traced in the code search. This is equivalent 
to looking for enough pixels that fulfil the ink color requisites (fixed between two 
thresholds). 
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Fig. 3. “Presence/Absence of ink” window and associated histogram 

2.6   Validation of Text 

In Fig. 4, a biologically inspired architecture for this application is presented. The 
basic ideas of multichanneling in the visual tract are present. On the input image, a 
multiprocess task is first triggered to extract the area of interest where the first text 
is to be located. Thus, a second multichannel analyses the possible singularities in 
the text. The final validation consists of determining the coherence and plausibility 
of text syntactically and semantically. All these processes are independent and 
operate separately. Thus, the labels {1}, {2}, {3} and {4} denote different stages 
within the same visual tract. The illumination conditions are also relevant and have 
been considered to have a high contrast between the code and the surface of the can, 
which allows the processor concentrate in the validation process 

2.7   Platform of Development 

In order to support all the described machinery, a general image processing software 
containing a set of general purpose algorithms has been built from scratch (Fig. 6). By 
means of that, we intend to control almost completely the development conditions for 
the exam and treatment of images in real time. 

Its most outstanding characteristics are the following: 
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Fig. 4. Multi-level and multi-channel architecture for validation 

− Multi-platform: Support different operating systems and machines. 
− Free Code: It does not depend on commercial licences as much in compilation 

time as in execution time. 
− Modular Code: The application is divided in independent modules and 

selfcontents, which are supported by an architecture of classes. 
− Architecture of Plugins: The platform is supported by a plugins mechanism, that is, 

fragments of independent code that provide new functions to the general 
application. It is possible to create as much plugins as desired in order to 
incorporate capacities without knowing the internal working details of the 
application. 
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Fig. 5. Illumination conditions 

 

Fig. 6. A general view of the developed software. Three main windows. General options (left). 
Acquisition control (below). Plugins handling and configuring (center). 
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Efficiency: The generation of machine code is achieved by a compiler that admits four 
levels of optimization (gcc). This is possible because the programming language 
C/C++ (medium-high level language), with a long history and experience, has been 
chosen. The following level is the planning of multi-thread algorithms, as is the case 
of the platform. A thread is a sequence of independent instructions within the 
processor. The advantage of launching multiple threads is relevant in systems with 
more than a processor, as it invites the resources manager to run the threads in a 
balaced way. The resources manager can only distribute the sequences of instructions 
if it knows how independent are the sequences between themselves and a multi-thread 
architecture is precisely about that: To distribute the assigned tasks in independent 
flows of instructions. 

3   Conclusions and Future Work 

A multi-parallel multi-channel scheme has been presented for the solving of a daily 
problem in the industry. The simplification of the problem in simple tasks and these, 
in their turn, in simple operations has been the main priority in the interests of speed. 

A special image treatment software has been implemented in order to assist the 
development of the global project. This software can be used in different machines 
and under different operating systems, encomprising all needed algorithms. 

Our immediate purpose is to conclude the development of the strongly multi-
level/multi-thread validation algorithm and verify whether it is an effective solution or 
not for a high speed treatment as the one demanded by the industry. 

Along this line of work we expect to improve our lab prototype, at the same time 
beginning a library of specialized modules which make exhaustive use of the 
proposed multichannel architecture. 
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Abstract. After having designed control systems for real autonomous cars in an 
urban environment using straight lines as reference [2], we are now trying to build 
a fuzzy control system based on clothoids [3], the curve used in roads and train 
tracks. This paper proposes a method based on soft computing and upgraded 
using genetic algorithms. Both sets of simulations are shown and compared.  

1   Introduction 

This paper is based on our previous research into real autonomous car controllers in 
urban environments. These control systems uses straight lines as reference lines [2]. 
Now, we propose a fuzzy control system based on clothoid curves [3] to navigate the 
bend sections of the road. Our goal is to improve the car’s behaviour on bends by 
reducing steering wheel efforts. This improvement will reduce electrical consumption. 
And a decrease in excessive steering wheel movements will increase the comfort 
feeling. 

The system designs a course map as a succession of straight lines and bends. Each 
bend is planned as a soft curve with a continuous and smooth curvature progression. 
The fuzzy controller uses this soft curvature progression to navigate on bends. To be 
more precise this differential equation system is shown in [4] relating the state and 
control variables and its integration equations for admissible paths: 

( ) ( ) ( )10000sincos ⋅+⋅=′′′′ σκθθκθ vyx  (1) 

where (x y θ κ) stand for attitude and curvature,  and σ is σ= κ’= Φ/cos2Φ (Φ is the 
wheel angle). Our proposal is to express the position of the car depending on 
curvature, f(x,y,κ,v,t), related to the steering angle, and to control the car using its 
usual inputs, acceleration and curvature (v’, κ=1/r). This curvature-based fuzzy logic 
control method has been optimized using genetic algorithms. 

2   Trajectory Design 

The car’s course is considered as a succession of straight-line and bend sections. For 
each bend section, there are three reference points, the starting point, the ending point 
and one point from the middle of the curve. Therefore, the straight-line sections start 
at the end of a bend section and end at the beginning of the next one. As the fuzzy 
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control system has been tested extensively on straight-line sections [2], there will be 
no further references.  
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Fig. 1. Jerez circuit car course reference points 

The trajectory on the bend sections is designed in the same way as bends in roads are 
and should be as smooth as possible [6]. Therefore, the trajectory changes its curvature 
as it advances in the bend. At the beginning of the bend the curvature is zero. It then 
starts to increase until it reaches a certain value. The curvature then remains constant 
until, in the last part, it falls to zero. The clothoid spiral is used to ensure that this 
transition to the circular curve is smooth. The clothoid, also known as Cornu’s spiral or 
Euler’s spiral, makes a perfect transition spiral, as its curvature increases linearly with 
distance along the spiral. The curvature of a clothoid spiral is linearly related to its arc 
length. And, when the path of the bend is followed at a uniform velocity, the speed of 
rotation is linear. The curve with the reverse relation is called the anti-clothoid and is 
used to return from the circular curve to the next straight-line section. 

 

Fig. 2. Transition from the approaching clothoid to the circular curve, and the clothoid 
parameters 

The parameters shown are the circumference radius (Ro), the approaching 
transition clothoid total length (Lo), the circular curve minimum distance to the initial 
straight line ( Ro), the coordinates of the tangency point between the clothoid and the 
circumference (Xo,Yo), the coordinates of the circumference center (Xm,Ym), and the 
angle between the initial straight-line segment and the tangent line at the tie point of 
the two curves (the clothoid and the circular curve) (αo). 

Each bend has its own curvature radius, but if this parameter is not available, the 
circular curve radius is obtained from the distance between the starting and the ending 
point of the bend. A clothoid curve is used to reach the circular curve. Its intrinsic 
equation is: 
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R·L = A2 (2) 

where R is the curvature radius at one point, L is the curve length between its 
inflexion point (where R is infinite) and the point of radius R, and A is the clothoid 
characteristic parameter. As soon as the maximum speed on the curve is fixed, the 
value of the transition clothoid characteristic parameter A (in meters), and the 
clothoid minimum length L can be inferred [6].  

Once the clothoid parameters have been obtained, the center of the circumference 
is calculated. A distance d is defined as the sum of the circumference radius and the 
circular curve minimum distance to the initial straight line (d = Ro + Ro). The 
crossing point (c0) of the parallel lines at distance d to the entrance and exit straight 
lines is obtained. This point will be the center of the circumference that contains the 
circumference arc. Once the center has been found, the perpendicular lines to the 
entering and exiting straight lines that go through this circumference center determine 
the points (n1, n2), and the starting points of the clothoids (m1, m2). 

 

Fig. 3. Initial circumference layout 

To guarantee that the designed curve goes through a given bend reference point, 
the center of the circumference will be moved throughout the bisector of the entering 
and exiting straight lines just before the calculation of m, and n points. 

 

Fig. 4. Center of the circumference adjustment 

The distance moved (e) depends on the distance between the circumference 
center(c0) and the bend reference point (d), the circumference radius (r) and the 
angles between the bisector of the entering and exiting straight lines, and the lines that 
go to the bend reference point (α and β). 

Exiting straight line m2 

Bend reference point d

Entering straight line 

Exiting straight line parallel 

Entering straight line parallel 

Bisector 

r

c0 
c1 

m1 

n1

n2

rr

e 

d

c0 c1

Bend reference point



504 J.A. Ruiz et al. 

βα sinsin ⋅=⋅ rd             βα coscos ⋅+=⋅ red  (3) 

This is solved: 

= αβ sinarcsin
r

d           βα coscos ⋅−⋅= rde  (4) 

Moving a distance e to the center of the circumference, the designed curve goes 
through the intermediate point of the curves that has been provided. 

Once all the necessary points have been found, the length (in degrees) of the 
circumference arc is calculated. This measure is calculated by reducing the angle 
formed by the two straight-line sections from 180º (U-turn) and, twice, the angle 
turned in the approach curves [6] (clothoids). Thus the vehicle will follow the 
entering straight line (with null curvature) as far as the point m1 at which the clothoid 
begins. Its curvature will increase until the circumference (to 1/radius curvature) is 
reached. Next, it will turn the previously calculated number of degrees, its radius of 
curvature remaining constant. And then it will reduce that curvature progressively 
until it reaches point m2. 

3   Fuzzy Controller 

We have used a fuzzy logic control system to get a solution that is as smooth as 
possible [1]. The state of the system is described with different sets of variables 
depending on the car’s desired behavior. This article focuses on bend sections control 
only, because the straight-line sections control has been already presented in other 
papers [1], [2] and [5]. So, if the car is tracking a bend, the variables are based on the 
curvature. This control system must maintain the curvature goal that depends on the 
point of the curve where the car is. The control variables used are the curvature error 
and the error accumulated on that bend (a fuzzy PI fuzzy control). The car’s curvature 
is calculated from the steering wheel position and the distance between the front and 
rear axes of car. These variables are “Curvature error”, the difference between the 
car’s desired and real curvature, and “Curvature error summation”, the accumulated 
curvature error. 

The input fuzzy linguistic variables will have only one fuzzy partition, but we will 
use the fuzzy modifiers LESS THAN and MORE THAN for operations, as we have 
three fuzzy partitions. Its fuzzy membership functions will be very simple to reduce 
the computational cost in a real-time car controller. 
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Fig. 5. The membership functions of “Curvature error” and “Curvature error summation” 
linguistic variables 
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The fuzzy rules for the bend sections are: 

Table 1. Bend section fuzzy rule base 

Rule IF Precedent THEN Consequent 
7 IF Curvature_error MORE_THAN (zero) THEN Steering negative 
8 IF Curvature_error zero THEN Steering unchanged 
9 IF Curvature_error LESS_THAN (zero) THEN Steering positive 

10 IF Sum_Curvature_error MORE_THAN (zero) THEN Steering negative 
11 IF Sum_Curvature_error zero THEN Steering unchanged 
12 IF Sum_Curvature_error LESS_THAN (zero) THEN Steering positive 

The system actuation is defined by a goal position for the steering wheel and 
another goal position for the accelerator-brake set [5]. The output variable that 
controls the steering wheel has three normalized singleton values: negative (-1), 
unchanged (0), and positive (+1). And its surface control obtained is: 
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Fig. 6.  Steering wheel control surface 

4   GA Optimization 

The control system performance is improved by modifying the membership function 
parameters. The objectives of the genetic algorithm fitness function are to get a 
control as smooth as possible (minimize steering wheel movements). Thus, the effort 
is defined as the difference between consecutive steering wheel goals. To ensure that 
the car trajectory still matches the car’s designed path, the maximum error on bend 
sections is added to the fitness function. Both objectives are combined as follows:  

Fitness = k1 * effort + k2 * Bends_maximum_error (5) 

We have obtained different optimized set values depending on the nature of the 
circuit curves (motorways with small curvature or race circuits). 

5   Experimental Results and Conclusions 

The control system performance improvement can be seen from the simulator results. 
The simulator uses detailed maps of competition circuits, primarily Jerez, keeping its 
real proportions. And it takes into account the mechanical characteristics of our 
CITROËN cars. Fig. 7 left shows the simulated steering wheel effort results without 
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Abstract. This paper describes a monocular vision-based Adaptive Cruise Con-
trol (ACC) System in the framework of Intelligent Transportation Systems 
(ITS) technologies. The challenge is to use a single camera as input, in order to 
achieve a low cost final system that meets the requirements needed to undertake 
serial production.  

1   Introduction 

A monocular imaging device (a single FireWire digital camera) is deployed to pro-
vide “indirect range” measurements using the laws of perspective. Some previous 
developments use available sensing methods such as radar [1], stereo vision [2], or a 
combination of both [3]. Only a few works deal with the problem of monocular vehi-
cle detection using symmetry and color features [4], or pattern recognition techniques 
[5]. In the current work, the searching space is reduced in an intelligent manner in 
order to increase the performance of the detection module. Accordingly, road lane 
markings are detected and used as the guidelines that drive the vehicle searching 
process. The area contained by the limits of the lanes is scanned in order to find vehi-
cle candidates that are passed on to the vehicle recognition module. This helps reduce 
the rate of false positive detections. In case that no lane markings are detected, a basic 
area of interest is used instead covering the front part ahead of the ego-vehicle. The 
description of the lane marking and vehicle detection systems is provided below, 
together with some graphical results. 

2   System Description 

2.1   Lane Tracking 

The system is divided in three modular subsystems with specific functions. The first 
subsystem is responsible for lane detection and tracking, as well as lane crossing 
monitoring. Images obtained from the camera are processed and clothoid curves are 
fitted to the detected markings. The algorithm scans up to 25 lines in the area of in-
terest, from 2 meters in front of the camera position to below the horizon. The devel-
oped algorithm implements a non-uniform spacing search that reduces certain unsta-
bilities in the fitted curve. The final state vector is composed of 6 variables [7] for 
each line on the road: coh, c1h, cov, c1v, xo, o, where coh and c1h represent the clothoid 
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horizontal curvature parameters, cov and c1v stand for the clothoid vertical curvature 
parameters, while xo and o are the lateral error and orientation error, respectively, 
with regard to the centre of the lane. The clothoid curves are then estimated based on 
lane marking measurements using a Kalman filter for each line.  These lines conform 
the area of interest. Figure 1 depicts a sequence of images in which the result of the 
lane tracking algorithm is overprinted on the road images. 

 

Fig. 1. Lane tracking example in a sequence of images. The green lines represent the estimated 
lines of the road. The example also depicts the error between the left wheel of the car the the 
left lane (left), the error between the right wheel of the car and the right lane (right), the radious 
of curvature of the road estimated at a lookahead distance of 50m (R), and the maximum rec-
ommended velocity to bend the curve (V) according to the radious of curvature. 

2.2   Car Detection and Recognition 

An attention mechanism has been devised with the intention of filtering out inappro-
priate candidate windows based on the lack of distinctive features, such as horizontal 
edges and symmetrical structures, which are essential characteristics of road vehicles. 
This has the positive effect of decreasing both the total computation time and the rate 
of false positive detections. Each road lane is sequentially scanned, from the bottom 
to the horizon line of the image, as depicted in figure 2, looking for collections of 
horizontal edges that might represent a potential vehicle. The scanned lines are asso-
ciated in groups of three. For each group, a horizontality coefficient is computed as 
the ratio of connected horizontal edge points normalized by the size of the area being 
analysed. The resulting coefficient is used together with a symmetry analysis in order 
to trigger the attention mechanism. Apart from the detected road lanes, additional 
virtual lanes have been considered so as to cope with situations in which a vehicle is 
located between two lanes (for example, if it is performing a change lane manoeuvre). 
Virtual lanes provide the necessary overlap between lanes, avoiding both misdetec-
tions and double detections caused by the two halves of a vehicle being separately 
detected as two potential vehicles. A virtual lane is located to provide overlap  
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between two adjoining lanes. On average, the system generates 5 candidate windows 
per frame that are passed on to the classifier. Nonetheless, this figure is bound to 
change depending on traffic conditions. 

 

Fig. 2. Sequential vehicle candidates searching along the detected lane 

The road vehicle class contains quite a large amount of different cars that makes it 
a non-homogeneous cluster. In consequence, it makes sense to use a distributed learn-
ing approach in which each individual part of the vehicle is independently learnt by a 
specialized classifier in a first learning stage. The local parts are then integrated by 
another classifier in a second learning stage. According to the previous statements, the 
proposed approach can be regarded as a hierarchical one. By using independent clas-
sifiers in a distributed manner the learning process is simplified, as long as a single 
classifier has to learn individual features of local regions in certain conditions. Other-
wise, it would be difficult to attain an acceptable result using a holistic approach. We 
have considered a total of 3 different sub-regions for each candidate region. The 3 
sub-regions cover the most characteristic parts of the vehicle. Two small sub-regions 
have been located in the area of the region where the wheels are supposed to be. A 
third sub-region is located in the central part of the region, covering the area where 
car plates and rear windshield are usually placed. The locations of the three sub-
regions have been chosen in an attempt to detect coherent and structural car features.  

A set of features must be extracted from each sub-region and fed to the classifier. 
Before doing that, the entire candidate region of interest is pre-processed using a 
Canny operator in order to enhance the differential information contained in it 
(edges). The Canny image provides a good representation of the discriminating fea-
tures of the car class. On the one hand, edges, both horizontal and vertical, are clearly 
visible and distinguishable. On the other hand, the vertical symmetry of a car remains 
unchanged. In addition, edges are not affected by colours or intensity. This property 
makes the use of edges robust enough to different car models of the same type. In a 
first attempt, a set of features was extracted from each sub-region using the normal-
ized histogram based on the co-occurrence matrix of the pre-processed sub-region 
(four co-occurrence matrixes were computed using four different searching vectors). 
This option was discarded in practice after observing the results derived from it. The 
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use of co-occurrence matrixes proved to be non-discriminating enough as long as 
other parts of the image (that do not contain a car) can trigger the attention mecha-
nism since they exhibit similar co-occurrence based values. The fact is that the infor-
mation provided by co-occurrence matrixes does not uniquely reflect the 2D structure 
of a car. Instead, the pre-processed sub-region is directly applied to the input of the 
classifier, as the set of features that is finally used for learning. The dimensions of the 
entire region of interest are normalized before being fed to the classifier. A size of 
70x80 pixels has been chosen. This size is adequate for detecting vehicles at long 
distances (up to 80 meters).  

Several training sets were created for each sub-region in order to store representa-
tive samples in different weather and illumination conditions, as suggested in [8]. 
This technique allows to learn every separate training set using a specialized Support 
Vector Machine (SVM) [6] that yields excellent results in practice. Otherwise, the use 
of a global classifier would demand for excessive generalization of the classifier. 
General classifiers are doom to failure in practice when dealing with images acquired 
in outdoor scenarios, as they contain a huge variability. The global training strategy is 
carried out in two stages. In a first stage, separate SVM-based classifiers are trained 
using individual training sets that represent a subset of a sub-region. Each SVM clas-
sifier produces an output between -1 (non-vehicle) and +1 (vehicle). Accordingly, it 
can be stated that this stage provides classification of individual parts of the candidate 
sub-regions. In a second step, the outputs of all classifiers are merged in a single SVM 
classifier in order to provide the final classification result.  

3   Results and Conclusions 

The system was implemented on a Power Mac at 2.0 GHz running the Knoppix Linux 
Operating System. The complete algorithm runs at 25 frames/s. We created a database 
containing 2000 samples of road vehicles. The samples were extracted from recorded 
images acquired in real experiments onboard a road vehicle in real traffic conditions 
in Madrid. All training sets were created at day time conditions using the TsetBuilder 
tool [9], specifically developed in this work for this purpose. By using the TsetBuilder 
tool different candidate regions are manually selected in the image on a frame-by-
frame basis. This allows to select candidate regions containing vehicles of different 
size, from different manufacturers, and so on. The number of non-vehicle samples in 
the training sets was chosen to be similar to the number of vehicle samples. Special 
attention was given to the selection of non-vehicle samples. The training of all SVM 
classifiers was performed using the free-licence LibTorch libraries for Linux. We 
obtained a detection rate of 85% in a test set containing 1000 images, and a false 
detection rate of 5%. The performance of the single-frame recognition process is 
largely increased by using multi-frame validation based on a Kalman filter. As an 
example, figure 3 shows  a sequence of images in which a vehicle is detected and 
tracked along the lane of the host vehicle. A blue box is overprinted over the detected 
vehicle indicating the estimated distance measured from the host vehicle. Other vehi-
cles appearing along the adjoining lane are marked with a horizontal red line. The 
distance between the ego-vehicle and the preceding vehicle along the lane becomes 
the input to the Adaptive Cruise Control (ACC) System.  
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Fig. 3. Vehicle tracking example in a sequence of images 

The results achieved up to date with a set of 2000 samples are encouraging. Never-
theless they still need to be improved before being safely used as an assistance driving 
system onboard road vehicles in real conditions. For this purpose, the content of the 
training sets will be largely increased by including new and more complex samples 
that will boost the classifier performance, in particular when dealing with difficult 
cases. We aim at enhancing the classifier ability to discriminate those cases by incor-
porating thousands of them in the database. In addition, the attention mechanism will 
be refined in order to provide more candidates around the original candidate region. 
This will reduce the number of candidate regions that only contain a part of the vehi-
cle, i.e., those cases in which the entire vehicle is not completely visible in the candi-
date region due to a misdetection of the attention mechanism. 
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Abstract. This paper addresses the problem of automatic parallel park-
ing by a back-wheel drive vehicle, using a biomimetic model based on
direct coupling between vehicle perceptions and actions. This problem is
solved by means of a bio-inspired approach in which the vehicle controller
does not need to know the car kinematics and dynamics, neither does
it call for a priori knowledge of the environment map. The key point
in the proposed approach is the definition of performance indices that
for automatic parking happen to be functions of the strategic orienta-
tions to be injected, in real time, to the car-like robot controller. This
solution leads to a dynamic multi-objective optimization problem, which
is extremely hard to be dealt with analytically. A genetic algorithm is
therefore applied, thanks to which we obtain a very simple and efficient
solution. The paper ends with the results of computer simulations.

1 Introduction

Optimization is one of the most common and pervasive issues in real-world engi-
neering and economic systems and it is at the heart of any decision-making task
in which a choice must be made between several alternatives to achieve multi-
ple, sometimes conflicting, objectives. The objectives are generally formalized as
analytical functions or performance indices.

The technical literature on optimization methods is really extensive, as this
fundamental subject has received a tremendous amount of attention since it
came of age about 50 years ago. Single-objective optimization is by far the most
researched problem in this field, although many real-life situations are multi-
objective optimization problems per se. A multi-objective optimization problem
is very often converted into a single-objective optimization case by integrating
the multiple performance indices into a single one [1].

The standard solution for truly multi-objective optimization problems is to
find the so-called Pareto-optimal front. The Pareto front is formed by the solu-
tions in which any change in any of the decision variables aimed at improving a
particular performance index will produce a deterioration in some of the other
performance indices. Due to the inherent difficulties in calculating the analytical
Pareto optimal surfaces for many real-world systems, evolutionary methods have
lately been applied to solve multi-objective optimization problems [2,3].

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 513–518, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In most of the multi-objective optimization problems that have been tackled
by evolutionary techniques so far, the performance indices to be optimized:

Ji(x) = Ji(x1, x2, . . . , xn)
x ∈ R

n ; i = 1, 2, . . .N (1)

are not time-varying and the decision varibles x1, x2, . . .xn have static con-
straints:

gi(x) ≥ 0 ; i = 1, 2, . . . p
hi(x) = 0 ; i = 1, 2, . . . q (2)

Only very recently have a number of papers dealing with the application
of evolutionary computation to solve multi-objective optimization cases been
published, in which either the performance indices Ji(x), the decision variables
x or both are time dependent and dynamic [4,5]. Most of this research work
refers to variations on static optimization problems, in which some well-known
static benchmark optimization functions are exposed to time-varying dynamics.
Noise in the measurement of the performance indices or in the decision variables
is sometimes also added.

In this paper, we present an engineering problem (automatic car parking)
that ultimately leads to the formalization of an active multi-objective dynamic
optimization problem as a cooperative game. However, instead of using evolu-
tionary controllers to search for an optimal, or at least efficient, set of if-then
reasoning rules, we propose a much simpler method based on what we call a
biomimetic approach to sensory-motor coordination. Sensory-motor coordina-
tion is a central issue in the design of most real-world engineering systems, as
the designer somehow has to deal with the coordination of perceptual informa-
tion and physical actions.

2 Biomimetic Approach for Sensory and Motor
Coordination in Autonomous Robots

The tailoring of this biomimetic approach to the parking problem is illustrated in
Fig. 1. The robot vehicle considered in this paper is a conventional back-wheel
drive car, whose dynamic equations can be modeled, for the low-speed range
typical of parking maneuvers, as:

ẋ(t) = v(t) cos θ(t)
ẏ(t) = v(t) sin θ(t)
θ̇(t) = v(t)/L tanφ(t)

(3)

where (x, y) are the coordinates for the point of application of the force of trac-
tion on the vehicle; θ is the heading of the vehicle on the plane on which it is
moving; v is its speed; L is the distance between the front and back axes, and
the variable φ is the direction of the driving wheels with respect to the vehicle
heading θ. Obviously, (v, φ) are the robot control variables and (x, y, θ) are its
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Fig. 1. Conceptual diagram of the biomimetic model

state variables. The discrete version of (3) is:

xk+1 = xk + vk cos θk

yk+1 = yk + vk sin θk

θk+1 = θk + vk/L tanφk

|φk| < φmax

(4)

where φmax is the maximum angle that can be applied to the direction of the
driving wheels.

In the case of automatic parking, there are two behavior indexes of interest:
J1 and J2. These two indexes quantify the goal that the robot should park in
the final position (xd, yd) and the goal that the robot should park in line with
the parking space direction, θd, respectively. Hence:

J1 = 1
2

[
(x − xd)2 + (y − yd)2

]
J2 = 1

2 (θ − θd)
2 (5)

Supposing that the vehicle maneuvers at constant speed, the other available
control variable, φ, should minimize both indexes:

φ̇(t) = −μ1
∂J1

∂φ
− μ2

∂J2

∂φ
(6)

where μ1 and μ2 weight the importance of each goal. The discrete version of (6)
is:

φk+1 = φk − μ1
∂J1

∂φ

∣∣∣∣
φ(k)

− μ2
∂J2

∂φ

∣∣∣∣
φ(k)

(7)

Equations (6) and (7) raise an important practical problem, which is what
we might refer to as the relationship between the distal sensory information
scale (given by the gradients or changes of the behavior indexes ΔJ1 and ΔJ2)
and the proximal actions scale (given by the gradients of the control actions
Δφk = φk − φk−1 or Δφk+1 = φk+1 − φk).
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A practical way of solving this scale problem is to establish a tabular re-
lationship between the distal levels and the proximal levels. In particular, the
range of robot actions (speed v and steering wheel turn φ) can be distributed
on a discrete scale of values. In view of the practical importance of the dis-
tal/proximal relationship (which in living beings takes a lot of learning), one
open line of research is to develop flexible diagrams to quantify this relationship,
where fuzzy linguistic variables or even genetic algorithms could play a role in
adequate tuning. In this paper, however, we have not addressed this problem and
have used a range of just three steering wheel action values. The action values
are expressed as angular speeds of the steering wheel: +10o/s, 0o/s, −10o/s, de-
pending on whether the ratios of the distal and proximal gradients are positive,
zero or negative, respectively. As we have used a control time cycle of 100 ms,
the actual steering wheel turns applied to the vehicle have been +1o, 0o, −1o,
respectively. We have achieved good results with this small scale of actions.

3 Goal Coordination in the Parking Maneuver

Looking at how humans park, we proposed [6] a method for a generic parking
maneuver. We find that one very efficient maneuver, provided there are no ob-
stacles, is to approach, in almost any direction, an area close to the position
and direction of the space, as shown in Fig. 2a. As of then priority, albeit not
absolute, is given to heading and, when the vehicle is aligned with the space, the
approach goal takes maximum, but again not exclusive, priority.

SUBTARGET
PARKINGPLACE

(a)

SUBTARGET

PARKING
PLACE

OBSTACLE OBSTACLE

(b)

Fig. 2. Illustration of the methods described in the text

Let us take a qualitative look at the execution of this maneuver.

Phase 1. Transfer region approach. This phase can be performed, in principle,
without concern for the heading goal J2. However, the position of the vehicle in
this transfer region should be as aligned as possible with respect to the direction
of the space.
Phase 2. Alignment with the direction of the space. Once it is positioned in
the transfer or subtarget region, the vehicle gives maximum, but not exclusive,
priority to the heading goal. Obviously, the more aligned it is, the smoother the
maneuver will be.
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Phase 3. Parking space approach according to the desired heading. After align-
ment with the direction of the space, the vehicle’s only concern will be to reduce
its distance to the space (maximum priority of index J1). To prevent possible
losses of alignment, goal J2 should retain some, albeit a very weak, influence.

We follow a similar approach for the parallel parking case. Now, when the
vehicle is positioned in the subtarget region, it put into reverse to reach the final
position and orientation in the parking zone (Fig. 2b).

4 Experimental Results

The experiments were conducted using the University of Sheffield’s Genetic Al-
gorithm Toolbox for Matlab [7]. For all cases, a 20-bit resolution binary coding
was used for the parameters processed; the parameter ranges depend on the
variables to be optimized.

The stochastic universal sampling method was used to select individuals. The
crossover probability used is 0.7; the mutation probability is set proportionally
to the size of the population, and is never over 0.02. Additionally, an elitism of
a 10% from generation to generation is used.

Quality is determined by rewarding the individuals that simultaneously mini-
mize the two indexes J1 and J2, that is, the closer an individual is to the position
and direction defined as the target, at the end of the path, the better this individ-
ual is. Additionally, individuals who manage to reach the target along a shorter
path are also considered better, although the weighting of this factor is lower.

The experiments were actually designed by defining a set of initial and fi-
nal vehicle position and heading pairs that would cover the different relative
situations between the source and target. Each individual generated in the evo-
lutionary process was simulated with these initial and final conditions to thus
determine its problem-solving quality.

Fig. 3 shows two different parking paths achieved using the proposed proce-
dure. The rectangles in both sides of the parking place represent parked cars.
For the maneuver, the vehicle controller also avoids the collision with these ob-
stacles (cars). We can observe how the car have to modify the trajectory to elude
the collision.

Fig. 3. Parallel parking maneuvers
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5 Conclusions

We have presented a solution for conventional nonholonomic vehicle automatic
parking. The proposed solution is based on a biomimetic approach that can be
used to design extremely simple and robust autonomous robot control systems,
as the designer has to inject only the robotic system goals. This approach means,
therefore, that the use of dynamic and kinematic robot models and even the
aprioristic formal descriptions of their working environments can be ignored. An
automatic parking strategy has been designed, and the results obtained using
genetic algorithms have been presented.
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Abstract. The automatic control of a vehicle’s steering wheel is now one of the 
most important challenges in the Intelligent Transportation Systems field. In 
this paper, we present a fuzzy logic-based automatic steering control system for 
mass-produced electric power steering (EPS) wheel-equipped vehicles that as-
sures human-like behavior. In the literature, we find a lot of theoretical propos-
als and some simulations, but only a few work teams offer real solutions for this 
task. One such solution is the work developed by the Autopia Program in which 
some vehicles have been automated and can perform some maneuvers mimick-
ing human reactions. In this paper, we use the EPS of a Citroën C3 Pluriel to ef-
fect the car’s behavior. The actuator is controlled from an onboard computer 
housing a fuzzy logic-based autonomous steering system. The vehicle’s internal 
computers generate the input information, which is read by a CAN bus and a 
high precision GPS. Some experiments using this equipment on a private test 
circuit are presented, obtaining an human-like behavior in all the maneuvers. 

1   Introduction 

The development of Intelligent Transportation Systems (ITS) provides an opportunity 
to apply advanced technology to systems and methods of transport for efficient, com-
fortable and safer means of transport. Our work focuses on the area of road transport, 
and more specifically on the field of intelligent vehicles, which includes the topic of 
autonomous vehicles. This topic refers to vehicles that are equipped with the instru-
mentation and intelligence needed to provide the actual vehicle with the required 
service, that is, an autonomous car must control some or all of its functions without 
external intervention. The Autopia Program is working on this field, focusing mainly 
on autonomous driving using fuzzy logic controllers. The steering wheel [1], throttle 
[2] and brake pedal [3] have been automated, working in Citroën Berlingo vans and 
experiments were run on private circuits. 

There are some examples of automatic steering wheel control, as a step towards 
achieving automatic driving. In the “Millemiglia in Automatica Tour” [4], a car was 
equipped with a DC motor attached to the steering wheel through a pulley, which 
could be moved depending on the commands of an onboard computer housing an 
analytical control system that received the sensor input through artificial vision. In the 
Autopia Program [5], two Citroën Berlingo vans have been equipped for automatic 
driving. Here, the steering wheel has also been modified to be moved by a DC motor 
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using gears attached to the steering bar because the assist mechanism of conventional 
cars is powered by hydraulic systems. In this case, the sensor input is provided by a 
Global Navigation Satellite System. Newer vehicles are equipped with electric power 
steering (EPS), where steering is assisted by an electric motor that acts directly on the 
rack bar through a pinion. The motor torque depends on the effort required by the 
driver. The advantage of this kind of power steering for our purposes is that no exter-
nal actuator has to be added, and we can easily manage the assist motor from our 
onboard computer. Some developments, for example, Toyota’s automatic parking 
system have taken this approach [6]. The aim of this paper is to present the fuzzy 
logic-based EPS control system developed for automatic driving that has been in-
stalled in a Citroën C3 Pluriel vehicle (Fig. 1). This vehicle has been tested on a pri-
vate circuit, and human-like behaviors have been achieved. 

 

Fig. 1. Citroën C3 Pluriel testbed vehicle 

2   Onboard Equipment 

Electric power steering basically consists of a torque sensor and motor actuator 
couple. The sensor is attached to the steering column and measures the torque ap-
plied by the driver when he moves the steering wheel. This torque signal is trans-
mitted to a control/power card that sends an amplified proportional power signal to 
the DC motor, which is engaged to the steering rack bar. 

The first step for achieving automatic steering control is to manage the wheels 
from a computer that we have installed in the car. The method for this automation is 
to bypass the sensor and control/power card equipment and send a power signal 
directly to the motor. Our onboard computer runs a fuzzy logic-based control sys-
tem that generates a control analog signal. An external power drive has been added 
for supplanting the original C3’s power card. It uses as input the analog signal pro-
duced by the computer and the output is a power signal that supplies the assist  
motor. 

The vehicle instrumentation is completed with the sensor equipment: a carrier 
phase differential GPS receiver, which generates to-the-centimeter accurate posi-
tioning, and a CAN bus interface. 

Now we can move on to describe the control system developed to manage the as-
sist DC motor and, consequently, the steering of the vehicle. 
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3   Steering Control System 

A two-layer fuzzy controller has been defined for steering control. The high-level 
layer calculates the target position of the steering wheel to fit the vehicle to the de-
sired route. The low level layer generates the optimum torque that must be exerted by 
the EPS assist motor to move the steering wheel in a human-like way. 

There is also a computational reference trajectory representation represented by the 
set of the most representative GPS waypoints of the route to be tracked [1]. 

3.1   Steering Position Controller 

Two variables are used as input for the fuzzy steering position control system, namely 
lateral and angular errors. We define lateral error as the distance between the front of 
the vehicle and the reference trajectory segment, measured along a line perpendicular 
to that reference segment. Similarly, angular error is described as the angle formed by 
the reference segment of the trajectory and the car’s director vector. We define two 
fuzzy variables, also named angular error and lateral error, each of which has two 
linguistic labels, left and right, that indicate where the vehicle is located with respect 
to the reference segment. Both variables have one associated membership function for 
each label, defined by their vertex, as shown in Fig. 2a and Fig. 2b. 

 

Fig. 2. Input Variables Membership Functions: a) and b) steering position controller; c), d) and 
e) steering torque controller 

The output of the system is the target turning angle that the steering wheel must 
be moved to correct the trajectory deviation indicated by the input variables. There 
is only one fuzzy output variable, named Steering, with two linguistic labels, called 
left and right, whose membership functions are defined by singletons 

The rule set for generating the steering turning angle from the input data below is 
the same for both bend and straight-road driving, as well as for fuzzy control and 
human driving. The qualitative actions for the human driver (rules) are the same in 
both cases, and only the quantitative part varies, which is defined in the fuzzy con-
trol by the fuzzification of the variables: 
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R1.1: IF Lateral_Error Left THEN Steering Right 
R1.2: IF Lateral_Error Right THEN Steering Left 
R1.3: IF Angular_Error Left THEN Steering Right 
R1.4: IF Angular_Error Right THEN Steering Left 

Where the words in italics are the fuzzy variables, the ones to the left of the term 
THEN being input variables and the variables to the right being output variables. The 
words in normal type are the linguistic labels associated with each one of the fuzzy 
variables. 

3.2   Steering Torque Controller 

In this case, three input variables are needed to control the torque applied to the steer-
ing wheel. The first is the angular position error of the steering wheel, that is, the 
difference between the target position generated by the high level fuzzy controller and 
the real position. The second input variable is the real position of the steering wheel, 
and the last one is the angular speed at which the steering wheel is turning. 

When these variables are fuzzified for use in the fuzzy controller, they are trans-
formed into fuzzy variables called Ang_Speed for the angular speed, Pos_Error for 
the angular position error, Pos_Abs for the real steering wheel position and, respec-
tively, associated with the membership functions shown in Fig. 2c, d, and e. 

The output of the fuzzy controller indicates the voltage that must be sent to the 
motor power card that applies a proportional amperage to the motor to move the 
steering wheel with the optimum torque to correctly achieve its target position. Two 
linguistic labels have been defined, Positive (right) and Negative (left), whose mem-
bership functions have been defined as singletons. 

The definition of the rules accounts for the interaction between the input and 
output variables that will generate the optimum controller behavior. In this case, we 
have defined six rules for controlling the applied torque. 

R2.1: IF Pos_Error Pos_Large THEN Torque Positive 
R2.2: IF Pos_Vol Neg_Large THEN Torque Negative 
R2.3: IF Pos_Abs Negative AND Pos_Error Neg_Small THEN Torque Negative 
R2.4: IF Pos_Abs Positive AND Pos_Error Pos_Small THEN Torque Positive 
R2.5: IF Ang_Speed MORE THAN Null THEN Torque Positive 
R2.6: IF Ang_Speed LESS THAN Null THEN Torque Negative 

4   Experiments 

Having installed the described controller in the instrumented testbed car, we ran some 
automatic steering control experiments, one of which is shown in Fig. 3. In this fig-
ure, the black dotted line represents the reference trajectory and the gray line is the 
automatic vehicle route. This starts at the coordinates 459028.75m North 
4462552.09m East, behind the starting point label, and is composed of eight turns, 
four to the left and four to the right, separated by straight segments 
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Fig. 3. Automatic route trace 

-90

-60

-30

0

30

60

90

T
ra

je
ct

o
ry

 A
n

g
u

la
r 

D
ev

ia
ti

o
n

 (
º)

-9

-6

-3

0

3

6

9

T
ra

je
ct

o
ry

 L
at

er
al

 
D

ev
ia

ti
o

n
 (

º)

Angular Error

Lateral Error

-600

-400

-200

0

200

400

600

T
ar

g
et

 S
te

er
in

g
 A

n
g

le
 (

º)

Steering

-600

-400

-200

0

200

400

600

S
te

er
in

g
 A

n
g

u
la

r 
D

ev
ia

ti
o

n
 (

º)

-300

-200

-100

0

100

200

300

S
te

er
in

g
 A

n
g

u
la

r 
S

p
ee

d
 (

º/
s)

Position Error

Real Position

Angular Speed

-1
-0.75
-0.5

-0.25
0

0.25
0.5

0.75
1

0 1 2 3 4 5 6 7 8 9 10 11

Time (s)

T
o

rq
u

e 
co

n
tr

o
le

r 
o

u
tp

u
t 

n
o

rm
al

iz
ed torque

 

Fig. 4. Detail of the control input and output variables for the first turning to the left of the 
automatic tracking experiment 

The controllers use the input vehicle trajectory variables and, from this informa-
tion, calculate the necessary torque to move the steering wheel. Fig. 4 includes a trace 
of controller behavior while taking the first bend to the left to show how the system 
works. The top graph shows the input variable values for taking the bend. The next 
graph plots the output of the steering position fuzzy controller. The third graph  
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contains the values of the input variables of the torque fuzzy controller. Finally, the 
bottom graph shows the output torque, normalized from -1 to 1, to be applied to the 
EPS motor controlling the steering wheel. 

At the beginning, the car is driving centered along the first reference segment of 
the route. Then, a series of new points are loaded, and the lateral error increases to the 
left and the angular error augments to the right. This is normal behavior since the new 
reference segments tend to be perpendicular to the first segment, because the angle 
between the consecutive streets is about 90º. These input values are fuzzified, and the 
rule inference of the high-level controller is executed, generating a left turning com-
mand that is illustrated by the steering output variable. 

The output of the low-level controller (torque) shows that the maximum effort is 
applied at the beginning of the turning, when a peak is needed to initiate the steering 
movement (1-2 sec). Once the movement is under way, the torque decreases rapidly. 
Finally, the controller maintains the steering position and moves the steering wheel 
back to the center when the turning has finished. 

5   Conclusions 

In this paper, we have presented a two-layer fuzzy controller for automatic electric 
power steering control, which we have used to run a number of automatic driving 
experiments discussed in the last section. These results showed that electromechanical 
systems, like an EPS, can be managed in a human-like way using artificial intelli-
gence techniques, in this case, fuzzy logic. This method allows the user to mimic 
human behavior by extracting knowledge from experts, in this case, drivers. An addi-
tional advantage of fuzzy logic is that complex nonlinear vehicle models do not need 
to be developed.  
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Abstract. The design, development, construction and testing of an Artificial-
Vision controlled Traffic-Light prototype has been carried out to rule and regu-
late intersections. Methods, algorithms and automatons have been built up with 
that purpose to provide the analysis of images and decisions making at real 
time. The aim has been the development of an intelligent traffic-light capable of 
capturing the presence or absence of vehicles, pedestrians and their particular 
situations defined by their trajectories. Besides the above mentioned properties 
we have to point out the adaptation to the precise characteristics of each cross-
ing, as its geometry, the required equipment, etc. The project has been super-
vised by RACE, world wide known as experts in road safety awareness, endow-
ing the prototype with reliability and trust. 

1   Introduction 

A vast number of reports and statistics state the vulnerable role played by pedestrians 
in traffic accidents, especially in those who take place in surroundings considered safe 
by them. Walking is a healthy exercise with almost non-existing negative conse-
quences except for those caused by road traffic. Walking under those circumstances is  
approximately ten times more dangerous than travelling as a passenger by car [1]. 

The availability of a wide database of accident causes is considered as one of the 
most important building blocks in the strategy for the development of intelligent inte-
grated road safety systems [2]. For example, 15% of the total number of people killed 
on European roads are pedestrians, and 28% are vulnerable road users [3]. It is stated 
that most accidents take place in urban areas where serious or fatal injuries can be 
produced at relatively low speeds, particularly in the case of children [4]. 
Intersections are considered as a especially challenging problem for collision mitiga-
tion. UK statistics [5] indicate that 61% of personal injury accidents happen within 20 
meters of a junction. In the USA, NHTSA [6] claims that 30% of crashes occur at 
intersections.  The  German  Federal Statistical Office  [7]  identifies 86,497 accidents 
involving failure to observe priority or on entering the road. In Spain [8] the percent-
age of fatalities involving pedestrians  represents the 15%. This suggests that  feasible 
technical solutions reducing this type of accidents by 50% would save 6,000 – 7,000 
lives per year only in Europe [2]. 
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Fig. 1. In our prototype one camera focuses on the pedestrians and the other one on the vehi-
cles. Images are then sent to the computer and as result a final working mode is sent to the 
automaton responsible for the traffic light switch. 

A new trend in expansion is the application of computer vision techniques to traf-
fic, in particular, for the intelligent control of traffic lights. Several factors such as 
number of pedestrians, situation of the crossing area, number of vehicles, etc., com-
pete for the determination of the adequate colour of the light. This can have a substan-
tial positive effect on the reduction of vehicle-pedestrian conflicts, especially when 
the system is optimized to meet the users’ expectations: waiting time should be re-
duced to minimum, duration of green light should be adapted to the users’ needs. The 
pre-programmed signal time allowed for pedestrians to cross a street is usually too 
short for some people, particularly the elderly and disabled ones, and exposes them to 
the oncoming traffic when the signal changes. 

Despite many static cameras are being used in our cities (supermarkets, banks, un-
derground stations, railway stations, etc.), their main commitment keeps being only to 
help operators make the best decision concerning security or to keep users informed 
of traffic fluency. Some computer vision applications have already reached the great 
public, as the on-board systems by Daimler Chrysler [9, 10]. 

From both perspectives, static and moving cameras, different approaches have been 
taken to detect the presence of pedestrians, using patterns of motion and appearance 
[11], using texture analysis and geometric features of pedestrians [12], using speed and 
path characteristics through a Kalman filter [13], processing background image [14], 
measuring motion similarity [15], using a Support Vector Machine (SVM) in night 
vision [16], and using an SVM to make this detection in real-time [17]. 

The rest of this paper is organized as follows: Section 2 describes the technical 
setup for our experiments, while Section 3 explains the algorithm used. Section 4 
summarizes our main results and conclusions. 

2   Technical Setup 

The system consists of two cameras situated at only one signal post placed at an inter-
section. One of them focuses on the pedestrian crossing while the other one focuses 
on the vehicles arriving grid, as seen in Figure 1. The prototype has been developed as 
to be carried out by a conventional PC. 

Each camera is connected to a Matrox Meteor II capture card with a resolution of 
320×240 pixels. The images are alternatively taken as both capture cards share the 
same data bus. The image acquisition and processing is fast enough to make decisions 
in real time about the traffic light.  
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Table 1. Analysis of the different situations that may occur during the system performance. The 
decision to be taken is also expressed, as the resulting final working mode that will be sent to 
the automaton. 

Pedestrians Camera: Vehicles Camera: 
Vehicles  
Presence 

Waiting 
Pedestrians

Crossing 
Pedestrians

Automaton 
Mode 

Yes No No 3 
Yes Yes No 1 
No Yes No 2 
Yes Yes Yes 1 
No Yes Yes 2 
Yes No Yes 2 
No No Yes 2 
No No No 1 

A TWIDO programmable automaton, by Schneider Electric, is in charge of the 
traffic light control. The automaton and the PC are synchronized about the working 
modes for an adequate functioning. These modes vary according to the presence of 
pedestrians or approaching vehicles, as can be seen in Tables 1 and 2. Mode 1 is a 
three cyclic states transition, whereas Modes 2 and 3 consist of only one state, so that 
the weakest part can reach a safe region.  

Table 2.  Specifications of the three possible working modes of the automaton 

Vehicles: → Green → Yellow → Red → 
Mode 1 

Pedestrians: → Red → Red → Green → 
Vehicles: Red 

Mode 2 
Pedestrians: Green 

Vehicles: Green 
Mode 3 

Pedestrians: Red 

3    Algorithm Description 

As Figure 2 shows, two different types of approaches have been developed. Low level 
procedures are in charge of the initial treatment of images to obtain the moving ob-
jects. High  level  procedures are  in  charge  of  analysing the movement and there-
fore providing the system with crucial information like position and trajectory, to 
make the required decision. The system can be easily adapted to different conditions 
in the intersection, so that it can be used for almost any type of crossing. 

The images of vehicles and pedestrians are processed independently, but in a simi-
lar way. First of all, in order to track the moving objects, a background subtraction is 
performed [14, 18], by means of a consecutive set of 10 images organized in a FIFO 
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queue. The mode of every pixel grey level is used for the computation of a continu-
ously updated background image. After the subtraction, only moving objects, which 
will be hereafter referred to as components, can be identified (see Figure 3, a – c).   

 

Fig. 2. The diagram shows the different steps that are taken during the algorithm 

The calculation of the convex hull of the components has been established 
through a sequential labelling by checking each pixel in correspondence with its 
neighbours. A matricial labelling algorithm was put aside due to the high computa-
tional cost and the little improvement reached [19, 20]. Those components which do 
not reach a minimum amount of pixels are ignored, as they are considered as noise. 
Figure 3 (e – f) shows the subtracted image followed by the components labelled in a 
grey code image and the filtered result. Then each component is extracted as a sepa-
rated image. 

A Kalman filter is used for tracking moving objects, both vehicles and pedestrians. 
Initially developed for the prediction of random signals [21], it is able to estimate 
quantities as a function of time. An extended Kalman filter has been implemented [18, 
22]. The algorithm adapts its model at each step to improve the movement estimation 
of the component. Position, velocity and values of the acceleration at different steps 
are used to predict the future object location. This allows us to track both vehicles and 
pedestrians in the scene. The Kalman filter can be adapted by means of a set of pa-
rameters that characterize the crossing area. 
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Fig 3. a. Source image taken at the pedestrian crossing. b. Background image computed with 
the mode of consecutive frames. c. Subtracted image with no background. d. Convex hull of 
every component labelled in a grey code. e. Final filtered image, without spurious components. 
f. Individual components to be tracked through the Kalman filter. 

 

Fig. 4. Trajectories through time of three components. Consciousness and analysis of this tra-
jectories in combination with the establishment of critical zones, let the system make the satis-
factory decision in the traffic light control. 

4    Results and Conclusions 

Initial tests were developed in laboratory controlled conditions where light changes 
were not abrupt, movement was smooth and the number of objects was not very large.  

Our algorithm was tested at the facilities of the Royal Automobile Club of Spain 
(RACE), which include an Educational Safety School at the Jarama Racecourse in 
Madrid.  We have found that our system works well under real conditions, without 
influencing the presence of cameras in the behaviour of pedestrians and vehicles. 
After multiple tests done under RACE supervision, we can fairly state that the  
computer vision techniques used in this prototype are reliable and dependable to be 
introduced in our current daily life in roads and pedestrians crossings. Our system  
is always prepared, even in case of doubt, to make the choice for the weakest  
participant.   

The prototype can also be modified to collect data on pedestrians’ conducts, pre-
ferred crossing points or usual crossing paths. Behaviour of vehicles in the grid can be 
analysed, and an option to control density of traffic has been considered.   

Our present aims focus on both, preparing the system to perform in an optimal way 
under extreme weather conditions and integrating several traffic lights and crossings 
under the control of the prototype. 

We would like to thank the Royal Automobile Club of Spain (RACE) its support 
and sponsorship in the development of this project, showing that new technologies as 
computer vision have their share in the improvement of road safety.   
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Abstract. There are several strategies of how to retrieve depth infor-
mation from a sequence of images, like depth from motion, depth from
shading and depth from stereopsis. In this paper, we introduce a new
method to retrieve depth based on motion and stereopsis. A motion
detection representation helps establishing further correspondences be-
tween different motion information. This representation bases in the per-
manency memories mechanism, where jumps of pixels between grey level
bands are computed in a matrix of charge accumulators. For each frame
of a video stereovision sequence, the method fixes the right permanency
stereo memory, and displaces the left permanency stereo memory by
pixel on the epipolar restriction basis over the right one, in order to an-
alyze the disparities of the motion trails calculated. By means of this
functionality, for all possible displacements of one permanency memory
over the other, the correspondences between motion trails are checked,
and the disparities are assigned, providing a way to analyze the depths
of the objects present in the scene.

1 Stereovision-Based Depth Analysis

In general, there are several strategies of how to retrieve depth information from
a sequence of images, like depth from motion, depth from shading and depth from
stereopsis. In this paper, we introduce a new method to retrieve depth based on
motion and stereopsis. In a conventional stereoscopic approach, usually two cam-
eras are mounted with a horizontal distance between them. Consequently, ob-
jects displaced in depth from the fixation point are projected onto image regions,
which are shifted with respect to the image center. The horizontal component
of this displacement can be used to determine the depth of the object. Due to
the geometry of the optic system, and considering the epipolar constraint, it is
thereby sufficient to restrict disparity analysis to the projection of corresponding
linear segments in the left and right camera. In some approaches, the disparity
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is computed by searching the maximum of the cross correlation between image
windows along the epipolar lines of the left and right image [1]. Similarly, this
can be done by trying to match discernible image features.

So far, many algorithms have been developed to analyze the depth in a scene.
Brown et al. [2] describe a good approximation to all of them in their survey
article. In many previous works, a series of restrictions are used to approach the
correspondence problem. The most usual restriction is the disparity restriction,
which considers that is not probable that there exist objects very close to the
camera. The scene uses to be limited to a medium distance. This way, too high
disparities are eliminated [3]. Koenderink and van Doorn [4] expressed the nec-
essary theory in best initial works related to disparity restriction, and Wildes
[5] implemented some of their ideas [6]. More recently, disparity in stereoscopy
continues showing its great interest (e.g., [7], [8]).

All these developments approach the depth analysis by different methods;
but most of them have as a common denominator that they work with static
images and not with motion information. In this paper, we have chosen as an
alternative not to use direct information from the image, but rather the one
derived from motion analysis. The system proposed uses as input the motion
information of the objects present in the stereo scene, and uses this information
to perform a depth analysis of the scene.

2 Motion Detection from Permanency Memories

The input to our system is a pair of stereo image sequences. The sequences have
been acquired by means of two cameras arranged in a parallel configuration. The
central idea behind this approach is to transpose the spatially defined problem
of disparity estimation into the temporal domain and to compute the dispar-
ity simultaneously with the incoming data flow. This can be achieved realizing
that in a well-calibrated fronto-parallel camera arrangement the epipolar lines
are horizontal and thereby identical to the camera scan-lines. Our team has al-
ready tested the motion analysis algorithm used in this work in monocular video
sequences ([9],[10],[11]).

In this case, motion analysis performs separately on both stereovision se-
quences in two phases. The first analysis phase is based in grouping neighboring
pixels that have similar grey levels in closed and connected regions in an image
frame. The method used is segmentation in grey level bands. This method con-
sists in reducing the resolution of illumination levels of the image, obtaining this
way a lower number of image regions, which potentially belong to a single object
in motion. The second phase has to detect possible motions of the segmented
regions through the variation of the grey level band of the pixels.

After motion detection, we now introduce a representation that may help
to establish further correspondences between different motion information. This
representation finds its basis in the permanency effect. This effect considers the
jumps of pixels between bands, and it consists of a matrix of charge accumulators.
The matrix is composed of as many units in horizontal and vertical direction as
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pixels there are in an image frame. Initially all accumulators are empty; that is to
say, their charge is zero. When a jump between grey level bands occurs at a pixel,
the charge unit (accumulator) of the permanency memory at the pixel’s position
is completely charged. After the complete charge, each unit of the permanency
memory goes decrementing with time (in a frame-by-frame basis) down to reach-
ing the minimum charge value, while no motion is detected, or it is completely
recharged, if motion is detected again. Fig. 1 shows all these issues. Fig. 1a and
Fig. 1b show two images of a monocular sequence. The advance of a car may be
appreciated, as well as a more slight movement of a pedestrian. In Fig. 1c you
may observe the effect of these moving objects on the permanence memory.

Fig. 1. Permanency effect: (a) one image of a sequence, (b) same perspective after
some seconds, (c) motion trails as represented on the permanence memory

The difference between a quick object as the car, which is leaving a very
long motion trail (from dark grey to white), and a pedestrian whose velocity is
clearly slower and whose motion trail is nearly unappreciable with respect to
the cars one, is presented. Thus, permanency memories enable representing the
motion history of the frames that form the image sequence, that is to say, there
is segmentation from the motion of the objects present in the scene.

3 Disparity Analysis from Permanency Memories

Now, motion-based segmentation facilitates the correspondence analysis. Indeed,
motion trails obtained through the permanency memories charge units are used
to analyze the disparity between the objects in the stereo pair. The set of all
disparities between two images of a stereo pair is denominated the disparity
map. The key idea is that a moving object causes two identical trails to appear
in epipolar lines of the permanency stereo memories. The only difference relies in
their relative positions, affected by the disparity of the object at each moment.

Looking at Fig. 2 it is possible to analyze the motion of each one of the three
objects present in the permanency memories from their motion trails. This initial
analysis is independent of the epipolar constraint studied. You may observe that
object ”a”, which has a long trail and has his maximum charge towards the left,
is advancing to the left at a high speed. Object ”b”, with a shorter trail, is also
advancing towards the same direction but at a slower velocity. Finally, object
”c”, whose trail is inverted in horizontal, is moving to the right at a medium
velocity, as shown by its trail.
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Also from Fig. 2, but now comparing between the motion trails in both
epipolar lines, disparity is analyzed. Motion trail of object ”b” presents a null
disparity. Therefore, we can conclude that this trail corresponds to an object
that is far away from the cameras. Remember that due to our parallel cameras
configuration, pixels with a null disparity are located in the infinite. Object ”a”
has a little greater disparity. Finally, object ”c” offers the greatest disparity.

a b c

Left
permanency
memory

Right
permanency
memory

Fig. 2. Disparity of permanency memories

The generalization to global analysis on complete stereo images consists in
totally superimposing the two permanency stereo memories under study, and
not only their epipolar lines. One of the memories will be displaced over the
other looking for motion trails that coincide in both x and y directions. Once
the displacement where the coincidence of pixels of motion trails is maximum
in size has been calculated, this value is assigned the disparity value. By means
of this functionality, for all possible displacements of one permanency memory
over the other, the correspondences between motion trails are checked and the
disparities are assigned.

4 Data and Results

In order to test our algorithms, the scenario called ”IndoorZoom” downloadad at
labvisione.deis.unibo.it/ smattoccia/stereo.htm has been used. Fig. 3 shows the
result some of the more representative results of applying our algorithms to the
”IndoorZoom” scenario. In column (a) some input images of the right camera are
shown, in column (b) the segmentation in grey level bands may be appreciated, in
column (c) motion information as represented in the right permanency memory
is offered, and in column (d) the final output, that is to say, the scene depth as
detected by the cameras, is presented. You may observe on Fig. 3 that clearer
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(a) (b) (c) (d)

Fig. 3. Results for ”IndoorZoom” scenario

colors means that persons are closer to the cameras. Black means there is no
motion detected. Consider the case of occlusions, where, nevertheless, the motion
trails, hence, the depths, are different, enabling this way to distinguish among
different persons.

5 Conclusions

In this paper, we have introduced a new method to retrieve depth based on
motion and stereopsis. A motion detection representation helps establishing fur-
ther correspondences between different motion information. This representation
bases in the permanency memories mechanism, where jumps of pixels between
grey level bands are computed in a matrix of charge accumulators. Thus, for the
purpose to analyze scene depth from stereo images, we have chosen the alter-
native not to use direct information from the image, but rather the one derived
from motion analysis. This alternative provides an important advantage.

Trough motion information it is easier to use correspondences than by grey
level information of the frames. The results are also more accurate and robust.
This is due to the instantaneous motion features, such as position, velocity,
acceleration and direction of the diverse moving objects. Motion information of
an object is different from any other moving object’s one. Nonetheless, when
observing motion features of a concrete object in both stereo sequences at the
same time instant, we appreciate that these features are extremely similar. This
is the reason why it is easy and robust to establish correspondences between the
motion information of an object at the right image respect to the object at the
left image. There exist very few ambiguity possibilities.
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Abstract. Recently, the focus of safety systems for intelligent vehicles has been 
on researching and developing Advanced Driver Assistance Systems (ADAS). 
Most efforts have been concentrated at the driver, not taking into account the 
protection of the most vulnerable road users. This paper describes a pedestrian 
detection algorithm based on stereo vision. The use of visual information is a 
promising approach to cope with the different appearances of pedestrians and 
changes of illumination in cluttered environments. Active contour models are 
used to detect and track people from the images taken by an on-board vision 
system, performing contour extraction in sequential frames. 

1   Introduction 

1.1   Motivation 

Over the past 20 years, the high rate of road-accidents all over the world has moti-
vated the development of intelligent vehicles. The researchers community, the auto-
motive industry and several organizations, have been actively involved in improving 
road safety through the development of ADAS[1]. However, work has been focussed 
on the driver, whilst the protection of pedestrians has been relegated [2]. 

Projects that have dealt with this case are quite recent, as it has been pointed out at 
the Fifth Framework Programme [3]. A possible reason for it could be the fact that 
detecting pedestrians with an artificial system is a difficult task. The main challenges 
are the high degree of variability of the human appearance, the cluttered backgrounds 
and the changing lighting conditions. Moreover, the applications to protect pedestri-
ans define hard real time requirements. An open issue is which sensors are best to ad-
dress this complexity. Distance sensors, like radar or laser, have the advantage of giv-
ing a direct distance measurement. Among the disadvantages stand out their lower 
resolution and their tendency to interfere each other if they are in closeness. On the 
other hand, computer vision gives a richer description of the environment, although 
the information is more difficult to process. Even if other sensors as lasers or radars 
can detect pedestrians, vision is the unique that can comprehend their motion and pre-
dict their movements. For the reason that diverse sensors could be complementary, 
some approaches have decided to integrate them. 

The methods to detect pedestrians based on computer vision can be classified in 
three main groups. Those that try to find simple features that define a person are at the 
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lowest level. Their main drawback is that if one of those features is not enough present 
in the image, the pedestrian is lost. Besides, they are prone to false tracks. On the other 
hand, there are methods that include some kind of learning. Generally, they are based 
on neural networks. That type of methods require a lot of time to be trained. Model-
based approaches, take advantage of the two previous. Usually, a model of the person 
is built, so they are more robust than feature based algorithms, but slightly slower. 

1.2   Previous Work 

Papageorgious and Poggio [4] presented a pedestrian detection system based on 
wavelet analysis and Support Vector Machines. However, the system was computa-
tionally expensive as it had to scan the whole image at multiscales. Gavrila and 
Philomin [5] developed a real time pedestrian detection algorithm based on distance 
transforms. This method performs a coarse-to-fine template matching. But the tem-
plate hierarchy cannot capture the variety of human shapes. Zhao and Thorpe [6] de-
veloped a robust algorithm for detecting pedestrians in cluttered scenes through ste-
reo-based segmentation and neural network-based recognition. Broggi et al.[7] also 
used stereo vision, combining it with a verification technique based on symmetry 
properties. Both systems got deceived by objects similar to humans. Recently there 
has been an increasing interest in using infra-red sensors [8]. Although they can detect 
pedestrians by the heat their bodies emit, pedestrians are not the only sources of heat 
in a traffic environment.  

2   The Pedestrian Detection Module 

Active contour models or “snakes” were proposed by Kass et al [9] in 1988 as a 
segmentation scheme. Its ability to extract contours, even in presence of gaps or oc-
clusions, together with its dynamic behavior, makes this approach adequate for the 
detection and tracking of non-rigid objects. The main drawback is their high sensibil-
ity to the initial position. In order to overcome this limitation, a stereo module is inte-
grated to guide the location of active contours. 

2.1   Active Contour Models Initialization 

The motivation for using stereo vision is manifold. When dealing with images taken 
by a non-static camera, most of the segmentation techniques used for non-moving 
camera fail due to the movement of the camera. Among the advantages of using ste-
reo vision, it allows occlusion analysis, is robust to illumination changes and can de-
tect both moving and motionless objects. 

In the system developed, stereo vision is used to generate a disparity map of the 
scene (Fig. 1-d). As the pedestrians can appear in the scene at very diverse distances, 
the use of range-information allows filtering the images based on distance measures. 
Therefore, regions that are not at the desired distance are eliminated (Fig. 1-c), per-
forming subsequent calculations only on the filtered areas. Hence, two advantages are 
obtained; On one hand, the algorithm is less time consuming. On the other hand, the 
task of initializing the snakes is eased because only the filtered area is considered.  
Since regions with high vertical symmetry are potential candidates for an active con-
tour initialization, vertical symmetries are looked for. With that aim, the vertical gra-
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dient component of the filtered image is found and only pixels with high response are 
taken. Then, pairs of pixels on the same line vote for central pixels as their symmetry 
axis. An active contour is initialized in a symmetry axis, if the number of pixels that 
vote for that axis is over a given threshold (Fig. 1-f). 

 

Fig. 1. (a) A detail of the stereo system. (b) A right image taken by the stereo camera. (c) Gra-
dient image. (d) Disparity map (e) and the filtered image based on distance measures. (f) Both 
vertical symmetries and snakes initialization region enclosed by bounding boxes are shown. 

2.2   Active Contour Model 

Active contour models are proposed as energy minimization splines that, from an initial 
position, are deformed by external and internal forces, until they reach an equilibrium 
state. The major reason for their success is the possibility to integrate physical and topo-
logical knowledge into the segmentation process. Our approach follows the explicit con-
tour representation proposed by Kass et al.[9], because it allows an efficient processing 
and its physical properties can be controlled in a very intuitive manner. In their seminal 
paper, Kass et al model a contour as a rubber band under the influence of image forces 
and elastic forces. Image forces are due to external energies associated to a potential 
field that attracts the snake. On the other hand, elastic forces counteract strong expan-
sion and bending of the deformable model. They represent the internal energy of the 
contour as a weighted combination of membrane and thin plate energy. It is used to 
regularize the contour and hence to avoid strange effects. The evolution of the contour is 
governed by the minimization of both internal and external energies. 

The internal energies used in this proposal extend the ones used by Williams and 
Shah [10]. Their formulae maintain the points in the snake more evenly spaced than 
Kass, so the natural tendency to shrink of the snakes is mitigated. 
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In order to avoid shrinkage, a new internal force is included to control the shape of 
the deformable model. This regularizing force prevents the shrinking effect of the 
snake, as it is based on higher degrees of smoothness than the membrane and the thin-
plate energy terms, which are based on the first and second derivatives respectively.  
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This term is based on the fourth derivatives along the contour and it looks for seg-
ments presenting no change on its center of curvature, and therefore are prone to cor-
respond to head and feet areas of a pedestrian. Once those segments are localized, the 
amount of stretching and bending of them is modified locally. 

While the classic active contour model is non-adaptive with respect to the underly-
ing image data, in this algorithm the elasticity and bending properties of the contour 
are related to the underlying image structure. Firstly, curvature of the model is calcu-
lated and depending on its value, the elasticity and bending weights are modified. In 
general, bending of the snake is not too much allowed. Next, for those segments in the 
curve that present a slight curvature, the new energy term is calculated. Therefore, the 
snake is constrained to deform in a particular way. 

 

Fig. 2. (a) Vertical gradient and (b) its distance map 

For the external forces, a new potential field which smoothly extends over a long 
distance is defined. So, the snake is affected not only by surrounding features. The 
fact that pedestrians have a strong vertical symmetry is exploded to construct the po-
tential field. The same idea was used to decide where to put an active contour. There-
fore, a distance map of the symmetry axes obtained from that stage is constructed. In 
order to avoid the snake shrinking to the axis, movement is allowed until it reaches a 
vertical edge. Besides this potential field, the image gradient (Fig. 1-c) and distances 
to vertical borders (Fig. 2-b) are also considered.  

The deformable model proposed extends the greedy algorithm of Williams and 
Shah as it is a stable, fast and flexible optimization technique. This approach is ade-
quate for non-rigid objects detection and tracking, performing contour extraction in 
sequential frames. Once the snake is initialized on an object contour in the first frame, 
it will automatically track the contour from frame to frame. This method requires 
small deformation and movement of an object between frames. 

Some points in the snake are still prone to errors, like getting trapped into the 
shadow of the pedestrian (Fig. 3-d). Besides, if the external forces are not strong 
enough, the snake tends to shrink (Fig. 3-b and 3-e). These problems are a side-effect 

(a) (b) 
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of the representation used. As the model is only evaluated at some discrete points, 
these have to be uniformly spaced. Otherwise, the elasticity, curvature and concavity 
terms are inaccurate. A possible solution could be using splines, as the model is 
evaluated not only at its control points, but also along the contour. 

Fig. 3. From (a) to (f) a complete sequence of frames is shown 

3   Conclusions and Results 

A system based on computer vision for the detection of pedestrians has been pre-
sented. It is based on a deformable contour model using a parametric representation. 
The greedy algorithm is implemented to reach the minimum energy. The evolution of 
the contour is driven by a new potential based on distances to vertical symmetries and 
vertical borders. Besides, a regularization term is included in its internal energy, 
which aims to control the contour shape without producing any shrinkage.  

The quality of the segmentation is improved by the information provided by the 
stereo module. Initial segmentation is performed in the images, filtering them with the 
data from disparity maps. Regions that are not at the desired distance are eliminated 
from the images, easing the active contour models initialization and the successive 
processing.  

This algorithm has been tested on images taken by a stereo camera mounted on the 
IvvI (Intelligent Vehicle based on Visual Information) vehicle (Fig. 1-a), which is an 
experimentation platform for researching and developing Advance Driver Assistance 
System based on computer Vision. The pedestrian detection module is part of this 
ADAS. 
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Abstract. A system for real-time traffic sign detection is described in this 
paper. The system uses restricted Hough transform for circumferences in order 
to detect circular signs, and for straight lines for triangular ones. Some results 
obtained from a set of real road images captured under both normal and adverse 
weather conditions are presented as well in order to illustrate the robustness of 
the detection system. The average processing time is 30 ms per frame, what 
makes the system a good approach to work in real time conditions. 

1   Introduction 

Traffic sign detection and recognition has experimented increasing research interest in 
the last times. This is due to the importance of improving safety in road vehicles. 
Drivers sometimes miss signs because of distractions or lack of concentration. The 
two main causes of car-accidents in Spain are speed limit exceeding and distractions 
in general, so, aid to keeping the speed below the limit and avoiding distraction while 
driving are the two main targets in this work which is focussed on traffic sign 
detection for driving assistance. But the driver is kept in the control-loop, thus, our 
system will alert drivers, but will not actuate in order to control the vehicle. This can 
be done, for example, using acoustic warning if speed is over the limit, noticing the 
presence of a sign in a display, or by means of an audio signal (synthesized human 
voice) indicating the detection of a certain sign. Traffic-sign detection and recognition 
systems were born at the late 80’s, but it has not been until recent times that real time-
performing systems have been successfully achieved [1], [2], [3]. The most common 
method used for traffic signs detection is colour-segmentation. This method is based 
on the assumed fact that the wavelength coming from a sign,  for instance the red-
coloured edge of a speed-limit sign, does not change with changes in the intensity and 
the incidence-angle of the light onto the sign, if HSV or HIS spaces are used [4], [5]. 
The image of the camera is not, however, completely invariant under changes in the 
chromaticity of the received light, being these changes due to shades, adverse weather 
conditions, etc. Other authors use the information of scene-shapes for sign detection. 
Among these ones, some of them apply a template to an edge-image [1], [3]. The 
method consists in obtaining the distance-transform from an edge-image and doing a 
further matching with pre-selected templates, corresponding to those signals searched; 
these templates are hierarchically organized so that the number of comparisons is 
reduced, but this method implies nevertheless quite a high computational cost for a 
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real time system. In other works, Hough transform is used [10], or else a varied 
version of it [2], [7]. In these works the information about symmetry-properties of the 
objects is used [8]. Barnes and Zelinsky [2] show that by applying this method the 
system is fast enough to work in real time, but only with circular signs, being only 
specifically tested for 40 and 60 km per hour- speed-limit signs, while Loy and 
Barnes [7] have used a similar technique for triangular, square, and octagonal signs, 
but not working in real time. 

This work can be included with those that use information from the shape of the 
objects in the scene, in order to reduce the number of possible sign candidates. From 
the four types of signs existing in the Spanish driving code, prohibition, obligation, 
warning, and informative, the two first except for the stop one are circular signs. 
Nevertheless this one can be also considered as circular for detection issues. Sign 
detection has been performed by using the Hough transform for circumferences [11], 
but with certain restrictions that make it very efficient for the detection of this kind of 
signs. For warning signs, which are triangular, Hough transform for straight lines has 
been chosen, as a triangular sign is formed by three straight lines cutting each other 
under 60º angles, in pairs. Informative signals are not considered in this work. 

Finally, it must be noted that the system presented in this work focuses the search-
area only in a certain pre-selected zone of the image, that one holding a higher 
probability of finding a traffic sign inside. 

2   Contours Information 

The method used for edge detection is Canny method [9]; this method preserves 
contours, what is very important for detecting traffic signs using shape information, 
because they are usually closed contours, as can be seen in figure 1. 

Fig. 1. Real images sequence, detected on the road, with the search area within each image 
outlined (square window), and Canny image used for contour-information search 

Numerous implementations of edge-detection-systems based on Canny’s idea have 
been developed. Canny described a method for generating a robust edge-detector. 
This method generates thin contours, which also avoids different contours from 
different objects joining together. Several tests, under different weather and 
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illumination conditions have been taken, trying different threshold levels and being 
the results very similar in all cases. This shows that the value of Canny threshold 
levels is not critical for this application. 

The contours obtained applying Canny method are codified using the ‘chain code’. 
The contours are accepted if they are closed contours, or almost closed contours. They 
must also fulfil a certain aspect-ratio constraint, showing similar width and height. 
circular traffic signs, including stop one, as well as triangular ones,  meet these 
restrictions with  high probability. Hough transform is only applied to accepted 
contours after filtered with the aforementioned restrictions, so that the computational 
time is reduced. 

3   Hough Transform 

The classical Hough algorithm can be easily extended to find any curves in an image 
that can be expressed analytically in the form f(x, p) = 0 [12]. Here, x is a point in the 
domain of the image and p is a parameter vector. 

Hough transform for straight lines is applied in order to detect triangular signs. The 
aim is detecting three straight lines intersecting each other, forming a 60 degrees- 
angle. It must be observed that, as long as the number of straight lines intersecting each 
other might be very large if the Hough transform was applied to the whole image, more 
than the actual triangles existing in the image would be detected. Using Hough 
transform neither the beginning nor the end of a straight line is known, as a straight 
line defined by this transform is expressed in terms of the polar parameters θ and ρ: 

x cos( ) + y sin( ) =  (1) 

In order to overcome this handicap in this work the strategy is to apply the Hough 
transform to every contour, one after the other. In this way, only those triangles 
existing actually in the image are detected, as shown in figure 2, reducing the 
computational time too. 

 

Fig. 2. Straight lines detected using Hough transform, applied to the whole image (left) applied 
to each contour, one by one (right) 

Hough transform for circumferences is applied to detect circular signs, and the stop 
sign too. A circle in the xy-plane with center (χ, ψ) and radius ρ can be expressed as: 

f(x, p) = (x - χ)2 + (y - ψ)2 - ρ2 = 0 (2) 

Where the parameter space, p = (χ, ψ, ρ), must be quantized. The accumulator matrix 
‘a’ is the representation of the quantized parameter space. For circumference detection 
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the accumulator ‘a’ will be a three-dimensional matrix with all entries initially set to 
0. The entry a (χr, ψs, ρt) is incremented by 1 for every feature point (xi,yi) in the 
image-domain, contained in the circumference with centre (χr, ψs) and radius ρt as 
expressed in (3) where a precision margin ε for the radius ρt is introduced to 
compensate quantization error when digitizing the image [13]: 

|(χr – xi)
2 + (ψ – yi)

2 – ρt
 2| < ε (3) 

For circular-objects detection the same criteria are followed as in the case of straight 
lines. Hough transform is applied contour by contour, so that those contours 
corresponding to other shapes but not signs do not affect the detection of the latter 
ones, as shown in figure 3. 

 

Fig. 3. Circumferences detected using Hough transform for circumferences, applied to the 
whole image (left) applied to each contour, one by one (right) 

One important feature of a circular sign is that its centre and its centroid are in fact 
the same point. Making use of this property the centre is sought in a search-scope near 
the centroid. All these considerations make detection time to be very short, making 
the system able to work at a processing-speed between 5 and 50 frames per second, 
depending on the number of signs detected. 

4   Results 

The system works with one only camera mounted on the windscreen of the car, as 
shown in figure 4. Several tests have been conducted, placing the camera in different 
positions on the windscreen, and it has been concluded that the placement of the 
camera is not decisive, but orientation is, thus affecting the quality of detection. The 
best arrangement is to place the camera pointing towards the same direction and sense 
of the car so that signs are seen orthogonally to the motion-direction and thus 
suffering the least possible distortion. Should a circular sign be captured non-
orthogonally by the camera, it would be seen as an ellipse in the image and would not 
be detected. However, Hough transform can be extended to ellipses, but it would be 
necessary to add two new parameters in the parameter-space with respect to the 
transform for circumference used in this work. This technique has been tested in fact, 
and it was noticed that the average processing time was 2 seconds, so the system 
could not operate in real time. It is important to realize that detecting circumferences 
but not ellipses is in fact a simplification of the method, but it does not imply a poorer 
performance at all. On the contrary, an elliptical shape in the image captured, if it 
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happened to correspond to a sign, would be placed with high probability in another 
road with other direction, for instance in a crossroads. So, only those signs detected as 
circular are placed in our road in the egomotion direction. 

   

Fig. 4. One camera mounted on the windscreen of the car 

The system has been empirically tested under severe adverse weather conditions, 
as it is depicted in figure 5, and the successful-detection ratio has not been affected. 
For every test made, the successfully-detected-sign percentage has been, over 99% 
with an average processing time of 30ms per frame. 

Fig. 5. Sequence of real road images under adverse weather conditions where speed limit and 
triangular sign are detected 

5   Conclusions 

A real time-algorithm for traffic signs detection has been shown. The algorithm is 
able to detect any kind of signs but the informative ones, using a similar technique for 
all of them, making the algorithm very robust. Besides, the position of the camera in 
the car is not critical and it is fast enough so as to work in real time without any 
problems. Another important feature is that it shows the same good performance 
under adverse weather conditions, for example in a rainy day. 

As future work, a kalman filter to make a continuous and soft tracking of detected 
signs until they are not present in the field of view will be added. By doing so, 
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continuous detection of the same sign would be avoided. Another approach to be done 
is to implement the classification or recognition stage, which will be done with a 
neural network, the most widely used method for this purpose. 
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Abstract. The field of robotics is one of the most innovative in the last decade. 
We are moving now from conventional, unintelligent industrial robots to 
mobile, intelligent, cooperative robots. This new generation of robots opens a 
lot of new application fields. Some of them will be growing dramatically in the 
nearest future. Therefore in this paper the present state will be discussed, 
selected applications described and an outlook on future developments will  
be given. 

1   Introduction 

Conventional industrial robots from the late 70´s are now only a tool on the 
production level. One of the oldest dreams of the robotic community – intelligent, 
mobile, cooperative as well as humanoid robots – starts to become reality not only 
because of the rapid development of “external” sensors driven by micro- and 
nanotechnology.  

External sensors (e.g. visual, auditive, force-torque…) combined with micro 
drives, embedded systems,… offer intelligent robots the possibility to see, hear, 
speak, feel, smell like humans. Compared with conventional, unintelligent, industrial 
robots, intelligent robots fulfil new, innovative tasks in new application areas. 

There are three “starting” points for the development of intelligent robots: 
Conventional, stationary industrial robots; mobile, unintelligent platforms (robots) 
and walking machines. 

Stationary industrial robots equipped with external sensors are used today for 
assembly and disassembly operations [1], fuelling cars, cleaning of buildings and 
airplanes, ... and have been the first “intelligent” robots.  

Mobile platforms with external sensors are available since some years and cover a 
broad application field. The core of each robot is an intelligent mobile platform with 
an on-board PC. On this platform, various devices, like arms, grippers, transportation 
equipment, etc., can be attached. Communication between the „onboard PC“ and the 
„supervisory PC“ is carried out by radio-based networks - communication with the 
environment can be accomplished by voice, beep or bell. 

Walking machines or mechanisms are well known since some decades. Usually 
they have 4 to 6 legs (multi-ped) and only in some cases 2 legs (biped) – walking on 
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two legs is from the viewpoint of control engineering a very complex (nonlinear) 
stability problem. Biped walking machines equipped with external sensors are the 
basis for “humanoid” robots. 

In addition these intelligent robots – especially mobile platforms and humanoid 
robots - are able to work together on a common task in a cooperative way. The goals 
are so called “Multi Agent System – MAS”. A MAS consists of a distinct number of 
robots (agents), equipped with different arms, lifts, tools, gripping devices, ... and a 
host computer. The MAS has to carry out a whole task e.g. assemble a car. The host 
computer divides the whole task in a number of different subtasks (e.g. assembly of 
wheels, windows, brakes, ...) as long as all this subtasks can be carried out by at least 
one agent. The agents will fulfil their subtasks in a cooperative way until the whole 
task is solved. 

In industry intelligent robots will work together with humans in a cooperative way 
on a common working place. 

2   Application Examples 

In the following some examples partially developed with and realized in small and 
medium-sized enterprises -SME´s will be shortly described and discussed. 

2.1   Disassembly Cell for Printed Circuit Boards 

The layout of the cell is shown in Fig. 1. In a manual feeding station the Printed 
Circuits Boards (PCBs) with a maximum size of 300 x 220 mm are attached on 
special work holding device. 

The vision system has several tasks. It has  

− to recognize the re-useable parts by means of a data base containing the data (kind, 
production company, assigned, dimensions), 

− to detect the re-useable parts, 
− to determine their position, size and the centre of inertia, and  
− to classify the useable parts to be desoldered or removed from sockets.  

The laser desoldering station consists of a cross table – two linear axes – 
controlled to reach every point (centre of inertia) on the PCB. The desoldering 
process is carried out by laser technology. The desoldered parts are put on a distinct 
area outside the laser from which they are removed by the industrial robot and to 
put into the appropriate magazines.  

The third station is the removal station for socket parts. An industrial robot 
equipped with special grippers as well as external sensors carries out process. The 
robot removes these parts and puts them also in the right magazines.  

In the heating and removal station the PCB`s were heated by 3 infrared elements 
until the desoldering temperature for each of the parts is reached. The parts are 
removed by a simple pneumatic or a controllable two finger gripper and putted in 
the storage devices.  

A prototype of this disassembly cell is now in use since 3 years. 
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Fig. 1. Layout of the disassembly cell for PCB`s [2] 

2.2   A Semiautomatized Disassembly Cell for Mobile Phones [3] 

After a detailed analysis of used mobile phones concerning the parts as well as the 
assembly technology and tests for disassembly with the most frequent mobile phones 
the following concept for the disassembly cell was created (Fig. 2). It consists of five 
automated stations plus a manual feeding and removal station. 

 

Fig. 2. Layout of the disassembly cell 

For disassembly, the mobile phones were fixed on a pallet in a defined position. 
These pallets are moving around on a transportation system. According to the 
necessary disassembly operations the pallets with the mobile phones to be 
disassembled are stopped, lifted and fitted in the corresponding stations. 
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Before the mobile phone is fixed on a pallet the power supply will be removed and 
the type of the handy will be recognized by a barcode reader manually. Now the 
control computer knows exactly the type of the handy. The main dimensions of the 
handy are stored in a database of the host computer.  

In the drilling and milling station (no. 2) the upper part of the handy will be cut off 
from the lower part and the screws – usually between 4 and 17 – are removed by a 
simple drilling mechanism. The dust content is removed by air from the pallet.  

In the third station – the cover removal station – the cover as well as the keyboard 
of the handy will be removed by pneumatic sucks. 

In the next station – drilling station; no. 4 – the screws which connect the printed 
circuit board to the lower part of the housing are removed.  

In the printed circuit removal station various other parts will be removed from the 
handy. 

Because some mobile phones have additional parts connected with the power part 
of the housing of the handy the remaining screws will be removed in the last drilling 
station – station 6. Finally the lower part of the handy will be removed in the fixing 
and removal station. 

As a development of this semi-automated disassembly cell for used mobile phones 
some previous tests were necessary. For the milling in the drilling and milling station 
(no. 2) it was necessary to make tests with grinding wheels, with different saws and 
with milling devices. Finally a milling device was chosen as the right tool for this 
task. 

Further extensive tests were carried out for the removal of the screws. From the 
literature there are very high sophisticated, complicated and therefore very expensive 
and heavy devices known. We found a very simple and very cheap method for the 
removal of the screws. 

2.3   A ‘Tool Kit’ for Mobile Robots 

The basis of a modular concept for mobile robots is the Mobile Robot Platform 
(MRP) which can be described as a multi-use mobile robot, developed in its basic 
configuration. 

These platforms can be divided in some basic systems: 

− Locomotion system 
− Drive system 
− Main control system 
− Communication system 

The mobile robot platform can be upgraded and modified by adding a number of 
peripheral systems and tools for the performance of different tasks or functions 
(Fig.3). There is a large variety of tools, which can be used. 

Conventional tools (screw drivers, drilling tools, polishing tools, etc) are similar in 
regard to their function to conventional hand-held tools for manual operations. The 
difference is in their design, since they have to be fixed on the mobile robot platform, 
and actuation. 

Special tools installed onboard of a mobile robot platform changes the same to a 
specialized mobile robot system. When special tools are lightweight constructed the 
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manipulation system can be more flexible and with wider reach. Heavier tools cannot 
be very flexible. They need more rigid and strong manipulation systems. So there is 
often only one degree of freedom applied, and the other DOFs are realized by the 
mobility of the platform.  

Installing a tool changing system enables the robot to achieve a wide variety of 
performable operations. Tool changing systems are normally placed at the end of a 
robot arm. They have to be light, simple and very reliable. 

 

M o b ile

P la tfo rm

In te rfa ce s

H a rd w a re  S oftw a re

S to ra ge   
d e v ice s  

(T ra n sp o rta tio n  
o f m in e s  ) 

R o b o ts  >  3  
D O F . 

A rm s  <  3  D O F .

e .g . lif ts

g  
r 
I 
p  
p  
e  
r 
s  

C o m m u n ica tio n
M o d u le  

M A S  
D o ck in g  
 s ta tio n  

S e n so rs

T oo l ch an g in g 
sys te m

C o n tro l 
P L C  

S p e c ia l 
to o ls  

  R e m o v in g

C o n v.
to o ls to o ls  

D etec tio n  N av ig a tio n  

 

Fig. 3. Modular Robot System [7] 

The basic configuration of each mobile robot platform has its integrated sensors. 
The navigation system makes excessive use of sensor for position determination 
and collision avoidance. But there are numerous possibilities to upgrade the system 
with additional sensors for some special applications or to extend its abilities. 

In many mobile robot applications transportation is an important part of the 
overall task. To transport different items mobile robot platforms have to be 
upgraded with another type of peripheral devices: special storage systems or 
devices. 

Although mobile robot platforms are normally equipped with a communication 
system it could be necessary to use some special communication systems. 
Especially in multi agent systems (MAS) where more robots act, cooperatively 
together communication is important. 
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2.4   A Tool Kit for Humanitarian Demining [5] 

According to current estimates, more than 100.000.000 anti-personnel and other 
landmines have been laid in different parts of the world. A similar number exists in 
stockpiles and it is estimated that about two million new ones are being laid each 
year. According to recent estimates, mines and other unexploded ordnance are killing 
between 500 and 800 people, and maiming 2.000 others per month. 

Landmines are usually very simple devices which are readily manufactured 
anywhere. There are two basic types of mines:  

− anti-vehicle or anti-tank (AT) mines and  
− anti-personnel (AP) mines.  

AT mines are comparatively large (0.8 – 4 kg explosive), usually laid in unsealed 
roads or potholes, and detonate which a vehicle drives over one. They are typically 
activated by force (>100 kg), magnetic influence or remote control. 

AP mines are much smaller (80-250g explosive, 7-15cm diameter) and are usually 
activated by force (3-20kg) or tripwires. There are over 700 known types with 
different designs and actuation mechanisms. 

Hand-prodding is today the most reliable method of mine clearing, but it is very 
slow, and extremely dangerous. A person performing this type of clearing can 
normally perform only this task for twenty minutes before requiring a rest. This 
method clears one square meter of land in approximately 4 minutes.  

Todays methods for destroying and removal are brutal force mechanical methods 
including ploughs, rakes, heavy rolls, flails mounted usually on tanks. The main 
problem with these methods is the contamination of the ground for 10 – 20 years. A 
better solution for the future is the use of demining robots. 

A new approach is the use of robots in “Swarms”. Swarms of robots can be 
connected; one is for searching, one for destroying and one for displacement. These 
three swarms consist of different types and numbers of robots. Many robots are 
searching and few or only one is necessary for destroying or displacing the mines. 

 

Fig. 4. Robot swarms for demining [5] 

Robot swarms increase the number of robot applications in various areas where 
robots are already used today. Robot swarms are similar to – or a synonym for - 
‘Multi Agent Systems – MAS’. These systems are very well known in software 
engineering – “software agents” - since more than twenty years. In the last years there 
are more and more works related to “hardware agents” like robots. 
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Fig. 5. “Tool Kit” for demining robots [5] 

As mentioned before the use of modular robots is perfect for the design of task 
specific demining robots because of the similarities between the tasks. All three 
different types of robots can be realised by the toolkit of Fig. 5. 

2.5   Roby-Run: A Mobile Mini Robot 

One of the newest application areas of service robots is the field of entertainment, 
leisure and hobby because people have more and more free time. A new term 
“edutainment” – composed of two words, education and entertainment was created.  

One example is robot soccer introduced with the purpose to develop intelligent 
cooperative multi-robot (agents) systems (MAS). From the scientific point of view a 
soccer robot is an intelligent, autonomous agent, carrying out tasks together with 
other agents in a cooperative, coordinated and communicative way. Robot soccer 
provides a good opportunity to implement and test MAS algorithms. Furthermore it is 
an excellent tool to make “High Tech” transparent to broader public by playing.  

At our institute four robot soccer teams, three in the category MiroSot (Micro-
Robot Soccer tournament) and one in the category NaroSot (Nano-Robot Soccer 
tournament) are used as a test bed for MAS and edutainment. 

The size of playground (Fig. 6) bounded on all sides in category "MiroSot" is 150 
x 130cm, 220 x 180cm, 280 x 220 cm or 440 x 280 cm depending on the number of 
the players. 

A camera approximately 2m over the playground delivers pictures to the host 
computer. With information from colour patches on top of the robots, the vision 
software calculates the position and the orientation of the robots and the ball. Using 
this, the host computer generates motion commands according to the implemented 
game strategy and sends motion commands wireless to the robots.  
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It is strictly forbidden that the three human team members directly control the 
motion of their robots either with a joystick or by keyboard commands during the 
game. Only the host computer is responsible. The duration of a game is two times 5 
(7.5) minutes with a half time break of 10 minutes. 

Hostcomputer
Team B

Hostcomputer
Team A

Players
Team B

Players
Team A Communication

module Team A

Communication
module  Team B

Camera

 

Fig. 6. Overall system of robot soccer [6] 

 

Fig. 7. The mobile mini robot “Roby Run” 

2.6   Mobile Mini Robots for Space Applications: “Roby Space” 

To get energy from the sun an approach is to set up nets with solar cells in the space 
and transmit the energy wireless to the earth by microwaves. For first tests a net 
(approximately 40 x 40 m) equipped with solar cells should be installed in outer space 
(~ 200 km above the earth). The main problem is the positioning of the solar cells on 
the net structure. For this task autonomous mobile robots could be used able to move 
(crawl) on this large quadratic mesh. The distance of the mesh wires is between 3 and 
5cm; their thickness between 1 and 3mm.  

The features of an autonomous mini robot for this purpose are: 

− the maximum dimension 10x10x5cm 
− light weight (less than 1 kg) 
− simple mechanical construction, 
− miniaturized electronics 
− “low cost” 
− independent of the mesh’s dimension (from 3 x 3cm to 5 x 5cm).  
− on board power supply for approximately 10min  
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− equipped with a camera sending pictures to the earth 
− wireless communication with the mother satellite by Bluetooth or similar 
− free movement on the mesh 
− mechanical and electronic robustness against low/high temperature, radiation, 

microgravity, vibration and shock during the flight in the rocket. 

The main problem is the design of the moving and holding mechanism of the robot 
on the mesh. As a direct spin off from robot soccer two prototypes (Fig. 8) - Roby-
Sandwich and Roby-Insect, based on “Roby Run” - were built and tested. Two tests – 
low temperature test at the 40 degree below zero and micro gravity tests- were already 
successfully done. At the 40 degree below zero Roby-Sandwich crawled on the net 
without any problem. In January 2005 these two robots were tested in the micro-
gravity environment by means of parabolic flights in Japan. 

 

Fig. 8. Roby-Sandwich (Left) and Roby-Insect (Right) 

3   The New Concept of a Humanoid Robot 

The two legged, humanoid robots currently available can be divided in two 
categories: 

“Professional” humanoid robots developed by large companies with a huge amount 
of research capacities. Examples are: the Honda robots (P1, P2, P3, ASIMO) – with 
the idea to assist humans in everyday working, the SONY robots ( SDRX – 3,4,5) and 
“Qrio” – with the background to serve mostly for entertainment, leisure and hobby or 
in the future as personal robots. These robots are currently not available on the market 
not only because of the very high price.  

“Research” humanoid robots: There a lot of such robots currently available or in 
the development stage e.g. approximately worldwide more than 500 University 
institutes and research centres are active in this field. The robots of this category a 
usually prototypes developed by computer scientists to implement methods of AI, 
image processing, theoretical scientists from mechanics implementing and testing 
walking mechanisms, control scientists to implement new control strategies, social 
scientists to implement human machine interfaces (HMI) for an efficient 
communication between humans and humanoid robots. 

1. We are currently working on a humanoid, two legged robot called ARCHIE. The 
goal is to build up a humanoid robot situated just between these two worlds. 
Therefore Archie needs a head, a torso, two arms, two hands and two legs. 
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New is the control system realised by a network of processing nodes (distributed 
system), each consisting of relative simple and cheap microcontrollers with the 
necessary interface elements. According to the currently available technologies the 
main CPU is for example a PDA module, one processor for image processing and 
audio control and one microcontroller for each structural component, e.g.: a Basic 
Stamp from Parallax. 

4   Summary and Outlook 

In this paper some new, partially realized, applications of a new robot generation are 
described. In addition modern information technologies lead to loneliness of the 
humans (teleworking, telebanking, teleshopping, ....). Therefore service robots will 
become a real “partner” of humans in the nearest future. One dream of the scientists is 
the “personal” robot. In 5, 10 or 15 years everybody should have at least one of such a 
robot. Because the term personal robot is derived from personal computer the prices 
should be equal. 
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Abstract. Robot soccer has evolved into a very dynamic and competitive field 
within the last few years. Many different robot soccer leagues now exist, the 
league most strongly dedicated to entertainment and edutainment is currently 
FIRA MiroSot. It has now reached 11 vs. 11 robots sized 7.5 x 7.5 x 7.5 cm on 
a 440 x 280 cm field and is therefore the first robot soccer league to physically 
play 11 vs. 11 games. This paper aims to provide a short status report and intro-
duction into current problems and possible solutions within the challenging ar-
eas of FIRA MiroSot robot soccer created by having 22 robots on the field. 

1   Introduction 

Robot soccer provides excellent research and benchmarking opportunities in a diverse 
variety of fields, e.g. multi-agent systems, robot control, sensor fusion, intelligent 
control, communication, image processing, mechatronics and artificial intelligence. 

Many different robot soccer leagues now exist. The scope ranges from truly tiny, 
centrally controlled robots in FIRA NaroSot (4.5 x 4.5 x 5 cm) to humanoid, fully 
autonomous robots in humanoid leagues (up to 180 cm in height). At the same time, 
the game play of the different leagues can be everywhere between highly autonomous 
and research-oriented to high-speed and entertainment-oriented. 

The robot soccer league most strongly dedicated to entertainment and edutainment 
is currently FIRA MiroSot. In that league, the size of a robot is limited to 7.5 x 7.5 x 
7.5 cm, which is very small considering the tasks it has to fulfil. The league started in 
1996 with 3 vs. 3 robots playing on a field sized 150 x 130 cm. To get closer to “real” 
soccer, the number of players on the field slowly grew (5 vs. 5, 7 vs. 7) along with the 
field. It has now reached 11 vs. 11 robots on a 440 x 280 cm field. 

During the early days of the league, the robots’ mechanical designs, their control 
and the vision systems were limiting factors. Since then, it has evolved into a very 
dynamic, high-speed game with robots reaching speeds of up to 4.0 m/s (14.4 km/h) 
during game play. Alongside with now refined strategies, this provides a very enter-
taining experience to spectators. 

Due to the very small size of the robots, they must be supported by a host computer 
(usually an off-the-shelf PC) which receives a picture of the field from a camera 
mounted about 2.5 m above the field. The host is responsible for image processing 
and strategic decisions. It transmits – via a radio link – movement information to the 
robots on the field, which they execute, thereby closing the control cycle. 
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While some problems robot soccer posed have been solved in the last few years  
[1], many still exist. At the same time, constant change in the league adds new prob-
lems – especially the change to 11 vs. 11 robots has posed many new challenges to 
the teams. This paper aims to provide a short status report and introduction into cur-
rent problems and possible solutions within the challenging areas of FIRA MiroSot 
robot soccer created by having 22 robots on the field. 

2   Robot Hardware 

Since FIRA MiroSot is a “real life” competition, not only the quality of the software 
decides which team is competitive and which not. One major factor is the quality of 
the robot and the ability to control it precisely during the entire game. That is why, 
during the last few years, there has been a strong focus on the development of com-
petitive FIRA MiroSot soccer robots. 

First designs like the “robot cavalry” by the Korean company MicroAdventure 
were rather slow (at about 0.8 m/s net, approx. 3.0 km/h) [2] and still error-prone, but 
the quality of the robots rose quickly. The control quality rose as well, both regarding 
the robots themselves and the overall control cycle robot-camera-PC-radio-robot. The 
robot control mainly follows standard solutions of control engineering, but a number 
of dedicated mobile robot path planning algorithms have been adapted or developed 
for use in robot soccer, e.g. the purely reactive CMU algorithm [3], potential field 
based methods [4] or geometry based algorithms like limit-cycle navigation [5] or the 
S-curve algorithm [6]. 

Good MiroSot robots are now available commercially [7, 8] as well as from uni-
versities [9, 10]. Up until very recently, robot speeds of about 1.5 – 2.0 m/s (5.4 – 7.2 
km/h) were common. The Austrian team of the Technical University of Vienna now 
introduced a much faster robot (4.0 m/s, 14.4 km/h) [9], which contributed strongly to 
their success during the World Championships 2005. This is why – after a short phase 
of consolidation – robot hardware design has again become an important point of fo-
cus within FIRA MiroSot. 

3   Vision 

The field the 11-vs.-11-league is played on measures 440 x 280 cm, the cameras are 
mounted at 2.5 m above the field. That means that strong fish eye lenses are necessary 
to get an image of the entire field and that the robots cover only a very small area 
within the image1. The fish eye effect is very undesirable, since it impedes exact cal-
culation of the robots’ positions. Raising the camera to a higher level is not possible 
since this would rule out too many locations for playing. 
This leaves three solutions to the problem: 

3.1   Optical Correction of the Fish Eye Effect 

An optical correction can be ruled out in almost all cases. Most teams now use digital 
cameras like Sony DFW-V500 or Basler A311fc, mostly with standard C-Mount, 
                                                           
1  Assuming a 720x576 pixel camera, every pixel covers an area of about 0.6 x 0.6 cm. The 

color team marker has a minimum size of 3.5 x 3.5 cm, i.e. only 5.7 x 5.7 pixels. 
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similar lens mountings or no mounting at all. For these cameras – to our knowledge – 
suitable lenses simply do not exist, and besides that it can be speculated that they 
would be quite expensive. 

3.2   Correction of Image Distortions by Software 

Obviously, the correction of image distortions induced by camera optics has been a 
long-standing problem outside of robot soccer [11], e.g. in areas like aerial photogra-
phy. In contrast to other areas of application the correction algorithms for robot soccer 
have to perform in real time. Assuming a frame rate of 30 pictures a second (often 
even more), an algorithm cannot use more than a few milliseconds of computing time 
on an off-the-shelf PC. 

The first approaches of many robot soccer teams therefore used simple linear cor-
rections [12] mainly suitable for trapeze distortions and very limited fish eye distor-
tions. In the meantime, work has progressed greatly on the subject with some robot 
soccer teams using very precise algorithms that can cope even with strong image dis-
tortions in real-time. Complete toolboxes are available [13, 14] implementing a two-
step process based on the work of Zhang [15] and Heikkilä and Silvén [16]: They cal-
culate intrinsic and extrinsic camera parameters (i.e. lens distortions and perspective 
correction) semi-automatically beforehand and create a look-up table for conversion. 
This way, image correction can be done efficiently under real-time conditions during 
the game by simply using the table.  

With these algorithms it is feasible to play in the 11-vs.-11-league using one cam-
era with a fish-eye lens. Nevertheless, the problem that the robots appear very small 
on the recorded image remains. 

3.3   A Two-Camera Approach 

Since the quality of the position and particularly the orientation calculations strongly 
depend on the number of pixels allotted to every colour, using one camera for the en-
tire field results in a relatively low recognition quality. This is why some teams use a 
two-camera approach for the 11-vs.-11-league, where every camera records one half 
of the field [17, 18]. While the advantages are obvious, there are also disadvantages: 
The load on the host computer created by the vision system will almost double, as 
well as the setup time before the game, since two cameras have to be mounted over 
the field. Depending on the previous design of the vision software, the extension 
might also be very complex to implement if the processing steps during image proc-
essing have not been separated suitably within the software. 

4   Strategy 

Originally, only 6 robots (3 vs. 3) were playing during a FIRA MiroSot game. This 
put emphasis on control and vision problems, because the matter of strategy was de-
liberately kept simple. One goalkeeper and two robots actually playing the game did 
not allow for any refined strategic moves. This has strongly changed during the last 
few years. Strategy design will become much more difficult within FIRA MiroSot be-
cause of the recent extension to 22 robots on the field. Simple approaches as outlined 
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above will not suffice and much more complex strategies will be needed that get 
much closer to “human” soccer. Complex team based behaviours like passes that re-
quire a highly sophisticated strategy and coordination will be of major advantage to 
the team mastering them. 

For the first time it is possible to implement, test and compare robot soccer strategies 
similar to human soccer strategies on a “real” field instead of within simulation soft-
ware. Currently, most teams still rely on strategies that evolved during the last few 
years. In an 11-vs.-11 game, this sometimes results in strategic moves like a 4-defender-
chain, where 4 defending robots move exactly alike in the team’s own half because 
there is just a strategy implemented for one but not four independent defenders. 

Current state of the art in FIRA MiroSot are (still) rule-based strategies [1], where 
a flexible design will be of advantage to adaptation to 11-vs.-11 [19]. Regarding fu-
ture strategy design, FIRA MiroSot benefits from the fact that there is a Simulation 
League within FIRA. That league simulates MiroSot games2. The strategies here are 
mainly based on learning approaches, in majority reinforcement learning [20]. That 
means that there already is a set of options of useful 11-vs.-11 strategies, although 
there usefulness under “real” conditions must still be proven.  

For example, strategies developed by learning methods (like evolution strategies, 
situational learning etc.) face a major difficulty in real life: The amount of learning 
(i.e. evolution steps, trial situations etc.) that can be done when using real robots is 
very limited compared to simulation environments. This is because simulation is nei-
ther bound to real time (i.e. can be much faster) nor by hardware limitations (e.g. 
power supply, wear and tear etc). At the same time, all data learned in simulation en-
vironments might not hold in “real” settings because of the inevitable differences be-
tween the simulation’s model and its counterpart in reality. 

It can be said that the conditions under which FIRA MiroSot is played will not 
change anymore during the mid-term range. Certainly, 11-vs.-11 is the maximum 
number of robots that will play. As well, the field size will not grow, as even the cur-
rent fields are hard to handle. One major change could be an extension of the field 
size but that will also mean that the field has to be soft instead of hard (currently usu-
ally wooden), at the same time it might as well lose its borders, as has been demon-
strated by other leagues. Certainly, it can be said that as the playing conditions will 
not change in the short run and many teams now have a more and more sophisticated 
base of robot hardware and vision system, advances in the strategies will certainly be 
of high benefit to the teams mastering them. 

5   Radio Link 

All FIRA MiroSot robots are controlled by the host computer via a radio link. Cur-
rently, most teams use BiM series radio modules manufactured by the English com-
pany Radiometrix [7, 9, 10] or similar modules [1, 8]. These transmit in the 433 or 
869 MHz ISM bands with specified gross data rates of up to 160 kbps. Unfortunately, 
due to various reasons, the net data rate will be around 35 kbps in this application, 
with the modules being half duplex only. 
                                                           
2  This is a contrast to the RoboCup simulation league, which is not aimed at simulating a spe-

cific robot soccer league but is oriented more towards “human” soccer. 
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With 22 robots on the field playing robot soccer, the limits of the Radiometrix 
modules are now reached. New solutions like differently designed radio hardware 
transmitting in different frequency bands as well as updated and more stable protocols 
are needed. Unfortunately, commercially available standard solutions like WLAN and 
Bluetooth are not suitable for MiroSot robots. For WLAN, the main disadvantage is 
still the size of the available modules, despite recent advances due to WLAN integra-
tion into PDAs. For Bluetooth, it is mainly the somewhat limited net data rate in this 
application (although still much higher than with BiM modules) and the missing pro-
tocol suitability (like the limitation to 8 devices in a given standard Bluetooth net). 

Certainly, it can be said that with current solutions no communication beyond the 
bare necessity of transmitting wheel speeds can be done, therefore one alternative 
shall be shortly introduced: The MiroSot team Dortmund Droids has developed a ra-
dio module operating in the licence-free 2.4 GHz frequency band with a data rate of 1 
Mbps which is pin- and control-compatible to Radiometrix BiM modules (cf. fig. 1). 

  

Fig. 1. Radio module (top view left, bottom view right) 

The module is based on a single chip transceiver with a data rate of up to 1 Mbit/s. 
The chip – a nRF2401 built by Nordic – transmits on one of 125 channels. And with a 
short channel switching time of less than 200 μs, frequency hopping is possible. Pay-
load generation and CRC generation/checking can be handled fully by the chip, which 
has two independent receivers, so it can receive from two channels simultaneously. 
Besides the chip only a crystal and a passive antenna matching network are needed. In 
order to establish compatibility to the Radiometrix BiM modules, the design includes 
a microcontroller that translates between the protocol used by the nRF2401 trans-
ceiver and the standard serial protocol used by the BiM modules. 
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Abstract. We describe the key components of our game strategy for robot soccer
[3] in detail. The game can be represented as a trajectory in so-called the virtual
grid. The virtual grid generally allows us to reduce data volume for easy descrip-
tion of player motion and subsequently for controlling the game or for learning
game strategies. The natural coordinate system is provided be accurate optical
sensing of the subject position using lens optical transformations and the CCD
camera. This natural coordinate system can be easily mapped to a virtual grid.

1 Introduction

In robot soccer, the game situation in the playground is typically read in terms of the
robots postures and the balls position. Using real-time information of this dynamically
changing game situation, the host computer program of a command-based robot soccer
team would need to continually decide the role and action to take of each team robot,
and to direct each robot to perform a selected action. The purpose, of course, is to
get the team robots to exhibit some artificial form of cooperation, manifested by their
coordinated movements, ball passing, running into proper postures and ball shooting in
the goal-ward direction as often as the opportunity arises in the course of the match.

The game can be represented as a trajectory in what we call the virtual grid. The
virtual grid generally allows us to reduce data volume for easy description of player
motion and subsequently for controlling the game or for learning game strategies. The
natural coordinate system is provided by accurate optical sensing of the subject position
using lens for optical transformations and the CCD camera. This natural coordinate sys-
tem can be easily mapped to a virtual grid. A sample picture before processing is shown
in the figure 1. The data volume of the description using the virtual grid is obviously
smaller than the description using natural coordinates. The exact values depend on the
frequency of samples, i.e. on the used CCD camera (typically 25-75 fps) and on the
maximal velocity of the mobile robot movement at game field (typically up to 2,5m/s).
The dimensions of the primary virtual grid are determined by the possible distance of

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 565–570, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Alphanumeric representation of robot position and movement using virtual grid

the robot position in two subsequent frames from the CCD camera. The primary virtual
grid can be divided to (2, 4, 8, . . .) parts, which creates secondary virtual grid.

Using the virtual grid, it is possible to describe the position of the robot using an
alphanumeric description see [1,2].

The tercial grid – emphstrategy grid – depends on the partition of the game field (the
left-right wing, the central field, and transversely the attack-defence field and the central
field). In the discrete frame samples it is possible to study movements and movement
strategies of the robot.

2 Strategy

The game strategy can be dynamically changed based on the game progress (i.e. the
history and current position of the players and the ball).

Strategy application for one movement of players is computed in following steps:

1. Get coordinates of players and ball from camera
2. Convert coordinates of players into strategic grid
3. Convert ball and opponents’ positions into virtual and strategic grids
4. Choose goalkeeper and attacker, exclude them from strategy and calculate their

exact positions.
5. Detect strategic rule from opponents’ and ball positions
6. Convert movement from strategic grid to physical coordinates
7. Send movements to robots

The game progress can be divided in time into the following three ground playing
classes (GPC):

– GPC of game opening (GPCO)
– GPC of movements in game site (GPCS)
– GPC of game end (GPCE)
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The game progress, especially in the GPCS class, can be also divided into the fol-
lowing two games playing situations (GPS):

– GPS of attack (GPSA). The interactions of simple behaviours cause the robots to
fall into a V-formation where the ball is in motion roughly towards the opponents
goal.

– GPS of defence (GPSD). When the ball is not moving roughly towards the oppo-
nents goal, the robots move around it to form an effective barrier and to be in a
good position for recovery.

Each GPC has its own movement rules. The classes GPCO and GPCE consist of
finite number of possible movements that are determined by initial positions of players
and the ball. The class GPCS has virtually unlimited number of possible movements
(see Fig. 2). The movements are determined by the current game situation (GPS) and
by the appropriate global game strategy (in next GGS). The movement of the particu-
lar robot is determined by the current game class and situation, and also by the robot
role. For example, the goalkeepers task is to prevent the opponent to score a goal. His
movements are in most cases limited along the goalmouth near of goal line. The pre-
ferred movements are in goal line direction. The preference of these movements comes
from the particular GGS, where the goalkeeper prevents to score a goal in the way of
moving in the position between the central goal point and the ball (or the expected ball
position). The preference of other movement directions is created using GPSA, where
the movements of goalkeeper secure kicking the ball from the defence zone.

Each strategy is stored in one file and currently consists of about 50 basic rules.
Furthermore the file contains following metadata (see Fig.3) :

– Information about the name of strategy (e.g. .Strategy ”S-1”),
– the algorithm to strategy choosing (e.g. .Algorithm 2),

Fig. 2. Example of strategy movements
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.Strategy "S-1"

.Algorithm 2

.Author "Vaclav Snasel"

.Date "1.2.2005"

.Size 11x9

.Rule 1 "Attack1"

.Mine a4 b3 c1 d1 d4

.Opponent a2 b3 c2 d3 d4

.Ball a1

.Move a4 b3 c2 d3 d4

.Rule 2 "Attack2"

.Mine a4 b3 c11 d1 c10

.Opponent a2 b3 c2 d3 a1

.Ball a1

.Move a4 b3 c2 d1 a11

...

Fig. 3. Sample of strategy notation with 9×11 play field

– the author responsible for current strategy (e.g. .Author ”Vaclav Snasel”),
– the date of last modification (e.g. .Date ”1.2.2005”),
– the size of strategic grid (e.g. .Size 11x9),
– strategic rules

Each rule consists of five records:

– The rule ID and description (e.g. .Rule 1 ”Attack1”),
– the coordinates of our players in strategic grid (e.g. .Mine a4 b3 c1 d1 d4),
– the coordinates of opponent’s players in strategic or virtual grid (e.g. .Opponent a2

b3 c2 d3 d4),
– the ball coordinates in virtual or strategic grid (e.g. .Ball a1)
– strategic or virtual grid positions of the move ( .Move a4 b3 c2 d3 d4).

In current algorithm, the .Mine coordinates are not important for movement rule se-
lection, but they can be used in the future. We believe, that the file system for strategies
is an advantage. From observation of opponent’s strategy a new set of rules can be writ-
ten, without necessity of program code modification. Furthermore, there is a possibility
of automatic strategy (movement) extraction from running game.

There exist two main criteria in the Strategy selection process (see Fig. 4). The se-
lection depends on opponents’ coordinates and ball position. The strategy file contains
rules, describing three possible formations suggesting danger of current game situation.
The opponent’s team could be in offensive, neutral or defensive formations. Further-
more, we need to weigh up the ball position risk. Generally, opponent is not dangerous
if the ball is near his goal. The chosen rule has minimal strategic grid distance from
current configuration of players and ball.
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Fig. 4. Main criteria for strategy selection

Fig. 5. Final steps of the control process

Optimal movements of our robots are calculated by applying minimal distance from
strategic grid position and rotation penalty . The goalkeeper and attacking player, whose
distance is closest to the ball are excluded from strategic movement and their new posi-
tion are calculated in exact coordinates (see Fig. 5).

3 Conclusion

The main goal of the control system is to enable immediate response in the real time.
The system response should be shorter than time between two frames from camera [1].
When the time response of the algorithm exceeds this difference the control quality
deteriorates. The method we described provides fast control. This is achieved by us-
ing rules that are fast to process. We have described a method of game and strategy
representation.

In future work we want to use observation for learning game strategy [4,5]. Our
goal is to learn an abstract strategy. The main steps of the learning process are:

– Transformation of observations into virtual grids.
– Transformation of observations into strategy grids.
– Learning a strategy based on the observed transitions between the strategies grids.

We believe that the possibility of learning the game strategy that leads to a fast con-
trol is critical for success of the robotic soccer players. Like in chess playing programs,
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the database of game strategies along with the indication of their success can be stored
in the database and can be used for subsequent matches.
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Abstract. This article is a first approach to the use of Rete algorithm
to design a team of robotic soccer playing agents for Robocup Soccer
Server. Rete algorithm is widely used to design rule-based expert sys-
tems. Robocup Soccer Server is a system that simulates 2D robotic soccer
matches. The paper presents an architecture based on CM United team
architecture for Robocup Soccer Server simulation system. It generalizes
the low-level information received by the agent as high-level soccer con-
cepts. This way it can take advantage of expert system design techniques.

1 Introduction

Robotic soccer is one of the most interesting examples of multi-agent systems.
In this environment, agents must be able to perform as a team to get a com-
mon long-term goal. They have to manage themselves in a real-time, non-
deterministic, partially-known world. All this facing a team whose goal is the
opposite (both teams can’t fulfil their goals at the same time.) These features
are common to other problems like hospital or factory maintenance, search and
rescue missions, multi-spacecraft space missions, etc.

This paper is focused on simulated robotic soccer. The simulation system
allows to deal with high-level problems instead of spending time with low-level
details. Scientists can apply automated reasoning techniques (off-line and on-
line.) It also offers the advantages of software utilities: recording matches (as
video or log files) and replaying them later, playing matches in any moment just
with a computer (if the implementations of the teams are available), building
teams with exactly the same resources, etc. Anyway, under some constraints,
direct implementation of simulated soccer algorithms in real robots is possible [2].

2 Foundations

This paper is a first approach that shows how expert system design techniques
(in particular, Rete algorithm) can be used to design a soccer playing agent for
Robocup Soccer Server.

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 571–576, 2005.
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2.1 Expert Systems

Our proposal is based on the use of Rete algorithm [1] to design a rule-based
expert system. Expert systems design is a branch of artificial intelligence spe-
cialized in the development of systems simulating expert human decision skills.
In particular, rule-based expert systems are composed of a set of facts (knowl-
edge base) and a set of if-then statements (rules.) Facts represent information
known (or believed) about the world. And rules describe how that information
could change. The set of rules are fixed during all the execution of an expert
system, but facts usually change. Every rule has two parts: the antecedent (a set
of conditions about facts) and the consequent (a set of actions that modify the
knowledge base adding or deleting facts.) One of the key features of rule-based
expert systems is the possibility of increasing the knowledge (adding new rules)
without losing the information in the knowledge base.

Expert systems work in an infinite loop. In each cycle they check the an-
tecedent of every rule. If all the conditions of one of them are true then the rule
is activated and placed in the agenda. The agenda is the list of all rules which
have their conditions satisfied and have not been executed yet. After checking
all the rules, one of the activated ones (that are in the agenda) is selected to
be triggered. The selection method is called conflict resolution strategy, and de-
pends on the implementation of the system. There are several conflict resolution
strategies, such as assigning a priority to every rule, choosing the most recent
activated, the least frequently triggered, etc. Each one of these strategies has
both advantages and drawbacks.

In every cycle of simulation the system checks the rules seeking for new
activations, as the triggered rule could have changed the facts in the knowledge
base. A direct implementation of an algorithm checking all the conditions of
every rules would be too inefficient (O(R · FP ) being R the number of rules,
F the number of rules in the knowledge base and P the average of conditions
per rule.)

Rete algorithm takes advantage of two facts (as pointed in [5]). First, most
of the facts in an expert system don’t change from one cycle to another. Thus, it
doesn’t check all the rules every cycle, but it remembers past facts test results,
so only new facts are tested. And second, as several rules can share part of their
antecedents a network is created to minimize the number of tests to be made
in each cycle. Figure 1 shows an example of optimization of two rules. These
advantages produce a more efficient algorithm on the average O(R · F · P ).

2.2 Robocup Soccer Server

Robocup Soccer Server [3] is a system that simulates robotic soccer matches
in a 2D field. It’s supported by the Robocup Federation [4] and used in all its
competitions.

The code is distributed under the GNU GPL license, and it works with a
client-server architecture. In each match there is one server simulating everything
concerning the match, and 22 clients (11 for each team), each one controlling
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Fig. 1. Rule optimization creating a network sharing facts and an inner condition

one player. Clients are autonomous, and they can only communicate with mates
through the server, sending messages in a standard language through an UDP
socket. So clients can be programmed in any hardware, any operating system
and any programming language as long as it implements UDP socket support.
The server implements a low bandwidth, unreliable, communication channel.

The server simulates the world in steps of 100ms. It accepts one action (like
kick or turn) from each client every step, and simulates them all (applying real
physics and soccer rules like decay, off-side rule, etc.) The simulation is non-
deterministic and all the actions are affected by some noise.

Part of the result of this simulation is sent to every client in each cycle. That
information is of three kinds: aural (what a player hears), visual (what a player
sees) and physical (what a player knows about himself, like stamina, speed and
so.) Every player only receives the information it senses: messages heard, objects
seen and physical information.

3 Proposed Architecture

Our proposal is based on the architecture presented by Peter Stone in [2] for
CM United team. It, basically, uses some static information common to all the
players in a team (called locker-room agreements) and the information received
from the world (partial information) to update the internal state of the agent
(Fig. 2.) With those internal beliefs a directed acyclic graph (known as external
behaviors) selects the action to be made (an example is shown in Fig. 3.)

We propose two modifications to this model:

3.1 Generalization of the Information

In the CM United architecture all the information received from the world is
stored as low-level facts (like positions of players, speed of the ball, etc.) But
it can be generalized as high-level information relative to objects in the field,
in such a way that small changes in the world won’t lead to changes in the
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TEAM MEMBER AGENT ARCHITECTURE

Agreements

World state

Real world

External
behaviors

Internal
state

ActionsInformation

Fig. 2. Simplified internal architecture of an agent

high-level perception of it. Of course, this generalization must be according to
soccer concepts: for example, a set of positions of players can be generalized in
an “off-side” fact.

This generalization allows the agent to focus on soccer concepts instead of
coordinates in a field. And these concepts will only change when an important
event (from a soccer point of view) happens.

3.2 Use of a Rule-Based Expert System

The second modification proposed consists in replacing the directed acyclic graph
that chooses the action to be performed in the CM United architecture by a set
of rules managed with Rete algorithm. In this case the antecedents of the rules
must only check high-level properties (so the algorithm won’t have to be re-
testing a lot of rules every cycle), and the consequent (that indicates the action
to be made) uses low-level facts in order to calculate the best action according to
accurate information. According to the off-side example, if “off-side” fact exists
in the knowledge base, rules as “pass forward” can’t be activated. And a slight
movement of the player to another off-side position won’t lead to the activation
of any of those rules. But if the movement avoids off-side, the rules could be
activated.

The most suitable conflict resolution strategy is priority-based: assigning a
priority value to every rule and selected the activated rule with the highest
priority. In the case that several activated rules have the highest priority value,
a random selection is performed. This way the agents will be able to take good
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Face Ball()

Handle Ball(args1)

Passive Offensive(args2)

Communicate()

Behavior Face Ball()

Behavior Handle Ball(args)

Behavior Passive Offensive(args)

Behavior Communicate()

...

...

...

...

If (Communicate Flag Set)

If (Ball known AND Not Chasing)

Behavior Play Soccer()

If (Ball Lost)

If (Ball known AND Chasing)

Fig. 3. Example of external behaviors as implemented in [2]

actions (as they have higher priority.) But they won’t behave always the same, as
in the same circumstances they could take different rules with the same priority.

3.3 Advantages

The modified architecture provides some very interesting advantages:

1. The team can be easily debugged. With a log file of a match (and some help
from an engineer) a human expert could check if the concepts generalized
in each moment and the actions taken are right, and improve the team.
This task is not something obvious in other mathematical approaches to the
design of playing agents.

2. Increasing or modifying the system knowledge is as simple as adding or
editing rules.

3. Rete algorithm is widely used (there are several free implementations avail-
able) and has proved to be very efficient.

4. As Rete minimizes the number of tests to be made in each cycle, the number
of rules could be high.

5. Our proposal defines an architecture, not a team. Different concept general-
ization and different rules design absolutely different teams with absolutely
different behavior.

4 Conclusions and Future Work

Robocup Soccer Server is a very interesting test-bed for soccer playing multi-
agent systems. This paper is a first approach that shows how expert system
design techniques can be applied to design a soccer playing agent for Robocup
Soccer Server. One of the main contributions is the generalization of the low-
level information received as soccer concepts. With those soccer concepts an
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expert human could program the agent with simple if-then rules. The second
contribution is the introduction of Rete algorithm in the architecture used by
the CM United team. That way the rules could be easily processed by the agent.

Anyway there are several details that have to be precised to finish this work:
The use of communication protocols is very important for two reasons. First

agents can help each other sharing information known about the world, and
second, they need to synchronize periodically (in case they dynamically change
the tactic of the team or the roles played by each agent in the tactic.) So the
communication protocol should be defined carefully. There are three possibilities
to do it: agents can use it on their own automatically (without human control),
it can be controlled only by rules, or an hybrid method could be implemented.

The inclusion of set-plays can be very interesting. A set-play is a multi-
agent plan fired by some condition. Their main advantage is that during their
execution agents know where mates must be, so they can act faster and more
accurately. An interface to define set-plays would consist of three parts: definition
of the activation conditions, specification of the actions to be taken during its
execution and definition of the conditions to cease it.

Robocup Soccer Server allows the use of an on-line coach in each team during
the match to assist players. It’s a privileged agent that receives all the informa-
tion of the environment and can send messages to players periodically. It works
as a soccer coach: analyzing the game and the opponent, and sending informa-
tion to players. It could be implemented in lots of different ways, as long as it
send the players interesting facts for them to play better.

Finally we are developing a batch file to test teams. It will be used to test our
final architecture (implementing different sets of rules and generalizations). The
batch file will program as many matches as desired versus some of the top-level
teams in previous Robocup World Championships and will collect the results.
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Abstract. The objective of this contribution is to establish a 1-1 cor-
respondence between an existing biological model of so-called tripartite
synapses in biological brains and a corresponding autonomous multia-
gent system (MAS) in an unexplored environment. The logical part of
the mMAS model is based on the concept of logical fiberings - systems
of distributed logics for MAS. Two important notions, intention and re-
jection, will be subject of the development of a suitable mathematical
formalization - the notion of space- and time dependent logical formulas
will play a basic role. Our new general model for MAS is based on cate-
gory theory and general categorical semantics. Of further basic interest
in MAS is the issue of learning with respect to artificial neural network
applications to agent systems and robotics. According to the cybernetic
principle of feasibility, it is in the center of our work to achieve im-
plementations of autonomous robots based on the proposed biomimetic
MAS model.

1 Introduction

In this contribution we give a brief account of some existing work, work in
progress and intended future work. Our overview deals with the following topics
and aspects. A first objective of our work is to establish a 1-1 correspondence
between an existing biological model of so-called tripartite synapses in biolog-
ical brains and a corresponding autonomous multiagent system (MAS) in an
unexplored environment. This correspondence can be formalized as a bijective
mapping from the biological system TSy to a mathematical model of the corres-
ponding multiagent system mMAS. The direction TSy to mMAS is the mathe-
matization of the biological model and the reverse direction mMAS to TSy can
be interpreted as the derivation of a biotechnical model of the underlying MAS.
The logical part of the mMAS model is based on logical fiberings - systems of
distributed logics for MAS. Two important notions, intention and rejection, will
be subject of the development of a suitable mathematical formalization. To this
end we can resort to existing work on logical fiberings for cooperating robots and
agents which deals with the notion of space- and time dependent logical formulas.
This arises in what is called generic modeling principle for a constructive descrip-
tion of scenarios of mobile autonomous agents (robots) where the local logical
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state space of an agent is modeled variably in dependence of the corresponding
movements. Concerning questions of automated reasoning and deduction in the
logical state spaces of MAS and cooperating robots we can apply methods from
symbolic computation and computer algebra in the framework of logical fiberings
and many-valued logic. Our new general model for MAS is based on category the-
ory and general categorical semantics. Of further basic interest in MAS is the is-
sue of learning with respect to artificial neural network applications to agent sys-
tems and robotics. We use a new geometric, categorical modeling approach where
learning can be formally interpreted in terms of morphisms. According to the
cybernetic principle of feasibility, it is in the center of our work to achieve imple-
mentations of autonomous robots based on the proposed biomimetic MAS model.

2 On Multiagent Systems (MAS) Modeling

From a general point of view we would like to state that many systems in real
world have the nature of a MAS - possibly many units (“agents”) communicate,
cooperate, interact to perform a mission. A physicist might tend to speak about
many particle systems with interaction. The textbook [15] provides a good in-
troduction to MAS. There is a remark that so far there is no general, unique
(commonly used) definition of a MAS.

At the conference InterSymp-2004 in Baden-Baden, we presented first steps
towards a unifying mathematical modeling approach for MAS based on category
theory (CAT) (cf. [13]), it shall provide a broad basis of future work. In partic-
ular, it is our hope to be able to exploit categorical construction principles for
MAS scenario constructions. Subsequently, we briefly recall some basic notions
from the beginning of that work.

Category Theory (CAT) is a very abstract and unifying mathematical lan-
guage with constructive elements. It generalizes and unifies basic notions and
operations of many mathematical disciplines on a common linguistic basis in an
“economic” way. CAT has a broad area of applications in mathematics, computer
science, and artificial intelligence.

A Category consists of Objects A,B,.... and Morphisms (Arrows) A
f−→ B,....,

X
g−→ Y , a Composition Operation on morphisms, i.e. for f : A → B and

g : B → C there is a morphism g ◦ f : A → C, the composition of f and g. The
composition of morphisms is associative, that is h◦ (g ◦f) = (h◦g)◦f holds for
composable morphisms. For every object A there is the identity morphism idA

fullfilling the propreties: f ◦ idA = f and idB ◦ f = f , for all f : A → B.
We underline here that the arrow notation in CAT is of elementary importance.
Well-known classical examples of categories in mathematics are, among others,
SET, GROUP, topological spaces, vector spaces, etc.. For our work with CAT
it is of elementary importance that all kinds of relational structures and arrow
diagrams can be interpreted categorically (this has been pointed out first in [8]).

Introduction of the Category “MAS” - first step: Objects are AGENTS,
where we use “Typed Agents” - Types of Agents are described by properties.
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Morphisms (Arrows) are RELATIONS between agents, where we use “Typed
Morphisms” - Types of Relations are specified.

Communication between agents is modeled via morphisms (typed arrows)
between agents, specifying a corresponding “communication type”.

A Subsystem of a MAS - i.e. a subgroup of (cooperating) agents can be
interpreted categorically as a corresponding Subcategory.

3 The Tripartite Synapse Model

According to the prevailing view, chemical synaptic transmission exclusively
involves bipartite synapses consisting of presynaptic und popstsynaptic compo-
nents and a synaptic cleft, in which a presynaptically released neurotransmitter
binds to cognate receptors in the postsynaptic cell. However, there is a new wave
of information suggesting that glia, especially astrocytes, are intimately involved
in the active control of neuronal activity and synaptic transmission.

Model of a Cholingergic Tripartite Synapse: Smit and coworkers (cf. [14]) pro-
posed a model of a cholinergic tripartite synapse that might turn out to be
a milestone for our understanding of the glial-neuronal interaction. But first
let us shortly describe this type of tripartite synapse These authors identified a
glia-derived soluble acetylcholine-binding protein (AChBP), which is a naturally
occurring analogue of the ligand-binding domains of the nicotinic acetylcholine
receptors (nAChRs). Like the nAChRs, it assembles into a heptamer with ligand-
binding characteristics typical of a nicotinic receptor. Presynaptic releases of
acetylcholine induce the secretion of AChBP through the glial secretory path-
way, and once in the synaptic cleft, it acts as a molecular decoy, binding the
transmitter und reducing its availability at the synapse.

This model, which focuses on the role of AChBP in neurotransmission, sug-
gests that there is a basal level of AChBP in the synaptic cleft, maintained
by continuous release from the synaptic glial cells. Under conditions of active
presynaptic transmitter release, high millimolar concentrations of free ACh will
probably activate both postsynaptic receptors and nAChRs on the synaptic glial
cells, which would enhance the release of AChBP, thus increasing its concentra-
tion in the synaptic cleft. This may either diminish or terminate the ongoing
ACh response or raise the concentration of basal AChBP to the extent that
subsequent responses to ACh are decreased.

Biocybernetic Model of a Tripartite Synapse: A simple biocybernetic model of
a tripartite synapse could be helpful for interpreting an elementary reflection
mechanism. Generally, a living system like man is endowed with intentional
programs (hunger, desires, etc.) that strive for realization in the environment
(cf. [2]). This intentional relationship of a living system with its environment
can be described as an elementary behavioral cycle (cf. [4]). Information from
the environment actualizes an intentional program. If a living system is able
to find appropriate objects for realizing a specific intentional program in the
environment, then the cycle is closed, comparable to an experience. A negative
feedback mechanism breaks off the information processing.
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Such elementary behavioral cycles may also control the information process-
ing in tripartite synapses. The production of neurotransmitters in the presynapse
can be interpreted as ”environmental information” stimulating the expression of
glial binding protein (GBPs) in an astrocyte. GBPs may embody an ”intentional
program” that is ready for occupancy by an appropriate neurotransmitter. If an
appropriate occupancy occurs (”realization of an intentional program”), the glial
system negatively feeds back this ”experience” to the presynapse. In parallel, this
synaptic experience is transmitted to other cells in the glial-neuronal networks
by occupancy of postsynaptic receptors (”information transmission”). Now, the
cycle can start again.

But what makes astrocytes so intentional ? In a series of papers, we have
hypothesized that the glial system has a spatio-temporal boundary-setting func-
tion in its interaction with the neuronal system (cf. [7,3,4,5,6]). With respect to
a tripartite synapse, this would mean that astrocytes control synaptic informa-
tion processing by setting temporal boundaries dependent on the occupancy of
GBPs. In that case, GBPs embodies an essential parameter of synaptic informa-
tion processing.

4 On MAS, Logical Fiberings, and Rejection

The concept of logical fiberings was introduced by the first author about 15 years
ago, inspired by a project on Gotthard Günther’s polycontextural logic (cf. [1]).
The second author knew G.Günther very well and he calls him a philosopher of
cybernetics. Recent brief introductions and summaries of the basic notions and
notation of logical fiberings can be found in [12,10]. Logical fiberings are systems
of distributed logics - a fiber is a “local logic” over a base point (index) of the
base space of the whole fiber bundle. For the convenience of the reader we recall
only a few mathematical notions below.

A general (abstract) fibering (fiber bundle) (E, π,B) consists of a base space
B, total space E and (projection) map π : E → B. For an Element b ∈ B the
preimage set π−1(b) = {x ∈ E | π(x) = b} is called the fiber over b. A Logical
Fibering (LogFib) is a fiber bundle (E, π, I) where every fiber Li over i ∈ I is a
logical space: π−1(i) = Li (“local logic” ), usually a classical 2-valued logic (local
logical system over base point (index) i with local truth values Ωi = {Ti, Fi}).
Technically possible: “Mixing” of Logics”. Very shortly expressed we can say
LogFib = system of distributed logics over index set (base space) I.
“Logical Communication” between fibers - by fiberwise morphisms (e.g algebra
homomorphisms in case of Boolean algebras as fibers) - corresponds to “trans-
portation” of logical information (e.g. formulas) between fibers.

For logical modeling of MAS we assign a logical fibering to a multiagent
system in such a way that every agent “i” has its own local logic (fiber) Li, then
the collection of all fibers will be interpreted as the global logical state space E
of the MAS. All this data and structure together forms the logical fibering (fiber
bundle) of the whole MAS.
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In [9], besides a brief introduction to logical fiberings and fibered logical
controllers for robots, the notion of space- and time dependent (more gener-
ally, base point dependend) formulas is briefly sketched. An earlier introduction
can be found in an article on logical modeling of robotics scenarios in [8] (cf.
also [10]). The basic idea and motivation for introducing this concept can be
described as follows. Considering cooperating agents (e.g. robots) which are mo-
bile, their individual logical state space can vary in dependence of space and time
- this seems to be a natural point of view. Thus it is realistic to model logical
formulas having evaluation behavior depending on an index set (base space in
logical fiberings), e.g. this can be a coordinate system of a certain workspace
or time intervals. A mathematical approach has been introduced making for-
mulas evaluable or not (“switched on” or “switched off”) depending on such a
base space. In various interesting discussions we found out that this approach
is naturally suited to formalize mathematically the concept of rejection applied
by agents having intentions. An intention can have to be rejected by an agent
depending on his mission and the environment, among others. As a short re-
mark, it seems to be reasonable to formalize in a comparable way the notion
of intention on basis of a set of executable actions that an agent is able to
perform.

Fig. 1. The 1-1-Correspondence

Concluding, we point out the significance of the use and deployment of con-
nectionist networks and the instance of neural network learning for modeling
learning agents and learning in MAS, in general, including the important as-
pect of self-organization. A general mathematical approach for modeling neural
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network structures and learning based on category theory and the notion of a
geometric network is introduced in [11] - very much interesting and challenging
work in these directions can still be done.

5 The 1-1-Correspondence

Shortly speaking, between presynapse and postsynapse a process takes place that
can be interpreted in terms of a multiagent system. More details follow subse-
quently. The principle of information structuring via mobile (artificial, technical)
agents A1, ..., An : Agents explore the so far unexplored environment driven by
programs that represent intentions of human agents. The ultimate goal of these
human agents is to verify the feasibility of the intentional programs implemented
in the system of artificial mobile agents. Mathematically and logically the agent
sy¡stem A1, ..., An is modeled on basis of the concept of logical fiberings.

The role of rejection: 1st, if an agent is incapable to retrieve processable
information, then its functionality is switched off by self-rejection within the
system mMAS. Processable is defined as information appropriate to verify the
intentional program. 2nd, a successful information processing by an artificial
agent results in a break-off of further information processing, coming from the
environment, such that a finite information structuring is possible in a period of
operating time.

Future projects and prospects of work: Future robotics research will be in-
creasingly based on biomimetic technical systems. This will be of great relevance
for future service robots construction. In our opinion, the big challenge we are
faced with is to implement “a touch of subjectivity” according to the principles
we proposed, intentional programming and operating with rejection operators.
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Abstract. In this paper we describe the design and construction of a
distributed controller network for the humanoid robot ”Archie”. The me-
chanical design of the robot incorporates 6 DOF per leg, 6 DOF per arm
and 3 DOF for the torso and the head respectively. The network consists
of 3 subnetworks, each including a set of dedicated processing nodes in-
terconnected by a CAN bus. This partitioning into levels of competence
guarentees failure tolerance and reliability and minimizes communication
overhead even on heavy load conditions.

1 Introduction

Humanoid robots presently are one of the most exciting, most challenging and
most attractive research targets in the field of mobile robotics. It covers not only
mechanical engineering, but also includes problems from the field of electrical
engineering, electronics, computer science, artificial intelligence and more often
some domains of psychology.

Mechanical engineering solves questions of design and construction, mechan-
ical loads and properties of used materials whilst electrical engineering gives
answers to problems like drive systems and components, power supply and in-
terfacing high power devices to processors and controllers. Computer science
on the other hand provides algorithms for motion control, feedback control sys-
tems, pattern recognition, image processing and so forth. Artificial intelligence as
a special application in the field of computer science may be used for high-grade
processing of various sensory inputs and environmental influences to perform a
more sophisticated and convincingly behaviour.

One of the keyroles in such a complex system like a humanoid robot is the mo-
tion control and balancing system to guarentee smooth and life-like
trajectories.

2 Robot Specification

The basic design of a humanoid robot follows the ”well proven design” of the
human body. That is to say, it has 2 legs, 2 arms, a torso and a head in well-
balanced proportions. Altough it is presently infeasible to implement the high
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number of DOF of a human being in a robot, there is a certain limit a humanoid
must have to satisfy fundamental requirements concerning motion and balanc-
ing. A robot like HRP-2 [1] (Fig.1) or PINO [2] (Fig.2) has typically about 30
DOF what is in our considered opinion the minimum for a lifelike and natural
locomotion.

It must be tall enough to operate without restrictions of any kind in envi-
ronments designed for humans. That is, it must not be smaller than 120 cm. As
mentioned above a robot generally should have anthropomorphic properties in
size, proportions and weight. Just the legs should have a slim design to allow one
leg to be put in front of the other (imagine a robot walking on a narrow plank).

Furthermore it has to be robust and reliable, exceptionally in a research
environment, where control algorithms are developed and tested on this robot.

Fig. 1. Robot HRP-2 Fig. 2. Robot HRP-2

3 Mechanical Design Considerations

When designing a robot various mechanical constraints have to be incorporated.
The most important are:

– Size of the robot
– Number of DOF
– Type of actuators (electric motors, hydraulics, pneumatics, . . . )
– Weight of the robot

Our robot is 120 cm tall, has a total number of 36 DOF, is driven by DC
motors coupled to harmonic drives and weights approximately 20 kg.

4 Drive System, Gears, Sensors and Control System

Basically there aremore or less 3 types of actuators available: hydraulics, pneumat-
ics and electric motors. Hydraulic has its advantages, but due to its heavy weight
it is unusable in such a robot. A pneumatic actuator, on the other hand, is light
weight, but its power to weight ratio is insufficient and a compressed air machine
is too bulky and heavy.
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A robot definitely needs information about the outer world but sensorial
inputs regarding its internal states is of particular importance (e.g. capacity of
batteries, joint positions, orientation and acceleration of the body).

4.1 Sensors

Our robot incorporates both internal and external sensors. Whereas the need for
external sensors is obvious the additional demand for internal sensors is not in-
tuitive plausible. But for a precise locomotion he definitely needs information of
current joint positions and velocities, torques, contact forces to ground, temper-
ature conditions inside its structural components and so on. Another important
data is the state of charge of the battery, which shall prevent the robot being lost
due to ”low battery” far away from its charging station. A fact to be reckoned
with is self-collision. Without any information about joint angles and position
it is impossible for a robot to move its limbs in a way that they do not collide
with other parts of the body.

4.2 Control System

Each motor drive combination is controlled by its own local processor. This
enables us to use cheap, small and dedicated microcontrollers. If there are in-
creasing requirements in the future it is quite simple to replace the controller
with a better one without any influence to the remaining network. The algo-
rithm used in such a single node is a standard PID with special consideration
of the coefficients of friction. The master control processor [Fig.3] propagates
a complete parameter set for each joint controller each 5ms. Simulations has
proven this time interval to satisfy almost any of the conditions for locomotion
and balancing such a robot.

5 Controller Network

Figure 3 shows an overview of our approach of a distributed controller network
for a humanoid robot. Each box shown is a single processing node dedicated to
a special task. The bus that interconnects the nodes is a standard fieldbus, in
our case CAN [3].

5.1 Layered Structure of the Network

The network (Fig. 3) forms a layered structure to minimize communication over-
head and heavy load conditions. We decided to limit the number of levels to three
which seems to be a good compromise. Level 1 performs all the high-grade pro-
cessing like gait and trajectory generation, balance control, vision and image
processing as well as speech recognition and synthesis. The limbs of the robot
are controlled by their appropriate LCPs which form the level 2 subnetwork.
Level 3 includes all the single joint controllers with their local sensors.
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Fig. 3. Controller network architecture of the humanoid robot ”Archie”

5.2 The Processing Nodes

The Master Control Processor (MCP). Based on external optical or tac-
tile sensor data the MCP calculates every 5ms all the trajectories for the several
joints of the robot. The outcome of this process is then propagated over the
network to the corresponding LCPs.

The Radio Control Processor (RCP). The RCP is a small radio module
used for remote control and maintenance. It has a standard serial interface and
is directly connected to the MCP

The Vision Control Processor (VCP). Stereo vision and image processing
with its high demands on computing power requires a very powerful processor.
The VCP is a DIMM-PC based on ARM technology with 500MHz, 64MB RAM
and 16MB Flash. 2 commercially available CMUcam2 camera modules are used
as ”eyes”.

The Audio Control Processor (ACP). The ACP currently only supports
speech output via a standard phonem synthesizer (SSI263) controlled by a quite
simple Basic Stamp 2 micro controller.

The Proprioceptive Sensor Control (PSC). The PSC subsystem incorpo-
rates all the sensors for measuring internal states like body acceleration, orien-
tation and posture, ambient temperature and charge condition of the battery.
These informations are fed into the MCP and used to retain stability. Due to
the complex mathematical operations for calculating the robot’s center of mass
depending on the joint positions and arrangement of the several limbs a second
PSC could be added.

The Limb Control Processor (LCP). The LCP receives global data sets
which specify the future positions the several joints have to reach. It checks
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these data for validity, that is mainly for self collision based on the position of
all relevant limbs and transmits these data to its associated JCPs. In case of a
malfunction of the level 1 network all the LCPs can run in emergency mode. In
this mode the robot can continue walking with some restrictions in smoothness
and walking speed.

The Joint Control Processor (JCP). The JCPs perform the control of the
motors and sensors applied to their joints. Though there are 3 different types
of joints depending on the DOF we developed a very small (36mm by 36mm)
universal controller board for the motor control application (fig.4).

Fig. 4. The motor controller board (left: upper side, rigth: lower side)

5.3 The CAN Bus

The CAN bus is a widely used fieldbus especially designed for automotive ap-
plications with their stringent requirements concerning pollution control and
reduced fuel consumption.
Some of the most important features of CAN are

– high-integrity serial data communications bus for real-time applications
– data rates of up to 1MBits/s
– excellent error detection and confinement capabilities
– multi-master capabilities

Another advantage is the availability of highly integrated, powerful controllers
with integrated CAN interface(s) and good software support even with public
domain compilers.

6 Design Philosophy

The philosophy behind designing such a distributed network is to improve the
reliability of the control system for a humanoid robot. Loss of reliability of the
computing system is intolerable even for humanoid robots acting in environ-
ments populated by humans. A minimum functionality can only be guarenteed
by observing the below-mentioned requirements.
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Modular Design. Instead of a single but powerful processor which performs
all the necessary functions in one, split it up into several dedicated hardware
modules and distribute the processes to these specialized units. If one or more
fails (down to a certain limit) the remaining nodes can continue working. If there
is need for more computing power or adding new sensors (e.g. a compass, a laser
range scanner, force and torque sensors, . . . ), it is quite easy to integrate addi-
tional units.

Keep it cheap and simple. High-performance computing systems are expen-
sive. Dividing such a single system into cheaper parts can remarkably decrease
the overall system costs. On the other hand it is often easier to implement a ded-
icated piece of software on its own hardware than writing it all together on one
system and considering all the problems which may occur on parallel processing.

7 Conclusion

This paper presented the main components of our humanoid robot ”Archie”. The
focus was on the distributed controller network whereas the mechanical design
was only shortly discussed (as far as it was necessary to understand its influence
on the electronic part). It illustrated the considerations, strategies and tailor-
made solutions to some problems described in the beginning. The major design
constraints for a humanoid robot pointed out are first of all its size, degrees
of freedom and type(s) of actuators. Type and number of sensors are also of
special interest as well as the type of the control system. Last but not least
the overall performance of a robot is definitely determined by the type of the
processing subsystems and the architecture of the network they are linked with.
Our approach is a high number of low cost, yet powerful microcontrollers loosely
coupled by a fieldbus organized in 3 layers of competence. Simulation results
showed, that this decentralized control system is able to continue its processing
even if some nodes fail.
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Abstract. This document presents the first operating version of Cool-
BOT, a component oriented software framework for programming robotic
systems. CoolBOT has been designed having in mind the idea of pro-
gramming by integrating software components, in order to reduce the
developing effort typically invested when programming robots. CoolBOT
also fosters some interesting features, such as asynchronous execution,
asynchronous inter communication, data-flow-driven processing, and cog-
nizant failure systems. A simple demonstrator illustrates the benefits of
using the proposed approach.

1 Introduction

Developing and integrating software for controlling robotic systems is costly due
to the complexity inherent in these systems. There is a need for tools that per-
mit a reduction in the programming effort, aiming at the generation of modular
and robust applications, and promoting software reuse. The techniques which
are of common use today in other areas are not adequate to deal with the com-
plexity associated with these systems [1]. Some authors [2][3] have already made
similar considerations working on generic programming tools in robotics, such
as frameworks, which are neutral in terms of control and system architecture,
the contribution presented in this document should be situated following this
approach.

In the following sections we will introduce CoolBOT, a component-oriented
software framework aimed to programming robotic systems based on a port au-
tomata model [4] that fosters controllability and observability of software compo-
nents. Thus, in the next section, Sect. 2, a short introduction to the framework
will be given, where their main concepts and abstractions will be briefly ex-
plained. Next, in Sect. 3 a simple demonstrator is commented in some detail,
and finally, in Sect. 4 we will comment some of the conclusions we have drawn
from this work.
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2 CoolBOT

CoolBOT [5] is a C++ component-oriented framework for programming robotic
systems that allows designing systems in terms of composition and integration of
software components. Each software component [6] is an independent execution
unit which provides a given functionality, hidden behind an external interface
specifying clearly which data it needs and which data it produces. Components,
once defined and built, may be instantiated, integrated and used as many times
as needed in other systems.

In CoolBOT, components are modelled as Port Automata [4]. This concept
establishes a clear distinction between the internal functionality of an active en-
tity, an automaton, and its external interface, sets of input and output ports.
Fig. 1(a) displays the external view of a component where the component itself
is represented by a circle, input ports, ii, by the arrows oriented towards the
circle, and output ports, oi, by arrows oriented outwards. Fig. 1(b) depicts an
example of the internal view of a component, concretely the automaton that
models it, where circles are states of the automaton, and arrows, transitions be-
tween states. Transitions are triggered by events, ei, caused either by incoming
data through an input port, or by an internal condition, or by a combination
of both. Double circles indicate automaton final states. CoolBOT components
interact and inter communicate each other by means of port connections estab-
lished among their input and output ports. Data are transmitted through port
connections in discrete units called port packets. Port packets are also classified
by their type, and usually each input and output port can only accept a specific
set of port packet types.

CoolBOT introduces two kinds of variables as facilities in order to support the
monitoring and control of components: observable variables, that represent fea-
tures of components that should be of interest from outside in terms of control, or
just for observability and monitoring purposes; and controllable variables, which
represent aspects of components which can be modified from outside, in order to be
able to control the internal behavior of a component. Additionally, to guarantee
external observation and control, CoolBOT components provide by default two
important ports: the control port and the monitoring port, both depicted in Fig.
1(c). Themonitoring port: which is a public output port by means of which compo-
nent observable variables are published; and the control port, that is a public input
port through which component controllable variables are modified and updated.
Fig. 2(a) illustrates graphically a typical execution control loop for a component
using these ports where there is another component as external supervisor.

Internally all components are modelled using the same default state automa-
ton, the default automaton, shown in Fig. 2(b), that contains all possible control
paths that a component may follow. In the figure, the transitions that rule the
automaton are labelled to indicate the event that triggers each one, some of
them correspond to internal events: ok, exception, attempt, last attempt and fin-
ish. The other ones indicate default controllable variable changes: nsr, nsre, nss,
nsd, np, and nex. Subscripts in nsi indicate which state has been commanded: r
(running state), re (ready state), s (suspended state), and d (dead state). Event
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Fig. 1. Component fundamentals

np happens when an external supervisor forces a priority change, and event nex
occurs when it provokes the occurrence of an exeption.

The default automaton is said to be “controllable” because it can be brought
externally in finite time by means of the control port to any of the controllable
states of the automaton, which are: ready, running, suspended and dead. The
rest of states are reachable only internally, and from them, a transition to one
of the controllable states can be forced externally. Having a look to Fig. 2(b) we
can see how CoolBOT components evolve along their execution time. Basically,
the default automaton organize the life of a component in several phases which
correspond to different states: starting, devised for initial resource allocation;
ready, the component is ready for a task execution; running, here the component
executes its specific task; suspended, execution has been suspended temporally;
end, a task execution has just been completed. Furthermore, there are two pair
of states conceived for handling faulty situations during execution which are part
of the support CoolBOT provides for error and exception handling. One of them
devised to face errors during resource allocation (starting error recovery and
starting error states), and the other one dedicated to deal with errors during
task execution (error recovery and running error states). Moreover, exceptions
constitute a useful concept present in numerous programming languages (C++,
Java, etc.) to separate error handling from the normal flow of instructions in
a program. Importing this concept of exception, a CoolBOT component may
define a list of component exceptions to signal and handle erroneous, exceptional
or abnormal situations during execution.

Analogously to modern operating systems that provide IPC (Inter Process
Communications) mechanisms to inter communicate processes, CoolBOT pro-
vides Inter Component Communications or ICC mechanisms to allow compo-
nents to interact and communicate among them. CoolBOT ICC mechanisms
are carried out by means of input ports, output ports, and ports connections.
There are several types of output and input ports supported by CoolBOT
which combined adequately implement different protocols of interaction between
components. Specifically the framework offers the following protocols: a pro-
tocol for event signaling, an active sender/passive receiver protocol, a passive
sender/active receiver protocol, a protocol for sharing memory between com-
ponents, a protocol for connections transporting packets of multiple types, a
sending-with-priority protocol and a request/answer protocol.
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Fig. 2. CoolBOT fundamentals

CoolBOT components are classified into two kinds: atomic and compound
components. Atomic components have been mainly devised in order to abstract
low level hardware layers to control sensors and/or effectors; to interface and/or
to wrap third party software and libraries; and to implement generic algorithms.
Compound components are compositions of instances of several components
which can be either atomic or compound. The functionality of a compound
component resides in its supervisor, depicted in Fig. 3(a), which controls and
observes the execution of its local components through the control and moni-
toring ports present in all of them. The supervisor of a compound component
concentrates the control flow of a composition of components, and in the same
way that in atomic components, it follows the control graph defined by the
default automaton of Fig. 2(b). All in all, compound components use the func-
tionality of instances of another atomic or compound components to implement
its own functionality. Moreover, they, in turn, can be integrated and composed
hierarchically with other components to form new compound components.

2.1 Development Process

The process of developing CoolBOT components and systems is resumed on
Fig. 3(b) in six steps. (1) Definition and Design: in this step the component
is completely defined and designed. This comprises deciding if it is atomic or
not, functionality – user automaton–, thread use, resources, output and input
ports, port packets, observable and controllable variables, exceptions, timers and
watchdogs. (2) Skeleton Generation: There is already a small set of developed
components, and component examples in the form of C++ classes illustrating
the most common patterns of use. It is possible to start from one of them as
skeleton, or generate a new one from a component skeleton description language
by means of a compiler. (3) Code Fulfilling: Using the component´s skeleton
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Fig. 3. CoolBOT fundamentals

obtained in the previous step we complete the component fulfilling its code. (4)
Library Generation: Then the component is compiled obtaining a library. (5)
System Integration: Next the component may be integrated in a system alone
or with other components. (6) System Generation: And finally, the system gets
compiled and an executable system is obtained. With it, we can already test the
whole integration with our component.

3 A Simple Demonstrator

CoolBOT has been conceived to promote integrability, incremental design and
robustness of software developments in robotics. In this section, a simple demon-
strator will be outlined to illustrate how such principles manifest in systems built
using CoolBOT. The first level of this simple demonstrator is shown in Fig. 4(a)
and it is made up of four components: the Pioneer which encapsulates the set
of sensors and effectors provided by an ActivMedia Robotics Pioneer robot; the
PF Fusion that is a potential field fuser; the Strategic PF component that trans-
forms high level movement commands into combinations of potential fields; and
finally, the Joystick Navigation component which allows controlling the robot
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Fig. 4. A two level system
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using a joystick. The integration shown in the figure makes the robot to avoid
obstacles while executing a high level movement command like, for example, go-
ing to a specific destination point. The second and last level of our demostrator
is depicted in Fig. 4(b). Note that the systems adds two new components, the
Sick Laser which controls a Sick laser range finder and Scan Alignment that per-
forms self-localization using a SLAM (Simultaneous Localization And Mapping)
algorithm [7][8].

4 Conclusions

This document describes briefly a first operating version of CoolBOT,
a component-oriented C++ programming framework supported under
GNU/Linux and Microsoft Windows that favors a programming methodology
for robotic systems that fosters software integration, concurrency and paral-
lelism, asynchronous execution, asynchronous inter communication and data-
flow-driven processing. The framework also promotes a uniform approach for
handling faulty situations.
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Abstract. This paper presents a new general method for obstacle rep-
resentation in the configuration space (C-space) for redundant robots.
The method is based on the analytical deconstruction of the C-space,
i.e., the separated evaluation of the C-space portion contributed by the
collisions of each link in the kinematic chain. The systematic application
of a simple convolution of two functions describing each link and the
workspace, respectively, is applied. In order to do that, the transforma-
tion of the workspace among reference systems located at one point of
each link is needed; in this step a well-known and sound method is used.

1 Introduction

In this paper the explicit representation of obstacles in the Configuration Space
(C-space) of redundant articulated robots is adressed. This representation is
widely used in robotics in many tasks that involve the obstacle-avoidance prob-
lem as for example path planning or the optimization of robot paths.

The C-space concept [1] is very useful since the robot is representated by a
single point at this manifold. The advent of new methods that enable simpler
and faster evaluations is a challenge. Consequently, Kavraki [2] suggested the use
of the convolution of the obstacles and a mobile robot and the application of the
Convolution Theorem to evaluate the discrete C-space. Although, it is doubtless
a great advance on the way to optimize the computation time for the C-space
evaluation, only 2D mobile robots were considered, thus lacking in generality.

While a lot of effort has been done dealing with mobile robots, only a few
works [3][4][5][6] are concerned with articulated manipulators. In [7] a general
method is proposed, for many types of structures that include both mobile and
articulated, where the C-obstacles evaluation is established as the convolution
product of two functions that represent the robot and the obstacles.

Although this is a big step, the method is not general enough, since some
structures —such as redundant robots— can not be considered. A further step
can be taken by an analysis of the proposed general method as applied to artic-
ulated robots, since changing the reference system for each link would provide a
new method that simplifies computation, thus reducing both the memory needs
and the computation times [8].
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2 Evaluating C-Obstacles as a Convolution

In this section, the method proposed by Curto in [7] is revised, as it is the basis
for the method presented in this paper.

The representation of the C-obstacles is proposed based on the integral of the
product of two functions: one that represents the robot A and another one that
represents the obstacles in the workspace, B. W will designate the workspace
and C the C-space. Thus,

Definition 1. Let A : C ×W → R be the function defined by

A(q, x) =
{

1 if x ∈ A(q)
0 if x �∈ A(q) (1)

where A(q) is the subset of W that represents the robot at the configuration q.

Definition 2. Let B : W → R be the function defined by

B(x) =
{

1 if x ∈ B
0 if x �∈ B (2)

where B is the subset of W formed by the obstacles.

Using both A and B, a new definition for calculating C-obstacles is proposed:

Definition 3. Let CB : C → R be the function defined by

CB(q) =
∫

A(q, x)B(x)dx ∀q ∈ C, ∀x ∈ W (3)

The region CBf is defined as the subset of C that verifies

CBf = {q ∈ C/CB(q) > 0} (4)

The previous expressions were defined without considering any specific pa-
rameterization of W and C.

Now, a representation of W and C is given by selecting two frames FW and
FA for the workspace and for the robot, respectively, where FW is fixed and FA

is attached to the robot. In this way, a point x ∈ W is given by (x1, x2, · · · , xn)
where n is the workspace dimension, and a configuration q ∈ C is represented by
(q1, q2, · · · , qm) that specify the position and orientation of FA respect to FW ,
where m is the dimension of C. Thus, the expression (3) becomes

CB(q1, · · · , qm) =
∫
A(q1, · · · , qm, x1, · · · , xn)B(x1, · · · , xn)dx1 · · · dxn (5)
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3 Superposition Principle of C-Obstacles

In this paper, an articulated robot is considered as a kinematic chain. In this
way, a robot A is viewed as a set of r rigid objects. The kinematics of this chain,
i.e., the movement restrictions imposed by the joint to each element, Ai —the
degrees of freedom, DOFs—, would determine some regions of the C-space.

This principle is the basis of the evaluation of the C-space for robots that
consist of several elements connected by means of different types of joints.

Considering that a robot consists of r rigid objects, the resulting C-obstacles
will follow the Superposition Principle:

Theorem 1. Let A be an articulated robot formed by r elements A1, . . . ,Ar.
If CB1, . . . ,CBr are, respectively, the C-obstacle regions for the A1, . . . ,Ar

elements in the space where the obstacle B is projected, then, the C-obstacle CB
due to B for the robot A can be obtained as

CB =
r⋃

k=1

CBk (6)

The expression (6) reflects the fact that the union of these subsets equals the con-
figuration space for A. The idea of C-obstacles superposition is the key principle
that enables the deconstruction approach.

4 The Deconstruction Method

The Deconstruction method tries to independently evaluate portions of the C-
space in order to find the C-obstacles due to each link in the kinematic chain.

4.1 Applicating the Superposition Principle

Taking into account (6), the calculation of CB for a robot A, a kinematic chain
of r links, is done through the union of all the CBk related to each of the elements
of the robot. The computation of every C-obstacle region must be done through
the evaluation of the associated CBk functions.

CBk(q1k
, · · · , qsk

), ∀k ∈ {1, . . . , r} (7)

with {q1k
, · · · , qsk

} ⊆ {q1, · · · , qm}, where {q1, · · · , qm} are the DOFs associated
to the robot A. That is, for the k-th element only the subset of configuration
variables associated to it are considered, and, analogously to (5), each of the
CBk(q1k

, · · · , qsk
) functions is evaluated as follows∫
Ak(q1k

, · · · , qsk
, x1, · · · , xn)B(x1, · · · , xn)dx1 · · ·dxn (8)
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4.2 Choosing the Frames

When solving the integral (8), the function Ak(q1k
, · · · , qsk

, x1, · · · , xn), repre-
senting the robot, is difficult to evaluate, due to its dependency on all of the
DOFs related to itself and to the previous links in the chain. Thus, we will try
to reduce this difficulty by choosing the proper frames.

In order to do that, let’s consider the robot formed by the kinematic chain of
figure 1. As one can see, following the Denavit-Hartenberg method [9], a frame is
associated with each link, placing the origin at the end of the link; the orientation
of axes depends on the position and orientation of the link.

Fig. 1. Frames in the kinematic chain of an articulated robot

Following the Denavit-Hartenberg procedure, the Deconstruction method
proposes to use the frame determined by the previous link for the k-th element.
Thus, for link 1 the frame FA0 —which coincides with the workspace frame,
FW — is used; similarly, for the k-th link, frame FAk−1 will be used (figure 1).

Now, if we have a look to Ak(q1k
, · · · , qsk

, x1, · · · , xn), the expression we are
evaluating, it can be written as follows

Ak(q1k
, · · · , quk︸ ︷︷ ︸

DOF(1,...,k−1)

, q(u+1)k
, · · · , qsk︸ ︷︷ ︸

DOFk

, x1, · · · , xn) (9)

where {q1k
, · · · , quk

} are the degrees of freedom associated to the elements pre-
ceding the k-th element the k-th element, whose DOFs are

{
q(u+1)k

, · · · , qsk

}
.

At this point, the position and orientation of the element Ak is expressed
related to the frame FA0 . The position, just like the frame FAk−1 , is determined
by the associated degrees of freedom of the previous links in the chain, that is
to say, some of the parameters related to each Ai —previous elements– in that
subchain, (ai, αi, di and θi, the Denavit-Hartenberg parameters).

Thus, if the position and orientation of the element Ak are expressed taking
as origin the frame FAk−1 , its evaluation will be much simpler. An homogeneous
transformation T is needed to perform this operation.
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Definition 4. Let k−1
0 T be the transformation that permits us to move the frame

FA0 to such point that it will coincide with FAk−1 .

It is important to point out that this homogeneous transformation depends on
the configuration parameters related to the previous elements in the chain, that
is to say, k−1

0 T = f(q1k
, · · · , quk

). At this point, the position and orientation
of the link Ak, expressed related to the frame FAk−1 , will only depend of its
associated degrees of freedom, that is,

{
q(u+1)k

, · · · , qsk

}
.

However, this homogeneous transformation has a consequence: it will be nec-
essary to express the workspace as a function of the new frame, FAk−1 :

B′(x′
1, · · · , x′

n) =k−1
0 TB(x1, · · · , xn) (10)

In this way, the evaluation of (9) is equivalent to the following one

A′
k(q(u+1)k

, · · · , qsk
, x′

1, · · · , x′
n) (11)

Finally, (8), which is used to calculate the C-obstacle portion pertaining to
the element Ak, becomes∫

A′
k(q(u+1)k

, · · · , qsk
, x′

1, · · · , x′
n)B′(x′

1, · · · , x′
n)dx′

1 · · · dx′
n (12)

Now, after the proper frame is chosen, as it can be seen in (12), it is possible
to study individually each one of the links.

4.3 Choosing the Coordinate Functions

Kavraki [2] and Curto [7] propose the simplification of the C-space calculation
by the use of the Convolution theorem (and the Fast Fourieer Transform). We
shall now expose how this is applicable inside the new proposed formalism by
means of the introduction of a coordinate functions change.

As demonstrated in [7], it is sufficient to choose the proper coordinate func-
tions, (ξ1, · · · , ξn), that will permit to find one or more relationships between
some of the configuration variables and some of the coordinate functions, which
will allow to find the convolution.

Thus, a new function, Ā′
k, is introduced; the idea is to find a simpler func-

tional dependency in function A′
k, in such a way that element Ak becomes inde-

pendent of a subset of
{
q(u+1)k

, · · · , qsk

}
, depending only on

{
q(v+1)k

, · · · , qsk

}
.

Having this new function Ā′
k, (12) will be defined as∫

longA longB dξ1 · · · dξn

longA=Ā′
k(0,···,0,q(v+1)k

,···,qsk
,ξ1−q(u+1)k

,···,ξv−qvk
,ξ(v+1)k

,···,ξn)

longB=B′(ξ1,···,ξn) (13)

which leads to a function Ā′
k that depends only on

{
q(v+1)k

, · · · , qsk

}
. Now, for

variables
{
q(u+1)k

, · · · , qvk

}
the following convolution product appears.
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∫
(Ā′

k(0,···,0,q(v+1)k
,···,qsk

)∗B)(ξ1,···,ξvk
)(ξ(v+1)k

,···,ξn) dξ(v+1)k
···dξn

(14)

where subindices (ξ1, · · · , ξvk
) denote that the convolution product is calculated

for all of the values of these variables.

5 Conclusion

In this paper, a mathematical formalism for the Deconstruction method is pro-
posed. This approach permits the simplification of the C-space evaluating process
by means of the application of a simple and repetitive operation for each link in
the kinematic chain, being valid for redundant robots. This method can natu-
rally face the evaluation of C-spaces of many dimensions, since only non-colliding
configurations are considered for the evaluation of the following links.
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Abstract. It has become customary to use epistemic modal logic for
the formal study of knowledge and beliefs of agents. Based on the con-
cept of logical fibering, which is briefly summarized, we present so-called
fibered global modal logics for the logical modeling of multiagent sys-
tems (MAS). Considering a simple multi-robot scenario we show that
our global logical models allow to study the knowledge and beliefs of the
agents, taking into account the communication between the agents.

1 Introduction

The problem of combining logics (or logical systems) is a growing area of interest
in modern logic as shown among other things in [5] and [2]. In recent years logic
is used more and more to formalize complex problems in artificial intelligence,
software engineering, and computer science as a whole. In particular the formal
modeling of systems of cooperating agents is of general interest, because in many
studies of complex systems, especially distributed systems, a multiagent model
is used. The formal modeling of systems in this area usually requires combined
systems of logics.

A very flexible approach for combining logics is the concept of logical fiberings
which was originally introduced by J.Pfalzgraf in [5]. This concept provides a
framework for the construction of complex logical models as follows: Several
logical systems called fibers, or local subsystems, are arranged (modeled) over the
points of a base space. The base space of a logical fibering can carry an additional
structure, for example a communication network, which represents some kind
of interaction or communication between the local subsystems. J.Pfalzgraf and
coworkers have shown among other things in [8], [10], and [7] that this modeling
language is especially suitable to associate a system of distributed logics to a
multiagent system (MAS). In modeling a MAS in this way each individual agent
obtains its own logic (local logical state space). The whole logical model can
be formed by putting together all local fibers thus yielding the corresponding
logical fibering, which presents the global logical state space of the MAS.

For the designer of an autonomous artificial agent the relationship between
knowledge and actions of the agent are of great interest. It has become customary
to use epistemic modal logic for the formal study of knowledge and beliefs of
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such systems. So far the concept of logical fiberings was not used in conjunction
with modal logics and possible world semantics. A closer study of systems of
distributed modal logics, in terms of fibered structures, for the formal modeling
of multiagent systems seems to be reasonable (cf. [9]). Thus, our research has
been aimed at testing whether it is possible to build a logical fibering, which
represents a global modal logic modeling a multiagent system, consisting of the
local modal logics (fibers) assigned to the agents. It has turned out that such
a logical fibering results in a formal model of a MAS, which allows to study
the knowledge and beliefs of agents, taking into account the communication
between the agents. To show first results of our research we consider a simple
task (manufacturing process) which is performed by three cooperating robots.

2 A Brief Introduction to Logical Fiberings

The concept of logical fiberings was developed on the basis of the concept of poly-
contextural logics (PCL) and the mathematical theory of fiber bundles (cf.[5]).
The polycontextural logics have come from the work of Gotthard Günther on
philosophy and cybernetics. This so-called ”transclassical logic” is a distribu-
tion of classical (2-valued) logics in which the individual logical subsystems are
enabled to interplay with each other. One main argument of experts in PCL is
that ”transclassical logic” is a suitable logical basis for modeling (living) com-
municating systems. For more literature on PCL we refer to [4] and [3].

The basic structure of fiber bundles is given by the definition of a so-called ab-
stract fibering. A general abstract fibering (fiber bundle) is a triple ξ = (E, π,B)
consisting of a so-called base space B and a total space E. Both spaces are con-
nected by the projection map π : E � B. The fiber over a point b ∈ B is
the preimage set π−1(b) = {x ∈ E | π(x) = b} =: Eb. The total space E is the
disjoint union (coproduct) of the Eb, denoted by E =

∐
b∈B Eb.

If logics (logical languages) are used as fibers over the points of B the cor-
responding fibering is called a logical fibering. In this context the base space
is formally interpreted as an index set I (B = I). A fiber π−1(i) over a point
i ∈ I of the base space is a local logic. Thus, a logical fibering is a system of
logics distributed over a corresponding index set I. Actually, it has turned out
that polycontextural logics are formally presentable as a specific class of logical
fiberings (cf. [5]). Altogether, this suggests the usage of logical fiberings for the
logical modeling of groups of cooperating and communicating agents (i.e. multi-
agent systems). In modeling a multiagent system in this way, each agent obtains
its own local logic. In section 4 the construction process of a concrete logical
fibering will be treated in great detail.

3 On the Use of Modal Logics for Agents

Robots are equipped with sensors for the purpose of acquiring information about
their environment. Due to sensory limitations a robot is usually not able to per-
ceive the environment completely. Thus, due to these sensory limitations, mul-
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tiple world states are perceived as the same state. Consequently, the individual
sensory capabilities of a robot Ai induces an equivalence relation Ri over the set
S of states (worlds) defined as follows.

Ri = {(sx, sy) ∈ S × S | Ai cannot distinguish between sx and sy} . (1)

Obviously, robot Ai cannot distinguish between any two members of the same
equivalence class, only between elements of the quotient space S/Ri. Intuitively
we can say that a robot knows a fact if this fact is true in all states of the
equivalence class [sr]i containing the real state sr ∈ S of the environment.

For the formal study of knowledge and beliefs it has become customary to use
epistemic modal logic. In modal logic so called possible world models are used for
semantical considerations. A possible world model is formally defined as a triple
M = (S,R, v) consisting of a set S of states (worlds), a binary relation R on
S, also called accessibility relation, and a valuation function v. The accessibility
relation R specifies which worlds are considered possible (or accessible) relative
to other worlds. The valuation function v : S × Φ � {T, F} describes each
world of S by the assignment of truth values to the atomic propositions of a
corresponding set Φ. In modal logic, on the syntactic level, it is customary to
use the the symbol � to express that a formula ϕ is necessarily true, or known
by an agent. Furthermore, we use �iϕ to express that an agent Ai knows ϕ. The
following definition taken from modal logic literature determines if a formula
�ϕ holds at a world sx ∈ S of a possible world model M. (M, sx) |= �ϕ ⇔
(M, sy) |= ϕ for all sy such that (sx, sy) ∈ R.

Now let M be the possible world model where the accessibility relation is Ri

of (1), and let S be the states of the environment in which the corresponding
robot Ai is situated. In this case (M, sx) |= �ϕ means that ϕ holds at every
state of [sx]i. According to the informal considerations in the first part of this
section, this means that in environment state sx, robot Ai knows ϕ.

4 Global Modal Logics for MAS

For the logical modeling of groups of cooperating and communicating agents
we use the concept of logical fiberings in conjunction with modal logic and
possible world semantics. This results in global logical systems consisting of
several local modal logics assigned to the agents. We introduce the basic concept
of our global modal logics considering a very simple example scenario consisting
of three cooperating robots performing a manufacturing task. The task consists
of positioning a bolt on top of a steel-plate. Afterwards the two work pieces have
to be welded together. The work-sharing between the three robots is as follows:
The welding robot (R0) has sensors to perceive the existence of the work pieces
in its working area. According to this sensory information it requests missing
work pieces from the robots R1 and R2 respectively. R1 provides (on request)
the steel-plate and positions it properly within the working area of the welding
robot. On request, R2 puts the bolt on top of the steel plate, which is already
well positioned in the working area of R0. If the two work pieces are positioned
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properly in the working area of R0 it finally starts the welding process. It is
important to mention here that the robots R1 and R2 have no sensors at all.
They get their information about the actual state of the environment solely from
R0 through communication.

The concept of logical fiberings provides us with the framework for the con-
struction of a global logical model (logical fibering) for our simple robot sce-
nario. In the beginning, the corresponding base space of the logical fibering is
simply the set I = {0, 1, 2}, consisting of the indices assigned to the robots. For
the construction of the local logical subsystems (fibers) over the points of the
base space I we use a propositional modal language. More precisely, in order
to describe the different (relevant) states of the robot scenario we utilize the
set Φ = {plate 1, bolt 2, plate 0, bolt 0, welded} of primitive propositions. These
primitive propositions stand for basic facts about the world. For instance, plate 0
stands for ”the steel plate is positioned in the working area of R0” and welded
stands for ”the steel plate and the bolt are welded together”. We use the primi-
tive propositions in Φ and form more complicated formulas by closing off under
¬,∨,∧, and �. This yields a propositional modal language L in terms of a set
of formulas. In order to define the logical fibering for the robot scenario we set
the total space E = I ×L, and we use the first projection as the projection map
π : E � I. Thus, for some i ∈ I, π−1(i) = {i}×L is the propositional modal
language Li (fiber) assigned to robot i (we use �iϕ to denote (i,�ϕ) ∈ π−1(i)).

Our model of communication is based on the following idea: If an agent ac-
quires additional information - such as hearing from a reliable source that fact
ϕ is true - then he would no longer consider possible any of the worlds in which
ϕ is false (cf. [1]). Thus, communication influences the set of worlds an agent
considers possible, and consequently also his knowledge (cf. section 3). In order
to incorporate communication into our global logical models (logical fiberings)
of multiagent systems we establish special communication networks in the base
spaces of the fiberings. We use these networks to determine the sets of worlds
the communicating agents consider possible given a certain actual world. The
communication network of our example scenario is shown in figure 1. The labels
of an edge in such a communication network determine both the situations in
which the sending agent communicates, in the form of a set of possible worlds,
and the content of the communication, in the form of a propositional modal
formula. We define the worlds (states) in which an agent Ai communicates in
using a map σi : S � P(S), which maps each world sx ∈ S to a correspond-
ing subset σi(sx) ⊆ S in the power set P(S). Under consideration of the whole

0
(σ0(s1),�0¬plate 0)

1

I 2

(σ0(s2), �0¬bolt 0)

Fig. 1. Schematic diagram of the communication network in the base space I
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communication in the system, this map yields for any actual world sx the set
of worlds σi(sx) ∈ P(S) agent Ai considers possible. It is important to mention
here that if an agent communicates a formula ϕ in some state sx he sends this
message within all states sy ∈ σi(sx), because he is not able to tell the difference
between sx and any other state sy ∈ σi(sx). For our simple robot scenario the
following definition of the functions σi, i ∈ I, is applicable.

σi(sx) :=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

{sy ∈ S | sx ≡i sy} = [sx]i if δ(i)+ = 0

[sx]i \ {sy ∈ S | ∃ a labeling (σj(sz),�ϕ)
of an edge e with τ(e) = i such that
sx ∈ σj(sz) ∧ evali(ϕ, sy) = F}

else .

(2)
Informally, this definition says that if on the one hand a vertex i of the commu-
nication network has no incoming edges (i.e. δ(i)+ = 0), robot Ri never receives
messages from other robots. Thus, in every state, its knowledge is determined
solely by its sensory information. If on the other hand a vertex i is the end point
of one or more edges e (i.e. ∃e : τ(e) = i), the worlds robot Ri considers possi-
ble in a given actual world sx, and consequently its knowledge, is determined by
both its sensory information and the information it possibly receives from other
robots in the actual world sx.

Now let s1 be the world in which neither the steel plate nor the bolt is present
in the working area of R0 (the welding robot). Furthermore, let s2 be the world
in which the steel plate is already well positioned in the working area of R0,
but the bolt is not yet present. Formally, we describe these worlds in defining
the valuation function v in s1 and s2 for all atomic propositions of Φ in an
appropriate manner. For instance, we set v(s1, plate 1) = T, v(s1, plate 0) =
F, v(s1, bolt 2) = T, v(s1, bolt 0) = F, v(s1, welded) = F . The other worlds
(states) of the manufacturing process are described in an analogous way.

With the global logical model constructed above it is possible to consider the
whole robot scenario (manufacturing process) formally as follows. The sensory
capability of R0 induces a partitioning of S into disjoint subsets (cf. figure 2).
That is, R0 can only distinguish between worlds of different subsets of S. The
robots R1 and R2 have no sensors at all. Consequently, without getting infor-
mation from R0 they are unable to distinguish any two worlds of S. Now let us
look at the knowledge ascribed to the robots by our global logical model, which
takes into account the communication between the robots. In the initial world
s1 the function σ0 (assigned to R0) yields σ0(s1) = {s1}. That is, in world s1
robot R0 considers only the world s1 possible. Because of ¬plate 0 = T in s1 and
σ0(s1) = {s1}, the formula �0¬plate 0 is true (T ) in s1. That is, in our model
R0 knows ¬plate 0 in world s1. According to the communication network (cf.
figure 1) R0 communicates this knowledge to R1 in σ0(s1) = {s1}. Consequently,
under this conditions σ1(s1) = {s1, s5} is the set of worlds R1 considers possible
(cf. figure 2), if we assume that s5 is the world described by v(s5, plate 1) =
T, v(s5, plate 0) = F, v(s5, bolt 2) = F, v(s5, bolt 0) = T, v(s5, welded) = F .
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σ0(s1) = {s1} σ1(s1) = {s1, s5} σ2(s1) = {s1, s2, s3, s4, s5}

Robot R0 Robot R1 Robot R2

s5
s4s2 s2 s4

s5
s1

s5

s1

s2 s4

s1 s3 s3s3

Fig. 2. Sets of worlds σi(s1) ⊆ S, i ∈ I , the robots consider possible in s1

From this it follows that in world s1 robot R1 also knows ¬plate 0, because this
formula is true in all worlds of σ1(s1). This new knowledge of R1, which triggers
it to provide R0 with the steel plate, arises from a temporary partitioning of S
in world s1 caused by communication. The communication in other states of S
takes place in an analogous manner.

5 Concluding Remarks and Prospects

The usage of fibered structures in conjunction with modal logics in order to
construct global modal logics for MAS is a further development of the logical
fibering approach. In our future work we intend to study, among other things,
MAS with more complex communication structures. The approach of treating a
classical deduction problem as an ideal membership problem was already used
for m-valued logics parallelized by logical fiberings (cf. [6]). We intend to analyse
if deduction problems in global modal logics can be treated in a similar way.
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Abstract. In this paper we describe two modified versions of the Euler-Picard 
and Euler-Taylor-Picard discretization methods for nonlinear dynamical control 
systems. We use an upper bound for the absolute difference of each pair of 
consecutive Picard iterations, in the first case to control the number of Picard 
iterations, and in the second case to control the sampling frequency, while 
keeping the maximum allowed number of Picard iterations fixed. These non-
standard discretization methods are used to support the construction of 
computer animated mimics of nonlinear dynamical control systems.  

1   Introduction 

The discretization of a linear dynamical control systems (LDCS) 

 x.  = A x + B u,  x(0) = x0,   y = C x + D u, (1) 

where x ∈ ℜn, u ∈ ℜ, and y ∈ ℜ, always assumes the standard form 

 x((k+1)T) = Adm x(kT) + Bdm u(kT),    y(kT) = Cx(kT) + D u(kT)  (2) 

where x(0) = x0, x(kT) ∈ ℜn, u(kT) ∈ ℜ, y(kT) ∈ ℜ, and the matrices Adm, Bdm, 

depend on the discretization method [2], indicated by the second suffix m. In the 
approximate discretization method, we discretize the ordinary differential equation in 
(1) by substituting the first-order time derivative by its first-order backward 
difference, to obtain Ada = (I - TA)-1, and Bda = T(I - TA)-1B. In the exact 
discretization method we first apply zero-order hold [2] to the control signal u, and 
then sample the exact trajectory of the system at t = kT, to obtain that Ade = Exp(AT), 

and Bde = 
0

T

Exp[As]dsB. The jth-degree truncated discretization method is based on 

truncating the Taylor-series expansion of Exp[At] at its jth-degree term to get 

Adt = 

i=0

j
Ti

i!A
i, and Bdt = 

i=0

j-1
Ti+1

(i+1)!A
iB [2]. 
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2   Euler Discretization of Nonlinear Dynamical Systems 

By a nth-order continuous-time nonlinear dynamical control system (NLDCS) we 
will mean a pair of equations 

 x
.
 = f(x, u),  x(0) = x0,  y = h(x, u)),  (3) 

where x ∈ ℜn, u  ∈ ℜ, y ∈ ℜ, and the vector-field f and the output-function h are as 
smooth as needed. To discretize the NLDCS (1) means to construct a discrete-time 
nonlinear dynamical control system 

 Φ((k+1)T) = F(Φ(kT),u(kT)), Φ(0) = x0, Φ(kT) ∈ ℜn, u(kT) ∈ ℜ, (4-a) 

 Ψ(kT) = H(Φ(kT),u(kT)), Ψ(kT) ∈ ℜ, (4-b) 

where the functions F and H are obtained from f and h, respectively, according to a 
prescribed discretization method. Even though we think of mimics of NLDCS like 
attractive computer animated graphical objects, mathematically speaking mimics are 
nth-order discrete-time NLDCS like (4). 

Backward approximate discretization is not extendable to NLDCS because of 
invertibility problems. This limitation may be mathematically overcome using 
forward approximate discretization, based on approximating first-order time 
derivatives by their forward first-order time differences. Yet, whenever possible 
engineers avoid this approach not to contradict the causality principle. Forward 
approximate discretization supports the construction of Euler polygons like 
approximated solutions of NLDCS [1], wherefore forward approximate discretization 
of NLDCS will be called the Euler discretization method. This is the default method 
used in practice to discretize NLDCS [6, 8], and we will metaphorically describe it as 
periodic sampling plus linear interpolation. The Euler-discretization of the NLDCS 
(3) is given by 

 Φ(kT) = Φ((k-1)T) + T f(Φ((k-1)T),u((k-1)T)), Φ(0) = x0 (5-a) 

 Ψ(kT) = h(Φ(kT),u(kT)) (5-b) 

where, Φ(kT) ∈ ℜn, u(kT) ∈ ℜ, and Ψ(kT) ∈ ℜ. 

3   Euler-Picard Discretization of Nonlinear Dynamical Systems 

Given that NLDCS are in general not explicitly solvable, the exact discretization 
method is neither extendable to them. Yet, in [8] we proposed the Euler-Picard 
discretization method (EPDM), whose spirit might be paraphrased as global periodic 
Euler-like sampling plus Picard-like interpolation. The ith iterated discrete-time 
Euler-Picard trajectory Ψi of period T [8], 

 Ψi(0) = x0,   Ψi(kT) = x0 + 
j=1

k

 
(j-1)T

jT

f(φk
i-1(s),u(s))ds (6) 



610 J. Rodríguez-Millán, C. González, and A. Patete 

constructed using the EPDM, would closely correspond to the sampling of the 
trajectories of the NLDCS (1), as the number of Picard iterations i → ∞, and the 
period T → 0. 

It is well known that the local fitting properties of the Picard iteration method 
improved with the number of computed iterations. On the other hand, the computation 
time of Euler-Picard trajectories Yi in (6) obviously depends on the number of Picard 

iterations, which is the same on all intervals [(j-1)T, jT], 1 ≤ j ≤ k, of the flying 
interval [0, kT]. Practice also shows, that for fixed values of T and i, the fitting 
properties of the Picard iteration method strongly depends on how fast the trajectories  
of the NLDCS evolve. So, it would be reasonable to expect that within the context of 
NLDCS, we would need to compute less Picard iterations during the steady-state than 
during the transient-state, to satisfy a uniform numerical fitting criterion. 

4   Euler-Taylor-Picard Discretization of Nonlinear Systems 

Concerning the fitting properties of the periodic non-standard discretization methods 
proposed in [8], the EPDM is the best. Yet, because of the computation of the 
integrals involved, it is also prohibitively expensive for NLDCS with complex 
nonlinearities. To reduce the computation time and the unpredictable impact of 
arbitrary nonlinearities, we introduced the Euler-Taylor-Picard discretization method 
(ETPDM). ETPDM may also be paraphrased as periodic sampling plus Picard 
interpolation, but is not applied to the NLDCS (3), but to its jth-degree Taylor 
polynomial approximation 

 x
.
 = F(x, u, j) = 

i=0

j
 αi(x0, u) (x - x0)j, x(0) = x0. (7) 

The associated ETP discrete-time trajectories are 

 Ψ(j, i, 0) = x0, Ψ(j, i, k, T) = x0 + 
r=1

k

 
(r- 1)T

rT

F(Φk
i-1(s), u(s), j)ds . (8) 

The ETPDM is also a one-step method, whose computation time depends on the 
sampling period T and the number of Picard iterations, but also on the degree of the 
Taylor polynomial expansion of the vector field f.  

5   Non-standard Discretization Methods with Varying Number of 
Picard Iterations 

The Picard successive approximations for the NLDCS (3), namely, 

  Ψi(0) = x0,   Ψi(jT) = Ψi((j-1)T) + 
(j-1)T

jT

f(φj
i-1(s),u((j-1)T))ds, (9) 
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where u((j-1)T) indicates the sampling and zero-order holding operations on the 
control signal u, converge absolutely and uniformly on [(j-1)T, jT], 1≤ j ≤ m, provided 
T > 0 is small enough [1]. Hence, for T small enough and 1≤ j ≤ m, the real i-
sequences Ψi(jT)) are Cauchy sequences, and therefore |Ψi+1(jT) - Ψi(jT)| → 0, as i 

→ ∞. Moreover, an upper bound for the error in approximating the exact solution Ψ 
of the NLDCS (3) by its ith Picard approximation maybe easily computed [1], and we 
could, in principle, use this error criterion to estimate the number of Picard iterations 
needed to satisfy a prescribed maximum approximation error. 

That the Picard successive approximations method only holds locally has important 
computational consequences. In particular, for any two different sampling intervals 
Ij = [(j-1)T, jT] and Ik = [(k-1)T, kT], and any two initial conditions x((j-1)T) = xj and 
x((k-1)T) = xk, local Lipschitz constants L1 and L2 around ((j-1)T, xj) and ((j-1)T, xk) 
may also be different, hence we would need to compute different numbers of Picard 
iterations on Ij and Ik to keep the error in approximating the exact solution of the 
NLDCS (3) around ((j-1)T, xj) and ((j-1)T, xk) bounded by a common upper bound. 
Yet, instead of calculating the number of Picard iterations required to fit an upper 
bound for the approximating error at every single sampling interval, for 
implementation purposes we use a different and easier to implement approach. So, let 
us define the error function e(i, j) as e(i, j) = |Ψi+1(jT) - Ψi(jT)|, where its arguments i 
and j stands up for the number of computed Picard iteration, and the sampling interval 
[(j-1)T, jT], respectively. Now we use the error function e(i, j) to control the number 
of Picard iterations we compute on each sampling interval [(j-1)T, jT]. The 
computation algorithm goes as follows. 

Let us assume the EPDM as default discretization method, and let E > 0 be the 
prescribed upper bound the error function e(i, j) must satisfy on the whole flying 
interval [0, mT]. Starting with the first sampling interval [0, T], let us compute the 
first two Picard iterations [8], and evaluate 

 e(1,1) = | |φ1
2(T) - φ1

1(T)  = 
0

T

[f(φ1
1(s), u(0)) - f(φ1

0(s), u(0))]ds . (10) 

If e(1,1) > E, compute φ1
3(T) and e(2, 1) = | |φ1

3(T) - φ1
2(T) . If e(2,1) > E, compute 

φ1
4(T) and e(3, 1) = | |φ1

4(T) - φ1
3(T) , and so on, until e(j, 1) < E. Once e(j, 1) < E, take 

Ψ(T) = φ1
j+1(T) = φ2

0(T), proceed to the next sampling interval [T, 2T], and compute 

 e(1,2) = | |φ2
2(T) - φ2

1(T)  = 
0

T

[f(φ2
1(s), u(0)) - f(φ2

0(s), u(0))]ds . (11) 

If e(1,2) > E, compute the successive e(i,2), 2 ≤ i ≤ k, until e(k, 2) < E. Then, take 

Ψ(2T) = φ2
k+1(2T) = φ3

0(2T), proceed to the next sampling interval [2T, 3T], and 

compute e(1, 3), and so on, until you reach the last sampling interval [(m-1)T, mT]. 
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Even though the argumentation above was formulated by default for the EPDM, it 
equally holds for the ETPDM. The modified one-step EPDM and ETPDM with 
varying number of Picard iterations will be denoted by VP-EPDM and VP-ETPDM.  

6   Non-standard Discretization Methods with Varying Sampling 
Frequency 

Choosing a discretization method is a typical optimization problem, where we face a 
trade off between fitting properties, computation time, and complexity, among other 
considerations [3]. Thus, the EPDM has the better fitting properties, but it maybe too 
slow depending on what kind of nonlinearities are involved. The EDM in the fastest 
one, but its accuracy is not good enough to track transient-state dynamics. With the 
ETPDM we improve computation times, but we lose qualitative sources of 
information, etc. Yet, we have empirically learned that concerning the non-standard 
discretization methods proposed in [8] it is always cheaper to increase the sampling 
frequency and keeping the number or Picard iterations low, than to keep the sampling 
frequency low and computing a higher number of Picard iterations. This remark led 
us to proposed a second variation of both the EPDM and the ETPDM, consisting of 
fixing not only an upper bound for the error in approximating the exact solution Ψ of 
the NLDCS (3) by its ith Picard approximation, but also a maximum to the number of 
Picard iterations allowed to be computed. This modified non-standard discretization 
methods will be identify as VF-EPDM and VF-ETPDM, where VF means variable 
sampling frequency. 

Let us assume the EPDM by default, and let E > 0 be the prescribed upper bound 
for the error function e(i, j) on the whole flying interval [0, mT]. Let N be the 
maximum number of allowed Picard iterations. Starting with the first sampling 

interval [0, T], keep on computing the Picard iterations φ1
i (T) and the error function 

e(i, 1), i = 0, 1, 2, ..., until either e(i, 1) < E for some i < N, in which case we proceed 
to the second sampling interval [T, 2T] and repeat the procedure, or i = N and e(N, 1) 
> E, in which case we go back, split the first sampling interval [0, T] in two 

subintervals [0, T
2] and [

T
2, T], and restart the procedure on the new first sampling 

interval [0, T2].  

From the description of the algorithm supporting the VF-EPDM it transpires that 
this method contains an intrinsic procedure to search for an appropriate sampling 
frequency for the NLDCS (3), for which a prescribed approximating error criterion 
holds. By the time being we implement the VF-EPDM as a one-step discretization 
method, what works very well for systems whose fastest dynamics occur at the 
beginning of the transient-state. Regarding the computation time, this high mono 
sampling frequency implementation is not optimal, because in many cases it would be 
very convenient to use a higher sampling frequency during the transient-state than 
during the steady-state. Mathematically speaking it is completely natural to think 
about a varying sampling frequency discretization method, but an eventual physical 
implementation would then also require of an identical varying frequency sampling 
of, among others, the control signal u. This has to be evaluated in future works. 
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7   Remarks, Perspective and Future Work 

Because of the constrains imposed by space, we can not go in this paper into many 
details regarding, for instance, the advantages and disadvantages of each one of the 
proposed discretization methods, the discussion of the results obtained in the case 
studies we have worked out, the libraries of functions in Mathematica supporting the 
implementation of the proposed discretization methods, etc. These and other details 
may be found in [3], which will be available upon request. 

A lot of work remains to be done on improving the non-standard discretization 
methods for NLDCS proposed both in [8] and in this paper, and on given them a 
sound mathematical foundation. A particularly nice and important class of NLDCS is 
the set of NLDCS which are linear with respect to the control signal. To particularize 
the proposed discretization methods to this class of systems might lead to faster 
algorithms for this particular class of systems. We may probably also speed up all the 
proposed discretization method using an integrated symbolic-numeric 
implementation, instead of the purely symbolical ones we already have. We have not 
yet tried the proposed discretization algorithms on laboratory plants. 
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Abstract. This article presents a hierarchical control structure aimed at
optimizing the electricity production process in solar power plants with
distributed collectors. In these systems, a fluid is heated using the en-
ergy provided by the solar irradiation until a desired outlet temperature
range is achieved, despite of the effect of disturbances (mainly radia-
tion and inlet temperature),using as manipulated variable the fluid flow.
The heated fluid is then used for feeding a heat exchanger where steam
is produced for electricity generation using a turbine. Nonlinear models
are used in the design of the different layers of the control architecture.

1 Introduction

The objective of the work presented here is to optimize the electricity production
process in solar power plants with a distributed collector system (DCS). The
parabolic-trough solar field ACUREX used as a test-bed in this work is a facility
belonging to the Plataforma Solar de Almeŕıa (PSA) (Southern of Spain). The
solar field consists of 480 modules of collectors, distributed in 10 parallel rows.
Each collector is made up of a reflecting parabolic surface that concentrates the
direct solar irradiation in a pipe placed in the parabola focal line. The solar ray
concentration in the pipe allows to heat the fluid circulating through inside. The
collectors are oriented from the east to the west and have one axis (elevation)
solar tracking system to guarantee the continuous concentration of the solar
irradiation in the absorber pipe (figure 1). The heat transfer fluid used is thermal
oil that can be heated up to 300oC maximum. The oil is inside a thermal storage
tank and it is extracted from the bottom by means of a pump to be heated in
the field. The hot oil is returned to the top (process oil) or to the bottom of
the tank (recirculation until get a nominal working point) by using a three-way

R. Moreno Dı́az et al. (Eds.): EUROCAST 2005, LNCS 3643, pp. 614–620, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Diagram and picture of the ACUREX field

valve placed at the outlet of the solar field. The oil properties permit stratified
energy storage according to its density. The hot oil, that is taken from the top of
the tank, can be used in an electricity generation process or for desalination, so
it is convenient to avoid fluctuations at the outlet of the solar field. A complete
description can be found in [1].

A hierarchical control architecture is proposed in this paper trying to op-
timize the electricity production process. This problem involves systems with
different dynamical behavior and time scales, so that a typical control solution
consists in using a multilayer hierarchical architecture, where the control of an
objective is split into algorithms or layers, each of which acts at different time
intervals in which the dynamic optimisation horizon has been divided [2].

2 Hierarchical Control Architecture

The hierarchical control architecture proposed in this paper, following the ideas
in [3] and [4], is shown in figure 2. It is composed of the following layers:

1. The low level control problem, consisting in optimizing outlet temperature
setpoint tracking and disturbance rejection. This level is usually implemented
by means of classical, optimal feedback-feedforward control, or nonlinear
control (in this case, a feedback linearization technique is applied).

2. The setpoint optimization problem, characterized by the need of obtaining
adequate temperature setpoints (to maximize energy production) taking into
account the operating conditions of the plant and constraints.

3. The daily operation problem, where the operating hours are defined.
4. The production planing problem, to schedule the number of days and oper-

ating hours a week the plant must be optimally operated.

The implementation of the hierarchical control architecture is based on first
principles based physical models of the solar plant. In order to optimize the
electricity production problem, there are some optimization problems involved
(optimizing the outlet temperature regulation, maximize the energy accumulated
in the oil storage tank, etc.) looking for the maximum efficiency of obtaining en-
ergy, that have to fulfill some constraints resulting from physical and technical
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Fig. 2. Hierarchical control architecture

restrictions. It results in a nonlinear dynamic optimization problem with nonlin-
ear constraints. Required simplifications lead us from dynamic to quasi static,
distributed to concentrated or nonlinear to locally linear models.

2.1 Modeling and Simulation Approaches

In the development of the hierarchical control architecture, fundamentals models
of DCS have been used for simulation, control and setpoint optimization pur-
poses. The dynamics of the DCS are described by the following system of partial
differential equations describing the energy balance [1]:

ρmcmAm
∂Tm

∂t
(t, x) = αGI(t) − HlG(Tm(t, x) − Ta(t)) − LHt(Tm(t, x) − Tf (t, x))(1)

ρfcfAf
∂Tf

∂t
(t, x) + ρfcfq(t)

∂Tf

∂x
(t, x) = LHt(Tm(t, x) − Tf (t, x))(2)

where the subindex m refers to the metal and that of f to the fluid and all
the parameters and variables are: t: time, x: space; ρ: density; c: specific heat
capacity; A: cross-sectional area; T (t, x): temperature; q(t): oil pump volumetric
flow rate; I(t): corrected solar radiation, dependent on solar hour and date; α:
mirror optical efficiency; G: mirror aperture; Ta(t): ambient temperature; Hl:
global coefficient of thermal losses; Ht: coefficient of metal-fluid transmission;
L: inner diameter of the pipe line; l: tube length; Tin(t): inlet oil tempera-
ture; Tout(t): outlet oil temperature. Boundary conditions are T (t, 0) = Tin(t),
Tout(t) = T (t, l). Models (1) and (2) have been used to develop a simulator of
the solar plant [5], and also for optimization and control purposes, where also
static and lumped parameters versions have been obtained [6]. In this last case,
the simplified equations are given by:

ρ(Tm)c(Tm)A
∂Tout

∂t
= αGI − ρ(Tm)c(Tm)Aq

Tout − Tin

L
− Ĥl(Ta, Tm)

Lt
(3)

where Tm = (Tout +Tin)/2, Lt is the total solar field length and Ĥl is a corrected
thermal losses function. The expressions of temperature-dependent variables and
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the values of the parameters in (3) can be found in [6]. This model has been
used for control purposes within feedforward and feedback linearization control
schemes. The feedforward controllers have been extensively explained in [1] and
are based on a static version of equation (3), taking into account values of solar
radiation and inlet oil temperature and helping to linearize the behavior of the
controlled system. These feedforward controllers can be placed in series or in
parallel with the feedback controller [1], with is treated in the next section.

2.2 Control Layer

The control problem of a solar collector field is to keep the outlet temperature
of the field near a desired level (temperature set point or reference). This value
should match the inlet conditions to feed a turbine (around 285oC). Moreover,
in order to avoid stress in the material of the absorber pipes, the outlet temper-
ature should not be over 80oC of the inlet temperature. The plant is exposed to
non manipulated disturbances: inlet temperature changes (because of the strat-
ification inside the tank), ambient temperature variations and solar irradiation
changes due to the daily cycle or passing clouds causing fast variations in the
outlet oil temperature. The manipulated signal is the velocity (or flow) of the
oil propelled by the pump, that is constrained in the range 2 · 10−3 − 12 · 10−3

m3 s−1. The nonlinearities that characterize this plant increase the difficulty to
operate it. According to the input, output and disturbance values, the character-
istic gains, time delays and time constants change. The more difficult stage of the
plant operation is the start up. In this control layer any control strategy can be
used. Several examples of advanced control schemes can be found in [1]. Using the
model in (3), classical feedback linearization techniques and feedback lineariz-
ing predictive control schemes are being developed. This level typically requires
predicting the evolution of the disturbances in an horizon of about 30 minutes.

Under several simplifications and summarizing the design for saving space,
the system in equation (3) can be described by the following equation:

ẋ = f(x) + b(x)u → u =
v − f(x)

b(x)
(4)

where u is the control signal (oil flow) and a nonlinear mapping has been used
to transform the system into a linear one, with the condition that b(x) can not
be equal to zero (no thermal inversion occurs), v being the virtual control signal.
With this nonlinear mapping the transformed system becomes an integrator and
can be controlled using any control scheme. One example of the application of
this technique is shown in [6].

The same idea can be used within a model predictive control framework,
following the ideas in [7]. Figure 3 summarize the underlying ideas. In discrete
time, the system can be represented by:

x(k + 1) = f(x(k), u(k)); y(k) = h(x(k)); f(0, 0) = h(0) = 0 (5)

x(k + 1) = Ax(k) + Fx(k)u(k) + γ(w(k))u(k) + Γ (w(k))︸ ︷︷ ︸
v(k)

(6)
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Fig. 3. Model predictive feedback linearizing control

v(k) being again the virtual control signal and coefficients of matrices A,F, γ
and Γ can be considered temperature dependent for nonlinear control purposes,
belonging to a set of values for robust control purposes or constant for bilinear
control issues. When using this nonlinear mapping within a model predictive
control framework, the most interesting elements that have to be considered
and that are object of research at present are [7]: mechanisms for mapping real
constraints to virtual control signal constraints and convexity analysis. (notice
that in this case the virtual control signal constraints depend on the state of the
system and the disturbances, so that, even under conservative approaches, unfea-
sibility problems may arise), closed loop stability, and inclusion of the influence
of measurable disturbances and uncertainty.

2.3 Setpoint Optimization Layer

The role of the setpoint optimizer is to find the most adequate reference temper-
ature level taking into account the disturbance values (solar radiation, inlet oil
temperature, ambient temperature, etc.) and minimizing energy consumption by
the elements of the plant (e.g. the pump). If the heat losses are negligible, the
optimal temperature setpoint will be near the maximum temperature achievable
under the actual operating conditions and taking into account the constraints
affecting the plant operation (mainly contraints in oil flow rate and maximum
temperature and temperature difference). A static version of model (1) and (2)
is used in this layer. This level also requires predicting the evolution of the dis-
turbances in an horizon of about 2 hours and has demonstrated to be a valuable
tool during the start-up of the operation. An example of the application of the
setpoint optimization can be found in [8].

2.4 Daily and Seasonal Operation Optimization

The objective of this layer is to determine the time when the operation has to be
started and finished each day, according to the weather predictions, requirements
of the electrical network, electricity demand and prices, operational costs (pump,
operators, etc.), ambient conditions, storage tank status, failures, etc. Several
computer tools are being developed to help performing this daily and seasonal
operation optimization. A data mining approach [9] has been developed aiming
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at discovering relationships and patterns in data so that predictions can be
performed and used in this layer (e.g. failures, operating conditions, etc.). In
order to predict the evolution of disturbances both for setpoint optimization
and daily and seasonal optimization, another software tool initially developed
within the framework of greenhouse crop production has been used [4]. The basic
applied ideas are the following: (1) obtain the weather forecast for the next four
days from the National Institute of Meteorology; (2)based on this information,
assign a value for each variable (minimum temperature and temperature, and
type of day as function of the radiation or cloudiness); search the parameterised
historical database looking for four day with the closest values to those of the
previous paragraph; (4) the long term weather forecast is determined by selecting
four days and the consecutive following days until completing the horizon.

3 Conclusions

A hierarchical control architecture has been presented aimed at optimizing elec-
tricity generation in solar power plants with distributed collectors. The layers
of the architecture have been briefly explained, providing references to related
works. The bottom layers, in which basic temperature output regulation and set-
point optimization is carried out, are well-known and many control algorithms
have been developed. The effort is nowadays focused on developing those ele-
ments required to perform daily and seasonal optimization, which is a hard issue
due to the difficulties found in long-term prediction of weather and electricity
demands. Several tools are being developed to help solving these problems.
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Abstract. This work is devoted to application of explanatory data anal-
ysis in the field of solar plant control and monitoring. Data analysis
tasks are discussed that allow discovering useful plant knowledge based
on historical data obtained from plant control and monitoring systems.
Approaches discussed include both OLAP analysis of plant monitoring
data (i.e. multidimensional analysis based on a data warehouse), as well
as data mining on plant monitoring data. Some of the data analysis tasks
discussed have been realized based on monitoring data from distributed
solar collector fields at Plataforma Solar de Almeria in Spain.

1 Introduction

Monitoring system at a complex industrial facility such as a distributed solar
collector field gathers vast quantities of data over time. For instance, state mon-
itoring system of the Direct Steam Generation (DSG) facility at the Plataforma
Solar de Almeria in Southern Spain generates about 700 monitoring parameters
(sensor readouts) every 5 seconds. The parameters refer to inlet and outlet tem-
peratures measured for individual solar collectors, injection water temperature
and outlet steam temperature, pressure levels measured at several points of the
facility (pumps, tanks, collectors, injectors, deareator, etc.), water and steam
flow rates, environmental conditions (solar radiation for individual collectors,
ambient temperature, wind speed and direction). Also the complete vector of
set point order values sent by the control system to collectors, valves and pumps
is registered, as well as position values and status values of collectors, valves
and pumps and other elements of the distributed facility. Similar monitoring
system is implemented at the ACUREX field at the Plataforma Solar - a fa-
cility composed of parabolic collectors with oil used as heat transfer medium.
By systematic explanatory analysis of the monitoring data gathered, interesting
relationships can be discovered pertaining to the plant operation at different
environmental conditions or to scenarios leading to failures. For example, by
looking for monitoring parameters with strong outliers, one may detect sensor
misbehavior periods, or by detecting patterns in monitoring historical data pre-
ceding points in time of plant abnormal condition, one may build knowledge to
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predict abnormal conditions in advance. Similar tasks to extract useful knowl-
edge from industrial plant database explanatory analysis have been reported in
literature. For example, Singhal and Seborg ([10] and [11]) presented ideas on
condition monitoring of electrical power plant equipment based on data analysis,
and Wehenkel et al. (see [13]) discussed detection of abnormal plant operation
based on analysis of historical data. Other interesting applications are given in
[2], [4], [3], [12] and [5]. The explanatory data analysis discussed in this work
follows two approaches: (a) multidimensional analysis along the OLAP (OnLine
Analytical Processing) paradigm and (b) data mining based approach. These
two will be characterized in the subsequent sections.

2 OLAP Approach to Analysis of Data from Collector
Field

OLAP (online analytical processing) approach to explanatory data analysis re-
quires that data to be analyzed is stored in a data warehouse built from raw
monitoring data (data preprocessing stage consists in data integration, clean-
ing and appropriate indexing for query efficiency). Based on such preprocessed
data, users can construct multidimensional queries, e.g., in the form of a depen-
dent variable as a function of one or two independent variables, under specified
values of parameter variables. Data analysis is performed using a Web based
tool through which users define their multidimensional queries. The Web-based
front end passes the query to the data warehouse server for processing; query
results are then returned to users’ web browsers. This approach offers several
advantages over the SQL-query-raw-data approach. These include:

– or analysis is preprocessed prior to analysis that allows for integration of
different sources and assurance of data quality,

– for large data volumes, analysis time can be reduced due to efficient data
storage from the point of view of data querying, e.g. using denormalized
database schemes which require fewer table joins, known in data warehousing
technologies as ROLAP (star- or snowflake schemes),

– analysis does not require any programming skills - can be realized solely with
HTML form-type interface,

– analysis does not require any knowledge about data organization in the mon-
itoring databases (table names, variable names, data types etc.).

The pilot version of the system, built using SAS software tools is available
through the Web page: http://rush.ict.pwr.wroc.pl/ac (user: acurex, passwd:
manolo).

3 Data Mining on Monitoring Data from Collector Field

The application of data-mining technologies can be useful in the context of solar
plant control and monitoring for searching patterns or studying different features
within the following fields.
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3.1 Study of Structural Features of the Plant

Structural features of the plant can be analyzed in the context of:

– System degradation - for instance, using data of temperature, can be studied
if the oil properties are deteriorating with time (using the equations provided
by the provider). It is probable that some off-line measurements of oil den-
sity should be necessary. The same could be applied to mirrors reflectivity,
being necessary to include data of mirrors cleaning, repairing, etc. within
the database.

– Detection of constructive features of the plant - under the same environmen-
tal and input conditions (input flow, solar radiation, inlet oil temperature
and ambient temperature), analysis of the main differences in performance
of the 10 loops can be of interest for control purposes. E.g., if data reveals
some specific deterministic features in behavior of some of the rows (for in-
stance, one row has always several Celsius degrees more than another row),
then this information could be used for control purposes (for instance, for
set point generation).

3.2 Dynamic Performance, Modeling and Control Design

Specific studies that can be defined in this group are:

– Study of the influence of environmental variables in the states of the system.
In principle, this can be realized using the explanatory data analysis ap-
proach presented in the previous section. It should be of interest to see and
calculate which is the relative weight of solar radiation, inlet temperature
and ambient temperature on outlet temperature, to compare these statistical
data with existing physical models of the field.

– Study of static gains of the system from the energy point of view in the
face of different exogenous signal profiles. Study of maximum and minimum
temperature increments.

– Study of the temperature profiles during the night. This could serve to char-
acterize night losses and to predict the temperature profile within the field
and storage tank to select the most adequate starting operation set point
profile.

– Detection of zones of ”massive operation”: it should be important to deter-
mine those operating points in which the plant usually operates. This can be
interesting both from the modeling and control viewpoints. From the mod-
eling viewpoint, it may be interesting to put more emphasis and modeling
effort in obtaining more reliable models for these zones, and only approx-
imated models for other zones in which operation is not usual (moreover,
as operation is not usual, poor data streams are often available for model
calibration). From the control viewpoint, there are several control strategies
(as fuzzy logic control) that use the concept of ”control surface” - e.g., work
by Rubio et al. ([9]), or Berenguel et al. ([1]). The building of this control
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surface could be a time-consuming task if many operating points are se-
lected and extrapolation is to be avoided. So, the controller can be designed
more carefully for those zones of massive operation and conservative control
signals can be applied to outer zones.

– Controller design: examples could be for fuzzy controllers, feed-forward con-
trollers, artificial neural networks controllers, etc. It should also be of interest
to use data of manual operation by expert controllers to compare behavior
with automatic controllers and to use these data for expert control design.

– Oscillatory behavior: under which operating conditions (independent of the
control algorithm) the system presents oscillatory behavior or very slow be-
havior.

– Detection of conditions leading to antiresonance behavior: resonances are
characteristic of this kind of installation ([7]). The antiresonance modes are
defined by frequencies at which the magnitude of the frequency response of
the system changes abruptly (when exciting the system with a signal with
principal frequency components corresponding to those of the antiresonance
modes, variations at the system output are very small). It can be useful to
discover this in the data by using several indexes: detect if the oil flow or
the solar radiation has a large frequency content within the ”dangerous”
band (fast Fourier transform should be applied to the data) and see if the
output temperature suffers from oscillations and the spatial temperature
distribution within the collectors is not monotonous. The excitation of the
resonance modes depends on the operation point.

– Detection of plant/model mismatch. If output of different models for the
same environmental conditions is entered in the database, plant/model mis-
match can be studied.

3.3 Disturbance Prediction

Application of data mining to help build disturbance models is of great interest.
When using optimal/predictive/receding horizon control strategies, it is neces-
sary to have a model of disturbances in a time window of about one hour. One
option to try is to use a ”lazy man” weather approach by using the actual mea-
sured value of the disturbance as that in the following hour, or using a clear-day
solar radiation prediction. Another approach can be to use the previous day data
as prediction, what is also typical in greenhouse climate control. In other appli-
cations (adopted e.g., in greenhouse climate control or in the case of prediction
of electrical demand), the entire database is searched for a pattern of three days
which weather is quite similar of the last three days of this year and then use the
following day (fourth day) as a prediction for the current weather, Rodriguez et
al. (see [8]). This is because some people think that weather patterns tend to be
repeated but in different days each year. For instance, if you have rain during three
days, there is a large probability to have a non-raining day the fourth one and so
on. So, the explanatory data analysis/data mining approach can be used to search
for this kind of patterns to select the appropriate day to be used for disturbance
(mainly solar radiation and outlet temperature) prediction purposes.
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3.4 Fault Prediction and Tolerance and Diagnosis of Abnormal
Plant Operation

Specific studies of interest in this group are: Detection of outliers in the rough
data: this may indicate having wrong sensor data. Prediction of abnormal plant
situations. By searching patterns in the database trying to detect abnormal
plant situations and/or faults (plant to de-steer, pump fail, one collector row
fail, strong oscillatory behaviors, etc.), data mining/explanatory data analysis
can be used to develop a supervisory system able to help the operators avoid the
system entering in these dangerous situations in advance. Performance Evalua-
tion Specific studies in this group are:

– Model evaluation: comparing the output of several models (linear and non-
linear) with real plant data to select which models are more suitable for dif-
ferent operating points or operating conditions. This could be implemented
by injecting the output of different simulation and control models in the
database using the environmental data corresponding with the real plant
output.

– Control evaluation: as partly illustrated by results in the previous section,
evaluation of different control algorithms could be done on-line in terms of
some performance indexes, mainly related with the error integrals (as ISE,
IAE, ITAE). After including information about what control algorithms were
tested on specific dates/time periods, one can investigate what the data says
about performance of the algorithms under similar environmental conditions.
The tool could be also used as a help to establish set-point policies depending
on operating and even economical conditions. For this type of analyses, more
information than shown in the examples above has to be included in the
database (economical, turbine related, losses, etc.).

3.5 Training Purposes

The explanatory data analysis approach / tool can be of interest to train non-
expert operators for future solar plants, using different situations obtained from
data mining (for instance, we can characterize abnormal plant situations - see
Fault prediction - and ask the operator what should he/she do under these
circumstances and what was done by an expert operator or an automatic control
system.
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Mariño, Castor 386
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Pérez, J.A. Moreno 199
Palma, José 241
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