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Abstract. This paper proposes a new method to solve the problem of face rec-
ognition under varying illumination conditions. We introduce an exemplar-
based technique to decouple and subsequently recover the canonical face and 
the illumination functions from the intensity images. The canonical image is 
equivalent to the reflectance field of the face that is invariant to illumination. 
We subsequently use the canonical face to synthesize novel face appearances 
together with a set of lighting models. We then demonstrate the ability of the 
synthesis approach to improve the performance of the face recognition task. 

1   Introduction 

The need to further develop robust face recognition techniques to meet real world 
situations is still an open research challenge. It is widely stated that the two main 
contributions of poor recognition performances are that caused by variations in face 
pose and lighting. We will deal with the problem of illumination in this paper. Ap-
proaches addressing the illumination-related problems can be broadly classified into 
two categories; feature-based approach and exemplar- or appearance- based approach. 
Feature-based approaches aim to define a feature space that exhibits some broad in-
variance over the lighting variations. Examples of these are [1][10] which uses differ-
ent image representations like 2D Gabor-like filters, first and second derivatives of 
the image, and the logarithmic transformation. Although these features may exhibit 
intensity immunity, none of these are found to be reliable to cope with significantly 
large variations in illumination changes [9][10]. 

Exemplar- or appearance- based approaches use a set of sample images taken of a 
class object (in this case a face) as a basis to compute an intermediary image. The 
intermediate image can then be used either directly as the probe image or be used to 
synthesize novel views of the face under different lighting conditions [11]. For exam-
ple, [2] reported a method to compute the Quotient Image from a small sample of 
bootstrap images representing a minimum of two class objects. The illumination in-
variant signature of the Quotient Image enables an analytic generation of the novel 
image space with varying illumination. However, this technique is highly dependent 
on the types of bootstrap images used which has the undesirable effect of generating 
diversely looking Quotient Images even from the same person. Sim and Kanade [3] 
use a statistical shape-from-shading model to estimate the 3D face shape from a single 
image. The 3D recovery model is based on the symmetric shape-from-shading algo-
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rithm proposed by [4]. They used the 3D face model to synthesize novel faces under 
new illumination conditions using computer graphics techniques. The approach pro-
duce high recognition rate on the illumination subset of the CMU PIE database [5]. 
However, it was not evident how their synthesis technique can cope with extreme 
illumination conditions [3]. Debevec in [6] presented a method to acquire the reflec-
tance field of a human face and use these measurements to render the face under arbi-
trary changes in lighting and viewpoint. However, the need to generate a large sample 
of images using the light stage is unfeasible for most face recognition systems. A 
parameter-free method of estimating the bi-directional reflectance distribution of a 
subject’s skin was proposed by Hancock et al in [12]. They estimated the radiance 
function by exploiting differential geometry and making use of the Gauss map from 
the surface onto a unit sphere. They demonstrated the approach by applying it to the 
re-rendering of faces with different skin reflectance models. 

As in [2] and [11], we address the problem of class-based image synthesis and 
recognition with varying illumination conditions. We define an ideal class as a collec-
tion of 3D objects that have the same shape but different albedo functions. For recog-
nition purposes, we can broadly assume all human faces to belong to a certain class 
structure. This assumption was similarly adopted by Shashua [2] and Mariani [11]. 
Our approach is based on the dual recovery of the canonical face model and lighting 
models given a set of images taken with varying lighting conditions and from a mini-
mum of two distinct subjects within the class. The canonical image is equivalent to 
the reflectance field of the face that is invariant to illumination. The lighting model is 
the image representation of the ambient lighting independent of the face input. We 
will first formulate the problem with an over-determined set of equations and propose 
a method in solving them over every pixel location in the image. We will demonstrate 
the quality of the recovered canonical face for generating novel appearances using 
both subjective and objective measures.   

2   The Simplified Illumination Function 

The intensity of reflected light at a point on a surface is the integral over the hemi-
sphere above the surface of a light function L times a reflectance function R. The 
pixel equation at point (x,y,z) can be expressed as  
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where 
x,y,z = the co-ordinate of the point on the surface 
φ and θ = azimuth and yaw angle from the z axis respectively 
t and λ = time and wavelength of the light source 

 
This equation is computationally too complex to solve in many real-time applications. 
We need to make further simplification of the equation without significantly affecting 
the goal of our work. Firstly, z, t and λ can be eliminated because we are dealing with 
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the projected intensity value of a 3D point onto a still frame image with grey scale 
intensity. Additionally, if one considers fixing the relative location of the camera and 
the light source, θ and φ both become constants and the reflectance function collapses 
to point (x, y) in the image plane. Therefore, the first-order approximation of equation 
(1) for a digital image I(x,y) can be further written as: 

I(x,y) ≈R(x,y) L(x,y) (2) 

where R(x,y) is the reflectance and L(x,y) is the illumination at each image sample 
point (x,y). Our approach is to use exemplar images taken over different fixed lighting 
directions to recover both the reflectance model and illumination source. It is not the 
scope of this work to accurately model the skin reflectance property according to 
specificity like the melanin content of the skin, skin hemoglobin concentration and 
level of perspirations. These are important for visually accurate skin rendering appli-
cation but less so for face recognition. 

3   The Approach 

In our case, only the measured intensity images are available. Therefore, there are 
twice as many unknown data (RHS) as there are known data (LHS) making equation 
(2) ill-posed. The reflectance surface essentially comprises the combination of the 
reflectance property associated with the pigmentation of the skin, mouth, eyes and 
artifacts like facial hair. We define the reflectance model as the canonical face and 
represent it as a grey level intensity image. We will discuss in this section an ap-
proach that we propose to recover the canonical and illumination information from a 
set of intensity images Iij(x,y) ≈Rj(x,y) Li(x,y), where i and j are indices to the collec-
tion of bootstrap1 faces and illumination directions respectively. 

3.1   Defining and Solving the Systems of Equations 

As explained in the previous section, equation (2) has more unknown terms than 
known. In order to make the equation solvable in a least square sense, we need to 
introduce additional measurements thus making the system of equations over deter-
mined. We further note that the bootstrap image, Iij(x,y) has two variable components. 
They are the reflectance component which is unique to the individual person and the 
illumination model which is dependent on the lighting source and direction. Suppose 
we have M distinct persons which we use in the bootstrap collection (i.e. Rj, j = 1, …, 
M) and N spatially distributed illumination sources whose direction with respect to 
the person is fixed at all instances (i.e. Li, i = 1, …, N), we will have therefore a total 
of MxN known terms and M+N unknown terms. These over-determined systems of 
equations can be solved by selecting any values of M and N that are greater than 1. 
For example, if we use M persons from the bootstrap collection, and collect N images 
for each person by varying the illumination, we get the following system of equations; 

                                                           
1 The bootstrap collection comprises of face sample images taken of various person over multi-

ple illumination directions, the relative location of which are fixed. 
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Ii1(x,y) ≈R1(x,y) Li(x,y) 

M  

IiM(x,y) ≈RM(x,y) Li(x,y)  

(3) 

where i = 1,…,N. The terms on the left hand side of these equations are the bootstrap 
images from the M number of persons. If the illuminations used to generate these 
bootstrap images are the same, the illumination models, Li will be common for every 
person as is reflected in equation (3).  

Numerous non-linear minimization algorithms exist and are usually problem de-
pendent [7]. We chose to use the Levenberg-Marquardt non-linear least square fitting 
algorithm [8] as it is fast and suited to problems of high dimensionality. The solver 
takes as input the set of equations shown in (3) to minimize, a Jacobian matrix of 
derivatives, a set of known data (i.e. Iij) and seed values for the unknowns. We chose 
to set the seed value to 128 since there are 256 possible grey values for both the re-
flectance and illumination models. The internal functions of the solver are iterated 
until the change in computed values falls below a threshold. At this point the algo-
rithm is said to have converged, and the current computed values for the unknown 
data are taken as the solution. The algorithm is extremely fast and can recover the 
unknown values (for most practical values of M and N) in near real-time.      

3.2   Appearance Synthesis 

Once the canonical face and the illumination model are recovered, we can proceed to 
perform the appearance synthesis using the following principles: 

1. New illumination models can be generated by the combination of the subset of 
the recovered illumination models.  

2. Novel appearance views for each person can be generated by the combination of 
an expanded set of illumination models to closely match the actual illumination 
conditions.  

It is not economical and computationally feasible to store specific illumination 
models for specific faces. To make this approach viable, we need to define a set of 
generic illumination models that is suitable for a broad cross section of people with 
different skin types and bone structures. We estimate this generic illumination models 
using the weighted average models gathered from a genre of subjects.     

4   Experiments and Results 

4.1   The Database 

For our experiments, we make use of the illumination subset of the CMU PIE data-
base [5]. It comprises 63 people taken under 21 different illumination directions (with 
all ambient lights switched off) in a controlled environment. All the color images are 
first transformed to grey-level, pre-processed and the faces cropped. The final size for 
all images is 110 x 90 pixels. 
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4.2   Canonical Face Recovery 

We use equation (3) to recover the canonical faces with different values of M and N 
and a subset of them are shown in Fig. 1. In order to measure the quality of the recov-
ered canonical face, we define a set of measures that describes the properties of an 
acceptable canonical face. The measures are; (1) Elimination of lighting effects like 
specular reflections and cast shadows. (2) Preservation of the visual distinctiveness of 
the underlying face. (3) Well-balanced intensity distribution. Based on these meas-
ures, we can see that in general the recovery of the canonical faces for different values 
of M and N are very good. This is a significant improvement over the Quotient Image 
reported in [2]. To further support the significance of the recovered canonical face, we 
will next describe a face recognition experiment that will quantitatively show the 
ability of our approach to deal with illumination variation problem. 

04047 

  
04053 

  
 (a) M=2, N=3 (b) M=3, N=5 (c) M=5, N=7 (d) M=7, N=15 

Fig. 1. Canonical faces generated for candidate samples 04047 and 04053 using (a) M=2,N=3, 
(b) M=3,N=5, (c) M=5,N=7 and (d) M=7,N=15  

4.3   Face Appearance Synthesis 

For each recovered canonical face, the corresponding set of 21 illumination models 
can then be computed. We further estimated the generic illumination models as de-
fined in Section 3.2 by using 10 candidate samples from the CMU PIE database. We 
then use these generic illumination models and the canonical faces from the remain-
ing samples to generate novel appearance faces. Fig. 2a shows the synthesized views 
of a subject generated using 5 different illumination models. The corresponding im-
ages captured by the actual illuminations are shown in Fig. 2b. 

4.4   Recognition Experiment 

To demonstrate the feasibility of the face appearance synthesis for recognition, we 
implement a simple classifier based on template matching. This is equivalent to the 
nearest neighbor classifier reported by Sim and Kanade [3]. We use only frontal pose 
faces throughout the experiment. The generic illumination models used here is the 
same as in Section 4.3. To maintain unbiased recognition outcome, the test samples 
used for recognition does not come from any of the samples used to produce the  
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(a) Novel appearance for candidate 04019. 

  
(b) Corresponding actual appearance for candidate 04019 from CMU PIE data-
base. 

Fig. 2. Novel appearance synthesis results using a subset of the generic illumination models and 
its comparison with the actual appearance (derived from camera locations f02, f10, f07, f14 and 
f17 as defined in the CMU database) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.  Recognition rates (in percentage) by varying the values of M and N 

generic illumination models. There are 21 persons in the test samples. From each 
person we compute the canonical representation and use it to synthesize 21 appear-
ances of the person under different lighting conditions. These images collectively 
form the registry representation of the person in the database. We use actual illumina-
tion samples of the PIE database as the test images. There are a total of 441 (i.e. 
21x21) test sample images. We construct different registry databases for different 
combination of M (number of person) and N (number of lighting) values. We then 
perform the face recognition experiments on the test samples over the different regis-
tries. Fig. 3 shows the summary of recognition rate for different values of M and N. 
We observe several important behaviors. They are: 
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1. For a fixed value of M, the recognition rate increases monotonically when N 
increases. 

2. However when M increases, N has to consequentially increase for the ca-
nonical face to be recovered with reasonable quality. The minimum (M,N) 
pair needed to establish good recognition rates are (2,3), (4,5), (6,7), (8,9) 
and (10,11).  

3. The recognition rate for N=2 is very poor for all values of M. 
4. The range of recognition rates for different values of M and N (ex N=2) are 

between 83.0% and 90.7%. 

As can be seen, the results obtained here is significantly better than [3] which re-
ported an accuracy of 39% with the nearest neighbor classifier on a similar dataset. 
The general trend of the recognition rates which flatten off as N increases for all val-
ues of M suggest a wide perimeter for the choices of these values. However, from the 
computation, data acquisition and hardware standpoint, it would be effective to keep 
the M and N values small, without negatively impacting the recognition rate. 

5   Discussions 

The results obtained using the canonical face recovery algorithm is very encouraging. 
Besides using the images captured by the lighting module as described here, we can 
explore shape-from-shading techniques to recover the 3D shape of the face as was 
done in [4]. The range information together with the canonical face are essential for 
improving the illumination rendering quality and to deal with pose invariant recogni-
tion. Although the illumination models recovered using the CMU PIE database gener-
ates 21 different variations they are still inadequate as some crucial lighting directions 
(i.e. especially those coming from the top) are missing. We will next consider using 
computer graphics tools to develop a virtual light stage that can produce light render-
ing from any arbitrary lighting directions. These can then be used to extract finer 
illumination models.  We are also in the process of building a scale-down lighting 
platform to validate our approach further. 

6   Conclusion 

We have developed an exemplar-based approach aim at recovering the canonical face of 
a person. The canonical face can either be use as a probe face for recognition or use as a 
base image to generate novel appearance models under new illumination conditions. We 
have shown subjectively that the canonical faces recovered with this approach are very 
stable and not heavily dependent on the types and numbers of the bootstrap images. The 
strength of the view synthesis algorithm based on the canonical face was further demon-
strated by a series of face recognition tests using the CMU PIE images. 
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