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General Chair’s Welcome

It is my privilege to welcome you to Rome, to our INTERACT 2005 conference
where, I hope, you will find interesting and stimulating presentations, tutorials,
workshops and demos but, above all, we hope you will meet and interact with
researchers to share ideas and projects within our field: human-computer interaction.

As a matter of fact, interaction is defined as a “mutual or reciprocal action or
influence”, and observing the two partners (user and computer) while they interact,
we would like our future programs to provide creative (unpredictable) responses, after
partial execution of the applications, in order to reach the wanted goal.

We live in a world where our lives are dramatically pre-organized, where we can
only choose amongst a pre-emptied set of alternatives, mostly repeating all our
actions on a day-by-day basis as if we were...machines.

The purpose of scientific research, in our case Computer Science, is to try to better
understand the physical — in this case computational — aspects of true life and, if
possible, improve the quality of life itself. Within the six different areas where
Computer Science must still move forward [1] (Computation, Communication,
Interaction, Recollection, Automation and Design), our field of Human-Computer
Interaction may well profit from results obtained in all of them, since the tasks we
would like to perform require a blended combination of knowledge from such areas.

Sometimes this research area is within the Departments of Computer Science but in
some cases it is within Computer Engineering, Communication Sciences or even
Psychology in academic institutions and operates within the research and
development divisions of some of the most advanced high-tech software companies.

Many authors have underlined the relevance of a number of natural sciences, in
cooperation with computer technology, required to improve the quality of interaction,
the understanding of commands for given applications, the state of a multimedia
computing system, the focus of attention on the screen during program execution.
Cognitive science, learning theory, the roles of short term and long term memory
together with perception and attention, constitute the necessary ingredients for a
soundly based approach to the design of humane interfaces and interactive systems.

We would like to have programs that help us run our lives, but certainly not to be
totally run by them! Programs that help us to choose a doctor, rent a house, book a
flight, drive us to the correct location, suggest a book to read, translate a full sentence:
all trying to satisfy our personal tastes and needs, yet be constrained by our
economical resources.

It is a well-known fact that the number of people that will use computers in the
future increases but also that different kinds of persons will depend on such machines.
Children, adolescents, adults, senior citizens and handicapped persons, may be helped
in their jobs/tasks but need tailored applications and an adequate recognition of their
skills. As technology becomes more cost-effective, computers are less used for
computing but more as communication devices that help humans to elaborate on facts
and processes, to enable distant synchronous and asynchronous cooperation
(including e-learning), to display information in a meaningful way (as in maps,
graphs, diagrams, etc.) and provide answers to a wide variety of problems
encountered in jobs, personal tasks and even entertainment.
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We will be, sooner or later, not only handling personal computers but also multi-
purpose cellular phones, complex personal digital assistants, devices that will be
context-aware, and even wearable computers stitched to our clothes...we would like
these personal systems to become transparent to the tasks they will be performing. In
fact the best interface is an invisible one, one giving the user natural and fast access to
the application he (or she) intends to be executed.

The working group that organized this conference (the last of a long row!) tried to
combine a powerful scientific program (with drastic refereeing) with an entertaining
cultural program, so as to make your stay in Rome the most pleasant one all round: I
do hope that this expectation becomes true.

July 2005 Stefano Levialdi, IEEE Life Fellow
INTERACT 2005
General Chairman

[1] Peter J. Denning, ACM Communications, April 2005, vol. 48, N° 4, pp. 27-31.



Editors’ Preface

INTERACT is one of the most important conferences in the area of Human-Computer
Interaction at the world-wide level. We believe that this edition, which for the first
time takes place in a Southern European country, will strengthen this role, and that
Rome, with its history and beautiful setting provides a very congenial atmosphere for
this conference.

The theme of INTERACT 2005 is Communicating Naturally with Computers.
There has been an increasing awareness among interactive systems designers of the
importance of designing for usability. However, we are still far from having products
that are really usable, considering that usability may have many different meanings
depending on the application domain. We are all aware that too often many users of
current technology feel frustrated because computer systems are not compatible with
their abilities and needs and with existing work practices. As designers of tomorrow’s
technology, we are responsible for creating computer artefacts that would permit
natural communication with the various computing devices, so that communicating
with computers would be more like communicating with people, and users might
enjoy more satisfying experiences with information and communication technologies.
This need has given rise to new research areas, such as ambient intelligence, natural
interaction, end-user development, and social interaction.

The response to the conference has been positive in terms of submissions and
participation. The contributions, especially the long papers, of which only 70
submissions were accepted out of 264, were carefully selected by the International
Programme Committee. The result is a set of interesting and stimulating papers that
address such important issues as haptic and tangible interfaces, model-based design,
novel user interfaces, search techniques, social interaction, accessibility, usability
evaluation, location-awareness, context of use, interaction with mobile devices,
intelligent interfaces, multimodal interfaces, visualization techniques, video browsing,
interfaces for children, and eye-tracking. The interest shown in the conference has
truly been world-wide: if we consider both full and short papers we have authors from
24 countries in 5 continents.

There is a good balance of contributions from academia and industry. The final
programme of the symposium includes three technical invited speakers: Bill Buxton
on Sketching and Experience Design; Flavia Sparacino on Intelligent Architecture:
Embedding Spaces with a Mind for Augmented Interaction; and Steven Pemberton on
the Future of Web Interfaces. In addition to the 70 full papers, the programme
includes 53 short papers, as well as interactive demos that will allow participants to
have direct experience of innovative results, tutorials, workshops, SIGs, panels, and a
doctoral consortium.

Particularly noteworthy in the programme are some topics that have been
stimulating increasing interest. By way of example, those related to interaction with
mobile devices, given that recent years have seen the introduction of many types of
computers and devices (e.g., cellphones, PDAs, etc.) and the availability of such a
wide range of devices has become a fundamental challenge for designers of
interactive software systems. Users need to be able to seamlessly access information
and services, regardless of the device they are using. Even when the system or the
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environment changes dynamically, they would like to see their interfaces migrate
dynamically from one device to another, allowing them to continue their tasks from
where they left off. In general, the continuous development of new research topics
shows how the field is able to dynamically evolve and face both new and
longstanding challenges. The results obtained are never an arrival point, but they form
the basis for new research and results, and INTERACT is one of the best forums in
which to present and discuss them.

We are also happy to announce that for the first time the INTERACT proceedings
will be made available in a digital library. This is an important and useful innovation
for both authors and the HCI community, as the entire contents will remain accessible
and searchable over the years even for all those who have not attended the conference.

Last, but not least, let us thank all those who contributed to the success of the
conference, including the authors, the International Programme Committee and the
organizers. We are also grateful for the financial support of the sponsoring
organizations. A special thanks goes to our collaborators Carmelo Ardito, Silvia
Berti, Paolo Buono, Antonio Piccinno and Carmen Santoro for their invaluable
support in editing these proceedings and organizing the conference.

July 2005 Maria Francesca Costabile and Fabio Paterno
INTERACT 2005
Conference Co-chairs



IFIP TC13

Established in 1989, the International Federation for Information Processing
Technical Committee on Human-Computer Interaction (IFIP TCI13) is an
international committee of 29 member national societies and 5 Working Groups,
representing specialists in human factors, ergonomics, cognitive science, computer
science, design and related disciplines. INTERACT is its flagship conference, staged
biennially in different countries in the world. The next INTERACT conference,
INTERACT 2007, will be held in Brazil.

IFIP TC13 aims to develop a science and technology of human-computer
interaction by encouraging empirical research, promoting the use of knowledge and
methods from the human sciences in design and evaluation of computer systems;
promoting better understanding of the relation between formal design methods and
system usability and acceptability; developing guidelines, models and methods by
which designers may provide better human-oriented computer systems; and, co-
operating with other groups, inside and outside IFIP, to promote user-orientation and
“humanisation” in system design. Thus, TC13 seeks to improve interactions between
people and computers, encourage the growth of HCI research and disseminate these
benefits world-wide.

The main orientation is towards users, especially the non-computer professional
users, and how to improve human-computer relations. Areas of study include: the
problems people have with computers; the impact on people in individual and
organisational contexts; the determinants of utility, usability and acceptability; the
appropriate allocation of tasks between computers and users; modelling the user to aid
better system design; and harmonising the computer to user characteristics and needs.

While the scope is thus set wide, with a tendency towards general principles rather
than particular systems, it is recognized that progress will only be achieved through
both general studies to advance theoretical understanding and specific studies on
practical issues (e.g., interface design standards, software system consistency,
documentation, appropriateness of alternative communication media, human factors
guidelines for dialogue design, the problems of integrating multi-media systems to
match system needs and organizational practices, etc.).

IFIP TC13 stimulates working events and activities through its Working Groups.
WGs consist of HCI experts from many countries, who seek to expand knowledge and
find solutions to HCI issues and concerns within their domains, as outlined below.

In 1999, TCI13 initiated a special IFIP Award, the Brian Shackel Award, for the
most outstanding contribution in the form of a refereed paper submitted to and
delivered at each INTERACT. The award draws attention to the need for a
comprehensive human-centred approach in the design and use of information
technology in which the human and social implications have been taken into account.
Since the process to decide the award takes place after papers are submitted for
publication, the award is not identified in the Proceedings.

WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI education at
all levels of higher education, coordinate and unite efforts to develop HCI curricula
and promote HCI teaching;
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WG13.2 (Methodology for User-Centred System Design) aims to foster research,
dissemination of information and good practice in the methodical application of HCI
to software engineering;

WG13.3 (HCI and Disability) aims to make HCI designers aware of the needs of
people with disabilities and encourage development of information systems and tools
permitting adaptation of interfaces to specific users;

WG134 (also WG2.7) (User Interface Engineering) investigates the nature,
concepts and construction of user interfaces for software systems, using a framework
for reasoning about interactive systems and an engineering model for developing user
interfaces;

WG13.5 (Human Error, Safety and System Development) secks a framework for
studying human factors relating to systems failure, develops leading edge techniques
in hazard analysis and safety engineering of computer-based systems, and guides
international accreditation activities for safety-critical systems;

WG13.6 (Human-Work Interaction Design) aims at establishing relationships
between extensive empirical work-domain studies and HCI design. It will promote the
use of knowledge, concepts, methods and techniques that enables user studies to
procure a better apprehension of the complex interplay between individual, social and
organisational contexts and thereby a better understanding of how and why people
work in the ways that they do.

New Working Groups are formed as areas of significance to HCI arise.
Further information is available at the IFIP TC13 website: http://www.ifip-hci.org/
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Abstract. Among others, Hummels, Djajadiningrat and Overbeeke (Knowing,
Doing and Feeling: Communication with your Digital Products.
Interdisziplindres Kolleg Kognitions und Neurowissenschaften, Giinne am
Mohnesee, March 2-9 2001, 289-308.), have expressed the notion that the real
product of design is the resultant “context for experience” rather than the object
or software that provokes that experience. This closely corresponds to what I
refer to as a transition in focus from a materialistic to an experiential view of
design. Paraphrasing what I have already said, is not the physical entity or what
is in the box (the “material” product) that is the true outcome of the design
process. Rather, it is the behavioural, experiential and emotional responses that
come about as a result of its existence and use in the “wild”.

Designing for experience comes with a whole new level of complexity. This
is especially true in this emerging world of information appliances, reactive
environments and ubiquitous computing, where, along with those of their users,
we have to factor in the convoluted behaviours of the products themselves.
Doing this effectively requires both a different mind-set, as well as different
techniques.

This talk is motivated by a concern that, in general, our current training and
work practices are not adequate to meet the demands of this level of design.
This is true for those coming from a computer science background, since they
do not have sufficient grounding in design, at least in the sense that would be
recognized by an architect or industrial designer. Conversely, those from the
design arts, while they have the design skills, do not generally have the
technical skills to adequately address the design issues relating to the complex
embedded behaviours of such devices and systems.

Hence, in this talk, we discuss the design process itself, from the perspective
of methods, organization, and composition. Fundamental to our approach is the
notion that sketching is a fundamental component of design, and is especially
critical at the early ideation phase. Yet, due to the temporal nature of what we
are designing, conventional sketching is not — on its own — adequate. Hence, if
we are to design experience or interaction, we need to adopt something that is to
our process that is analogous to what traditional sketching is to the process of
conventional industrial design.

It is the motivation and exploration of such a sketching process that is the
foundation of this presentation.
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Intelligent Architecture: Embedding Spaces with a Mind
for Augmented Interaction

Flavia Sparacino
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Abstract. Our society’s modalities of communication are rapidly changing: we
divide our activities between real and digital worlds and our daily lives are
characterized by our constant access-to and processing-of a vast quantity and
variety of information. These transformations of our lifestyle demand both a
new architecture and interaction modalities that support the new as well as old
ways of communicating and living.

As a consequence of the prevalent role of information in today’s society,
architecture is presently at a turning point. Screens are everywhere, from the
billboards which dot the contemporary urban cityscape, to the video walls
which welcome us in the entry-halls of corporate headquarter buildings, to our
desktop computer monitor at home, the PDA in our pocket, or the tiny private-
eye screens of wearable computers. Wearable computers are starting to
transform our technological landscape by reshaping the heavy, bulky desktop
computer into a lightweight, portable device that’s accessible to people at any
time. Computation and sensing are moving from computers and devices into the
environment itself. The space around us is instrumented with sensors and
displays, and this tends to reflect a widespead need to blend together the
information space with our physical space. "Augmented reality” and "mixed
reality" are the terms most often used to refer to this type of media-enhanced
interactive space. The combination of large public and miniature personal
digital displays together with distributed computing and sensing intelligence
offers unprecedented opportunities to merge the virtual and the real, the
information landscape of the Internet with the urban landscape of the city, to
transform digital animated media in public installations, in storytellers, also by
means of personal wearable technology.

To meet the challenges of the new information- and technology-inspired
architecture we need to think of the architectural space not simply as a container
but as a living body endowed with sensors, actuators, and a brain (a mind), a
space capable of assisting people in the course of their activities within such
spaces.

On the basis of my work and research I will argue that intelligent
architecture needs to be supported by three forms of intelligence: perceptual
intelligence, which captures people's presence and movement in the space in a
natural and non-encumbering way; interpretive intelligence, which
"understands" people's actions and is capable of making informed guesses about
their behavior; and narrative intelligence, which presents us with information,

M.F. Costabile and F. Paterno (Eds.): INTERACT 2005, LNCS 3585, pp. 2—-3, 2005.
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articulated stories, images, and animations, in the right place, at the right time,
all tailored to our needs and preferences.

This talk will describe and illustrate a series of models, technological
platforms and installations the author developed originally at the MIT Media
Lab (1994 to 2002) and later commercially for Sensing Places (2003 to 2005).
They contribute to defining new trends in architecture that merge virtual and
real spaces, and are currently in the process of reshaping the way we live and
experience the museum, the home, the theater, and the modern city.
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Abstract. The Web took the world by storm, and as a result developed rapidly
in many directions. However it still exhibits many aspects of its early
development, such as its visual and computer-screen orientation. But the Web is
still developing rapidly: there are now more browsers on mobile telephones
than on desktops, and there is a vast diversity in types of devices, types and
orientations of screens, and sizes (in number of pixels), and resolutions (in dpi)
of screens.

Dealing with this diversity is impossible to address just by keeping a list of
all the possible devices, or even a list of the most-used ones, and producing
different sites for them, since the complexity would be unmanageable, and
because once sites started turning away browsers and devices they didn't know,
the browser makers responded by disguising themselves to such sites as other
browsers.

On top of this diversity there is also the diversity required for accessibility.
Although providing access for the visually impaired is an important reason for
accessibility, we are all more or less visually impaired at one time or another.
When displaying an application on a projector screen at a conference or
meeting, the whole audience will typically be visually impaired in comparison
to someone sitting behind a computer screen. The existence of separate so-
called "Ten-foot Interfaces" (for people controlling their computers by remote
control from an armchair ten feet away) demonstrates that the original
applications are not designed for accessibility. Furthermore, Google (and all
other search engines) is blind, and sees only what a blind user sees of a page; as
the webmaster of a large bank has remarked, "we have noticed that improving
accessibility increases our Google rating".

The success of the Web has turned the browser into a central application
area for the user, and you can spend most of your day working with applications
in the browser, reading mail, shopping, searching your own diskdrive. The
advent of applications such as Google Maps and GMail has focussed minds on
delivering applications via the web, not least because it eliminates the problems
involved with versioning: everyone always has the most recent version of your
application. Since Web-based applications have benefits for both user and
provider, we can only expect to see more of them in the future.

But this approach comes at a cost. Google Maps is of the order of 200K of
Javascript code. Such applications are only writable by programming experts,
and producing an application is not possible by the sort of people who often
produce web pages for their own use.

The Web Interfaces landscape is in turmoil at the moment. Microsoft has
announced a new markup language and vector graphics language for the next
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version of Windows; probably as a response Adobe has acquired Macromedia
and therefore Flash; W3C have standards for applications in the form of
XForms, XHTML and SVG and are working on 'compound documents'; and
other browser manufacturers are calling for their own version of HTML.

What are we to make of these different approaches? Are they conflicting?
Have any addressed authorability, device-independence, usability or
accessibility? Is it even possible to make accessible applications? HTML made
creating hypertext documents just about as easy as it could be; do any of the
new approaches address this need for simplicity, or has power been
irretrievably returned to the programmers?

This talk discusses the requirements for Web Applications, and the
underpinnings necessary to make Web Applications follow in the same spirit
that engendered the Web in the first place.
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Abstract. This paper presents an initial investigation into the use of Tactons, or
tactile icons, to present progress information in desktop human-computer
interfaces. Progress bars are very common in a wide range of interfaces but
have problems. For example, they must compete for screen space and visual
attention with other visual tasks such as document editing or web browsing. To
address these problems we created a tactile progress indicator, encoding
progress information into a series of vibrotactile cues. An experiment
comparing the tactile progress indicator to a standard visual one showed a
significant improvement in performance and an overall preference for the tactile
display. These results suggest that a tactile display is a good way to present
such information and this has many potential applications from computer
desktops to mobile telephones.

1 Introduction

Progress bars are a common feature of most graphical human-computer interfaces.
They are used to indicate the current state of a task which does not complete
instantaneously, such as downloading documents from the web or copying files.
Myers [14] showed that people prefer systems with progress indicators, as they give
novices confidence that a task is progressing successfully, whilst experts can get
sufficient information to predict the approximate completion time of the task.

The problem with visual progress bars is that they can become hidden behind other
windows on the desktop and often have to compete for visual attention with other
tasks the user is trying to perform. Tactile presentation has the potential to solve these
problems: progress indicators are temporal and temporal patterns are well perceived
through the skin. This paper presents an initial experimental investigation into a
vibrotactile progress indicator that does not require visual attention, communicating
the progress of a task via a series of tactile pulses.

2 Previous Work

For a progress bar to be effective at keeping the user informed about the state of the
task, Conn [6] says that it should have good time affordance, i.e. the user must be able
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to tell “when things are okay and when there are problems, and can generally predict
when a task will be completed”. To do this, Conn suggests a progress bar should give
an indication of eight task properties:

1. Acceptance: What the task is and whether it has been accepted.
2. Scope: The overall size of the task and the corresponding time it is expected to
take;
. Initiation: Clear indication that the task has successfully started;
4. Progress: Clear indication of the task being carried out, and the rate at which the
overall task is approaching completion;
. Heartbeat: Indication that the task is still “alive”;
. Exception: Indication that a task has errors;
7. Remainder: Indication of how much of the task remains and/or how much time is
left before completion;
8. Completion: Clear indication of termination of the task and the status at
termination.

(98]

AN

Several types of progress indicators are commonly used, from ‘egg-timer’ or ‘clock
hands’ cursors to progress bars (see Figure 1). This paper will consider the latter as
they provide more information to the user about the task in progress. They are used
when files are copied, transferred or downloaded, etc., and are very common in
desktop computer interfaces. They also occur on devices such as mobile telephones or
MP3 players, where progress bars are used to indicate the download of web pages or
the transfer of photographs or sound files.

Copying... E|

L -
TR-1996-23{toolkit). PDF
From 'papers' to 'papers’

[FEesnnnnnnnnnn ] Cancel

3 Minutes Remaining

Fig. 1. The progress bar used by Microsoft Windows XP (www.microsoft.com/windowsxp)

Figure 1 shows a progress bar from the Windows XP operating system. In terms of
Conn’s properties the progress window itself and the type of task indicated in its title
bar show Acceptance. Scope is given by the time remaining indicator under the
progress bar. [Initiation is indicated by the paper icon above the progress bar
beginning to fly from the folder on the left to the one on the right. The progress bar
itself gives and indication of the Progress of the task. The flying paper icon gives
Heartbeat information. Exceptions will be indicated by an error window popping up
over the progress bar. Remainder is indicated by the amount left on the progress bar
and the time indicator. Completion is indicated by the disappearance of the progress
window.
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The indicator presents information about progress very successfully, but there is
one problem: users often move progress indicators to the edge of their displays, or
cover them up with other windows so that they can get on with other tasks whilst, for
example, files copy. This means that the display of information is lost. Users may
occasionally bring the progress window to the front to see how things are going, but
for much of the time it will be hidden. The problem is that the screen is a limited
resource (even with large displays) and users want to maximize the amount they
devote to their main tasks. A visual progress indicator must compete for visual
attention with a primary task (e.g. typing a report) so the user ends up trying to
concentrate on two visual tasks at once. In this paper we suggest that sharing the tasks
between two different senses may be a better way to present this information; the user
can look at the main task and feel the progress indicator.

2.1 Audio Progress Indicators

There has been some work into the design of sonic progress indicators that give
information about progress using non-speech sounds, avoiding problems of screen
space. Gaver [10] used the sound of liquid pouring from one container to another to
indicate copying in his SonicFinder. The change in pitch of the sound gave the
listener information about the how the copy was progressing and how close it was to
the end. Crease and Brewster [7, 8] looked at using structured non-speech sounds
called Earcons to indicate progress. They designed a system that presented Initiation,
Progress, Heartbeat, Remainder and Completion. They used a low-pitched sound to
represent the end of the progress task and a ‘progress’ sound to indicate the current
amount of the task completed. This started at a high pitch and gradually lowered until
it reached the pitch of the end sound. The listener knew when a task had completed
because the two played at the same pitch. The design of our tactile progress indicator
was partly based on this, but mapped into the time, rather than frequency, domain.

2.2 Tactile Human-Computer Interaction

There have been some good examples of the use of tactile displays to improve
human-computer interfaces. Mackenzie and others have successfully shown that basic
tactile feedback can improve pointing and steering type interactions [1, 5]. Tactile
cues can aid users in hitting targets such as buttons faster and more accurately. Lee et
al. [13] and have recently developed a tactile stylus to use on touch screens and
PDA’s. Poupyrev et al. and Fukumoto et al. [9, 15, 16] have looked at the use of a
tactile displays on handheld computers. Much of the focus of work in this area is on
device and hardware development; until recently there were few tactile transducers
routinely available and they were often designed for use in different domains (for
example, sensory substitution systems [12]). Now many mobile telephones and PDAs
have vibrotactile actuators included for alerting. These can be used for other purposes.
Poupyrev et al. [16] have begun to look at interactions using the devices they have
created. They describe a tactile progress bar where progress is mapped to the time
between two clicks. They say it “... was easy to relate the tactile feedback to the current
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status of the process”, but very little information is given on the design and no
evaluation of its effectiveness is reported.

Techniques for encoding information in tactile cues have been investigated in the
area of speech presentation to people with hearing impairments. Summers [17] used
temporal patterns along with frequency and amplitude to encode speech information
in vibrations, and found that participants mainly used information obtained from the
temporal patterns, rather than from frequency/amplitude modulations. This suggests
that rhythmic patterns would be a good place to start when designing cues for tactile
displays.

Brewster and Brown have proposed Tactons, or tactile icons. These are structured,
abstract messages that can be used to communicate tactually [2-4]. Information is
encoded into Tactons using the basic parameters of cutaneous perception, such as
waveform, rhythmic patterns and spatial location on the body. Their early results have
shown that information can be encoded effectively in this way. Simple Tactons will
be used in our system to indicate the state of progress.

2.3 Audio Versus Tactile Presentation

One disadvantage with the auditory display of progress is that either the user must
wear headphones or use loudspeakers. Headphones tie the user to the desk and are not
always appropriate, and loudspeaker presentation can be annoying to others nearby if
the volume is up too high. The advantage of audio is that output devices are common
and cheap and users can hear the display from anywhere around them.

Tactile displays do not have the issue with being public as they make no sound, so
information can be delivered discretely. The disadvantage is that they must be in good
contact with the skin for information to be perceived. Vibrotactile transducers are also
not yet common on most desktop computers. If body location is to be used as a design
parameter then transducers need to be mounted on different parts of the body and this
can be intrusive. Mice such as the Logitech iFeel mouse (www.logitech.com) or most
mobile phones and PDA’s have a simple vibrotactile transducer built in. The problem
is that if the user’s hand is not on the mouse or phone then feedback will be missed.

One other issue is distraction. Carefully designed sounds can be habituated and
fade into the background of consciousness, only coming to your attention when
something changes (just as the sound of an air conditioner only gets your attention
when it switches on or off, the rest of the time it fades into the background). It is not
clear how we can design tactile displays to facilitate habituation. We easily habituate
tactile stimuli (think of clothes for example) but it is not yet clear how we might
design dynamic cues that do not annoy the user. We also, of course, need to avoid
numbness by too much stimulation.

The choice of vibrotactile, auditory or visual display of information depends on
how and when it will be used. At different times one or the other (or a combination of
all three) might be most effective. Detailed study of interactions using tactile is
needed to understand how to design them and when they should best be used.
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3 Experiment

An experiment was conducted to investigate if progress information could be
presented using simple Tactons, and if presenting it this way would be more effective
than its standard visual form.

3.1 Design of a Tactile Progress Indicator

The basic design of our progress indicator mapped the amount remaining of a
download to the time between two pulses; the closer together the pulses the closer to
the end of the download. The download is complete when the cues overlap. The time
gap between the pulses is scaled to the amount being downloaded (up to a maximum
of a 10 second gap in this case).

An Oboe timbre was used as the waveform for all of the cues. This gave a strong
signal when presented through the transducer used. The Tactons were all played at a
frequency of 250Hz; this is the resonant frequency of the transducer and also the
optimum frequency of perception on the skin. The design of the progress indicator
used three simple Tactons (the structure of the Tactons used is shown in Figure 2):

e Start: this indicated the start of a new download. A tone that increased in
amplitude from 0 to maximum over a period of 1.5 seconds followed by 0.5
seconds at maximum amplitude was used.

e Current: this marked the current position of the progress indicator and was a single
pulse lasting 0.5 seconds. For a new download this was played directly after the
Start cue finished. Figure 3 shows the waveform of this stimulus.

e Target: this represented the end of the task. As the download progressed the
Current stimuli got closer in time to the Target. When they overlapped the
download was finished. The Target cue was a series of 4 short pulses, each lasting
0.6 seconds with a total length of 2.5 seconds. This made the two stimuli feel very
different to avoid confusion.

According to Conn’s properties this progress indicator gives information on
Initiation (Start cue), Progress (movement of Current cue towards Target), Heartbeat
(the pulsing of the Current cue), Remainder (the difference in time between the
Current and Target cues), Completion (the combined Current and Target cue).
Information was not given on Acceptance, in this case the task was always the same:
file downloading. No Exceptions occurred in this experimental study so no feedback
was needed.

A single VBW32 transducer was used (see Figure 4). This transducer was designed
for use in tactile hearing aids, and is relatively low cost at US$80. It was mounted on
the top of the wrist of the non-dominant hand, under a sweat band to keep it tight
against the skin. This kept it out of the way so that it did not interfere with typing.
Headphones were worn (but not connected) to stop any sounds from the transducer
being heard by the participant. The transducer is simple to use as it plugs into the
headphone socket of a PC and is controlled by playing sound files. The use of a single
transducer meant that this simple design could be used in a range of different devices,
for example on a mobile telephone held in a user’s hand.
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Fig. 2. A schematic layout of the feedback used in the progress indicator for a new download.
This would repeat (without the Start Tacton) until the download had completed

o 0100 0200 0300 0400 0500

| A
Rl UL R

40

05

Fig. 3. Waveform of the Current Tacton

Fig. 4. The Tactaid VBW32 tactile transducer from Audiological Engineering Corporation
(www.tactaid.com)

3.2 Experimental Design and Procedure

The experiment was a two-condition within subjects design. The independent variable
was interface type with two levels: the standard visual progress bar and the tactile
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progress bar (with no visual display of progress). Participants experienced both
interfaces with the order of presentation counterbalanced. The dependent variables
were time to respond to the end of a download (the difference in time from when the
download actually finished to when the user clicked the Finished button) and
subjective workload.

Hart and Staveland [11] break workload into six different factors: mental demand,
physical demand, time pressure, effort expended, performance level achieved and
frustration experienced. NASA has developed a measurement tool, the NASA-Task
Load Index (TLX) for estimating these subjective factors. We used this but added a
seventh factor: Annoyance. In the experiment described here annoyance due to the
tactile feedback was measured directly to find out if it was an issue. We also asked
participants to indicate overall preference for the two interfaces.

The main experimental hypotheses were that the time taken to respond to the
tactile stimuli would be shorter than for the visual stimuli. In addition, subjective
workload would be significantly reduced by the inclusion of the tactile stimuli.

Fourteen subjects were used, all students from the University of Glasgow. Four
reported themselves as touch-typists; the remainder as ‘hunt-and-peck’ typists.

The experimental task simulated a typical desktop interaction where the user had to
type text and monitor file downloads at the same time. Participants typed in poetry
which was given to them on sheets by the side of the computer used in the study.
Their task was to type as much poetry as possible in the time of the experiment.
Whilst typing they also had to monitor the download of a series of files and begin the
download of the next as soon as the current one had finished.

The experimental software was run on a Windows XP machine with a 21 inch
monitor set to a resolution of 1600 x 1200 pixels and the application maximized to
full screen. Five downloads took place in each condition. These were the same for
both conditions and ranged in time from 12 seconds to 1 minute. Two sets of poems
were used, taken from the same source.

The Visual condition used a standard Microsoft Windows style progress bar,
presented in the right hand corner of the screen (see Figure 5). On the left hand side of
the screen was a large area for typing text. The Finished button was pressed when the
participant noticed that a download had completed; when pressed it started the next
download and recorded time to respond. (The Start button was used to start a
condition and the Close button was used to close the application after the last
download had been completed.)

The Tactile condition was exactly the same, except that the visual progress bar was
not presented. The tactile cues described above were used to present the progress
information in this condition.

Subjects were given a brief (approximately 5 minutes) training period before each
condition. This gave them some training in the task they were about to perform and
the cues they would receive. They received three practice downloads. After each
condition they filled in NASA TLX workload charts.
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Fig. 5. The experimental interface for the Visual condition of the experiment

3.3 Results

The response times to the downloads are shown in Figure 5. The results show that the
participants performed slower in the Visual condition with a mean time to respond of
13.54 seconds (SD 5.2) versus 8.7 seconds (SD 5.6) in the Tactile condition. A T-test
showed a significant effect for interface type (T;3=3.23, p=0.007), showing that
participants noticed the end of a download significantly more quickly in the Tactile
condition, confirming the first hypothesis.

In addition, the number of times the participants pressed the Finished button before
the current download had finished was counted (this gives some idea of how well
users understood the progress cues given). Participants clicked too early 4 out of 70
times in the Visual condition and 8 times in the Tactile. This suggests that users were
monitoring well in both conditions, further confirmation that participants could use
the tactile progress bar.

The results for subjective workload are presented in Figure 6. Overall workload
(computed from the standard six workload factors) showed no significant difference
between the two conditions with a mean of 8.5 (SD 2.4) for the Visual condition and
7.5 (SD 2.4) for the Tactile (T;3=0.88, p=0.39). The second hypothesis was therefore
not confirmed.

Annoyance showed no significant difference between conditions (T;3=1.38,
p=0.19). Overall preference did show an effect with the Tactile condition significantly
preferred over the Visual (T,;3=4.00, p=0.001).
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Fig. 6. Mean times to respond to the end of downloads

3.4 Discussion and Future Work

The results of this experiment showed that a simple tactile display could make a
successful progress indicator. Participants responded more quickly to the tactile
progress indicator than to the visual one. We suggest that this is because the use of the
tactile display allowed participants to concentrate visual attention on their primary
typing task whilst monitoring the background task of downloading files with their
sense of touch, facilitating a sharing of the tasks between senses.

Workload was not significantly reduced by the tactile progress indicator, as
predicted. Workload was improved in all categories apart from the mental demand of
using the tactile progress indicator. This result may have been due to the unusual task;
it is not common to monitor information presented in this way. The effect may be
reduced with further exposure to such progress presentation. Participants did prefer
the tactile display, which is positive, but this result should be taken with care as there
could be some novelty effect. A longer term study would be needed to measure
preference over time, but initial results are encouraging. In addition, a further study
could look at performance in the typing task to see if users slowed down more or
made more typing errors with one type of presentation or another.

Participants took a long time to respond to the end of downloads in both
conditions. In Crease’s experiment [8] participants responded in 5.3 seconds on
average in the visual progress bar condition and 2.8 seconds in the audio. Part of the
reason for the difference between this experiment and ours may have been the
experimental instructions; in our experiment we told participants that the typing task
was their main focus and that they should monitor downloads in the background.
Another issue could have been the poetry used. This generally had short lines and it
may have been that participants wanted to finish a line before responding to the
progress bar (this appeared to happen in informal observations of some users).
Therefore the absolute values of response times are less useful than the fact that there
was a significant reduction in the Tactile condition. Crease’s auditory progress
indicator caused a 47% reduction in time to respond. Our tactile progress indicator
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caused a 36% reduction in time to respond. An interesting study would be to examine
all three types of progress displays in one experiment to compare their performance.
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Performance
Overall

Preference

Workload Category

Fig. 7. Mean subjective workload results. Lower scores mean lower workload, except for
Performance and Overall Preference where higher scores indicate better performance.

The design we created was simple, using just one transducer. This is beneficial as
the cost of adding our tactile display is low so that such a progress indicator could be
used in many different situations. Many mobile phones and handheld computers
already have a basic tactile transducer in them for alerting purposes. We could use
this to present progress information non-visually. This is particularly important as
these devices have very limited screen space.

Further work should investigate other designs for the Tactons to see if we can get a
faster response from users, for example. These were a first attempt and there is little
useful guidance in the literature to facilitate good design. Since this experiment was
performed Brown et al. [4] have begun to develop some design guidelines for Tactons
and these could be incorporated into a future version. We could also make more
sophisticated displays of progress information using multiple transducers. For
example, a belt of transducers around the waist could be used. In this case a download
might start at the front and then move around the body clockwise. When vibration is
at the right hip 25% of a download is completed, when at the left hip 75%, and 100%
when the vibration reaches the front again. We will need to investigate if this gives a
better perception of progress than the simple design presented here.

We have only looked at five of Conn’s properties of progress indicators. A further
step would be to design cues to represent the others. Acceptance might be difficult to
present as some form of text is really needed to indicate what type of task has started,
unless the possible set of different tasks is small. If that is the case then a Tacton
could be included before the progress indicator starts to show its type. Exception
would be easier as an error Tacton could be created that felt very different to the
others to indicate problems and attract the user’s attention. Scope might also be
challenging, especially if the download is very large, as just leaving very long gaps
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between the tactile cues to show size is likely to confuse users because they will not
know if the download has stopped or not. A Scope Tacton could be created that gave
some indication of the overall size (perhaps a short Tacton for ‘short’ downloads, up
to a longer one to represent ‘long” downloads) and this could then be played before
the main download started.

4 Conclusions

The experiment reported in this paper has shown that progress indicators can be
presented in a tactile form, and that they can be more effective than standard visual
progress bars. This is important as it allows users to keep their visual attention on a
main task, such as typing, and use their sense of touch to receive information on the
state of downloads. This experiment is one of the few that have investigated the
design of tactile interactions. Much work is going into the development of new
devices and hardware but less into the design of interactions using tactile displays.
Our results show that it is possible to create effective desktop interactions using
Tactons and further studies are planned to investigate other interactions. The simple
design of our progress indicator also means that it may be applicable in other
situations, for example handheld computers and mobile telephones could use such an
indicator without sacrificing any valuable screen space.
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Abstract. This paper describes a model for haptizing wind on a weather map.
To design the model, we examined the human sensory scale to represent wind
speed and direction with appropriate haptic stimuli, and examined parameters of
the stimulus that allow a user to easily recognize changes in wind speed and di-
rection. The results of these experiments show that vibration frequency can rep-
resent wind speed while a constant reactive force represents direction. The
model solves a problem users of reactive force-only systems have difficulty
identifying direction when the force is small due to light wind. Based on the
model, we have developed a prototype weather information system with visual
and haptic information.

1 Introduction

Haptic stimuli are used to present complex scientific information, such as hydrody-
namic and weather data, in a readily understandable format. Techniques for haptizing
generally provide the fingertips or palms of the user with tactile stimuli by using a
kinesthetic feedback device [1].

One application of this technique is haptizing wind. This allows the user to feel
wind speed and direction by assigning a reactive force or vibration to these properties
[2, 3]. However, in previous systems, which convey direction and speed using the
same reactive force, users have had difficulty perceiving direction when wind speed is
low, just as with real wind.

To address this problem, we investigate using separate tactile stimuli to represent
wind speed and direction. This requires identifying two stimuli that users can perceive
changes in simultaneously and without confusion.

In this study, we examined variations in several tactile stimuli and concluded that
vibration frequency can effectively represent wind speed while a constant reactive
force represents direction. We then apply this combination to a model of haptization.

2 Related Works

Kashiwabara et al. suggested a technique for visualization and haptization of swirling
flow in a pipe, implementing contact sensation of virtual particles [2]. The technique
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converts velocity and pressure vectors into reactive forces in order to produce haptic
data from particle distribution data.

Reimersdahl et al. developed ViSTA FlowLib, which provides haptic information
about fluid motion for cases where it is difficult to represent the motion visually, such
as local fluid changes [3]. This system provides a scalar field and a vector field of
tactile sensation.

A problem with these approaches is that, in faithfully reproducing the relative mag-
nitudes of the variables, they do not consider limitations in the users’ sensitivity to
tactile stimuli. However, some studies have adapted human sensory scales into hapti-
zation. Noma et al. studied a method of representation of volume data using a force-
feedback display with haptic sensation [4]. This system uses a reactive force and
twisting torque with six degrees of freedom and provides visual information through a
head-mounted display. They adjusted the intensity of tactile stimuli to human percep-
tion using a difference threshold. However, their system has not been experimentally
validated.

Yano et al. developed the VibroGlove and proposed using it to haptize through vi-
bration the direction and speed of a fluid stream [5]. The VibroGlove is a CyberGlove
(Virtual Technologies Inc.) mounted with seventeen vibrators. They designed a haptic
system based on human perception by correcting the intensity of tactile stimuli using
magnitude estimation, sensory accuracy perception, and a difference threshold of
vector directions. The VibroGlove has been used to represent the overall flow field of
large spaces, such as CAVE [6]. However, it is not clear if it can be used for small
spaces, such as PHANToM (SensAble Technologies Inc.). It is still necessary to de-
termine the optimal tactile stimulus type and parameters for haptizing flow at a single
point, such as a stylus or fingertip.

3 Perception Experiments with Haptized Wind

This section describes perception experiments to address the problem of haptizing
wind. We examined various tactile stimuli to represent wind speed and direction, with
consideration of human sensory characteristics and sensitivities. We empirically in-
vestigated combined tactile stimuli to simultaneously convey wind speed and direc-
tion. We used a two-dimensional vector field on a weather map, employing the Beau-
fort wind scale for representing speed with sixteen possible directions.

3.1 Experimental Environment

We used PHANTOM and a Reachin Display (Reachin Technologies AB) for haptiz-
ing wind (Fig. 1). PHANToM provides a stylus with force feedback, allowing a user
to feel reactive force, vibration, hardness, roughness, slope and salience. The Reachin
system reflects three-dimensional graphics off a semitransparent mirror, so that they
appear below the plane of the mirror. The user can see his hands underneath the mir-
ror and “touch” the virtual objects. We presented overall information visually, and
local detailed information haptically. The devices were connected to a Windows PC
(Intel Pentium III 700 MHz dual CPU, 512 MB RAM, INTERGRAPH Intense3D
4105 graphics card, Microsoft Windows 2000 Professional OS). We used Reachin
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API 3.0 to create a three-dimensional space and to develop tactile stimuli for repre-
senting wind.

In a subject’s differentiation between tactile stimuli is confounded by PHANToM’s
motor, which produces distinguishable noises. Therefore, subjects wore sound-
masking headphones (Fig. 1.).

Fig. 1. Experimental environment with PHANToM and Reachin Display

3.2 Appropriateness of Stimuli

We asked subjects to compare the appropriateness of four stimuli for wind flow field,
using Scheffé’s paired-comparison method. The stimuli tested were those which
PHANTOM could generate and users could feel changes in without moving the stylus
or having to repeatedly “touch” a surface.

Experimental Task. A Subject put the top of stylus on a plate (the size is Scm x 6¢cm)
and answered appropriateness of a tactile stimulation to wind. Fig. 2 shows six plates
assigned two tactile stimulations on the half mirror of Reachin Display. Three of the
six plates were placed on upper side, and other three of them were placed lower side.
The three plates on upper side were assigned one tactile stimulation of four
stimulations, and the three plates on lower side were assigned another tactile
stimulation. Moreover, each plate was assigned the different intensity of stimulus.

A subject answered appropriateness between two stimulations on each side sepa-
rately after he/she touched the six plates about five seconds of each other. While
touching the plates, the subject pointed at the same position on the plate without trac-
ing the plate.

We used a 7 point Likert scale as an answer of a trial. A subject, therefore, needed
to select one of the 7 points between two tactile stimulations. We also used Scheffé’s
paired comparison method to analyze subjects’ answers between two stimulations.
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Fig. 2. Display for evaluation for appropriateness

Experimental Stimuli. Fig. 3 and Table 1 show four tactile stimulations of our
experiment, which are reactive force, vibration, hardness and slope. Reactive force (0.5,
1.0, 2.0 [N]) is unidirectional force to push the stylus form right to left on a parallel with
a plate. Vibration (frequencies: 0.5, 1.0, 1.5 [Hz], amplitude: 1.0 [N]) is simple
harmonic oscillation to move the stylus longitudinally on a parallel with a plate.
Hardness (50, 100, 200 [N/m]) is normal force on a plate when a subject vertically
pushes the stylus on a plate. Slope (0.5 [rad]) is slope of a plate that rotates on its center
axis, which divide the plate in half longitudinally. As regarding the slope stimulation,
we set the just one condition because we thought that to change an angle of the slope
had no effect on subjects when the subjects pointed at the same position on a plate.

The color and the size of all plates are the same each other as visual information,
and the differences among the plates are just tactile stimulation as haptic information.

l

R
Reactive Force Hardness

Vibration Slope

Fig. 3. Four tactile stimuli for evaluation for appropriateness
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Table 1. Intensities of four tactile stimuli

Stimulus Intensities
Reactive force 05N,1.0N,20N
Vibration 0.5Hz, 1.0 Hz, 1.5 Hz

Amplitude: 1.0 N
Hardness 50 N/m, 100 N/m, 200 N/m
Slope 0.5 rad

Results and Analysis. Twenty right-handed subjects participated in this experiment.
They consisted of fourteen males and six females between 26 and 30 years old.

The main effect of appropriateness among four stimulations is significantly differ-
ent by ANOVA (p < 0.01). Fig. 4 shows psychological scaling of appropriateness
among the four tactile stimulations about wind. In this figure, a higher level of the
value of the scaling means a higher level of appropriateness about wind, and Y(0.05)
and Y(0.01) mean a level of statistical significance between a stimulation and another
one.

The analysis shows that reactive force and vibration are equivalent appropriateness
about wind. In other words, we can use not only reactive force, which are used in
conventional haptization, but also vibration to represent wind with haptic information.
Namely, the result and analysis indicate possibility of a new haptization design that
allows us to use reactive force to express wind power and to use vibration to express
wind direction. Moreover, the design solves the problem that makes it hard to recog-
nize a wind direction when the wind power is low.

Y(0.05) —

Y(0.01)
Hardness Slope Reactive force
Vibration
-1 0.8 -0.6 04 02 0 02 04 0.8 0.8

I ook I ok I

Fig. 4. Psychological scaling of appropriateness for representing wind. A higher level of the
scaling means a higher level of appropriateness about wind.

3.3 A Correspondence Examination Between Scale of Wind and Frequency of
Vibration

As discussed previously, we revealed that we can represent scale of wind by using
change of frequency of vibration. For the next phase, we, therefore, established a
model of sensory scales of correspondence between the scale of wind and magnitude
of the frequency change. For this purpose, we conducted an experiment to determine
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the magnitude corresponding to scale of wind represented by numeric value and text
as weather information. In this experiment, we used magnitude of the frequency
change of wind in formula 1 (contribution ratio: 0.88) that was examined in a prior
experiment. The reason why we used this formula is that the rule is Stevens’ power
law between physical quantity (/) and haptic sensation (/) [7]. In formula 1, 7
means physical value, and ¥ and a mean constant numbers, which were examined in
the prior experiment.

1

S \e
= (;] [Hz] (1

(coefficient: k =5.20, ¢ = 1.26, contribution ratio: 0.88)

Experimental Task. A square plate (20 cm on a side) was represented on a half
mirror of the Reachin Display (Fig. 5). Numeric value of force of wind and text that
explains a situation of wind was displayed on the square (in Japanese). Subjects read
the value and text with touching the plate, which was assigned vibration, and
adjusted magnitude of the frequency change to his/her sense of the wind by using
“Up” button to increase the frequency and “Dn” button to decrease the frequency.
Before a subject started performing a task, he/she identified the upper frequency
limit and the lower frequency limit, which were adjustable range of a frequency. In
addition, we set a frequency randomly in the range when a subject started performing
a task.

: Fieachin AFT
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Fig. 5. Display for adjusting vibration frequency to wind speed
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Experimental Stimuli. We used the Beaufort wind scale of The Japan Meteoro-
logical Agency as value of force of wind and text that represent a state of wind power.
The wind scale consists of thirteen degrees of value from O to 12 and specification
about human activities about wind on land (Table 2) [8] [9]. Amplitude of vibration
was 0.83 [N] established in a prior experiment. The 0.83 [N] is the lower limit to
recognize a vibration with PHANToM. Direction of a vibration was lengthwise
direction of the square, as in the previous experiment (section 3.2).

Table 2. Beaufort wind scale [8]

Force Description

0 Calm; smoke rises vertically.

1 Direction of wind shown by smoke drift, but not by wind
vanes.

2 Wind felt on face; leaves rustle; ordinary vanes moved by wind.

3 Leaves and small twigs in constant motion; wind extends light
flag.

4 Raises dust and loose paper; small branches are moved.

5 Small trees in leaf begin to sway; crested wavelets form on
inland waters.

6 Large branches in motion; whistling heard in telegraph wires;
umbrellas used with difficulty.

7 Whole trees in motion; inconvenience felt when walking against
the wind.

8 Breaks twigs off trees; generally impedes progress.

9 Slight structural damage occurs (chimney-pots and slates re-
moved).

10 Seldom experienced inland; trees uprooted; considerable struc-
tural damage occurs.

11 Very rarely experienced; accompanied by wide-spread damage.

12 Very rarely experienced

Results and Analysis. Twenty-two right-handed subjects participated in this experiment.
They consisted of sixteen males and six females between 20 and 24 years old.

Fig. 6 shows a boxplot that illustrates a correspondence between force of wind
(horizontal axis) and subjects’ sensation magnitude for frequency of vibration (verti-
cal axis). A whisker on the boxplot means upper inner fence (a farthest value of 75th
percentile) or lower inner fence (a farthest value of 25th percentile), and a halfway
line represents median. An open circle on the boxplot corresponds to outliers.

The result shows that median of the sensation magnitude linearly increases with in-
creasing value of force of wind. Therefore, the correspondence between force of wind
(W) and the sensation magnitude (S ) is illustrated by formula 2, which is an ap-
proximated line with least-square method.

S=aW+b @)

(coefficient: a =10.25, b =-2.25, contribution ratio: 0.97)
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Fig. 6. Vibration frequencies corresponding to wind speeds

3.4 Discrimination of Wind Direction with Reactive Force and Vibration

In section 3.2 we established that it was possible to represent a wind flow field by
either reactive force or vibration, and in section 3.2 we established a model of the
vibration frequency used to represent wind speed. In this experiment, we investigated
subjects’ discrimination of wind direction on a wind flow field by representing wind
speed by vibration frequency and wind direction by the direction of a constant reac-
tive force. We then compared this system to one using a reactive force to represent
both wind properties.

Experimental Task. Subjects were shown a 16-point compass rose on the Reachin
Display (Fig. 7). Touching a direction with the stylus produced a randomly directed
reactive force. Subjects were asked to push the button corresponding to the direction
of the force.

Experimental Stimuli. There were two experimental conditions: one combining a
reactive force with vibration, and the other just a reactive force. The vibration
amplitude was 0.80 [N] as described in the section 3.3, and the vibration frequency
was 10 [Hz], which was the mean value selected by subjects in the experiment of
section 3.3. The reactive force was a constant 2.26 [N], which was established in a
prior experiment as the minimum constant force detectable using PHANToM.
Directions for reactive forces corresponded to the 16 cardinal wind directions (e.g.,
north-northwest, south-southeast, etc.).

Results and Analysis. Nine right-handed subjects participated in this experiment.
They consisted of six males and three females between 21 and 24 years old.

There was no significant difference between the two conditions in either average
time to select a direction (5.20 [s] with vibration vs. 5.95 [s] without vibration) or the
percentage of correctly identified directions (53.56% with vibration vs. 51.85% with-
out vibration).
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Fig. 7. Display for direction discrimination

The results show that it is difficult for subjects to discriminate among 16 directions
for a reactive force. However, when subjects’ responses were recalculated using only
eight directions, the percentage of directions correctly identified in both conditions
was over 90%. Therefore, to allow users a high level of discrimination, our model
must be limited to eight wind directions.

4 A Model for Haptizing Wind Using Reactive Force and
Vibration

In this section, we propose a model for haptizing wind and a weather information
system based on the model.

4.1 A Model for Haptizing Wind with Consideration of Human Sensory
Characteristics

Our model for haptizing wind considers human sensory characteristics and sensory
scales based on the results of the experiments described above. We limited the wind
field to two dimensions, both to simplify evaluation of the model and to simplify
integration of visual information for a weather information system.

Formula 3 represents each vector of wind on a grid flow field. In this formula,
v, is vector quantity from east to west and Vy is vector quantity from north to

south.

v=(vx,vy) 3)
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In our model, wind speed is represented by vibration frequency and wind direction
is represented by a constant reactive force. These are established in section 3.2.2.

Changes in vibration frequency are calculated from Formula 2. In addition, we de-
fine amplitude of vibration as a simple harmonic motion in order to avoid this force
affecting the constant reactive force for wind direction. We use Formulas 4, 5 and 6 to
generate simple harmonic motion. In Formulas 5 and 6, ¢ is the time change and f
is the frequency of a simple circular harmonic motion.

P =(Px, Py) 4)
P, =0.80sin(27t) (%)
P, =0.80cos(27ft) (6)

Formula 7 is the constant reactive force that represents just a wind direction; it is
composed of a unit vector and lower limit of detectable force. u =(sin8,cos®) is a unit

vector that is digitized from a wind vector v=(v.,v,) to one direction of eight com-
pass directions.

D =2.26u (N
Force F is resultant force transmitted through the stylus to represent wind:

F=P+D (8)

4.2 A Prototype Weather Information System with Visual and Haptic
Information

Using this model, we have developed a weather information system with visual and
haptic information. The system allows a user to simultaneously recognize speed and
direction of wind by vibration and reactive force, and the system combines the advan-
tages visualization and haptic information. For example, the system allows a user to
obtain global information, such as clouds and isobaric lines, as visual information,
and local information, such as wind speed and direction at a point, as haptic informa-
tion. Fig. 8 shows a prototype of the system. When a user indicates a point on the
weather map, he or she can feel the speed and direction of the wind at the point with
reactive force and vibration, and can see clouds around the point.

We embedded a quantizer and a renderer in this system. The quantizer obtains
quantified wind data from WMO DDB (World Meteorology Organization Distributed
Data Base) via FTP [10]. The renderer creates a virtual scene with visual and haptic
information by using our proposal model with the data from the quantizer. The ren-
derer updates wind data and a virtual scene in response to user’s request. The quan-
tizer downloads the latest weather data from the internet in response to update request
from the renderer. Fig. 9 shows the data flow from the WMO DDB to PHANToM and
Reachin Display.
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Fig. 8. Prototype weather information system with visual and haptic information
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Fig. 9. Data flow diagram of a prototype weather information system

5 Conclusions

In this paper, we have examined a model for haptizing wind on a weather map that
represents wind speed and direction simultaneously using different tactile stimuli,
with a focus on selecting stimuli that are easy for the user to understand. To design
the model, first we conducted experiments to determine appropriate tactile stimuli and
intensities for representing wind. The results showed that vibration frequency can
represent wind speed while constant reactive force represents wind direction. Our
experiments also showed that users can reliably discriminate eight directions of a two-
dimensional wind flow field, even when reactive force and vibration are assigned to
wind simultaneously. The model therefore solves the problem that users of reactive
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force-only systems have difficulty identifying direction when the force is small due to
light wind.

Using this model we developed a prototype weather information system. The sys-
tem provides a user with general weather conditions as visual information and wind
speed and direction as haptic information. Therefore, this system incorporates a good
part of features of both visual perception and tactile perception because users can put
the weather in perspective through sight and can perceive a wind at a local point by
the sense of touch without the distraction of visual information.

We hope to complete this system soon and then evaluate user interface about tac-
tile stimulations based on our model. After that, we are planning to propose a new
haptization model and a new haptic interaction based on human perception.
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Abstract. Quick prototyping of tangible user interfaces is currently hampered
by availability of toolkits and the double challenge of tinkering with software
and hardware. While software may be downloaded, hardware cannot. As a
work-around for a class on experimental prototyping of tangible appliances we
utilized the ARToolKit that tracks optical markers. By creatively adapting it,
our students quickly developed working prototypes, simulating a range of de-
vices and tracking technologies. Our approach enabled a focus on quick proto-
typing, idea testing and simulation of the interaction process. We explain our
reasons for using the ARToolKit, summarize its advantages and disadvantages,
present four students projects, and discuss our experiences and conclusions. In
particular we found that visual tracking has the advantage not to limit or deter-
mine possible interaction styles and thus fosters designing richer interaction.
We discuss this as a requirement for future tangible prototyping toolkits.

1 Introduction and Motivation

Quick prototyping of tangible user interfaces is currently hampered by the limited
availability of toolkits and the double challenge of bricolaging with software and
hardware. Sensing technologies are far from “plug and play” and require time to be
mastered while each providing different constraints on what can be tracked [19, 23]
and what style of interaction can be designed for. Wiring and soldering electronics
requires a lot of time and competencies, which neither computer scientists nor design-
ers usually possess [12]. Existing toolkits often consist of a combination of hardware
and software [11,12, 10], only the software being available for free download. With
limited budgets one is constrained in selection and often forced to decide on a specific
technology too early. For teaching, these problems are even more salient. Such issues
turned out as thresholds restricting proliferation of toolkits and accumulation of experi-
ence with TUI prototyping (especially for non-computer science communities) during
a 2004 workshop about “Toolkit support for interaction in the physical world” [2].

For a class on experimental prototyping of tangible interfaces and appliances we
used an existing toolkit widely used for Augmented Reality (short: AR), which relies
on visual detection of optical markers (“glyphs”). By creatively adapting this toolkit —
the ARToolkit [1], our students managed to quickly develop working prototypes of
tangible interfaces, building a range of devices, despite of no budget and almost no
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hardware. Using optical markers and vision software, they simulated other kinds of
sensing technology, which were not available. As this toolkit is easy to learn, stable
and easy to integrate with other software, we avoided many technical problems.

Adapting this existing (and well working) toolkit from another domain and using it
for tangible interaction prototypes provides an innovative work-around. Although the
ARToolKit has previously been used to develop tangible interaction [8, 20, 21], it has
to our knowledge up to now been rarely used systematically for “optical simulation”
of tangible interaction technologies - in particular not in this variety - and has not
been reflected as a teaching tool as well as in its virtues for quick prototyping and
focusing on interaction design.

In this article we

— Describe the constraints we had to live with in doing this class

— Present the ARToolKit and the supplementary Open Tracker toolkit used

— Explain the advantages and disadvantages of using this vision technology

— Describe four student group projects, explain the simulated sensing technolo-
gies, compare which aspects of the product idea could be prototyped and ex-
perienced

— Describe experiences and lessons learned from this class.

1.1 The Class Held and the Constraints Motivating Our Choices

We gave a 3 hour class on “Experimental Design” (6 ECTS) in summer 2004 within
the master program media informatics at the Vienna University of Technology. As
teacher and practical support person were further involved Prof. Ina Wagner and Kre-
simir Matkovic. The bachelor program preceding this is technically oriented, provid-
ing students with little experience in iterative, user-centered, and creative design ap-
proaches. Other students may enter the master degree with other degrees, having less
programming experience and different backgrounds.

Our aim was to introduce the students to experimental and creative prototyping
methods (mock-ups, theatre and video prototypes) and have them iterate in idea gen-
eration and assessment. But we wanted to go beyond a design sketch, students should
implement a working (rough) prototype as a proof of concept. With only 3 hours of
lecture or presence time, this is — given the high load of classes required and the di-
versity of students — a wide scope. We needed time for introducing methods, idea
generation and design reviews, leaving about a month for implementation. (usual for a
technically oriented degree program like ours would be the opposite distribution). In
addition we had no budget, could not buy hardware for students, and did not own
much to lend away. Given our staff resources we needed to restrict students to a small
range of technologies that we could give assistance for.

Having experience with barcode readers and the ARToolKit, we decided to restrict
support to these technologies. Nevertheless we wanted the student groups to develop
product ideas without feeling constrained by technology. They should focus on the
product idea first, iterate and redesign it with consideration of the intended use con-
text instead of being driven by technology. Therefore we introduced the available
sensing technology only after the product ideas had been developed.
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2 Using ARToolKit and Open Tracker

The main principle of the ARToolkit [1, 5, 15] is as follows. Visual markers (print-
able with a standard printer) are detected in a live video stream, extracting the 3D
position of the marker (relative to camera position) and its rotation (relative to default
orientation of the marker). We used the ARToolKit framework as basis, as the hard-
ware needed as tracking device consists only of a web-cam. The markers have to have
a certain look and the size of the markers depends highly on the camera resolution
being used. It is a well known and often used framework in the AR-community, this
ensures that the framework is thoroughly tested and stable. Furthermore we used the
Open Tracker library (developed at Vienna University of Technology, IMS Institute
[13, 17]) that delivers an abstracted data stream from the tracking device. For our
students we provided a compiled version of the software, which reduces the installa-
tion process to copying the files. We also included a ready-to-use configuration file
for the server, thus reducing the setup procedure to a minimum.

Open Tracker [13, 17] provides an abstraction layer for tracking devices. Support
for a number of tracking devices and also other tracking frameworks are included in
the library. The library is well documented and is being used as a basis for the AR
system Studierstube [13, 14,17]. The library includes a network sink that sends track-
ing data to the network. The tracking server is configurable through a XML-file,
where the tracking devices and the sinks can be defined. The framework also allows
transforming the data, before it is sent to the network. This however requires ad-
vanced understanding of 3D coordinate system manipulation and calculation. The
output is a stream of tracking data including, besides position and orientation, a qual-
ity measure of the data. It does not provide support for interpretation of the data or
event handling, like “marker appeared” or “marker removed”. The detection of these
events has to be implemented in the application layer. In order to ease this generic
task we provided the students with a small Java class as a template for their own im-
plementation. This already performed some basic functions like reading data from the
Open Tracker network stream and producing events.

In [15, 5] the usage of the ARToolKit markers and their restrictions as well as de-
tails on the toolkit itself are described in detail, focusing on the application area of
augmented reality. Other contexts of usage of the same library are presented in [14].
The ARToolKit has been used to develop several tangible interfaces [8, 20, 21]. One
TUI toolkit resembling the ARToolKits capabilities in many respects is Papier-Maché
[16], which integrates different tracking technologies besides vision and provides
higher support for programming and debugging.

The tracking technology chosen influences what can be tracked and therefore in-
terpreted (cp. [23, 4]): (a) presence of (unidentified) objects, (b) identity of objects,
(c) position, (d) orientation, (¢) movement (discrete or continuous) (f) relations of
objects to each other (g) activation and other events (besides of movement). ,,Real*
image recognition being slow and difficult, image recognition is usually restricted to
attached barcodes or optical markers. Problems result from occlusion through hands,
body or other objects, delaying the system reaction until markers are visible again.
Further problems are: stability, robustness, and especially changes in light [19, 4, 24],
requiring close control of lighting conditions. Clever choice of markers like in the
ARToolKit and size of markers improve reliability and speed of recognition. Unfor-
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tunately barcodes and markers from a users viewpoint are distracting, not task-related
and not aesthetic (see [24]). Besides of barcodes [16] some systems rely on markers
reflecting ultra-violet light [6]. We will now reflect on advantages and disadvantages
of these ARToolKit markers in the context of prototyping tangible interfaces and
appliances.

2.1 Advantages and Disadvantages of the ARToolKit in the Tangibles Context

We were not aware of advantages beyond easy learnability, fast tracking, and price
when we decided to use the ARToolKit. We became aware of some of the advantages
reported below only in reflecting upon the class and the different student projects. The
same holds for disadvantages.

Advantages

When comparing the ARToolKit markers with other kinds of sensing technology, we
find several advantages. Unlike most RFID systems, detection is not restricted to
adjacent surfaces and very precise. We can detect absence, presence, position and
orientation of tags (the last is (almost) impossible with only one RFID). In principle,
one can track markers in 3D space, only limited by visibility of the marker within line
of sight. Detection is fast, allowing for tracking movement and for simultaneous pres-
ence of several markers. In addition there are no cables necessary, which do restrict
interaction with some 3D tracking devices. Markers can be attached anywhere and
need not be built into objects.

For these reasons prototyping with optical markers allows for a wide range of
movements and styles of interaction. The toolkit itself does not restrict interpretation
of events to simple event-effect mappings, thus allowing for more sophisticated inter-
action patterns. This allows pushing tangible interaction design beyond imitating GUI
interaction styles (the ubiquitous button pushing and slider shoving) and inventing
more varied interaction styles which take account of human bodily skills, are expres-
sive in movement and make interaction enjoyable [7, 9]. Tracking in free space fur-
thermore allows to go beyond shoving objects around on flat surfaces (the dominant
interaction style of most existing TUIs). Some larger toolkits like Phidgets [11, 12]
which integrate several types of sensors, that allow similar freedom use accelerome-
ters, which can be deployed in three axis which give continuous outputs ss do the
force and light sensors

With optical markers we have almost no hardware costs. The software includes a
module for printing out new markers and mapping them to an ID. As a video camera
most web-cams suffice. The software is highly reliable, being in wide use within the
AR community and developed in cooperative effort by several research groups world-
wide. By providing a compiled version of the software and a ready-to-use configura-
tion file, we could reduce the installation and setup procedure to a minimum. Unlike
many other hardware tracking toolkits, where calibration often takes hours and is
vulnerable to many factors (electro fields, metal, water, other materials....) calibration
is easy and quickly done, supported by specific software.

In effect our students got going with the ARToolKit in a day or two, being able to
concentrate on implementing their idea concept, instead of indulging in the idiosyn-
cratic problems of sensing hardware. Using the optical markers and vision technol-
ogy, the groups were able to test the core functionality of and the interaction with
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their product. As will become salient in the presentation and discussion of students’
working prototypes, testing the feel of interaction did work for many areas.

2.2 Disadvantages of Using Optical Markers and Vision Tracking

A well known problem of vision tracking is the control of lighting [19]. Changing
levels of light and limited contrasts disable correct registration, similar to the problem
of the angle between light and camera. The ARToolKit requires relatively large black
surfaces, which printed out with some laser printers tend to reflect the light, giving
highlights in the video image. A better solution is to use ink-jet printer, or to adjust
the angle between light, markers and camera. Related is the problem of tag occlusion.
Tags need to be fully within camera view to be detected. Thus occlusion by the inter-
actors’ bodies or by stacking objects makes tagged objects virtually absent. If one
marker overlaps with another marker, the overlapped one will not be detected. Fur-
thermore the camera field determines the interaction space and limits it. Additionally
markers in 3D are only registered as long as they are visible within a certain angle of
orientation (one cannot turn them around 180°).

Marker tags need to be visible and thus may interfere with aesthetics and intuitive
legibility of objects. The looks of a tangible interface, “simulated” with tags, often
differ from the intended product and may distract users and evaluators from the gen-
eral idea. The required tag size (for detection) also limits the smallness of registered
objects. And over time tags will deter, fade or get dirty, thus endangering long-term
usage of tags (this is less of a problem when prototyping) [24, 19].

For some goal technologies one may need to invent a clever set-up — an example of
how this can be done is presented later-on. Nevertheless there are limits to what kind
of sensing technology and product idea is simple to prototype and simulate. While for
large devices optical markers and the camera may be hidden inside the device, this is
not possible for small devices (e.g. a handheld with many buttons). For these a proto-
typing toolkit such as CALDER [18] will be more appropriate. As another example, a
device that controls lighting would disable its own tracking conditions.

A disadvantage of using the ARToolIK:it is that it only eases the registration process
and the creation of events. Different from tangible prototyping toolkits there is no
easy mechanism for connecting events with resulting actions. Interpretation of events
and output of interaction (system response) must be implemented in standard pro-
gramming languages, requiring some programming experience. Necessary is also
programming of basic position calculations. As it is used mostly for Augmented Real-
ity, the toolkits eases detection of markers and overlaying an image at the appropriate
point in an AR display. When designing tangible interfaces and appliances, there may
be different requirements on programming support, better served by toolkits designed
specifically for TUI prototyping, as [16, 3, 11, 12].

3 Student Projects

We present four out of six student projects here. These were the best (either in origi-
nal idea or in iterating and implementing it) and do suffice for showing the diversity
of sensing technology simulated. Two of these are very innovative in simulating me-
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chanical or electrical sensing respectively GPS, the others are variants of common
ARToolKit uses. As common theme the class was given “home and household”.
Some students had attended a previous class on investigation methods, these were
allowed to stay with this topic (tourists in Vienna). In total 28 students took part in the
course. We describe the basic product idea and the working prototype, focusing on
which aspects of the final product (look, handling, interaction process) the prototype
helped to experience and assess.

The Mimic Music Maker

This group focused on the selection of music titles from a database. The title selection
should be based on the users mood and personal preferences. The user should also be
able to enlarge and refine the database on the fly. To enforce the emotional character
of the device, the group decided to use a mask as interface, what also gave it a playful
aspect. The final device would have the form of a full head instead of only a mask.
For identifying oneself (choosing settings) one would put a hat or something else on
top (with tracked RFIDs) to identify oneself. The mask should have a well visible
switch (with legible state) for selecting the “set track mood” mode. Manipulating its
facial expression defines the mood (happy, sad, angry ...) the currently playing track
is connected with in the database. The group implemented the main functionality of
choosing a music style by manipulating the masks facial expression.

This device would be implemented using potentiometers or other kinds of electri-
cal sensing for registering manipulations. Students resorted to mechanical engineer-
ing, making use of the fact that a mask has a big backside to hide the mechanics and
put up a camera behind. One could move the eyebrows and the mouth to form a smile,
a neutral look, or a frown. Levers and sliders manipulated on the face are connected
with mechanics behind it and move optical markers. The camera tracks this move-
ment. The group was able to prototype the look of the device and to test a good
amount of its interaction feel (restricted by some problems in building the mechanics).

Fig. 1. Mimic Music Maker: Manipulating the mask and optical markers moving at the back-
side, visible for the web cam positioned behind the mask
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Fig. 2. Tourist Navigation Device: Mock-Up with display and vibrating (red) parts on the sides.
Demo of working prototype - the system detects a visual marker (camera worn on hat) of a site
and spoken text output is triggered.

With some bricolaging many other mechanically manipulated devices could be
emulated in a similar way, using levers, strings etc. that move optical markers some-
where on the backside of the device or in a distance. Not for all kinds of devices this
will be as easy. Levers and strings must be attached somewhere and optical tags put
so they do not interfere with interaction. This limits the smallness of devices that can
be designed. A negative effect of using vision detection is that the position of the
camera must be fixed relative to markers. The mechanical construction of this combi-
nation — movable markers and fixed camera position — is one of the major problems
for students not educated in mechanical construction.

Tourist Navigation Device

This group had in the previous semester undertaken an ethnographic study on tourists
in Vienna. Building upon this experience, they developed the idea of a device that
enables finding interesting sites while walking serendipitously through the city. The
device would tell the tourist strolling through the city if (s)he comes close to anything
previously marked as interesting so (s)he does not walk past. The device could also
enable following a given path, if switching into guided mode. This group initially
developed a video prototype showing the use of two versions for their product in the
inner district of Vienna (performed and role-played by group members). This in-situ
experience helped them in deciding upon form factors (see mock-up in figure 2 left)
and interaction style for the device.

The product idea consists of selling the device along with city guides marked with
optical codes. City visitors use the device to scan codes for those sites they want to
see. If walking through the city, the device vibrates if coming close to a site. The
small display would show where to go and the name of the site. This could be com-
plemented with the appropriate sides of the device vibrating (left, right, both sides).
Information boards at attractions could be augmented with optical markers. On scan-
ning these, the tourist would hear explanations via earphones.
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softer noise louder noise

Fig. 3. Composing Cubes: Blocks and playing board. Principle of working.

The goal technology for realizing this device would be GPS (or cell phone cells for
identifying location) plus orientation sensors and a bar code reader. The group em-
ployed optical simulation of location detection by wearing a camera on the head and
strategically placing optical markers in the room. This way they could simulate the
interaction process that a tourist would experience and explore potential interaction
patterns and problems. This supports iterative software-development. A positive side
effect is that testing the software and simulating interaction can occur anywhere, in-
dependent of “real” locations by just hanging up markers. For the working prototype,
the computer had to be carried around by the test person, as the camera needs to be
tethered to it. Therefore the looks of the device did not resemble the design idea at all
and the concrete feel of interaction, especially of manual handling, could not be simu-
lated. But the student group had spent a lot of time on deciding on form factors, tink-
ering a non-functional mock-up well in advance.

Composing Cubes

This group iterated their idea several times, starting from the (too complicated) idea
of a puzzle for blind and sighted people with musical feedback which also allows
composing music. They eventually decided to focus on a music composing device
(c.p. [8, 20]. The system consists of a playing board with different areas. Different
cubes represent different musical instruments. The playing board is divided into three
visible columns from left to right of the player. These columns represent three differ-
ent effects (echo, reverb...). Moving cubes on a column controls volume. On the
right-hand side a slide-sensor can be moved up and down. This regulates the tempo.
For a more advanced version it was envisioned to use three cameras set up at 45°
angles from the board, recognizing e.g. stacking of cubes. Turning the cubes over and
setting it back on the board activates a different melody.

For such a system one can imagine using either vision or field sensing as imple-
mentation technology. E.g. AudioPad (building up on SensePad) uses RFID tracking
[19]. Most prototypical systems use optical markers [8]. As students demonstrated,
response times are good enough and the system works well under stable lighting con-
ditions. With vision tracking, further forms of manipulation are possible, such as
occluding a cube to stop a track from playing. Vision tracking suffers mostly from the
big markers on top of elements, making it difficult to place intuitive icons on them
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Fig. 4. Interactive TV: The TV magazine has a reservoir of adhesive optical markers. Demo of
attaching markers to shows (VCR programming) and selecting a show (starts the TV and se-
lects channel (demoed on computer).

and to make them aesthetically pleasing. Due to stable and quick registration, the
prototype system provided a close experience of the interaction feel that a system with
field sensing would have.

Interactive TV

The product idea of this group was a TV magazine that enables controlling the TV set
and programming the VCR from the magazine. Neither would one need to search the
remote control nor remember which channel is placed on what number or how to
program the VCR. This group started out in developing this product idea by role-
playing situations in a theatre-like way.

The magazine must be placed on a location where it is visible for the camera.
Pointing with the finger (or a pointing tool) to any TV show starts the TV and selects
the channel, if the show/movie is currently running. Attaching post-its with optical
markers to a TV show programs the VCR to record it. Attaching another kind of
marker switches the TV and the channel on as soon as the selected show starts. The
magazine has a supply of markers on its last page. An advantage of these markers is
their persistence, giving an overview of what a family wants to record or see in a
week. Browsing through the TV magazine would remain as usual. Deciding upon
what to record could take place anywhere, as the magazine is moveable. Zapping
would still be easy to do by pointing. Here the goal technology would be vision, albeit
probably using infra-red markers, so that visual icons can be legible for laypersons.

The prototype enabled simulating potential looks of such a system, the feel of us-
ing it and experiencing the interaction process (albeit without a real TV, using a com-
puter to simulate responses). The prototype served well as a proof of concept. An
advantage of using the ARToolKit that here got salient was the possibility of 3D
interaction, when selecting shows by pointing.
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4 Our Experience with This Class and Lessons Learned

Our students highly enjoyed this class and its experimental character. Although the
time given for implementation was considered by most as too short, they would not
have missed the time for idea generation and iteration and the exposure to creative
prototyping methods. They were proud of their ability to bricolage and to invent
work-arounds or tricks in simulating non-available sensing technologies. Getting the
tracking working and implementing the product idea in the last month of the semester,
which is crowded with hand-ins and exams, challenged students a lot. Student feed-
back taught us, that despite of the early focus on methods we should give out the
ARToolKit framework earlier (done in the new run of the class). This would allow
time to experiment with set-up of the system, registration, and calibration. Unfortu-
nately it may also interfere with having groups develop ideas freely (without having
in mind technical constraints).

All groups had chosen to focus on home entertainment from the common theme of
,home and housekeeping“. As we could see from the tourist project group, detailed
(ethnographic) investigation of a theme has high impact on the product idea, improv-
ing contextual knowledge and awareness of factors affecting use of the device. Most
groups were not as aware of factors on usability, desirability or practicability of de-
vices. Yet considering the limited time available, we are happy with the results.

Students programmed in Java, Perl and C**, sometimes using several computers for
different aspects of the functionality. Some of the groups needed little support for
programming, others needed support in design principles and methods. With basic
programming experience the functionality itself was usually easy to implement, as
there were no complicated algorithms included in the project ideas. Therefore team
building should ensure a sufficient range of competencies within groups. We ob-
served that most groups developed a division of labor with some members responsible
for design and physical tinkering and others concentrating on programming. For our
class with its focus on process this is fine. If everybody should acquire experience in
programming or in visual design, additional exercises and lectures would be neces-
sary and there might be less focus on inspiring and creative design methods. In the
new run of the class more emphasis was put on students declaring their competencies
and assignment of responsibilities for e.g. documentation, interaction design (respon-
sible for facilitation, approaches of prototyping), programming, project coordination
and media design (documents, visuals, sound, video....).

For students with a basic computer science education and some proficiency in pro-
gramming it was easy to get the ARToolKit working and to develop simple applica-
tions using its data input. For students with different backgrounds the challenge is
much higher, especially as for some applications geometric calculations for position
and orientation are necessary. In standard AR applications the marker is simply visu-
ally overlaid in the display with an image. For our purposes, tracking events must go
through further processing, extracting appearance, disappearance or movement of
markers. As second step these events are mapped with resulting actions. Here a toolkit
such as Papier-Maché [16], or a graphical mapping of events and actions such as in
iStuff [3] might be beneficial in lowering thresholds for non-programmers.
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The simple technology used for implementation enabled an (uncommon) focus on
the design process and idea or scenario generation. Except for one group all were able
to present a working prototype showing core functionality. Most groups had started
out generating ideas with no particular tracking technology in mind and did manage to
implement these. The examples given demonstrate that it was possible to simulate a
wide range of tracking technologies and to prototype various kinds of devices.

On reflecting the resulting prototypes another advantage of using optical markers
became obvious. The technology does not limit or determine possible interaction
styles. One can move markers around freely — or alternatively the camera — resulting
in a continuous flow of events. Interaction thus is not restricted to pushing buttons or
touching specific sensorized points. Movement can be in 3D and simultaneous. The
type of events interpreted thus can differ widely. Effort is moved towards the algo-
rithms making sense of detection events. Such an algorithm may e.g. create meta-
events depending on previous events. As indicated earlier, creating such kind of soft-
ware requires more programming experience.

5 Conclusions and Summary

A major problem of tangible toolkits is that only the software can be downloaded via
internet — hardware parts with sensors and actuators must be bought, configured or
self-soldered. Tinkering with electronics requires a lot of time (even for people who
do this more often) and competence in fields, that computer science and design stu-
dents and practitioners are not well trained in. The specific quality of Tangibles — to
be tangible and physically embodied— renders sharing (of tools, results, systems) more
difficult in these respects. Our approach provides a work-around for teachers and
researchers, which do not have the resources to buy or develop their own technolo-
gies, but want to focus on quick prototyping and idea testing.

Using optical markers and the AR toolkit enabled our students to quickly prototype
tangible interfaces while not prematurely closing down the idea space. Student groups
invented optical simulations for different tracking technologies and device types. Our
choice was originally mostly due to our constraints concerning funding, available
hardware and the kind of support we could give to students. Observing the results of
student project work revealed additional advantages. Interaction styles are not limited
to button pushing and sliders or to shoving objects around on a table. The toolkit
allows for interpretation of a continuous flow of events, which can also be simultane-
ous. Interpretation is not restricted to simple mappings of discrete events with one-
click-effects. On the other hand, effort is shifted towards the algorithms interpreting
the dataflow, raising demands on programming experience.

Our assumption that the toolkit would be easy to set-up, use and to integrate with
other software proved correct — at least for the kind of students we had in this class.
We assume that student groups without members having programming experience
will experience more problems. A remedy might consist of additional toolkit modules,
which enable easy mapping of events with actions, e.g. by graphically connecting
event types with actions and devices, as in iStuff [3]. The Phidget toolkit [11, 12]
enables mapping incoming physical events with button clicks of standard GUI appli-
cations. One such system the Equip Component Toolkit (ECT) [25] allows designers
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to engage with constructed system components through a GUI that displays the flow
of information instigated by a particular action, as it occurs. Nevertheless such
mechanisms often tend to predefine what constitutes an event, doing some filtering of
events and defining possible kinds of mapping.

Djajadiningrat et al [9] recommend emphasizing the expressiveness of interaction,
especially in bodily interaction — that is the how of acting affects the effect. But most
toolkits do not support value ranges, combining several inputs, continuous action-
event couplings (besides of discrete, button-pushing like events). Hardware toolkits
also can limit expressiveness, if they restrict interaction to pushing and sliding — one
could also rub, move, hit or stroke a button. Ingenious designers will be able to never-
theless design innovative and expressive forms of interaction. But what is easy to do
will be used by those who are less inventive, have less patience or do not know better.
Toolkits may, by making it easy to develop an exact, event-based language of interac-
tion, discourage exploring the richness of interaction meaning and style.

We do not consider development of tangible prototyping toolkits to be unneces-
sary, on the contrary. Yet there is currently only a handful of such toolkits and few
research teams developing them. Given that there is only a limited number of people
investing time in developing this software, progress is still slow. The AR toolkit on
the other hand is being developed as an open source project with lots of people from
the Augmented Reality community contributing to it.

We do not claim to be the first using the ARToolKit for developing tangible inter-
faces/systems. But we (respectively our students) seem to be among the first to use it
explicitly for quick prototyping of tangibles and to emulate/simulate such a wide
range of different tracking technologies. Most publications focus on one system de-
signed or on the toolkit itself. This paper laid focus on interaction design when ana-
lyzing our students’ prototypes and discussed toolkits in terms of what style of inter-
action they lend themselves to design for. Growing experience in using tangible pro-
totyping toolkits and comparing experiences with different toolkits will advance the
community in understanding strengths and weaknesses of toolkits and in setting up
requirements for future toolkits.
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Abstract. Tangible computing applications are rarely evaluated with field stud-
ies in real settings, which can contribute as formative studies to understand the
challenges and benefits of tangible interfaces in real world practices. We pre-
sent an AR environment for painting, with a physical brush, digital textures on
physical models and creating dynamic stages for the model with spatial collages
providing different backgrounds. We report on an evaluation of this AR envi-
ronment in an architecture school, where 8 groups of students used it as a prac-
tical assignment. The evaluation demonstrated the benefits of specific features
of the environment and of its tangible interfaces: immersiveness, public avail-
ability, supporting collaboration, flexibility, dynamicism and resulting rapidity
in creating mixed media representations. Several challenges surfaced from the
evaluation especially in connection to the distribution of the interface. The
physical, spatial, and computational separation of interface components raised
issues on accountability and ergonomics. We link our observations to design
guidelines.

1 Introduction

Research on developing augmented environments has been rarely based on naturalis-
tic field trials. Various reasons have been indicated, for example, the difficulty of
producing prototypes reliable enough to be introduced in real settings, as they often
include the widest range of technology that has to work together: software, middle-
ware, hardware, and physical interface (cf. [1]).

This is also part of a general trend, as Abowd and co-authors indicate that little re-
search is “published from an evaluation or end-user perspective in the ubicomp com-
munity” [2, p. 56]. Naturalistic studies in real settings are important not only as sum-
mative empirical studies, but also as formative studies that can inform the develop-
ment of applications and interfaces, especially in “pervasive computing in which
technologies’ potential purposes are not clear”. Moreover, even if the purpose is clear,
the fits or benefits of a specific application or interface can be only validated through
a naturalistic study and specific challenges might only emerge in real use. Following
this direction, we report here on a naturalistic evaluation of and environment for AR
painting and collage. We use the concepts of “naturalistic or situated evaluation” and

M.F. Costabile and F. Paterno (Eds.): INTERACT 2005, LNCS 3585, pp. 43 -56, 2005.
© IFIP International Federation for Information Processing 2005
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“real setting” to mean that the technology was used by participants in their own
physical environment, to carry out their own projects and goals.

In this AR environment, users can position a physical model on a table, for exam-
ple on top of a projected plan, and use an application, the Texture Brush, for ‘paint-
ing’ the model using various digital textures. The Texture Brush uses a real brush
equipped with a button, which is tracked by an infrared camera. The system projects
the virtual ‘paint’ only where the brush passes by and the button is pressed. In addi-
tion, the user can configure an immersive and dynamic stage for the model with three
large projections in the background. A simple barcode scanner interface makes it
possible to load digital media as texture to be painted or as background. Moreover,
painted textures and the background stage can be saved as configurations on a simple
barcode, making it possible to load and save sessions with a simple scan of a barcode.
After the related work, we present in Section 2 the environment and its components.
In Section 3, we report the main findings from the field study, which included 8
groups of architecture students alternatively working in the environment over a period
of two weeks. In Section 4, we summarise the lessons learned from the evaluation in
terms of the benefits of this tangible interface and of the challenges and problems that
emerged during the study.

1.1 Related Work

The related work can be described as being part of these different categories: applica-
tion demonstrations, comparisons of 2D versus tangible, observational studies, heuris-
tic evaluation and system guidelines.

Application Demonstrations. Physical models have been used as canvases for digital
images previously, for example in [3]. Their system, designed with architects and
designers in mind, projects imagery onto scale models and contains a real-time loca-
tion tracking. This allows users to move objects around the table, while the projection
is adjusted to follow the movements. Users manipulate the projected images by using
a graphics program on an adjacent computer [3]. Another system has a stylus that
enables the user to work with the model directly [4]. This model also lets the user
move the objects around and hold them in their hands. There is a palette projected
onto a table where the user may choose the way he/she manipulates the projection
with the stylus. Limitations of the approach, according to the authors, include occlu-
sion and shadows in the model, and the question of catering for objects whose shape
may change. Another work reports on a system for learning the principles of pneu-
matics [5]. In this case, two cameras are positioned over a table, and barcode image
recognition is applied to identify the objects on the table, thus enabling the showing of
simulations of flow in pneumatic networks as an image overlay. Another similar sys-
tem visualizes how a laser travels through prisms positioned on the table [6]. The I/O
Brush [7] takes an alternative approach. The brush includes a video camera that lets
users scan patterns from their environment and paint them onto a digital canvas. The
system was developed for children to explore drawing and their surrounding
environment.

Comparisons of 2D vs TUIs. The intuitiveness of basic user interface manipulation
actions [9] and cognitive support for spatial layout tasks [10]. In relation to interaction
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and manipulation, the results from controlled experiments suggest the benefits of 3D
over 2D interaction in spatial reasoning, [10] and physical interfaces over virtual
models [10, 9]. An early study on graspable user interfaces in a multi-target tracking
task also suggested specialization of each interface tool so as to serve only one func-
tion in a system, as opposed to being a general-purpose controlling tool [11].

Heuristic Evaluations. User requirement and evaluation oriented studies in the field of
ambient media have covered the usability and effectiveness of ambient displays [8].

Observational Studies. Open-ended observation studies include an experiment on
problem solving in instructed engineering tasks [12], where it was found that physical
objects provide situational support for thinking. Naturalistic studies on the use of
tangible user interfaces remain very rare and are increasingly needed in order to move
interface research beyond what is merely possible to implement towards tangible
interfaces for real world use.

These works move from different research approaches and do not provide ground-
ing or investigations into the concept or requirements behind the application from a
user point of view, nor do they advance our knowledge in terms of what the chal-
lenges and agendas for tangible interfaces are (an exception is [20], which will be
examined in the discussion). In addition to addressing these issues our work contrib-
utes, to the discussion on how previous system guidelines on table-top displays [20]
can be relevant in TUI environments and how they need to be extended and
modified.

2 An Environment for AR Painting and Collage

2.1 Components of the Environment

The environment for AR painting that we have developed, supports users in mixing
digital media and physical models in an immersive, multi projection set-up.
The main components of the environment are:

e The hypermedia database. Users can upload to the database, pictures and vid-
eos, which are used to work with their models. When the media files are stored
in the database, print-outs are created with thumbnails and barcodes to retrieve
the pictures and videos during use (Figure 1a).

e The Texture Brush. This is the application that enables the user to paint digital
texture on models using a physical brush (Figure 1b). The hardware includes a
data projector, an infrared tracking system, and a physical brush augmented
with a wireless button and a retro-reflecting surface.

e Large projection screens. Three projectors are used to play media on large pro-
jector screens behind the models (Figure 1b).

e The barcode configuration poster. A barcode Reader is used to perform basic
configuration commands in the environment.
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Fig. 1. From left: a) A print out with thumbnails of media files and barcodes. b) an example of
a painted model with a large projection creating a background

2.2 The Texture Brush

With the Texture Brush design, users are able to ‘paint’ various computer generated
visual overlays as textures onto physical 3D models in real time. Different textures
are associated with different texture-samples and the actual painting is done by mov-
ing the physical “paint-brush” and tracking its position on the physical model. One of
the first prototypes of the Texture Brush used a video camera for tracking the physical
brush. The lightning conditions were often critical and interfered with the architec-
tural model, so we had to use a white spot, generated by software, to light the retro-
reflecting surface of the brush. This spot interfered with the reception of the model.
The system was also too slow with this kind of tracking technique. We decided to
switch to a professional solution based on infrared technology. With this tracking
device, we get faster tracking (60Hz), the tracking module needs much less CPU
power, it is easier to install for the user and we get tracking results with higher preci-
sion. Users can configure the Texture Brush in many ways. They can manipulate the
brush size and shape by selecting these attributes from a menu bar, located at the
bottom of the projection area, which is constantly displayed. Working tools like
“polygon fill” that are familiar from applications like Adobe Photoshop©, have been
integrated into the Texture Brush application. This allows the students to work with
the Texture Brush in much the same way they are used to working with applications
they know.

They can choose from a number of textures to use, including animated textures
(videos), and the projection of the textures can be moved, scaled and rotated. The
whole interaction is done using the brush as the only input device. Barcodes can be
used to load the textures into the system at run-time. Any image or video that is stored
in the Hypermedia database, can be used as a texture to paint the objects with.

A menu bar displays the textures along with four main menu elements. These ele-
ments are displayed as a status bar, located at the bottom of the projection area (it is
displayed on the vertical border of the table). The menu elements are palette, brush-
type/size, and transform (Figure 2):
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e From the palette, the user is able to select from ten different layers of textures.

e From brush-type/size, the user is able to specify brush type, brush size and
shape of the brush. Flat brushes, round brushes or square brushes will be avail-
able. There is a function to create a polygon and fill it with a particular texture.
Once an area/polygon is specified it will be filled at once. This helps to paint
large areas in one step.

e From the “transform” menu, the user finds functions for transforming the dis-
played textures. The menu element “scale” allows the user to enlarge or down-
size the texture by moving the physical brush at various distances from the
model. “Rotate” can turn the texture clockwise or counter clockwise by rotat-
ing the physical brush.

Fig. 2. From above: a) the menu item palette displays all the textures to choose from. b) the
menu item “type” with brush, polygon fill, delete, and a bar to adjust the size. C) “transform”
with the possibility to rotate, move, and scale.

2.3 The ‘Configuration Poster’

Configuration of the space with such a variety of projection possibilities is not trivial.
Students have to configure the system so that specific images are projected onto a
specific projection screen, or used as a texture in the texture brush. We have designed
a simple physical handle to configure the space a configuration poster with a variety
of barcodes corresponding to basic configuration and commands:

e Specify an output (texture brush or one of the back projections)
e Saving and loading sessions

Users can specify the receiver of a texture (a picture or video) or any other input. A
poster displaying the possible connections between inputs and outputs using barcodes
can be used to configure the system. There is a barcode for each command, the bar-
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code reader input can be used to load the media file associated with a specific barcode
as a texture with the Texture Brush display.

Additional barcodes have been added to specify printers and background projec-
tions on the cave corner as other output components. Other barcodes on the poster
serve to save configurations of painted textures on empty barcodes. These connec-
tions between input and output persist as long as they are not reconfigured by the
students. Configuration and re-configuration can be performed at any time, dynami-
cally changing the set-up of the workspace, using only the configuration poster, bar-
code reader, and barcodes that correspond to the images stored in the database.

3 Evaluating Tangible Interaction in a Field Study

3.1 Method and Analysis

The approach that guided this field study and its analysis was work-oriented design,
this includes combining: “in situ interviewing, workplace observations and video
analysis with design interventions” ([13], p. 332).

Design in this research is conceived “as being part of a larger and inevitable cycle
of observing use, developing requirements (formal or informal), designing, building
and again observing” [14]. In this framework, evaluation and use are seen as being an
integral part of the design process and not terminal stages. In particular the evaluation,
was organised by introducing a prototype in an on ongoing activity. It is not a set of
metrics about the system that have been evaluated but the possible roles of novel
technology in participants’ activities. As Bannon [14] notes:

“a careful systematic account of what happens in particular settings when a proto-
type or system is installed, and how the system is viewed by the people on the ground,
can provide useful information for ‘evaluating’ the system and its fitness for the pur-
pose it was designed.”

With this approach we organized a field trial in a real setting providing the envi-
ronment for AR painting for 8 groups of architecture students (16 students). The
teams of students used the environment to carry out one of their course assignments.
While the course included creating models and collecting material over a whole se-
mester the trail was organized over a period of two weeks. Over this period the teams
of students took turns to use of the environment to produce a final presentation. Each
team carried out three or four sessions of several hours in the environment and pre-
sented their work in a final plenary session at the end of the trial.

Each of the 8 student groups (2 students each) was asked to carry out an analysis of
one of the 'icons' of modernist architecture from a selection of “Villas” in the city.
They were required to read texts reflecting original and contemporary views on these
buildings. They had to build two models 1:50 and 1:20 in scale (of an interesting
spatial detail) and use our AR environment for analyzing scale and materiality. They
worked with textures expressing the original ideas of the architects as well as with
material of their own choice, exploring how materiality and context change the mean-
ing of the building. Each student group was given a brief training of 4 minutes to
learn how to operate the environment. Besides this brief training, the groups very
rarely required support during their work sessions. A researcher observed the sessions
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making video recordings, which were used as material for interaction analysis. In
addition, each group participated in semi-structured interviews where both members
were interviewed simultaneously to collect the participants’ views on the benefits and
challenges of the environment.

3.2 Working with Immersive and Mixed Media

Each group worked with different physical models and different digital material. The
use of the environment also varied significantly. While generally all the groups
worked to produce different configurations of textures and background for a model,
the following emerging and unanticipated uses were observed:

e installing a second Texture Brush to project textures from two directions, e.g.
from the top and change the appearance of the floors or the roof while at the
same time 'painting' the fagade,

e using a “portable mouse”’— a wireless mouse mounted on top of a cardboard
box —as there was only one brush this was used especially for operating a sec-
ond Texture Brush.

e taking pictures with a high resolution digital camera all around the model and
also capturing the background,

e making and recording walkthroughs in the model using a web camera,

e using pictures or videos of the models on a large screen, playing with dimen-
sions of small details of the models.

The students rarely used simple colors for painting, but applied colored textures,
snapshots or even videos to their models. This notion goes beyond simply enriching a
physical artifact by linking it with content in different media. In the case of the Tex-
ture Brush the link is such, that the properties of the object itself can be changed, by
applying color, inserting movement, varying its dimension in relation to other objects
in the physical space, varying context using multiple projections in the background.
The participants were generally positive about the environment, expressing interest in
working with it more in their studies. They also appreciated the immersiveness of the
representations given by the possibility of using multiple large screens in the back-
ground. Another benefit was the possibility to rapidly create collages of textures and
backgrounds for a model and the possibility to flexibly change it by loading and sav-
ing configurations.

3.3 Spatial Distribution of Interface Components

One of the distinctive properties of tangible interfaces is the importance of the spatial
organization of users and computer equipment [15]. Through our system, users be-
come immersed in the user interface and the architectural model, but limitations were
imposed by our design solutions and the enabling technologies. In our system, the
spatial configuration of the scanner, the brush, the model, the projectors, the mouse,
and the poster can be re-organized by users so that they too, in a sense become part of
the spatial organization. As foreseen in the TUI literature, the spatial distribution of a
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tangible interface carries many benefits arising from the exploitation of human visio-
spatial and motor capabilities. However, e observed many problems and correspond-
ing workaround practices due to difficulties in spatial distribution. We here report and
elaborate on four design challenges for others to learn.

First, the visibility of interface components is crucial to afford capabilities in dif-
ferent situations. A special challenge arises from the fact that the model, users, and
tools can occlude each other in the tangible computing environment. We observed
many times an interruption in work caused by searching for the correct tool. The visi-
bility of tools can be accounted for by thinking about dedicated places in the envi-
ronment for tools and preventing suboptimal places. If there are dedicated areas, such
as the desktop in our example, and they can be left in no other place, then users will
have a good idea on their probable locations all the time. However, this solution must
be pitted against the goal of being able to tailor and configure tangible interface com-
ponents according to the task at hand.

Second, referring to the objects of work is crucial in collaboration. We observed
our users having difficulties in knowing to which part of the model some textures in a
poster referred to, leading to problems in establishing a shared context or common
ground regarding those objects (see [21]). In addition to difficulties in knowing the
reference between the physical and the digital, users had difficulties in referring to
tangible objects in talk—for example, referring to a particular projector, as they had
no known or legible name. Therefore, we suggest considering giving legible names to
tangible interface components—*“Projector 17, “Scanner” etc. Moreover, we recom-
mend explicating the reference from the physical to the digital where possible (e.g.,
stating with a picture to what part of the model a texture on the poster refers to), and
being consistent in naming conventions across the physical and digital.

Third, multitasking in a tangible computing environment such as our system differs
significantly from desktop interaction. We observed a user using the barcode scanner,
the barcode leaflet, and the brush at the same time—which is obviously quite difficult
with only two hands. To support multitasking, rapid switches between tools and tasks
must be enabled, by aiming for all necessary tools to be within arms reach and readily
usable without more interaction steps than picking up the tool. Our system, for exam-
ple, had only very limited space for the mouse, which forced some users to pickup a
piece of cardboard to extend the pad; likewise dedicated areas could be provided for
different tools to be left close to the model. Therefore, to support fluent division of
cognitive and motor capabilities, we suggest reflecting the possibility of designing for
easily movable objects that can be held in different hands and nearby physical loca-
tions. For example, instead of having the palette projected on the desk, which forces
the user to constantly shift attention and move between the model and the palette, it
could be either integrated into the physical brush or into a separate tool similar to real
painting palettes. When projecting the Texture Brush from above, for example, the
palette would be projected onto the table or even onto the ground, requiring at times
difficult postures from the participant in order to interact with the menu (Figure 3
right). Multimodality and rapid access solutions would also support ergonomic work-
ing postures and prevent injuries from long-term use.
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Fig. 3. Left: The physical arrangement of participants and components of the environment in a
mixed media presentation. The letter “P” indicates participants operating the environment, the
letter “S” indicates spectators. Numbers indicate 5 different projectors used for different pur-
poses. Projectors 1,2,3 are used to provide a stage for the model. Right: a participant bending to
operate the palette which is projected on the floor.

Finally, the spatial configuration of projectors is a challenge unique to tangible AR
environments (Figure 3 left). They are essential for enabling the intermeshing of the
digital and the physical, but they differ from other components in the fact that they are
merely passive enablers, once set up and running, their initial configuration will most
probably not be changed during one project session. Another bottleneck hindering
initiation is how to restore the physical configuration. We made several observations
that may inspire new ideas on how to improve the configurability and restoration of
configurations. First, the placement of the projectors must enable convenient group
work around the model, with minimum projected shadows due to a user standing in
front of the beam. We observed some cases where one user had to command another
to move away from the beam. Moreover, it is important that the projectors can reach
parts of the model important for the work, different floors or balconies for example,
and therefore their placement is significant. Second, the initial set up of the projector
is mostly trial and error, and takes considerable time to learn. Our users used adhesive
tape to mark the x-y position of their projectors in the room and even to mark the
height of the projector. Here, in addition to providing support for marking projector
setups in the environment by using group-specific stickers etc, we suggest considering
preparing ready-to-hand templates, maybe printed on paper or manuals, for well-
known projector configurations to help reduced the initial overload of projector con-
figuration with common types of architectural models. Third, we noted some occa-
sions where users wanted to turn the table, to work on the model from a different
perspective, but this was not supported. Our projectors could not automatically adjust
the beam to tilted or twisted surfaces, but such projectors now exist.
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3.4 Synchronous Collaboration on and Around the Model

In the architectural domain, it is imperative that collaborative practices and turntak-
ing are supported by the system. We here report the lessons learned from the user
study.

In all the sessions the environment was operated simultaneously by at least two
participants. By “operated” we mean that at least two people were active most of the
time carrying out tasks around the model. We observed a variety of collaborative
work arrangements ranging from tight or loose collaboration to performing separate
tasks on the same model, for example:

e One participant operating the barcode configuration and media posters and an-
other participant painting with the physical brush. In these cases participants
discuss which textures to make available on the palette or what kinds of back-
grounds to configure in the background (tight collaboration).

e One participant painting the model from one direction (front) another partici-
pant painting the model from another direction (above). In these cases, partici-
pants engage in brief and sporadic discussions on parts of the models where
their work meets up or on the general concept of the model.

e While the one participant changes painted textures and backgrounds the other
documents the changes, creating different pictures from the same view.

Fig. 4. Different types of collaborative arrangements

First, in our system, the texture that is worked on is shown as a cursor projected on
the model. The cursor expresses the current target of operations. This pointer meta-
phor is adopted from desktop-based paint applications. In order to make it possible to
perform operations with the scanner without holding the brush, the cursor is persis-
tent, always there where it was last left. On one hand, this solution promotes shared
understanding among group members on the current focus and status of the collabora-
tion, as only one user can operate the system and others know what is happening. On
the other hand, one-cursor solutions effectively prevent simultaneous work on the
model. We observed that due to this shortcoming, others were rendered non-users of
the system, although they were actively commenting on, instructing, or documenting
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the work. Currently, separate installations of the software have to be set up for sepa-
rate projectors to enable working on different parts of the model. Here, in addition to
the double set up of software being tedious, the system still did not enable simultane-
ous work on the same projection, which is what some groups wanted to have. Our
suggestion is to consider multi-pointer solutions. These pointers should be distinctive
and could incorporate indications of the brush size and shape and selected texture into
the cursor icon. This could help in following what others are doing without extensive
questioning and verbalizing. Moreover, authorship could be represented in the icon to
communicate to others, who is responsible for that particular cursor.

3.5 The Brush, Its Metaphor, and the Portable Mouse

The brush as an interface tool in the setup was used for many purposes: painting,
selecting options from the palette, drawing polygons by selecting, erasing paint,
zooming and rotating a texture, and issuing commands with a press of a button. This
interaction was based on hand movements and button presses, and extended the tradi-
tional uses of a brush and a palette remarkably (those of picking paint from a palette
and then placing it onto a canvas). It is therefore worthwhile considering how well the
brush and palette metaphors align with these uses and what are the implications of
bending the concept of a traditional brush.

Two different types of questions emerge from this consideration. The first one is
about how intuitive is the concept of a brush providing also non-obvious features.
Some of these functions are natural, such as painting with the brush, but zooming is a
feature that has to be taught since it is not a part of the brush metaphor. Our data indi-
cates, however, that users are able to be quite adaptive in extending the metaphor. For
instance, the technical limitation of not being able to touch surfaces with the brush
was exploited opportunistically by painting from a distance of one meter. Another
user visualized a Las Vegas like hotel with neon signs, by using textures as separate
images. He placed scanned logos onto a surface and erased the paint around the logos,
creating a sticker-like visual effect. The use of the palette in carrying out all the
menu-related tasks was also natural to the users, although traditional palettes do not
contain menus. Therefore, it seems that strict accordance with metaphors is not al-
ways required to produce intuitively usable interaction tools. The brush and palette
metaphors allowed and constrained the modes of interaction into which all the neces-
sary functionalities could be embedded. For instance, the thinness of a brush did not
allow for including a menu into it, but enabled the users to paint areas that would have
been unreachable with other tools. The palette metaphor, as a container of textures
can be naturally extended to provide other types of selectable functionalities as well.

A portable wireless mouse on a cardboard box was used in some cases (two par-
ticipants) as a substitute for the physical brush. It was used mainly to manipulate the
second Texture Brush from above. Therefore, the palette for the mouse was projected
onto the floor or onto the table. The primary difference in using the mouse instead of
the brush was that paint was applied to the model from a distance and based on where
the user saw the cursor, not by reaching towards it to position where the paint was to
be applied. However, positioning the mouse very close to the model is important in
order to support visibility and hand-eye co-ordination. Probably, the most important
phenomenon was that mouse movements on the box were not easily mapped to cursor
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movements on the model. While when we operate the mouse on a desktop computer
our orientation to the screen does not change, the participants in our case moved
around the model, adopting different positions and orientations frequently resulting
in a “misalignment” of the mouse with the cursor.

4 Discussion and Conclusions

The main motivation of tangible user interfaces (TUIs) is to move meaningful interac-
tion from digital to physical. Physicality can characterise human-computer interaction
in many different and unprecedented ways, including spatiality, artefacts, and various
other manifestations of computational resources [16]. While a variety of tangible
interfaces and applications are merely presented as demos at conferences and only
operated by researchers, there is a growing need for field evaluation in realistic set-
tings. In this paper, we presented an environment for augmented reality painting of
physical models and reported on its evaluation in a field trial in a setting with several
architecture students working on course projects.

We observed several positive properties of TUIs in the field study. However, our
work also revealed many challenges, which remain for future work on making TUIs
more usable and attractive. The most vital is the challenge of the distributed inter-
Jface—the physical, spatial, and computational separation of interface components.
This distribution cannot be arbitrary but must possess the capability to act meaning-
fully through the combination of individual multiple input/output devices so that the
outcome also makes sense at the level of the system [18]. In a TUI environment like
ours, this implies cognitive and creative processes being distributed and coordinated
across the members of the group, these processes also being distributed over time and
space and at least partly mediated by computer and physical artefacts [17]. A central
corollary challenge is to turn the public availability of embodiment (cf. [19]) into real
collaborative features of the interface. In our system, collaboration around the model
was limited by the single-cursor, single-tool nature of the system. In addition to con-
sidering multi-cursor multi-tool designs, we saw that the visibility, labeling, affor-
dance, and accountability of interface components is necessary. At the individual
level, multimodality and efficient use of cognitive resources is necessary, also for
ergonomical reasons. Finally, intertwining the digital and physical in a bi-directional
manner poses a problem for future research. In our field study interfacing the two
worked mostly mono-directionally. For example, if the user changed the position of
the model, the projection did not adjust accordingly, as the projectors were not sensi-
tive to changes in the real world. Bi-directionality would promise easier set-ups and
in-session configurability of the system, but would require rather complex on-line
video signal processing to work.

Similar systems have been developed that concentrate on one aspect of the interac-
tion, offering more sophisticated features, such as the possibility of moving, real time,
the physical objects and the projected textures using tracking technology [3, 4]. Other
studies that compare in detail 2D and tangible interfaces [9, 10] merely state which
one performs better using some general criteria (e.g., memory in spatial layout tasks
[9] or trial time and user operations [10]). Other work that reports on observational
studies of current practices to inform the development of tangible interfaces, provides
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the motivations but only vague indications of the features to be implemented [12].
Finally heuristic evaluations have been proposed for ambient displays which are
weakly applicable in the case of tangible interfaces.

Most relevant to our research are the system guidelines for co-located collabora-
tive work on a table-top display [20]. Our study contributes specific knowledge on
how to extend the guidelines for tangible interfaces. In particular, our study contrib-
utes to the guideline support fluid transition between activities, for tangible inter-
faces, proving the trade-off between the advantages of specializing tangible interac-
tion (the barcode scanner for “phycons”, the physical brush for painting, etc.) and the
disadvantages, for fluid transitions, of distributing interfaces across different plat-
forms and tools. For the guidelines support interpersonal interaction, transitions
between personal and group work and simultaneous user actions our study high-
lighted another trade-off between supporting clear divisions of labor and supporting
synchronous collaboration while accessing simultaneously shared resources. For
example TUISs in our case supported a clear division of labor (one participants select-
ing textures and backgrounds and the other one applying and modifying textures
with the brush, or two participants painting simultaneously), however, with limita-
tions due to missing groupware features and single-tool approaches (a single barcode
scanner and a single brush were available). For other guidelines such as support the
use of physical objects, shared access to physical and digital objects the study dem-
onstrates not only the need to integrate physical objects and affordances (physical
models, sheets of papers with icons and visual codes) but the opportunity of mixing
digital and physical objects (the model painted with digital textures). Finally, our
study provides additional candidate guidelines (requirements) for tangible computing
environments. It was possible through a field study to show evidence of the need to
support, not only a single interaction scenario, but a whole activity cycle of which
painting digital textures might be just a phase. The field study helped us to gain a
more “ecological or systemic” perspective, showing the need to support the upload,
retrieval and saving of mixed media configurations and also the opportunity to create
immersive environments that extended out of a “table-top” with multiple and large
scale projections.
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Abstract. Mobile devices (cellular phone, PDA, etc.) have so far been
personal tools. Due to their evolution to multi-functionality, however,
the devices have begun to be used by multiple people in co-located sit-
uations. This paper discusses near future technologies: a mobile device
with a projector and intuitive manipulation techniques by using a video
camera mounted on the device. In today’s technologies, it is difficult to
realize a mobile device with a small and lightweight projector that still
retains the feature of mobility. Therefore, we have developed a system
to project displays of mobile devices on a table, a floor, or a wall, by
tracking their three-dimensional positions and orientations and using an
existing LCD projector. The proposed system called Hotaru (a firefly, in
English) allows users to annotate/rotate a picture or a document in a mo-
bile device by touching its projected display with their fingers. Users can
intuitively transfer a file between multiple devices by making their pro-
jected displays overlapped. Informal evaluations of Hotaru indicated that
the proposed manipulation techniques could effectively support multiple
people in co-located situations in conducting their tasks.

1 Introduction

Mobile devices (PDA, cellular phone etc.) have rapidly penetrated into our soci-
ety and many people use them in their daily lives. For example, in Japan in 2003,
the number of subscribers of cellular phones has amounted to 86 million, which
is about three fourths of Japanese total population[4]. One of the recent trends
of cellular phones is multi-functional: not only a phone to communicate with
a person in a remote location but also a web browser, a digital video camera,
a game machine, a music player, a television, a GPS, and so on. Although the
growing trend toward more functions has been remarkably observed in cellular
phones, the other types of mobile devices also exhibit the similar tendencies.
For instance, various commercial accessories attachable to PDAs for extending
their functions are available. This trend makes the differences between a mobile
device and a personal computer smaller: a cellular phone or a PDA is becoming
a computer that has almost the same functionality of desktop/laptop computers
retaining the feature of mobility. Actually, mobile devices have been used as a
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personal tool such as a personal scheduling assistant, and recently have begun
to be used by multiple people in face-to-face or co-located situations.

Let us show you some examples. When you take a photo by using a digital
camera mounted on your cellular phone, you may want to show the photo to
(more than two) people around you. However, due to a problem of screen real
estate of a cellular phone, it is not easy for multiple people to simultaneously
look at the photo on your cellular phone. Moreover, when you send the photo to
a person who has requested it, you need to conduct unintuitive and bothersome
operations on your phone (e.g. search his mail address, attach the photo to a
mail, and send it through the user interface of the phone).

Suppose that the display of your cellular phone can be projected on a wall in
front of you. If your phone that mounts a projector is as lightweight and small
as the recent models of cellular phones, thanks to its mobility, you can make
the projected display appear anywhere on a wall, a ceiling, a floor, or a table.
Therefore, you can easily look at a photo taken through your cellular phone with
people around you. As your cellular phone is equipped with a digital video cam-
era, it may also be possible to capture an image of its projected display. If the
cellular phone can recognize manipulations conducted with fingers on its pro-
jected display, for example, selecting a file or starting an application program, it
will be able to effectively support conversations or collaborative tasks of multiple
people in co-located situations. As users can freely change the projected loca-
tions of the displays by moving their own cellular phones, the users can conduct
data transfer between their phones by overlapping their projected displays.

We believe that a mobile device that mounts a video camera and a projector
has the possibility to provide us with a new technique for supporting co-located
collaboration in a ubiquitous computing environment. Canesta Keyboard [9] is
an one-color projection system designed to be attached to a PDA and used as a
personal virtual keyboard (therefore, inappropriate as a shared display for mul-
tiple people). Unfortunately, a full-color projector mountable on a mobile device
is currently not available due to its weight and power consumption. However,
according to the recent news, several researches on portable projectors are in
progress and those mountable on mobile devices will become available in near
future [5]. In this paper, therefore, we propose a system called Hotaru (a firefly
in English) that allows users to conduct intuitive manipulations on projected
displays of mobile devices by utilizing currently available technologies.

The paper is organized as follows: Section 2 shows the related work to Hotaru.
In Section 3, the system configuration of Hotaru is described. Section 4 shows
several manipulation techniques by using Hotaru. Section 5 discusses the user
studies of Hotaru. Finally, Section 6 concludes the paper.

2 Related Work

Hotaru is related to several research topics such as mobile and ubiquitous com-
puting, finger recognition, manipulation techniques for projected displays, and so
on. There are too many predecessors related to Hotaru. Therefore, some of them
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which seem similar to and should be differentiated from Hotaru are discussed in
this section.

iLamps [7] provides users with adaptive projection techniques with a cluster
of handheld projectors. iLamps identifies locations and orientations of multiple
projectors and creates a seamless and consistent image over a projected surface
(e.g. planar, spherical etc.) by correcting an overlapping image given by the
projectors. The main purpose of iLamps is different from that of Hotaru in that
it proposes manipulation techniques for overlapping projected displays of mobile
devices.

In [6], the concept of “steerable interface” and its implementation are de-
scribed. The proposed system (ED: Everywhere Display) uses an LCD projector
fixed to a ceiling and can project a display on any surface (e.g. a wall or a floor
in a room) by tracking a user’s head position and controlling an angle of a mirror
attached to the projector. Therefore, ED does not allow multiple users to freely
change the locations, shapes, and sizes of their projected displays as the users
like, which is possible for users of Hotaru.

HyperPalette [1] allows a user to conduct intuitive operations with his PDA.
A user can bring a photo projected on a table into his PDA (scoop), or drop
a photo in the PDA onto the table (spread) by tilting and moving the PDA.
The difference between HyperPalette and Hotaru is that Hotaru allows a person
without a PDA to join collaborative tasks by annotating on a projected display
with his/her finger. Moreover, Hotaru provides users a more intuitive and direct
method by utilizing overlapping projected displays of multiple mobile devices,
although HyperPalette proposes a data transfer method between multiple PDAs
via a table on which the data to be transferred is projected.

Augmented Surfaces [8] allows users to drag files, such as documents or im-
ages, to be shown on a computer desktop, a table or a wall, by using a laser
pointer. Users can easily share these files with other users and bring them into
their own personal computers. The difference between Augmented Surfaces and
Hotaru is that Hotaru provides users with intuitive methods for supporting their
collaborative tasks such as annotating by the users’ fingers.

In [2], a system that visualizes a personal and a public spaces on a screen
of each user’s PDA is described. A user can place a file in the public space to
make it visible and accessible to all users, or bring a file from the public space to
his personal space. This system does not allow users to specify who can access
to which files in an intuitive manner. On the other hand, a user of Hotaru can
select a person (or PDA) and a file by overlapping their projected displays in an
intuitive manner.

3 System Configuration of Hotaru

3.1 Design and Implementation Overview

In order to realize projected displays of mobile devices by using existing LCD
projectors (most of them weigh more than 1 kg), the following requirements
must be satisfied:
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1. Three-dimensional (3D) positions and orientations of mobile devices are au-
tomatically identified.

2. Based on their 3D positions and orientations, the locations, sizes, and shapes
of their projected displays are automatically determined.

In order to fully satisfy the requirement 2, a special apparatus to control
the positions and orientations of LCD projectors will be necessary. However, it
is almost impossible to implement such an apparatus that can instantaneously
change their positions and orientations by following 3D moves of multiple mobile
devices. On the other hand, it is possible to investigate the proposed idea by
partially (not completely) realizing the feature of projected displays of mobile
devices. Therefore, we decided to develop a prototype version of Hotaru as shown
in Fig. 1. In this figure, a stereo camera is installed above users in order to
identify 3D positions and locations of their mobile devices. Based on their 3D
positions and locations, the sizes and shapes of the screen images of the devices
are calculated and projected onto a table or a wall through an LCD projector.

projection of PDA displays

3D positions/ orietations of PDAs stereo LCD
camera |:_}r0|ector

video
imageof the PDA display, camera
image catured by the i,
camer -
ﬁ wireless LAN /

projected dlsRIay
user’s P DA _of the PDA

server "
computer operation

Fig. 1. System configuration of Hotaru

In order to capture images of projected displays where users’ manipulations
are conducted, a video camera attached to a mobile device is used. In the pro-
totype version of Hotaru, we use a PDA as a mobile device, because cellular
phone vendors do not fully release the technical specification of their devices.
Due to the limited computational capability of current models of PDAs, an im-
age processing module for recognizing users’ manipulations on projected displays
is executed on the server computer.

The current version of Hotaru imposes one restriction on its users: displays
of users’ PDAs are projected only within a specified area (e.g. on a table or a
wall) determined by the installation positions and angles of the stereo camera
and LCD projector. However, the other functions, such as recognizing a user’s
manipulation on a projected display through a camera mounted on his PDA,
are fully realized. Therefore, when a projector mountable on a mobile device has
become available, the techniques described in this paper will also be available
without any modification.
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Fig. 2. Infrared LEDs for position and orientation identification

3.2 Location and Orientation Identification

A marker with infrared (IR) LEDs and a stereo camera are used for recognizing
the 3D position and orientation of a user’s PDA. The IR LEDs on a circuit
board are arranged to form an isosceles triangle (4, B, and C in Fig. 2). The
position of the PDA is represented as P = (zp, yp, zp) Which is the coordinates
of the centroid of the triangle. The orientation of the PDA is calculated by the
sum of the vector BA and @, and represented as d = (%o, Yo, 20). Different
blinking patterns are assigned to LEDs at the vertex A for identifying individual
PDAs.

Experimental results to evaluate this method have proved that the position
and orientation recognition errors are less than six centimeters and ten degrees,
respectively!. In the current implementation, it takes less than one second to
correctly recognize individual blinking patterns of LEDs. This means that a
user is required to hold his PDA steadily for one second so that Hotaru can
identify the PDA successfully.

3.3 Projection of Displays

In order to emulate a PDA that mounts a projector, the location, size, and
shape of its projected display must be determined based on the position and
orientation of the PDA. Let the projecting plane (the surface where a display
of a PDA at the point P is projected) be IT and its normal vector be n =
(Zny Yn, 2n), as shown in Fig. 3. From this figure, it is evident that the rotation
vector between the planes IT and IT " is the outer product of n and d which is the
normal vector of I, and that the shape of the projected display is that of the
cutting plane (11, in this case) of the quadrangular pyramid Q. The algorithm for
determining the location, size, and shape of the projected display is summarized
as follows:

! The errors were evaluated by the distance between the estimated and real positions,
and by the angle formed by the estimated and real orientation vectors, respectively.
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1. Find the crossing point C' of the extended line from the point P along with
the vector d and the plane I1. C' is the center point of the projected display.

2. Determine the scale k for the projected display on IT /, based on the distance
between the point P and the plane II (the length of PC' in Fig. 3).

3. Find the rotation vector between the planes IT and II ' by using d and n.

4. Determine the shape S of the projected display by the plane II and the
quadrangular pyramid Q.

5. Enlarge/reduce the original screen image of the PDA based on the scale k,
and deform the image to S.

Due to the errors as described in 3.2, a projected display of a PDA fluctuates
and is not stable, when Hotaru directly uses its estimated position and orienta-
tion data. Therefore, Hotaru calculates the PDA’s current positions and orienta-
tions by averaging over the recent ten consecutive location and orientation data.

NN

SN
K

Fig. 3. How Hotaru calculates a projected display of a PDA

3.4 Detection of Projected Displays

A video camera attached to a PDA is used for detecting and identifying each of
the projected displays and recognizing users’ manipulations on them. In order to
detect multiple projected displays, a wide-angle lens is mounted on the camera.
We first tried to recognize the manipulations by bare fingers as described in [12].
However, the recognition ratio of bare fingers was extremely low without using a
special camera such as a thermo-infrared camera [3]. Therefore, in this version of
Hotaru, we decided to use fingers augmented with an LED light to increase the
recognition ratio (as shown in Fig. 5). The recognition process is summarized as
follows:

(1) Extract contours and vertices of projected displays from a captured image
through a camera mounted on a user’s PDA.

(2) Identify projected displays of individual PDAs (discussed in Section 3.5)

(3) Recognize users’ manipulations by fingers (discussed in Section 3.6)
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Fig. 4 shows a process of extracting contours and vertices of a projected dis-
play. The system first performs the distortion correction of an image caused due
to the wide-angle lens, and applies the Canny edge detector [10] for detecting
contours and vertices in the image When Hotaru detects four vertices of indi-
vidual projected displays, it can successfully recognize the displays. If Hotaru
cannot find all the vertices due to occlusion by human hands or an overlap of
other projected displays (Fig. 4(a)), it applies the Hough transform (Fig. 4(b))
and estimates the unrecognized vertices in order to determine the regions of pro-
jected displays (Fig. 4(c)). Finally, by using the four vertices of the projected
display in the camera coordinate and those of the PDA screen in the world coor-
dinate, a transformation matrix between the two coordinates is calculated [10].

(b)

Fig. 4. Extracting a projected display. (a) Three vertices of individual projected dis-
plays are determined. (b) The fourth vertex of each projected display is estimated. (c)
The region of each projected display is recognized.

3.5 Identification of Individual Projected Displays

Although projected displays are detected from an image captured by a cam-
era of PDA, it is not sufficient because which projected displays correspond
to individual PDAs has not been determined. By estimating the locations of
the projected displays based on the 3D locations and orientations of individual
PDAs, it may be possible to find their correspondence. However, if a portable
projector mountable on a mobile device has become available, such location and
orientation information will be unnecessary. Therefore, the identification of pro-
jected displays is conducted by using an image of multiple projected displays
captured by a camera mounted on a PDA.

We first tried similarity matching between an elicited projected display and
a screen image of each PDA. However, the success ratio of the matching was not
stable. It is suggested that screen images of different PDAs were often similar
(in some cases, only folder or file icons appeared on their screens). In the current
implementation of Hotaru, individual PDAs are given different color markers for
their identification. In order to use a screen of a PDA as large as possible, the
marker is projected outside of the projected display in Fig. 5 or Fig. 6.

A serious problem of this method is that the number of PDAs to be identified
is small (less than ten). To solve the problem, we are now investigating to use a
watermark-based method for identifying individual PDAs.
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3.6 Recognition of Operations by Fingers

Hotaru allows users to manipulate pictures or file icons on a projected display by
using their fingers augmented with an LED light. It elicits a finger-pointing area
with a pixel value larger than a specified threshold of brightness. The position
of the pointing area on a PDA screen is calculated by using the transformation
matrix described in Section 3.4. Hotaru uses the Kalman filter [11] to estimate
the next pointing area by using the current and previous pointing areas, when
users conduct translation or drag operations explained below. The following is
a list of the operations:

— click: when Hotaru recognizes that a user’s pointing area has not changed
for more than one second, it identifies that the user has conducted a click.

— double click: when Hotaru recognizes that a user’s pointing area has not
changed for more than two seconds, it identifies that the user has conducted
a double click.

— drag: when Hotaru identifies a move of a user’s finger after a click, it recog-
nizes the move as a drag.

— release: when Hotaru identifies that a user’s finger has stopped for more than
one second after a drag, it recognizes the stop as a release.

— cancel: a user can cancel his current operation by moving his finger away
from the projected display.

To identify whether a user has really touched a projected display and con-
ducted a click operation with his finger is difficult. Therefore, two-dimensional
moves of a user’s finger and its non-moving time are used for recognizing his/her
operations as described above. The time required for recognizing the operations
has been decided through informal user studies during the development of Ho-
taru. In order to let a user know clearly their current operations, Hotaru provides
him/her with different auditory feedback corresponding to each operation.

4 Intuitive Manipulations on Projected Displays

Projected displays of mobile devices provide users with new manipulation tech-
niques. Several example techniques are described in the following;:

4.1 Annotation

When multiple users share a document or a picture on a projected display, they
can directly write comments or draw figures on it with their fingers. In Fig. 5,
a group of people shares a map on a projected display, and one of them draws
lines or marks on it with his finger. Such an annotation is useful in a co-located
situation: when one person accesses a web page to show a map by using his mobile
device, the other people can easily suggest, recognize or confirm the direction to
their destination.
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Fig. 5. Annotation to a projected map

Fig. 6. Rotation of a projected display

4.2 Rotation

When an image file in a PDA is projected on a table which multiple people sit
around, it is desirable to allow them to rotate the file so that each of them can
easily view and understand the content of the image. As shown in Fig. 6, a user
can rotate an image about its center point through any angle, by clicking and
dragging at the lower right corner of the image.

4.3 File Transfer by Overlapping Projected Displays

Fig. 7 shows how users can transfer a file between multiple PDAs. In Fig. 7(a),
Displays of two users’ PDAs are projected on a table. UserA moves his PDA
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so that its projected display overlaps with that of userB’s PDA (Fig. 7(b)),
and then drags a image file to be trasferred to the overlapping region of their
projected diplays (Fig. 7(c)). The overlapping region is also visualized on the
screens of their PDAs. When userA releases the file, a popup window appears
on the screen of userB’s PDA to confirm if the file transfer is permitted. If userB
presses an “ok” button on the popup window, the file is transferred to his PDA
as shown in Fig. 7(d). It is also possible for users to write/draw comments on
the overlapping region for “carbon-copying” as shown in Fig. 7(c).

(b)

(d)

Fig. 7. File transfer between multiple devices by overlapping

5 User Studies

Hotaru were evaluated in informal user studies. Twelve subjects formed three
pairs and two groups of three, and were asked to conduct the following tasks:
annotation and rotation of an image file, and file transfer between multiple PDAs.
The tasks lasted about 30 minutes for each pair and group.

During the tasks, users frequently moved their PDAs, and the locations of
their projected displays changed accordingly. When the moves of their PDAs
were small (such as a slight tilting), Hotaru could almost always recognize their
own projected displays correctly. It is suggested that users of Hotaru hold their
PDAs steadily rather than move them rapidly, when they want to watch their
projected displays or conduct collaborative tasks on them. Therefore, we think
that a failure of the recognition due to the move of a PDA is not a serious
problem practically.
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Positive (1-4) and negative (5-7) comments received from the subjects are
summarized as follows:

1. Projected displays of PDAs were favored users. The users could easily change
the positions, shapes, and sizes of the displays as they like, by moving their
own PDAs.

2. Hotaru could effectively support multiple people in viewing pictures or doc-
uments, because it did not force them to peek at a screen of a PDA over
their shoulders.

3. Annotating and rotating a file by fingers were intuitive and useful.

4. Conducting file transfer tasks by overlapping projected displays of PDAs is
much more intuitive and easier than other file transfer methods for mobile
devices.

5. Slow responses to manipulations by fingers were often irritating.

6. Recognizing users’ manipulations failed when a PDA was not held steadily
enough (although Hotaru succeeded in recognizing the projected displays).

7. It was desirable to identify who conducted which manipulations, in order for
Hotaru to fully support collaborative tasks.

Comments 1-4 indicated that the idea of Hotaru was accepted by the subjects.

The cause of Comment 5 was that the subjects had to stop the moves of
their fingers and wait, in order to make click, release, and double click operations
recognized by Hotaru. The similar reports are found in [13]. As for Comment
6, when a subject holding his PDA by one hand tried to touch its projected
display with his finger of another hand, the recognition often failed because he
unintentionally moved his PDA. Using inertial sensors (e.g. an accelerometer or
a gyroscope) or optical flow analyses may be effective to reduce the influence
of user’s unintentional small moves of his PDA and fix its projected display at
a specified location. As for comment 7, several approaches will be possible, for
example, using visual or optical tags attached to fingers, in order for Hotaru to
identify who has conducted which manipulations.

In the current implementation, Hotaru allows only a sender to conduct file
tranfer tasks, that is, a sender first selects a file to be transferred, and then
releases it in an overlapping region with a projected display of another PDA. All
the subjects requested that Hotaru should also allows a receiver to conduct file
transfer tasks by selecting other users’ file that appear on the receiver’s PDA
screen. We will plan to improve and extend functions of Hotaru by examining
the issues raised through the user studies.

6 Conclusions

This paper described a system called Hotaru and possible intuitive manipula-
tion techniques. The design and implementation of Hotaru by using currently
available technologies were discussed. Informal user studies for evaluating Ho-
taru proved that it would effectively support collaborative tasks in co-located
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situations. The studies also clarified several problems to be solved and investi-
gated. In our future work, we will conduct more intensive user studies, improve
the performance of Hotaru, and explore its possibilities of new applications.
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Abstract. Pen computing devices provide a natural interface for annotating
documents with freeform digital ink. However, digital ink annotations are usu-
ally larger and sloppier than real ink annotations on paper. We present DIZI, a
focus+context interface that zooms up a region of the underlying document for
inking. Users write in the zoomed region at a comfortable size for the device.
When the zoom region is shrunk back to normal page size, the digital ink
shrinks to an appropriate size for the underlying document. The zoom region
covers only a small portion of the screen so that users can always see the overall
context of the underlying document. We describe several techniques for fluidly
moving the zoom region to navigate the document. We show that DIZI allows
users to create digital ink annotations that more closely mimic the look of real
ink annotations on physical paper.

1 Introduction

One of the goals of pen computing devices, such as Tablet PCs and PDAs, is to pro-
vide an inking surface that emulates physical paper. Ideally, using such devices
should feel just like writing on paper and the resulting digital ink should look just like
real ink. However, a variety of ergonomic factors make it difficult to fully achieve
either of these goals. These factors include:

Slip. Digital screens are smoother and slipperier than paper.

Resolution. Digital screens have less visual resolution than paper. In addition,
digitizers usually track digital pens at lower resolution than the finest human hand
movements.

Screen Size. Digital screens are often smaller than standard letter size paper.

Parallax. Digital screens often contain a protective layer of plastic that creates
parallax between the tip of the digital pen and the screen.

Size and Weight. The physical size and weight of pen computing devices makes it
hard to position and interact with them like paper.

While hardware designers continue to improve the feel of pen-based devices and
make them more like paper, a substantial gap remains.

M.F. Costabile and F. Paterno (Eds.): INTERACT 2005, LNCS 3585, pp. 69-79, 2005.
© IFIP International Federation for Information Processing 2005
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Fig. 1. Digital ink annotations are usually much larger and sloppier than real ink annotations on
paper. As a result digital annotations may be difficult to read, especially if the reader did not
originally write the annotation.

The ergonomic limitations of pen computing devices force users to change the way
they write when using such devices. As shown in Fig. 1, digital ink is usually much
larger and often sloppier than real ink annotations on paper. Creating legible digital
ink is especially difficult when white space is limited, as it usually is when writing
between lines, marking up individual characters or words, making comments in mar-
gins, or writing long comments. The resulting, larger-sized digital annotations often
overlap the underlying text of the document and waste screen space because they are
much less dense than real ink annotations.

To maintain context users typically need to see an entire page at a time. Yet, to-
day’s pen computing devices have screens that are smaller than a standard sheet of
paper, and so pages must be shrunk to fit on the digital screen. The shrinkage only
exacerbates the legibility problems due to larger-sized digital ink.

We present DIZI, a focus + context interface that allows users to create digital ink
annotations that mimic the look of real ink on paper. DIZI does this by magnifying a
region of the underlying document for inking so that users can write at a size that is
comfortable for the device. As we will show, we have experimentally found that a
scaling factor of 2.0 for the zoomed region allows users to write comfortably and still
produces legible natural looking ink when the region is shrunk back to the normal page
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size. In addition, the zoom region is designed to cover only a small portion of the
screen so that users can always see the overall context of the underlying document.

DIZI supports two primary forms of navigation, or moving the zoom region with
respect to the underlying document; the user may move the zoom window explicitly
to focus on a different part of the document, or the system may move the zoom win-
dow implicitly as the user is writing to ensure that the zoom region is always under
the user’s pen. We consider two strategies for explicit navigation, and we show that
there is only one useful strategy for implicit navigation. We describe a simple but
effective approach for combining implicit and explicit navigation to give the user full
navigational control. Finally we show that the DIZI interface facilitates the creation of
natural looking digital ink annotations.

2 Related Work

DIZI builds on two areas of previous work; zoomable user interfaces and free-form
digital ink interfaces. We consider each of these in turn.

2.1 Zoomable User Interfaces

Zooming is a standard operation in many applications including document editing
(Microsoft Word), photo manipulation (Adobe Photoshop) and vector-based design
(Adobe Illustrator). However, these applications usually magnify the entire document
and the surrounding context is not visible after the zoom. Thus, navigating in the
zoomed view requires tediously scrolling through the document.

A better approach is to allow users to directly navigate a multi-scale focus + con-
text view of the document, in which a magnified focus region show details while the
surrounding context also remains visible. Researchers have developed a vast number
of focus + context systems. for visualizing different kinds of documents including
Fisheye Views[6], Perspective Wall[11] Document Lens[15], and Table Lens[14].

Researchers have also considered navigation in multi-scale space. Magic lenses[4]
allow users to directly position a focus region (or lens) over the underlying document.
Similarly, zoomable user interfaces such as Pad[12], Pad++[2] and Jazz[3], have
applied panning and zooming navigation to a variety of tasks, ranging from viewing
web pages, timelines, disk usage and maps, editing text and spreadsheets and present-
ing slideshows[8]. Users can pan and zoom to quickly reach any point in the multi-
scale document space. Furnas and Bederson[7] use space-scale diagrams as a frame-
work for describing this type of multi-scale navigation. Igarashi and Hinckley[9] also
use space-scale diagrams to develop an automated zooming algorithm for browsing
large documents. However, none of these systems consider the constraints on multi-
scale navigation required to support digital inking.

2.2 Digital Ink Interfaces

One common use of freeform digital ink is to annotate digital documents. Schilit et
al.[16] have developed xLibris, the first complete paper-like "active reading" system,
in which ink annotations are used for collaboration and information retrieval. Follow-
on systems include Adobe Acrobat Reader, Microsoft Windows Journal, Multivalent
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Documents[13] and Callisto[1]. While some of these systems provide zoomable views
and others support digital ink annotations, none of these systems provide both fo-
cus+context zooming and digital inking.

Another use of digital ink is note-taking. In work that is most closely related to
ours, Davis et al.’s NotePals[5] addresses the problem of writing scale versus display
scale. Users specify a focus cursor in the overview area at the top of the screen. As
they write in a focus area at the bottom of the screen, the ink is shrunk to 40% of its
original size and placed at the focus cursor. Users must explicitly create new writing
space when they fill the focus area, which can break the flow of writing. Seni's
Treadmill Ink [1] similarly uses a focus area for ink input. In this system the focus
area is constantly scrolling from right to left thereby continuously clearing space for
new ink. But, users must modify their writing style to accommodate the scroll. Both
NotePals and Treadmill Ink are targeted at inking on small-screen devices like PDAs
and cell phones. In other work, Lank[10] describes a fisheye lens-based inking system
for Personal Digital Assistants. None of these systems is designed for annotating
documents.

In this paper we apply the zoomable interface approach to annotate documents with
free-form digital ink. We adopt the scale-space framework to explore several strate-
gies for navigating the multi-scale space and we show when each of these strategies
may be useful while annotating documents.

3 User Interface

As shown in Figure 2(a), DIZI allows users to interactively magnify a portion of the
underlying document for inking. Annotating the document with DIZI in this manner
involves a sequence of three interactions.

Initiating the Annotation. To indicate the zoom region users perform an initiation
gesture. While holding the pen button users touch a point on the screen, which we call
the zoom origin. DIZI generates a rectangular zoom window around this origin and
the transition from the unzoomed state to the zoomed state is animated so that the
zoom window appears to grow out of the zoom origin. As described in Figure 2(b,c)
we have developed a flicking gesture as well as a rectangle gesture to allow the user
to specify the orientation and size of the zoom window.

Writing the Annotation. Users then annotate the document by writing within the
zoom window. We set a magnification scale factor of 2.0 within the zoom window.
As we will describe in the section on implementation design details, we empirically
chose this scale factor so that users can write at a size that is comfortable for the
device and so that the digital ink appears at a natural size when the zoom window is
shrunk back down into the underlying document.

Completing the Annotation. To finish the annotation, users tap the document while
holding the pen button. An animated transition shrinks the zoom window along with
the fresh ink back into the underlying document.
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Abstract

(a) DIZI interface (b) Flicking gesture to initiate zoom (c) Rectangle gesture to initiate zoom

Fig. 2. DIZI interface (a) The user writes at a comfortable size within a magnified region of the
document. When zoomed back down the writing appears at a natural size. Zoom initiation
gestures (b,c) The user presses the pen button and places it at the zoom origin (red X). The path
of the initiation gesture (solid red line from X to pen tip) denotes a region of the document to be
magnified (dotted red box) (top). An animated transition shows the zoom window growing out
of the zoom origin to produce the focus + context zoom window (bottom). Flicking gesture (b)
The user quickly flicks the pen to create the zoom window. The direction of the flick sets the
orientation (horizontal or vertical) of the zoom window. Because English is written left-to-right
we offset the center of zoom windows so that 70% of the window is lying to the right of the
zoom origin. Flicking upwards will generate a vertically oriented window which can be useful
for writing in the side margins. Rectangle gesture (c) The user holds the pen button and directly
specifies the rectangular region of the document to zoom. This approach allows the user to
specity both the size and orientation of the zoom window.

3.1 Navigation

After users have initiated a zoom, they can choose from several strategies for navigat-
ing the document (i.e. changing the region that is zoomed). When the user actively
chooses the navigation strategy we call this explicit navigation. Two such explicit
strategies include:

Move Zoom Origin. One way to move the zoom region is to unzoom and zoom again
at another location. However, this approach forces unnecessary switches between
zoom mode and unzoom mode. Alternatively, we provide a control that allows users
to remain in zoom mode and directly drag the zoom origin to a new location.

Move Document. Instead of moving the zoom origin users may want to leave the
zoom window fixed, and simply change the portion of the document that is visible in
the zoom window. The move document control allows users to drag the portion of the
source document that is visible in the zoom window.

A key design goal for both of these explicit navigation strategies is that users
should be able to reach any point in the underlying document. We will show how we
achieve this goal in the implementation section of the paper.

In addition to these explicit navigation strategies there is also an implicit strategy
that occurs without the user invoking a command:

Create Space. When the user’s writing approaches the edge of the zoom window,
DIZI automatically repositions the window to create more writing space, as shown in
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Figure 3. It is essential that this navigation strategy provide a smooth transition that
doesn’t disrupt the user’s inking experience. As we will show in the implementation
section, the only way to achieve this is to keep the zoom origin fixed as the zoom
window is moved. Any other transformation will cause the surrounding ink and
document to shift in the zoom window and break the user’s writing flow.

While other navigation strategies are possible, we have found that these three suf-
fice to accomplish common annotation tasks.

Fig. 3. If the user nears the edge of the zoom window while writing, DIZI automatically reposi-
tions the zoom window to create more writing space. We reposition the zoom window Z to one
of the eight possible neighboring positions, based on the direction of the stroke. Here, as soon
as the stroke exits the slightly smaller internal box (shown in dark blue) on the right side we
reposition Z to Z'.

4 Implementation

Aside from inking, the primary form of interaction with DIZI is navigation, or moving
the zoom region. In this section we first present a geometric framework for zooming
interfaces. We then develop three navigation techniques based on this framework and
show how two of them are combined in the default DIZI interface. Finally we de-
scribe several implementation design decisions we made in the process of taking DIZI
from concept to usable prototype.

Zoom plane

§¥zc
MR

L Zoom origin O — | ~—————1 Source plane
Zoom center Zg

Source center S b
Source window S v 1

«<—— Screen —— : o) Origin plane

r Zoom window Z

Screen

(a) 2D Screen space (b) 1D Scale-space

Fig. 4. A 2D screen-space diagram of our zooming interface (a), and a corresponding 1D space-
scale diagram for the x-axis (b). The space-scale diagram shows that the mapping between the
zoom origin O, the source window S, and the zoom window Z is a projection. The planes are
spaced such that the projection scales any region on the source plane by scaling factor o.
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4.1 Geometric Framework

Figure 4 shows a diagrammatic representation of our zooming interface. We adopt the
space-scale diagrams of Furnas and Bederson[7] to depict the geometric relationship
between the zoom region and the source document. In the space-scale diagrams
zooming is treated as a projection from the zoom origin O, through the source win-
dow S, and into the zoom window Z. The planes are spaced such that the scaling
factor o is given by:

o=1Z1/1SI (1)

where |ZI and IS| denote the width of the zoom window and source window respec-
tively. By similar triangles, the center of the zoom window Zc, the center of the
source window SC, and the zoom origin O are related by the following expression:

Zc=0(1-0)+Sca 2)

In fact this expression holds for any set of points Zp and Sp lying on a projector line
emanating from origin O. The space of geometric interactions with the system can be
expressed in terms of these parameters. Assuming a given scale factor a, we can vary
any two of the remaining parameters and the third is fully constrained.

4.2 Navigation

All three of DIZI’s navigational strategies are achieved by setting the parameters of
this geometric framework in different ways, as shown in Figure 5.

[l

(a) Move zoom origin (b) Move document (c) Create space

Fig. 5. Navigation strategies described using scale-space diagrams. (a) To move the zoom
origin, the zoom window center O is locked to the zoom window center Z¢ (b) To move the
document, Zc is fixed while Sc is dragged to Sc'.(c) To create space, the zoom center Z¢ is
moved to Z¢' while the zoom origin O remains fixed thereby preserving the mapping between
the source and zoom planes. Note that since the zoom and source windows partially overlap we
have slightly offset them vertically in the diagram. Both the move document and create space
strategies shear the projection frustum to generate off-axis projections.

Move Zoom Origin. Our approach to moving the zoom origin is to lock the origin O
to the zoom window center ZC. As shown in Figure 5(a), when the user clicks at ZC'
we set O' = ZC'. Using Equation 2 to solve for the new source center SC' we see that
SC' = O'. As the user drags the zoom window, we translate all three parameters
equally. This approach ensures that users can zoom up any point in the underlying
document as they drag the zoom window.
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Move Document. To move the document, the user drags SC to a new position SC', as
shown in Figure 5(b). In this case we keep the zoom window fixed by setting ZC' =
ZC, and then solve for O' using Equation 2. This approach also ensures that users can
zoom up any point in the underlying document but here they are dragging the source
window instead of the zoom window.

Create Space. When the user’s writing approaches the edge of the zoom window we
move ZC to ZC' such that the zoom window remains under the pen and provides more
space to continue writing. In order for users to continue writing in a natural ways, it is
critical that the mapping between the source plane and zoom plane remains fixed.
Otherwise the document would shift under the pen and disrupt the user. In the space-
scale framework the only way to maintain this mapping is to keep the zoom origin O
fixed. Therefore we set O' = O and given the new ZC' we can compute SC using
Equation 2. This approach allows the user to continuously draw strokes off the edge
of the zoom window. However, because the mapping is fixed, in this case users can
only reach a subset of the document as delimited by VO and V1 in Figure 5(c). To
reach other parts of the document users must unzoom and re-initiate the zoom in a
new location.

Combining Navigation Strategies. To perform explicit navigation users must enter
the appropriate navigation mode (either move zoom origin or move document) by
tapping the corresponding button in a button bar. Initially this was the only way to
perform explicit navigation. However, our early users pointed out that they sometimes
wanted faster access to the move the zoom window mode in order to quickly magnify
a new part of the underlying document. Based on this feedback we modified DIZI so
that after the zoom window has been initiated, if the user places the pen outside the
window, the system automatically goes into move zoom origin mode, and sets the
zoom origin to the new location of the pen. The movement of the zoom window takes
place immediately, without animation. We have found that this combination of
navigation strategies in which we automatically create space when the user writes off
the edge of the zoom window and we automatically move the zoom origin when the
user places the pen outside the window, works extremely well in practice.

5 Design Details

In building a usable prototype of out zoomable annotation interface we made a num-
ber of low-level design decisions. We consider how these decisions affect the DIZI
interface.

Initially Positioning Zoom Window. When the initial zoom origin is zz
close to the edge of the document (as it typically is when making
margin comments) the zoom window may extend off-screen. Our
solution is to translate the zoom window and its center Z back on ss
screen while leaving the source window and its center Sc fixed. Then
we can again solve for O' using Equation 2. The inset figure shows
how the projection geometry changes. If the zoom window is larger
than the screen in either dimension, we translate the window so that ©°©
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maximum portion of the zoom window is visible, under the constraint that zoom
window center Zc must always be in view.

Default Zoom Initiation Gesture. The default initiation gesture is flicking. In practice
we have found that flicking is much faster and easier than the rectangle gesture. The
rectangle gesture requires more effort and precision than the flicking gesture because
the user has to actively think about the size of the window. With flicking the size of the
zoom window is fixed and therefore the user only needs to consider where to place the
zoom origin. However, in circumstances where it is important to control the size of the
zoom window the rectangle gesture is more appropriate. We provide a checkbutton to
allow users to switch to rectangle gesture mode

Setting the Scaling Factor. To determine the appropriate scaling factor o, we
conducted an informal study (3 participants) comparing the size of real ink
annotations on paper to the same annotations written digitally on a TabletPC without
the aid of our zooming interface. We scanned the paper documents and manually
drew bounding boxes around each word of the both the real and digital annotations.
We found that the digital annotations were between 1.4 and 2.7 times larger than the
corresponding ink annotations. We then tried using several different scale factors
within this range in DIZI and eventually settled on a scale factor of 2.0. We found that
doubling the size of the document allows most users to write comfortably in the zoom
window. Larger scale factors force users to deal with a lot more navigation to create
long annotations.

The accompanying video shows how our implementation performs in practice. The
video is in DivX 5.1.1 format and contains some visual artifacts due to compression.

6 Usage Experience and Discussion

We conducted informal trials in which 6 members of our lab first completed a short
training task to learn the DIZI interface and then used DIZI to annotate a set of con-
ference papers. The papers were edited a priori to include spelling and grammatical
errors. Participants were instructed to both correct the errors and insert specific alter-
nate sentences and comments.

Our goal was to determine the effect a zooming interface would have on the anno-
tation process: how often users would use the zooming capability versus writing in the
standard unzoomed, manner, where would zooming be most useful, how would the
zooming interface affect the look of the digital annotations and would users link the
interface. These trials confirmed some of the intuitions about the interface, but also
included surprises.

While zooming is a primary feature of DIZI, the system also allows users to anno-
tate documents without zooming. Figure 6 shows a typical page with zoomed and
unzoomed ink rendered in red and green respectively. Users found zooming most
useful when writing text or edit marks in areas of limited white space. Several users
commented that their text annotations looked more like their written text on real pa-
per. Users found it less useful to zoom when drawing long, figural annotations such as
margin bars, underlines and circles. Such figural annotations usually require less pre-
cision than text annotations and can therefore be drawn without zooming.
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We were surprised to learn that some users initially preferred the rectangle zoom
initiation gesture to the flicking gesture. The rectangle initiation gesture provides full
control over the area to be zoomed and is easy to learn because it is similar to selec-
tion gestures in many graphical interfaces. Talking with these users afterwards we
found that their main complaint with the flicking gesture was that they found it diffi-
cult to guess the size of the zoom window. These users also found the gesture a little
harder to learn, claiming that it was “unintuitive”.

Two of our users were given a longer training task that involved using both the
flicking and rectangle gestures to initiate the zoom many times. These users preferred
the flicking gesture to the rectangle gesture for its speed. While we believe flicking is
a better choice as the default initiation gesture because it requires less effort and pre-
cision, these preliminary studies show that users must spend time learning how flick-
ing works before they are comfortable with it. We plan to conduct more in-depth
studies to evaluate the effectiveness of these initiation gestures.
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Fig. 6. Visualization of annotations created with DIZI. Text annotations (red) were created
using the zooming interface. Figural circles, arrows, and strikethrough annotations (green) were
created without zooming. In general we found that zooming was most commonly used in when
writing text or edit marks in tightly constrained areas with limited white space. Most of the text
in this example, including the long sentence starting, “However,...” would be impossible to fit
in the limited white space without the zooming interface. These text annotations remain read-
able even after they are shrunk back down to page size. Long structural and figural annotations
such as margin bars, underlines, arrows and circles are typically created without zooming be-
cause they require less precision than text annotations.

7 Conclusions

We have presented DIZI, a digital ink zooming interface that facilitates the creation of
digital ink annotations with the same size and look as real ink annotations on paper.
DIZI magnifies only a portion of the underlying document for inking so that user can
write at a comfortable size of the device but still see the overall context of the page.
We experimentally found that a scaling factor of 2.0 allows users to write comfortably
and produces legible ink even when into the original document. We have explored
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several different navigation strategies for moving the zoom region. Based on user
feedback we combine an implicit strategy that automatically moves the zoom region
so that it stays under the pen while the user is writing, with an explicit strategy that
allows the user to directly move the zoom region to any part of the document. We
believe that by allowing users to create digital ink that looks more like real ink our
interface helps to bridge the gap between pen computing devices and physical paper.
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Abstract. This paper presents a comparison of several selection aids to improve
pointing input on tabletop displays. Our previous research explored the Trac-
torBeam—a hybrid point-touch interaction technique for tabletop displays. We
found that while pointing input was preferred (over touch) by users of tabletop
displays, it was slower for small distant targets. Drawing from previous work
on improving target acquisition for desktop displays, we developed and tested
three selection aids to improve pointing selection of small distant targets on fa-
bletop displays: expanding the cursor, expanding the target, and snapping to the
target. Our experiments revealed that all three aids resulted in faster selection
times than no selection aid at all, with snapping to the target being the fastest.
Additionally, participants liked snapping to the target better than the other se-
lection aids and found it to be the most effective for selecting targets.

1 Introduction

Tabletop displays have emerged in the past 10 years as an area of interest in HCI
research. As this research continues, it is important to develop effective interaction
techniques for these types of displays. Although some researchers have developed
specialized input devices and techniques for tabletop displays [9, 2, 11, 14], very few
have conducted systematic evaluations on the effectiveness of these techniques. De-
termining appropriate input devices and interaction techniques is critical if tabletop
displays are to become mainstream.

In our previous work, we developed the TractorBeam, an innovative technique
which seamlessly combines remote pointing and touch — using a stylus — on tabletop
displays [9]. Results from this work demonstrated that remote pointing was faster than
touch input for large targets, was preferred over touch, and was also employed more
often when users were given a choice. However, for small distant targets pointing was
slower than touch. In remote pointing, small movements made with the hand are am-
plified on the screen. This amplification increases as distance to the target increases,
so even though users must reach further to touch small distant targets than point to
them, it is easier to make an accurate selection using touch.

Due to the amplification of small movements for distant targets, we felt that aug-
menting the technique with a selection aid might improve acquisition of small, distant
targets. Past research into improving target acquisition has focused on desktop

M.F. Costabile and F. Paterno (Eds.): INTERACT 2005, LNCS 3585, pp. 80-93, 2005.
© IFIP International Federation for Information Processing 2005
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displays. Researchers have explored methods such as expanding targets [7], area cur-
sors [6], bubble cursors [4], object pointing [5], and semantic pointing [1]. Since the
TractorBeam interaction technique for tabletop displays is significantly different than
standard mouse-based interaction for desktop environments, we felt it was important
to conduct a preliminary investigation of these previously proposed alternatives.

Drawing from this previous research, we developed and tested three selection aids
to augment our TractorBeam technique, in order to improve acquisition of small dis-
tant targets on tabletop displays:

1. expanding the cursor (expand-cursor)
2. expanding the target (expand-target)
3. snapping to the target (snap-to-target)

All three selection aids, along with a fourth control condition, were evaluated for
speed and accuracy, with snap-to-target emerging as the best option; it was fastest,
and preferred by participants. The snap-augmented TractorBeam is a very good solu-
tion to the problems of reaching small distant targets encountered in our previous
work.

2 Related Work

2.1 TractorBeam Technique

The TractorBeam interaction technique is a novel stylus-based input technique that
combines close touch and distant pointing, allowing users to interact with nearby parts
of the display more naturally with a stylus, and use the pointing functionality when
they need to select an item that is beyond their reach. The technique works as follows:
Using a stylus, the user points at the tabletop display. A cursor appears on the display
to show the current trajectory of the stylus (Figure 1). The user moves the stylus
around until the cursor is on the desired item. To select the item, the user clicks the
button located on the top of the stylus.

Fig. 1. TractorBeam interaction technique
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This allows for seamless interaction with all parts of the display. To interact with
a close object, the user touches the stylus to the table, as one would normally use a
stylus. To interact with a distant object, the user points the stylus towards their de-
sired target, casting a virtual beam which positions the cursor where the user is
pointing.

2.2 Other Tabletop Interaction Techniques

While previous tabletop research has used a wide variety of inputs, few researchers
have specifically investigated interaction techniques for tabletop displays. Excep-
tions to this include Wu and Balakrishnan [14] who developed a suite of hand and
finger gestures for multi-touch tabletop displays. Also, tangential to tabletop re-
search, Rekimoto and Saitoh’s hyperdragging (dragging an item off one display and
onto another with a mouse) and pick-and-drop (picking an item up from one display
and dropping it on another with a stylus) techniques allow users to move files be-
tween a tabletop and other devices, including distant displays such as large wall
screens [10].

2.3 Improving Target Acquisition

Several researchers have proposed solutions to improve target acquisition time on
traditional desktop computer monitors with mouse input. In attempting to improve
target acquisition on tabletop displays, knowledge of these existing desktop tech-
niques provides insight into possible solutions.

Expanding the Target

Dynamically sized widgets which change size as a cursor approaches them (expand-
ing targets), such as those used in the OS X operating system [8], are becoming more
common in current user interfaces. McGuffin and Balakrishnan [7] investigated the
effectiveness of expanding targets by comparing them to statically sized targets in a
Fitts’ task. The results from this work found that task performance was governed by
the expanded target size, rather than the initial target size, even when they were al-
ready 90% of the way to the target before the expansion happened. This means that it
is not necessary to expand a target until the cursor has traveled 90% of the distance to
that target, since the same benefits will be achieved by expanding the target at that
distance as at further distances.

Zhai et al. [15] further investigated expanding targets to determine whether
McGuffin’s results held when users did not know whether or not a target would ex-
pand. They ran trials in which targets would randomly shrink, expand, or remain
unchanged, and found that target expansion improved pointing performance even
when the user was not able to predict the expansion beforehand.

Enlarging the Cursor

Kabbash and Buxton investigated the use of an “area cursor” in a Fitts’ task and
showed that, when using an area cursor to select a point, the action could be modeled
with Fitts’ law by making W (width of the target in Fitts’ equation) the width of the
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cursor, rather than the target [6]. The authors tested both a single point cursor moving
between two large target areas, and a single large area cursor moving between two
small target points. They found that the area cursor performed better than a single-
point cursor in the task [6]. Worden et al. augmented area cursors with sticky icons in
a study of basic selection tasks with older adult users [13] and found significant im-
provements in target selection times for small targets.

Although an area cursor could provide faster selection, it might be difficult for us-
ers to complete finer-grain actions. Grossman and Balakrishnan’s bubble cursor
solves this problem with its dynamic activation area, which only becomes large when
it is close to a viable target [4]. Movement times for the bubble cursor were faster
than both a standard point cursor and the object pointing technique [4].

Object and Semantic Pointing
Guiard et al. introduced the idea of object pointing, where the cursor moves between
valid targets and never travels in empty space between targets, as a means for improv-
ing target acquisition [5]. While object pointing outperforms regular pointing in Fitts’
tasks, it may not be appropriate for interactions that require manipulations other than
simple selection. For object pointing to work effectively, users would be required to
enable it whenever they wanted to make selections, and disable it when they did not.
In semantic pointing, a related technique, targets “expand” in motor space (but not
in visual space) according to their importance [1]. For example, as a user moves across
a button they will move more slowly than when they move across a blank space be-
cause the button is expanded in motor space. Although this technique may be effective
with a mouse or another relative input device, is not appropriate for direct input be-
cause direct input requires constant mapping of the cursor with the input device.

3 TractorBeam Selection Aids

Our previous work revealed that acquisition of small, distant targets was difficult with
the TractorBeam, our hybrid point-touch technique. Thus, we explored three possible
selection aids to solve this problem: expanding the cursor (expand-cursor), expanding
the target (expand-target), and snapping to the target (snap-to-target).

3.1 Expanding the Cursor

With this selection aid, users make selections using a “selection halo” area which
surrounds the cursor, rather than having to use a single cursor point for selection. This
is similar to the bubble cursor used by Grossman and Balakrishnan [4], which was
shown to improve acquisition of targets. Whenever the cursor travels at least 90% of
the distance to a target, a 30mm halo appears under the cursor and immediately ex-
pands to 60mm (Figure 2). The halo shrinks and disappears whenever the cursor
moves outside of the 90% range. In order to make these changes appear more seam-
less, both the expansion and shrink are animated. In order to select a target, the selec-
tion halo must only overlap the target, not encompass it.
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Fig. 2. Expand-cursor: (1) Cursor begins to approach target; (2) Cursor reaches 90% threshold
and halo appears and begins expansion; (3) Halo continues expansion until it is full size

3.2 Expanding the Target

Similar to the expanding targets studied by McGuffin and Balakrishan [7], our ex-
panding-target selection aid expands targets from their original size whenever the
cursor is within 90% of the total distance traveled to the target (Figure 3). Targets
shrink whenever the cursor moves outside of the 90% range. In order to make these
changes appear seamless, both the expansion and shrink are animated. In our study,
targets started at 30mm, 40mm, or 5S0mm, and expanded to a final size of 60mm.

Fig. 3. Expand-target (1) Cursor begins to approach target; (2) Cursor reaches 90% threshold
and target begins expansion; (3) Target continues expansion until it has reached full size

3.3 Snapping to the Target

With this selection aid, the cursor “snaps” to the center of the target whenever it
comes within 90% of the total distance to the target (Figure 4). It remains in this
snapped position unless the "real" cursor position moves outside of this 90% range.

Fig. 4. Snap-to-target: (1) Cursor begins to approach target; (2) Cursor reaches 90% threshold
and immediately snaps to centre of target; (3) Cursor remains snapped to target centre until
pointer moves outside of 90% range
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4 Experimental Design

4.1 Participants

Twenty-four participants, 18 male and 6 female, took part in our study. All partici-
pants were university students, staff, or faculty, and were right handed. None had
participated in our previous TractorBeam user studies.

4.2 Hardware Setup

The hardware setup included a top-projected tabletop display consisting of a ceiling-
mounted projector, mirror, desktop PC, wooden table, and white cardboard “screen”
(Figure 5).

mirror

projector

Projection onto
tahle

Polhemus Fastrak

receiver
to Fastrak

hase

Fig. 5. TractorBeam hardware configuration

The PC was connected to the projector and its output was projected onto the mir-
ror, which reflected the image onto the table. The cardboard screen was used to pro-
vide a clearer projection surface than the table alone.

Input for the tabletop display was received via a corded stylus and receiver attached
to a Polhemus Fastrak® (a “six degrees of freedom” 3D tracking system). The Fas-
trak® receiver was secured to the centre of the underside of the table. Using informa-
tion from the stylus and receiver, the Fastrak® base provided continuous information
about the position of the stylus in 3D space to our software through a serial port con-
nection on the PC. Our software then used this information to calculate the spot on the
table to which the pen was pointing, and drew the cursor at that location. During our
experiments, we experienced no noticeable lag or accuracy issues with the Pohemus.
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4.3 Task

A multi-directional task (2D Fitts discrete task) was used to evaluate selection tasks in
four conditions: control, expand-cursor, expand-target, and snap-to-target. A Java
application was developed to implement the selection aids required for each of the
four conditions on our tabletop display.

Participants used the TractorBeam interaction technique throughout the experi-
ment, but used each of the four types of selection aids in four separate conditions. In
all conditions, participants selected targets on the table by pointing to them or touch-
ing them with the stylus to position the cursor on the target, and clicking the stylus
button to indicate the selection.

We had previously used dwell times to indicate target selection with the Tractor-
Beam [9]. The stylus button click technique used in the present experiment introduces
a small problem: the physical act of clicking the button caused the TractorBeam stylus
to shift slightly, potentially displacing the cursor from the intended target. To com-
pensate for this problem, our software tracked the length of time between the cursor
exiting the target and the button being pressed. If the cursor was outside of the target
when the button was pressed, but the time since it had exited the target was under a
pre-determined threshold, we counted the click as a successful target selection. We
tested several button-press threshold times in a small pilot study and found 100ms to
be a suitable length of time to provide adequate compensation. Thus, if the button was
pressed within 100ms after the cursor exited a target, it was counted as a successful
target acquisition.

It has been shown that, with expanding targets, the expanded target width dictates
the difficulty of the task even if the target does not expand until the cursor has already
traveled 90% of the distance from the start position to the target [7]. As such, we
designed all three of our selection aids to only take effect after the cursor had traveled
90% of the distance to the target. This design was sufficient for this preliminary in-
vestigation since only one target was visible at a time, and all targets were distant.
Further investigation would obviously be required to examine appropriate thresholds
when targets are grouped close together.

In each condition, participants were presented with a series of trials that required
them to first select a home square (located in the bottom centre of the display area)
and subsequently select a target circle (Figure 6). Target circles were presented with
one of three widths (30mm, 40mm, 50mm), at one of three angles (40 degrees left,
midline, 40 degrees right), and at one of three amplitudes (520mm, 650mm, 780mm).

Participants in our previous research were slower with pointing than touching for
small, distant targets. Therefore, for this study we chose widths which ranged from
slightly smaller than the “medium” sizes in our first study to exactly the “small” sizes
used in our first study and amplitudes which ranged from just above the “medium”
amplitude in our first study to exactly the “far” amplitude in our first study.

Each individual trial began when a user selected the home square, and ended when
they selected the target circle. Selection was defined by a stylus button click in the
target circle. Between the users’ selection of the home square and the appearance of
the target circle, there was a random-length pause of between 500 and 1500 ms.
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Fig. 6. 2D task setup. The black square is the starting point and the circles represent the targets.

Participants were asked to keep the cursor on the home square until the target ap-
peared. Software logged when a target appeared, when a user moved off the home
square, and when a user selected the target circle. As in our earlier studies, movement
time was calculated as the difference between the time a user moved off the home
square and the time they selected the target.

4.4 Procedure

A within subjects design was utilized with each participant using all three selection
aids and a control. To minimize order effects, condition order was counterbalanced.

After a background questionnaire, participants were asked to perform a series of
trials using the experimental task software in each of the four conditions. Participants
sat at the tabletop display and were asked to remain seated for the duration of the
session. For every condition, each participant first completed a warm-up session
which required them to select 10 random targets. They then completed exactly five
trials of each unique combination of amplitude, width, and angle, for a total of 135
trials. The ordering of the trials was randomized for each participant. On average,
participants took 12 minutes to complete each interaction technique (including an-
swering the questionnaire), for a combined session total of approximately 48 minutes
for all three interaction techniques.

Following each condition, users completed a post-task questionnaire to gather data
on their comfort and perceived performance with the selection aid used. This ques-
tionnaire was based on the device assessment questionnaire from the ISO 9241, Part 9
standard [3], which outlines requirements for non-keyboard computer input devices.
Once all four conditions were finished, users were given a final questionnaire asking
them to rate the selection aids in terms of satisfaction and perceived effectiveness.
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4.5 Hypotheses

Our previous research showed that users had difficulty using the TractorBeam to
select small, distant targets. We expected that each of our three selection aids would
perform better than the TractorBeam with no selection aid (control condition). We
also expected that there would be significant differences between the selection aids.

4.6 Data Analyses

Computer logs were used to determine the dependent measures of movement time
(MT) and error rate. We did not include reaction time in the movement time, due to
the fact that the large tabletop display doesn’t fit in a user’s field of view and some
time would likely be spent visually locating each target. Instead, MT data were calcu-
lated from when the cursor exited the home square until the user selected the target.

Errors occurred if the cursor was not on the target when the stylus button was
clicked. We removed 1960 (14.7% of total trials) selection errors from the MT analy-
sis. The high number of errors reflects the fact that all of the targets in our study were
small and distant from the participants. If a wider range of target sizes and distances
had been used, we would have expected a lower error rate.

Movement time data for the five repeated trials at each unique combination of tar-
get variables were averaged. Repeated Measures Analysis of Variance (ANOVAs)
were performed on the mean MT and entry rate data. All main effects and interactions
were tested at a=.05. Questionnaires were analyzed using non-parametric statistical
tests.

5 Results

Movement time and error data for all conditions are presented in Table 1. For the
error rates, totals for each condition are given along with the percentage of total trials
constituted by those errors.

Table 1. Mean MT in ms and error rate for each condition

Condition Movement Time Error Rate
Mean ms (SE) Total (%)
Control 1544 (19.5) 586 (18.1%)
Expand-cursor 1326 (20.5) 313 (9.7%)
Expand-target 1370 (16.3) 429 (13.2%)
Snap-to-target 1060 (15.6) 582 (17.9%)

5.1 Hypothesis 1: Control Condition Would Be Slower Than the Other
Conditions

ANOVAs were performed on the movement time data for the 4-condition design. As
expected, there was a main effect for condition (F; ge=14.7, p=.000, T]2=.39). Pairwise
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comparisons revealed our hypothesis was validated, with the control being signifi-
cantly slower than expand-cursor (F;,;=8.6, p=.008, N’=.27), expand-target
(F\23=5.7, p=.026, n°=.20), and snap-to-target (F; ,3=51.5, p=.000, n°=.69).

5.2 Hypothesis 2: There Would Be a Difference Between the Three Selection
Aids

ANOVAs were performed on the movement time data for the 3-(selection aid) condi-
tion design. There was a main effect for condition (F,4¢=9.7, p=.000, nZ:.BO), which
validated our hypothesis. Pairwise comparisons revealed that snap-to-target was sig-
nificantly faster than both expand-cursor (F;,;=9.4, p=.006, N’=.29) and expand-
target (F;;=20.9, p=.000, n’=.48). However, there was no significant difference
between expand-cursor and expand-target (F; 5;=0.4, p=.556, n’=.02).

5.3 Error Rates

In order to investigate the number of errors in the various conditions, ANOVAs were
performed on the error rate data for the 4-condition design. There was a main effect
for condition (F3g=7.2, p=.000, 1n’=.24). Pairwise comparisons revealed that the
control condition had significantly more errors than both expand-cursor (F;;=34.5,
p=.000, N°=.60) and expand-target (F,,;=6.2, p=.021, n’=.21, but that there was no
significant difference with snap-to-target (F; ,3=.003, p=.956, 1=.000).

Mean error rates for each condition, separate by amplitude and width, are displayed
in Figure 7. A value of zero would indicate no errors occurred for that target. The
snap-to-target condition had significantly more errors than the expand-cursor
(F123=20.0, p=.000, 1]2:.47) condition, but not the expand-target condition (F, 53=3.2,
p=.088, n°=.12). There was no significant difference in errors between the expand-
cursor and expand-target conditions (F, 53=2.0, p=.170, n°=.08).
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Fig. 7. Mean error rates for each condition, separated by amplitude and width

5.4 Inverse Efficiency

Although snap-to-target was found to be the fastest selection aid in our study, it also
had significantly more errors than the slower expand-cursor aid. Thus, we wanted to
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investigate the speed/accuracy tradeoffs of the various conditions. Townsend and
Ashby [12] suggest combining movement time and error measures with the following
equation for inverse efficiency (IE): IE = MT/(Proportion of trials correct). For
example, a mean movement time of 2000 ms with 4 out of 5 trials successful would
result in an inverse efficiency of 2500 (IE = 2000/0.8). A lower IE score corresponds
to a more efficient technique.

Inverse efficiencies were calculated using the collected MT and error data. Mean
inverse efficiency for each of the conditions is displayed in Table 2.

Table 2. Mean inverse efficiency for each condition

Condition Inverse Efficiency (IE)
Control 2411
Expand-cursor 1606
Expand-target 2003
Snap-to-target 1446

ANOVAs were performed on the IE data for the 4 condition design. There was a
main effect for condition (F;¢0=5.1, p=.003, 1]2:.18). Pairwise comparisons revealed
that snap-to-target had significantly lower inverse efficiency than the control condi-
tion (F),3=18.2, p=.000, n’=.44). However, while the mean IE for snap-to-target was
also lower than that of the other selection aid conditions, it was not significantly dif-
ferent (F;;=4.0, p=.055 nZ:.15 when compared to expand-target, F,3=.95, p=.341,
N’=.04 compared to expand-cursor).

5.5 Questionnaire Responses

After each condition participants rated a number of factors related to effort, comfort,
and effectiveness on a five-point scale. To determine differences between the condi-
tions, results from these questionnaires were analyzed using a Friedman test. The
means are summarized in Table 3.

There was a significant difference in perceived speed of the four conditions
(x°=18.7, p=.000). Wilcoxon matched-pairs tests revealed that participants perceived
that both expanding-cursor (p=.003) and snap-to-target (p=.002) were significantly
faster than the control condition, and there were no significant differences between
other pairs.

There was also a significant difference between conditions in terms of perceived
accuracy (x’=16.1, p=.001). Wilcoxon matched-pairs tests revealed that they found
snap-to-target (p=.006) significantly more accurate than the control condition, but
there were no significant differences between other pairs.

In terms of comfort, there was again a significant difference between conditions
(x’=10.2, p=.017), with matched-pairs tests showing snap-to-target as significantly
more comfortable than the control (p=.008) but no other significant differences be-
tween pairs. For ease of use, there was also a significant difference between condi-
tions (x’=14.5, p=.002), with matched-pairs tests revealing both snap-to-target
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(p=-003) and expanding-cursor (p=.004) significantly easier to use than the control,
and no other significant differences between pairs.

At the end of the experiment we asked the participants to rate the four conditions
according to how effective they were and how much they liked each technique. To
determine differences between the interaction techniques, results from these question-
naires were also analyzed using a Friedman test. The means are summarized in Table
4. There was a significant difference between the conditions in terms of both effec-
tiveness (x*=22.96, p=.000) and enjoyability (x’=22.94, p=.000).

Matched-pairs tests revealed that snap-to-target (p=.001), expand-cursor (p=.000),
and expand-target (p=.001) were all perceived by users to be significantly more effec-
tive than the control condition, but there were no significant differences between other
pairings. Additionally, users enjoyed using snap-to-target (p=.001), expand-cursor
(p=-000), and expand-target (p=.001) significantly more than the control condition,
with no significant differences between other pairings.

Participant feedback supported our quantitative finding that snap-to-target was as
an effective and enjoyable selection aid:

"The snap helps a lot especially for small targets."
"I liked the fact that the snap-to-target stopped the cursor, as objects far away
were harder to select because the cursor became more sensitive."

Table 3. Mean responses from condition questionnaires on a five-point scale where 1 is low
and 5 is high. (* denotes p<.05)

Control Expand-Cursor |Expand-Target | Snap-to-Target

Mean (SD) |Mean (SD) Mean (SD) |Mean (SD)
Mental Effort 321(93) [2.96 (.81) 3.08(.78) [2.58(.97)
Physical Effort 3.92 (.65) 3.58 (.72) 3.71 (.69) 3.46 (.83)
Perceived Speed* 3.21 (.93) 3.96 (.81) 3.71 (91) 4.25 (.90)
Perceived Accuracy* [2.96 (1.16) [3.58 (1.11)  [3.79(88) [4.04 (1.12)
Wrist Fatigue 3.50 (.98) 3.17 (.92) 3.46 (.72) 3.25(1.03)
Arm Fatigue 2.96 (1.09) ]2.75 (.90) 3.13(1.19) |2.75(1.03)
Shoulder Fatigue 2.71 (1.09) ]2.67 (.96) 2.50(1.02) ]2.37 (.82)
Neck Fatigue 2.33 (.96) 2.54 (.98) 2.21 (.88) 2.29 (.96)
Comfort* 2.96 (.81) 3.50 (.83) 3.42 (.88) 3.67 (.82)
Ease of Use* 3.04(96) |3.88(1.04) [3.46(1.02) [3.96 (.81)

Table 4. Mean responses from post-session questionnaires on a five-point scale where 1 is low
and 5 is high. (* denotes p<.05)

Control Expand-Cursor | Expand-Target | Snap-to-Target

Mean (SD) Mean (SD) Mean (SD) Mean (SD)
Effective* 2.33 (1.01) 3.71(.859) |3.63(875) |4.04(1.122)
Enjoy* 233(1.129) [3.75(847) [3.62(1.09) |4.00(1.103)
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6 Discussion

We hypothesized that all three of our selection aids would improve upon the original
TractorBeam interaction technique used in the control condition. This hypothesis was
validated, as movement times for the control condition were significantly slower than
all three selection aids. Additionally, we were able to confirm our hypothesis that
there would be a difference between the three selection aids, with snap-to-target being
significantly faster than the other two conditions.

There were also differences in the number of errors made by participants in the dif-
ferent conditions. There was no significant difference between the number of errors in
the control and snap-to-target conditions. So, although the snap-to-target selection aid
improved on movement times it had a higher error rate than the other selection aids.
In particular, despite its slower movement time, the expand-cursor selection aid had
significantly fewer errors than snap-to-target.

Combining the errors and movement times with an inverse efficiency calculation
provided some insight into the speed/accuracy tradeoffs for our four conditions.
While our fastest condition, snap-to-target, did have a significantly lower inverse
efficiency than the control condition, there was no significant difference between it
and the other two selection aids. This suggests that the number of errors that happen
with snap-to-target may limit its efficiency to the point of it being on par with our
other techniques.

Through our questionnaires, we found that users perceived snap-to-target to be sig-
nificantly faster, more accurate, more comfortable, and easier to use than the control
condition. They also perceived expanding-cursor as significantly faster and easier to
use than the control. Additionally, all three selection aids were perceived to be more
enjoyable and effective than the control condition.

Overall, snap-to-target was the only selection aid to be perceived as significantly
more comfortable and accurate than the control condition. It also had significantly
lower movement times than all other conditions, and was as good as the other two
selection aids in terms of inverse efficiency. While there were more errors with snap-
to-target than some of the other selection aids, future work on the TractorBeam could
explore optimal snap thresholds for minimizing error while maximizing movement
time, eventually improving on the condition’s error rate.

7 Conclusions and Future Work

We explored several methods for improving selection of small, distant targets with the
TractorBeam. Augmenting the TractorBeam with each of these selection aids in-
creased our technique's effectiveness for selection of distant items. Additionally, de-
spite no significant difference in inverse efficiency scores between the three selection
aids, the positive user feedback from our third study gives snap-to-target an edge over
the other solutions. Snap-to-target solves the main problem encountered with the
TractorBeam technique in our first study, and further increases its viability as an in-
teraction technique for large tabletop displays.

Although the snap-to-target selection aid had very positive results in our user
study, this finding is only the first step. This study explored the effectiveness of many
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possible selection aids for isolated, distant targets. Having now identified snap-to-
target as a very effective technique, we plan to further examine this selection aid for
less controlled, more ecologically valid tasks. In particular, we would like to test its
effectiveness with groups of targets which are close together, as well as the general
usability of the technique for close targets.
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Abstract. In the CAS/CAD field, the increasing adoption of Spline-based free-
form methods to generate surfaces, has introduced a higher degree of freedom
into the design process. However, on the other hand, this evolution has made
the process of creating and manipulating surfaces more complex. For this rea-
son a much more intuitive and intelligent task-centered and user-centered inter-
action paradigm is required. This paper presents a responsive interaction tech-
nique which adopts a sketch-based interface capable of exploiting the stepwise
refinement process typical of conceptual designing. Further it makes use of
adaptive user modeling techniques by introducing an innovative adaptive deci-
sion-tree structure for top-down designing. We illustrate the implementation of
the algorithm and we highlight its efficiency and feasibility for its adoption
within Sketch-Based Modeling Systems (SBMS).

1 Introduction

The capability to design innovative products is a key factor to foster the competitive-
ness of industrial products. In particular, the conceptual design phase plays a strategic
role since the creativity and synthesis, which characterize it, are of great importance
for the design of an industrial product. Furthermore it has been estimated that up to
three quarters of the designing costs are generated during the initial phases. Therefore,
it appears clear that, in order to boost efficiency and enhance creativity innovative and
adequate tools have to be developed.

In the CAS/CAD field the adoption of Spline-based free-form surfaces has pro-
vided designers with greater freedom. However on the other hand, this has introduced
a higher complexity in the process of creation and manipulation of shapes since the
full exploitation of Splines’ advantages it requires knowledge of their mathematical
representation.

Recent years’ experience suggests that a great improvement to design such tools
can be introduced by improving their level of “intelligence”, i.e. the capability to
discern the commands expressed by the user. This new tendency will yield a new
generation of systems capable to dynamically adapt to designers’ needs, in opposition
to current systems that requires designers to adjust to the technology adopted. The
new generation of design system in fact should be able to understand the designer’s
behavior. That is, they should be able to comprehend the users’ actions, the way they
identify a shape, the way they interact with the drawing tools during the design proc-
ess. Finally such a system should present the information consequently provided to
the user in a flexible, efficient and supportive manner.

M.F. Costabile and F. Paterno (Eds.): INTERACT 2005, LNCS 3585, pp. 94— 105, 2005.
© IFIP International Federation for Information Processing 2005
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The aforementioned requirements have fuelled recent years’ research on sketch-
based modeling systems. These allow the user to quickly create 3D models by simple
freehand strokes rather than by typing in parameters. The systems developed range
from those pursuing a constraint-based or feature-based approach [1-3, 12, 13], to
those providing different forms of suggestive feedback and VR rendering [4-5, 14-
15]. However, the majority of these systems have been designed as further extension
of classical CAD tools. Therefore these cannot be used when information at a higher,
semantic level is to be decoded and manipulated. Furthermore these systems propose
interaction metaphors far from the designer’s traditional approach, typically featuring
a top down and stepwise refinement process.

This paper tries to bridge this gap by proposing a formal theory which models the
process of comprehension of the user’s sketches. Such methodology, applied to con-
ceptual designing, is able to support the stepwise process of sketching by continu-
ously interpreting the flow of data and constraints generated by the designer’s actions.
Further the approach developed is capable to dynamically adapt to the different users’
styles by constantly modeling their personal behaviors. The resulting methodology
has being implemented in an architecture described throughout the paper.

The paper is organized as follows: in section 2 we present the related works whilst
section 3 introduces a general architecture for sketch-based modeling systems
(SMBS) that integrates the interface module, the user adaptation module and the
rendering module. In section 4 we will detail the developed interaction algorithm.
This is based on sketching and features stroke recognition, dynamic shape modeling
and to multi-user adaptation. Finally in section 5 we conclude with the summary and
we describe the directions of future work.

2 Related Work

In the last two decades, computer-aided design/styling (CAD/CAS) systems have
developed powerful 2D and 3D modeling functionalities. However conventional in-
terfaces based upon the WIMP (Windows Icon Menus Pointer) paradigm have proved
to be inadequate being cumbersome, tedious and time-consuming. Sketch-based free-
drawing interfaces, combining the ease of freehand drawing with the advantages of
computer processing, are becoming prevailing. In particular these allow designers to
freely sketch shapes as they would on ordinary paper. This allows designers to fully
concentrate on the design process.

Earlier sketch-based systems allowed sketching of geometric models by using a
set of pre-defined gestures. Gesture recognition algorithms converted sketches into a
series of specific commands to create and manipulate geometric primitives.

The system described in [5] defines geometric features of objects through the
drawing of a set of auxiliary lines. It supports over-sketching of lines and both snap-
ping and adjustment are preformed in real time. However the system is not capable to
process sophisticated input techniques necessary to generate curve and surface. The
work in [4] introduces a new type of so-called “suggestive” interface for 3D draw-
ings: it extends the gesture interface by offering multiple candidates. The system is
easy to use although inefficient to understand the user’s intentions.
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Recently, research has adopted constraint-based methods to resolve unclear
sketching input. The work in [3] presents a simple touch-and-replace technique to edit
2D and 3D curves. The authors introduce auxiliary surfaces that allow a reliable in-
terpretation of the users’ pen strokes in 3D. The main limitation of this approach is
the lack of degrees of freedom, which are restricted by the auxiliary surfaces.

In the literature [6] Teddy proposes an easy way to allow the users to draw 2D sil-
houettes and the system automatically proposes a 3D surface using polygonal mesh
whose projection matches the object contour. However it cannot create multiple ob-
jects and it is the impossible to some editing operations.

In [7-8] the authors suggest a Variational Implicit Surfaces (VIS) representation.
Here surfaces are defined by a set of constraints that specify the points on the surface
boundary. The modeling and editing operations are easily controlled further the
method is fast when designing 3D approximate models. However this method is not
sufficient for full-featured free-form shape modeling. Furthermore, as the number of
constraints increases, the time the algorithm takes to compute the coefficients for the
variational implicit surfaces grows considerably.

The main limit of existing modeling tools lies in their lack of the interaction be-
tween refinement cycles which take place during the process of designing. Further
they show limited intelligence during the decision-making process which takes place
during the free-form drawing.

Recently another approach, the so-called declarative designing method, has re-
ceived increasing interest across the CAD research community [9-10]. As illustrated in
Fig. 1, the method provides designers with a more progressive and dynamic model
specification based on declarative (rather than imperative) methods. This permits to
describe models by means of rules, properties or constraints that are computed by suc-
cessive refinements, to adopt the logical rules to be dealt with, and finally to provide a
solution among the potential ones. To a certain extent this method provides a formal-
ism, which integrates architectural rules and attributes to provide the designer with an
interactive graphic language. However, these methods are incomplete, i.e. they do not
present specific knowledge representation and, in particular, they do not provide details
of the interaction mechanism and of the way the system deals with complex objects.

Declarative Methods

./.: = T

-Ide5c1‘iption':—:li-ol>_iec:s—:li- model

abject—=\ model )7

Imperative Methods

Fig. 1. The comparison between declarative and imperative model [10]

A distinctive feature of current sketch-based interfaces is their continuous visual
feedback. This usually involves successive transformations of graphic objects and
some form of suggestive rendering between the user and the tools.
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3 A General Architecture for Sketch-Based Modeling Systems
(SBMS)

We consider the process of sketching as the information flow from/to the designer’s
brain. For this reason the sketch-based system developed had to be able to show the
evolution of the corresponding designing behavior by providing intelligent reasoning
of the user’s input. As illustrated in Fig. 2, the proposed architecture for such sketch-
based modeling system consists of an interface module, a user adaptation module and
rendering module.

Interface

Maodule Renderin
\ Module 1
\\‘_\h _— | |
o Manipulation & | |
Visualization | /
- T -
/ L Fealure Taxene
(  Adaptation — fﬁ Ty
Qﬂodule ‘;:z'::i?‘;
N _.-/

Fig. 2. The proposed architecture for a sketch-based modeling system

The interface module provides the interactive behavior and it supports stroke rec-
ognition. Since usually the raw stroke input information is unclear, the module plays a
key role for the effective extraction of geometric features and constraints. At this
stage we analyze the input and we obtain the speed, length, vertex sets, other object
attributes so on. Then, based on the evaluation of these features and corresponding
fuzzy sets, we assess the shape and save it within a shapeList. As illustrated in the
class diagram of Figure 3, which shows the main components’ features, as a result the
system is capable to generate a number of geometric primitives, which are sent, to-
gether with other data such as topological constraints, time sequences etc., to the user
adaptation module for further processing.

The user adaptation module accepts such basic information (e.g. geometric and
topological constraints, basic geometric entities and time sequences) and it processes
it through a stepwise refinement process. To do so the module constantly extracts
attributes from the latest sketches arriving from interface module through a series of
real-time operations. This data is then transformed according to the constraint solving
model adopted. This is based on the characteristic features and behaviors typical of
the conceptual stage. The user adaptation module, which represents the center of the
whole system, combines adaptive reasoning with dynamic user modeling in order to
deal with the uncertainty typical of hand drawn sketches. As a result, the module,
which takes into account the differences between users’ drawing styles, decodes the
corresponding design behavior and it inserts its different possible interpretations into
a ranked probability list. The user then can decide, among those suggested by the
system, the most appropriate action to be taken.
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Fig. 3. Class Diagram for the Stroke Recognition

Finally, the rendering model performs the post-processing and visualization proc-
ess allowing the use of tailored representation such as non-photorealistic rendering or
alike.

Throughout the following sections we will illustrate the details the interaction
mechanism proposed, we will describe the algorithms developed and we will discuss
their strengths and weaknesses.

4 Responsive Interaction Based on Sketching

In order to provide to be able to retain the difference between users’ drawing styles
and to enable user to generate graphic objects of higher complexity, we have intro-
duced a “responsive” interaction mechanism which can dynamically adapt to the
constraints defined by the user’s input. As described in the following pages, its im-
plementation is based on an innovative decision-tree structure.

4.1 Responsive Interaction Based on Automatic Sketches Identification

In order to deal with the unclarity typical of the sketched input in the initial stages of
the designing, we have modeled the data flow which characterizes the early design
process according to a mechanism where on-line recognition, user adaptation and
decision making are performed at the key stages as illustrated in Fig. 4.

The process of recognition, which is performed at the interface module level, is
made of a stroke and shape recognition sub-processes. When each stroke is processed
by this first stage, the system automatically activates the user adaptation module
which performs the constraint reasoning and matching process according to the dif-
ferent characteristics typical of each user’s drawing style. Finally the system, after
suggesting a list of possible solutions, asks the user for feedback to confirm the com-
mand.

The adaptive constraint reasoning process takes places at two levels: either by the
stoke recognition process (for single-stroke identification) or by the combination of
stoke recognition process and user adaptation module (for more complex shape un-
derstanding). The latter is responsible to compare the information contained in the
relevant model of the user with the information contained in a database of geometric
templates organized by parameters and constraints. During this process the stroke
represents the base unit of the response mechanism. When the pen is lifted the system
automatically reacts by extracting the relevant features and, if required, by performing
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the adaptive reasoning. As a result of this first process a graphic object is produced.
Then the interaction module asks the designer for feedback, i.e. the user has to con-
firm whether he/she wants to continue renewing the previous stroke or he/she wishes
to begin a new object.

The details of this process are illustrated in Table 1 where each raw stroke input
information is represented by a 4-tuple G (L; S, P, V;) where L is the length of the
stroke, S is the speed, P is the point set extracted, V is the vertex set extracted. We
also assume that 7; represents a graphic object while C; is a constraint. From Table 1
it is possible to see how, during STEP 2, the basic geometric object 7; which satisfies
a series of specific constraints is retrieved through the stroke recognition process. If
the user’s sketch is not a single stroke (see STEP 4), the constraint solving module is
called to analyze the history of the previous strokes and to perform the constraint
matching. As a result the 7,,, which represents the most suitable graphic object, is
selected and used for higher level analysis.

. selection
VR Rendering ]
Module
answers questions

answers T quastions guestions T answers

Interface Module

User Adaptation

Sketch Model Dynamic user modeling

Graphic
templates Adaptive decision-making

User Adaptation Module

Fig. 4. The framework for the responsive interaction mechanism

Table 1. The responsive interaction algorithm based on adaptive reasoning

STEP1: Raw stroke information G (L; S;, P, V;),
STEP2: Stroke recognition: G (L; S;, P;, V;)— T; (C)
STEP3: If (Single-stroke) then GOTO END.
Else GOTO STEP4
STEP4: Composite constraint reasoning: C,, (T; AATi; A ... Ty )— T, (T; (Cp), ... T,( Cp,
Cy)
STEPS: Check T,, whether it exists in the pre-defined model database:
If (lexisted ) then INSERT (7,,)
Else if (Continue) then GOTO STEP1
Else GOTO END.
END:  Results confirmation by user’s feedback and visualization.
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4.2 Intelligent Stroke Interpretation System

It is known that designers tend to draw shapes through several primitive sub-shapes.
Likewise they tend define a primitive shape either by a single stroke or by several
consecutive strokes. In our recognition algorithm, we first discover latent primitive
shapes among user strokes. Then we recognize and regularize them and, finally, we
show the regularized drawing on the screen. After being recognized and regularized,
the primitive shapes which belong to the same graphic object are grouped together.
Eventually they are segmented and combined to form an object skeleton.

In our system the geometric entities are positioned using parameters and con-
straints rather than using a specific coordinates and spatial orientation. Each time we
extract the features’ parameters from the free-form drawing and then we match them
on the basis of a probability rank.

Specifically, in order to recognize the users’ stokes, we employ an SVM-based
(Support Vector Machine) incremental active learning method [16]. Partial structural
similarities are calculated between the graphic object being drawn and the candidate
ones in the database. The most similar graphic objects are then suggested to the users
in a ranked list in order for them to choose from and confirm the command. The re-
sponsive feedback strategy makes the user interaction smoother and more natural.
Further it has the extra advantage to reduce inner-stroke and inter-stroke noise, which
are generated when the user is not a professional or proficient in the task. As a result
of this process we then get regularized stroke segments or objects, which are regarded
as parts of a composite object.

The presence of a high number of shapes increases difficulty of sketch understand-
ing since it can be difficult for the system even to assess correctly whether or not a
shape is completely drawn. Likewise it is essential to make the system automatically
re-organize the relevant features when a synchronous editing operation takes place.
The answer to these issues is provided by the adaptive decision-making system which
is described in the following section.

4.3 The Process of Adaptive Decision-Making for Shape Understanding

The process of shape understanding is grounded upon an “ad hoc” internal model
which adopts a decision tree to arrange and organize parameters and constraints. As
illustrated in Fig. 5 the tree contains basic constraints (geometry primitives, geometric
relationships, algebraic relationships) as well as high-level features which are com-
posed of basic constraints used for describing the operation behavior. All the features
and parameters are arranged starting from the low-level constraint layer to a high-
level feature layer. Sandwiched between these two levels, the constraints are cross-
checked and shared, until eventually the semantic descriptions are attached.

This is a reversed tree structure where the top level contains the leaf nodes whilst
the bottom level holds the root. Leaf nodes represent a series of basic geometric
primitives and constraints. Furthermore, in order to better capture the user’s sketching
commands, we have adopted an adaptive method which adapts the decision tree ac-
cording to dynamically upgraded user models. Specifically, we set the attribute of
being a “possible shape” to each branch node whilst the root represents the final geo-
metric object which is reached only when the constraint branches are satisfied. The
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user tree is created to match with the pre-defined decision tree of database. As a result
if we find that the model is not present in the pre-defined decision tree within the
database, we place the object into the relevant tree as a new node. Then the decision
tree within the database is synchronously updated.

‘ Sketch-based interactive interface ‘
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Fig. 5. The structure of the user adaptation module

An example of this process, illustrated in Fig. 6, will help better illustrate the
process. In the illustration the indexes from 1 to 11 refer to different constraints. Spe-
cifically we suppose that constrains C,, Cs, Cy C), are used to obtain general geomet-
rical relationships between graphical objects, whilst C;, C,, C;, Cy, Cs, Cg are used to
recognize the geometric primitives. Let T be a geometric object set, which includes all
the nodes in the graph. The raw stroke input information is represented as a 4-tuple G
(L, S, P, V;), where L is the length, S is the speed, P the point set and V the vertex
set. As defined in [16], for each single stroke a number of specific features are ex-
tracted and the relevant constraints are analyzed. As a result of this process a number
of regularized geometric primitives are produced whose relative logic representations
are listed below:

C;(L;, S;, P, V;) — circle; Cy(Ly, Sy, Py, Vy) — triangle;

C; (Ls, S5, P3, V3) — line; Cy(Ly Sy Py Vy) — square;

Cs(Ls, Ss, Ps, Vs5) — rectangle; Cs (Ls, Ss, Ps, V) — diamond;

C, (X, Y)=(Xisoverlapto Y) N (XisprecedeY) N (XE T, YET);
Cs(X, Y) =(Xis parallelto Y) N\ (Xis precede Y) N (XET; YET);
o Co(X,Y)=(Xis Verticalto Y) N (XisprecedeY) N (XE T, YET);
o Ci(X, Y)=(Xistouchedto Y) N (XisprecedeY) N (XET, YET);
o (C;;(Cs Cy)=(Cs—>T,) N (Co—T,) N (T,isinsideT,);

We now assume that a decision tree (see Fig. 6-a) is already defined in the data-
base. Each node represents an object and in particular each leaf node (top-level) is a
geometric primitive, whilst each branch node is a possible shape (where the index
refers to the relevant constraint). For instance in the scene Ty (Fig. 6-a, second level
on the left), where a triangle is adjacent to a circle, the constraints such as C;, C, Cyy
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must be satisfied. This condition is represented with the notation Ty (7 (C5), T, (C))
Cjp). This way each node can be represented as a multi-tuple 7; (T, (C), T, (Cy), C,,
and i, p, q,j k, n, & integer).

When the new object T;is added, a dynamic user model is created. First, based on
sketching input, we extract a series of features in time sequence and then, according to
the pre-defined constraints, we create the dynamic tree (see Fig. 6-b) and we produce
new object information 773, which can be represented as 73 (Tq, T;;, C;;). Eventually,
the new object features are used to update the original tree structure (see Fig. 6-c).

In order to optimize the whole reasoning process, we define the nodes in a pre-
defined database as chain structures (see). Each node is represented with two link
fields (in Table 2 referred to as Pre-Node and Curr-Node) where the first points to the
previous stroke node while the second points to the current node. Since the value of
any link refers to a node’s index, it is possible to find the information of a certain

node by following the corresponding index. Finally the Constraint field in Table 2
defines the new node’s condition.
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Table 2. The structure of the predefined decision-tree storage structure

Index Name Pre-Node Curr- Node Constraint
1 T, NULL NULL C
2 T, NULL NULL C,
3 T; NULL NULL Cs
4 Ty NULL NULL Cy
5 Ts NULL NULL Cs
6 Ts NULL NULL Cs
7 T 3 4 Cg
8 Ts 2 3 C;
9 Ty 2 1 Cio
10 T 9 1 Cy
11 T, 2 5 Cg
12 T 6 6 C;

The specific user modeling and updating process can be described according to the
following pseudo-code excerpt:

PROCEDURE: USER MODELING
Begin
P=NULL, /*Initialize a node pointer*/
Stop=0, FindFlag=0

While (! Stop)
0= head /* head of pre-defined link table*/
Accept (T) /* T: the current node pointer*/
Constraint (P, T) e« C,
If (PePre-Node == NULL) then Pe Pre-Node = T,
Pe Constraint= C,
Else If (Pe Curr-Node == NULL) then Pe Curr-
Node = T
While (Q! =NULL)

If (Q= = P) then

Pe Pre-Node = Q /*set node to prev node*/
Pe Curr-Node = NULL
FindFlag=1
End while
If (!FindFlag) then GOTO INSERT(P)/*update table*/
If (Stop) then END
End while
END PROCEDURE

PROCEDURE: INSERT (P)
Begin
Q=End /* the end of the pre-defined link table*/
Q=ALLOC (new node) ;
Q=P
End
END PROCEDURE
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If we assume that the number of nodes in pre-defined database is equal to n, then
the modeling algorithm and insert procedure are bound by a complexity of O (n).
From Table 2 it is also possible to easily assess the partial structural similarities be-
tween users’ drawing. This is done by tracking all the pre-node links. If two nodes
have the same value then the corresponding nodes will be candidates. For instance,
assuming that T, is the first stroke, if the system can not extract from the second
stroke the exact features then, by tracing the Table 2, it is possible to find that T, Ty,
T;; have the same pre-node link value ‘2’. As a result of this, T, Ty, T;; would be
offered to the user for selection. The whole process would be still bound to O (n).

In general, this adaptive reasoning method effectively solves the stepwise refine-
ment designing process. In fact the approach proposed is truly incremental since each
stroke links to the information about the previous and it depends to the constraints
defined up to that point. Furthermore the database can be extended through the inser-
tion of new constraints and new nodes.

The dynamic user tree model, which tracks the information on the strokes, focuses
on the extraction of features and matching of constraints, and then it efficiently hides
the diversity between different users’ input style. When an object is finished the tree
model is dynamically stored and the tree is replaced by the one corresponding to next
free-form drawing.

S Summary and Future Work

In this paper, we introduce a sketch-based conceptual design system, which aims at
achieving the stepwise refinement process which is typical of the early stages of the
design process. The system presented features an adaptive decision-making mecha-
nism which is capable of understanding complex objects thanks to an efficient reason-
ing method. This approach naturally fits within the normal workflow since it seam-
lessly integrates within the natural process of sketching. The user in fact is not asked
to interact with menus or button. Instead the method, based on the analysis of partial
structure similarity, is at the same time efficient and user friendly since it provides
designer with a series of possible alternatives to choose from while he/she is sketch-
ing. Moreover by improving the representation of the graphical object and the logic
behind the reasoning technique, the method presented can easily adapt to the design-
ers’ graphical styles making it very robust and reliable to use.

However, although the user modeling and the decision making techniques pro-
posed can support stroke recognition through a progressively evolving process they
have, in the need for post-processing, their greatest limit. As a result when an object is
changed a great computational effort must be spent to update the constraints.

Future developments will try to solve these issues and will try to further improve
the constraint reasoning technique. In particular we will look for a better representa-
tion of high-level features through semantic description and we will try to provide the
required advanced reasoning technique.
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Abstract. A 2x2 mixed design experiment (N=52) was conducted to examine the
effects of search interface and task complexity on participants’ information-
seeking performance and affective experience. Keyword vs. natural language
search was the within-participants factor; simple vs. complex tasks was the be-
tween-participants factor. There were cross-over interactions such that complex-
task participants were more successful and thought the tasks were less difficult
and reported more enjoyment and confidence when they used keyword search vs.
natural language queries, while the opposite was found for simple-task partici-
pants. The findings suggest that natural language search is not the panacea for all
information retrieval tasks: task complexity is a critical mediator. Implications
for interface design and directions for future research are discussed.

1 Introduction

From punch cards to keyboards to graphical participant interfaces (GUIs) to voice
participant interfaces (VUIs), interfaces have evolved to allow increasingly intuitive
and natural interactions between participants and computers. Among all the break-
throughs and improvements, the use of natural language (NL) as a means of input and
output during human-computer interaction (HCI) is one of the most-researched areas.
One of the potential participant benefits afforded by NL technologies is the reduc-
tion in the need for learning and training. The promising future of NL-based conver-
sational interfaces (especially with the presence of computer agents) has been widely
lauded by visionaries such as Brenda Laurel [1]. Although no one has yet to be able to
claim complete success in natural language generation and processing, progress is
continually being made. From text-based software agent (e.g., Microsoft™ Clippy) to
speech-recognition customer services automation (e.g., United Airlines’ flight infor-
mation hotline), NL-based technologies have advanced into many areas of daily life.
With the explosion of information brought by the Internet and computers in differ-
ent forms and sizes, information retrieval has become an integral part of modern life in
the information age, demanding participant-friendly and efficient interfaces. In order to
provide better search experience for average participants, researchers have applied
natural langauge processing (NLP) technology to building information retrieval sys-
tems [2-6]. However, usability studies concerning seeking and interacting with infor-
mation have focused on keyword search (KW) rather than natural language [7-16].

M.F. Costabile and F. Paterno (Eds.): INTERACT 2005, LNCS 3585 , pp. 106—116, 2005.
© IFIP International Federation for Information Processing 2005
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In this paper, we present a laboratory experiment to examine and compare the us-
ability of two kinds of search interfaces: natural language and keyword search. The
study explores how performance limitations of NLP affect participants’ perceptions of
and preferences for search interfaces. We are especially interested in how task com-
plexity affects participants’ interaction with information retrieval interfaces.

In the following sections we lay out our experimental design, describe our meas-
ured results, offer a discussion of findings, and conclude with design implications.

2 Method

2.1 The Two Interfaces

To ensure that participants would be performing a well-established and typical infor-
mation acquisition activity, we decided to study interfaces used to obtain frequently-
asked information on buying and selling from eBay, which is one of the most success-
ful commercial websites on the Web. Although help with eBay is provided from a
single database (enabling us to control content), there are two interfaces for searching
the database: My eBay Buddy and eBay Help website. Thus, similar queries will
obtain the same answer from both interfaces. Figure 1 shows these two interfaces side
by side.
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Fig. 1. Screenshots of AIM chat window with My eBay Buddy, and the eBay Help website

My eBay Buddy [17] is a natural language agent provided to AOL Instant Messen-
ger (AIM) participants who can add My eBay Buddy to their buddy lists and chat with
it to acquire information. Participants can ask open-ended questions; answers are
provided by My eBay Buddy in a conversational manner. Similar agents include
AgentBaseball, EllegirlBuddy, and SmarterChild.

The eBay Help website involves a classical keyword-based search paradigm, and
returns results in a typical list of ranked links.
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2.2 Search Tasks

Participants were given either complex or simple search tasks to find information
about buying or selling items on eBay. We pre-tested the complex and simple tasks to
ensure that the difficulty of each task was appropriate. The complex tasks were de-
signed to be difficult to accomplish after a single query. In most cases participants had
to search for and integrate information about two or more aspects of the eBay ser-
vices. For example, one complex task was to find out how much one had to pay eBay
if s/he were selling a $35 item. To come up with the right answer, participants had to
learn about listing fee, final value fee, and the eBay picture service fee.
The following are four examples of the eight complex tasks:

- Please find out if it is legal to place a bid right before the auction closes.

- Please find out what you should do if you don’t want a certain person to bid on
your item.

- Please find out how one can tell if a seller is reliable.

- Please find out what happens if the buyer doesn’t pay you.

On the other hand, the simple tasks could normally be accomplished after a single
query. To ensure that the net time on task was the same for all complex and all simple
tasks, there were 20 simple tasks. Pretests indicated that people completed simple
tasks 2.5 times faster than complex tasks.

The following are example simple tasks:

- Please find out what the gift icon means.

- Please find out what the most popular categories of eBay items are.

- Please find out what the PIC icon means.

- Please find out what the different colored stars mean.

- Please find out if it is possible to take back a bid.

- Please find out what the difference is between "proxy" and "maximum" bids.

2.3 Participants

College students (N=52) from an introductory communication class participated in the
experiment for course credit. All participants were native speakers of English. Partici-
pants were randomly assigned to task complexity, with gender balanced. None of the
participants had ever sold anything or bought more than three items on eBay.com.
Experiences with AIM were balanced across conditions. All participants signed in-
formed consent forms upon arrival at the lab and were debriefed upon the completion
of the experiment.

2.4 Procedure

The experiment was a 2x2 mixed design, with task complexity (simple vs. complex)
as the between-participants factor and search interface (keyword vs. natural language
search) as the within-participants factor. Participants performed all tasks in a research
laboratory equipped with personal computers. Upon arrival to the laboratory, each
participant was seated and assigned to a computer with both Internet Explorer and
AIM.
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Participants read instructions on screen. Half of them were given a list of 20 simple
tasks; the other half received a list of 8 complex tasks. Half of the participants with
each type of task performed the first half (10 or 4) of their tasks using My eBay
Buddy (i.e., NL) and the second half (10 or 4) of tasks using eBay Help website (i.e.,
KW); other participants with each type of task used the two types of interfaces in
reversed order.

Participants typed in an answer when they thought they had successfully accom-
plished a task. Upon finishing all tasks, participants responded to several questions
about their search experiences. Finally, participants were asked to imagine finishing
six search tasks. There were two tasks for each of three levels of complexity: high,
medium and low. They were all common tasks, such as booking flight tickets, finding
out the movie listing in a nearby cinema, and getting a stock quote.

2.5 Measures

Actual performance was the percentage of tasks participants successfully finished.
Perceived performance was the percentage of tasks participants believed that they had
successfully accomplished. Time on task was the average amount of time spent on
each task.

Questions concerning perceived task difficulty, enjoyment of task, and confidence
with search interface were asked for each task. Participants used radio buttons to
indicate their responses for these questions. Each question had an independent, 10-
point Likert scale. Perceived task difficulty was an average across task of responses to
the questionnaire item, “How difficult did you feel the search was?” Enjoyment was
an average across tasks to the questionnaire item, “How enjoyable did you find the
search?” Confidence was an average across tasks of responses to the questionnaire
item, “How confident were you with your answer?”

For each search task participants imagined to perform, participants indicated how
difficult it would be when using NL and using KW. The questions were answered on
10-point Likert scales anchored by “Very Difficult” (=1) and “Very Easy” (=10).

3 Results

3.1 Manipulation Check

Time to finish the complex tasks and the simple tasks were recorded during the study.
Consistent with the pre-test, each complex task took approximately three times longer
to finish than did each simple task for both KW [F(1, 24)=107.6, p<.001] and NL
searches [F(1,24)=55.6, p<.001; see Table 1]. There was no statistical difference for
time on task between the two search interfaces (p>.05).

Table 1. Time on task

(minutes) NL Mean (SD) KW Mean (SD)
Simple 1.21(0.23) 1.33 (0.41)
Complex 3.8 (0.94) 4.17 (0.84)
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3.2 Actual vs. Perceived Search Performance

Figure 2 and 3 show results for actual and perceived performance. There was a sig-
nificant interaction between task complexity and search interface for both actual
[F(1,50)=26.5, p<.001] and perceived [F(1,50)=31.4, p<.001] performance. Complex
task participants were more successful and perceived themselves to be more success-
ful with KW rather than NL interface. Conversely, simple task participants were more
successful and also perceived themselves to be more successful with NL rather than
KW interface.
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Fig. 3. Perceived performance

There was also a main effect for task complexity on performance: simple task par-
ticipants had better performance than complex task participants [M,,,=89% vs.
M compie=62%, F(1,50)=50.1, p<.01]. Compared with complex task participants, sim-
ple task participants also believed that they had more successes [Mj;.=93% vs. M.
plex=16%, F(1,50)=41.6, p<.01].
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3.3 Perceived Task Difficulty, Enjoyment of Search Experience, and Confidence
with Answers

Perceived Task Difficulty. Participants’ perception of task difficulty was first
assessed without including performance as a covariate. There was a significant
interaction effect between task complexity and search interface [F(1,50)=105.0,
p<.001]. Complex task participants thought that KW made the tasks easier to perform
than did NL; conversely, simple task participants thought NL was easier to work with
than was KW (see Figure 4). High complexity tasks were perceived to be more
difficult than were low complexity tasks (Msimple=3.20 vs. Mcomplex=4.95,
F(1,50)=36.4, p<.001), but this was expected. No main effect of perceived difficulty
was found for search interface [F(1,50)=.917, p>.34].
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Fig. 4. Perception of difficulty

We re-examined the perceived difficulty data with actual performance as a covari-
ate. The analysis reaffirmed our finding of an interaction effect between task com-
plexity and search interface on perceived difficulty [F(1,50)=28.95, p<.001]. That is,
even after adjusting for actual performance score, keyword search was perceived as
more effective for complex tasks and less effective for simple tasks.

Enjoyment of Search Experience and Confidence with Answers. Participants’
enjoyment of search experience and confidence with answers were analyzed. Table 2
presents the means and standard deviations.

There was a cross-over interaction between interface and task complexity with re-
spect to enjoyment of search experience [F(1,50)=47.6, p<.001]. Complex task par-
ticipants found using KW to be more enjoyable than using NL, while simple task
participants reported the opposite. The effect remained after controlling for actual
performance [F(1,50)=19.9, p<.001]. No main effect was found for search interface
on participants’ enjoyment of search experience [F(1,50)=2.01, p>.05]. Overall, com-
plex task participants found the tasks to be less pleasant than simple task participants
[Mipie=5.87 vS. Moopiex=4.75, F(1,50)=5.61, p<0.05], and this was expected.

There was also an interaction with respect to the participants’ confidence with their
answers (even after controlling for actual performance). Complex task participants
were more confident using KW, while simple task participants were more confident
with NL interface [F(1,50)=70.9, p<.001; control: F(1,50)=13.1, p<.001].
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Table 2. Perceived enjoyment and confidence

Complex Tasks Simple Tasks
NL Mean KW Mean NL Mean KW Mean
(SD) (SD) (SD) (SD)
Enjoyment 4.07 5.43 6.9 4.84
(1.36) (1.59) (1.71) (1.83)
Confidence 5.84 8.03 8.71 7.65
(1.72) (1.42) (0.81) (1.24)

Participant were more confident with their answers while working with KW search
than with NL queries [F(1,50)=8.56, p<.01]. Interviews with participants during de-
briefing sessions concerning confidence are discussed in the following section. Not
surprisingly, complex task participants felt less confident than did simple task partici-
pants [F(1,50)=15.4, p<.001].

3.4 Anticipated Search Interfaces

When participants were instructed to imagine finding answers to six search tasks with
either the NL or KW interface, their indications of task difficulty confirmed our cate-
gorization of complexity, F(2,102)=4.34, p<.05. As shown in figure 5, high complex-
ity tasks were viewed as more difficult than medium and low complexity tasks, and
medium complexity tasks were viewed as more difficult than low complexity tasks
[high vs. medium: t(51)=4.06, p<.001; high vs. low: t(51)=5.17, p<.001; medium vs.
low: t(51)=2.50, p<.05].

There was an interaction between task complexity and choice of search interface
[F(1,50)=8.20, p<.01] (Figure 5). Post-hoc tests indicated that for medium and high
complexity tasks, participants preferred KW over NL, t(51)=2.31, p<.05, and
t(51)=2.62, p<.05, respectively; such preference was not reported for low complexity
tasks.

Low Complexity Medium Complexity High Complexity

Fig. 5. Perceived difficulty for anticipated search questions
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4 Discussion

The present study suggests that the selection of search interface has important and
systematic effects on participant performance and perceptions. However, these effects
are conditioned by the complexity of search task and the nature of queries. The gen-
eral pattern we found was that NL interface was better (in both reality and perception)
than KW interface for simple search tasks, while KW was better (in both reality and
perception) than NL for complex search tasks. The type of search interface had no
direct effect on either perceived task difficulty or enjoyment, although participants
were in general more confident with KW than with NL search interface. During de-
briefing, several participants said that they felt more confident with KW because they
had browsed pages or links that gave them peripheral affirmation. It is important to
note that although there was no difference in terms of actual search performance,
participants believed that they obtained more correct answers by using the KW inter-
face than the NL interface.

4.1 Task Complexity Effect and Implications

One clear problem with NL search interfaces is that even high-quality NL systems
often fail to understand what users are trying to ask. In the present study, this was
true for almost all NL dialogs (i.e., with My eBay Buddy) that involved complex
tasks. When My eBay Buddy could not understand the participant, it would generally
ask clarifying questions. Unfortunately, the clarifying questions tend to reveal even
deeper misunderstandings. Following is a sample dialogue between a participant and
My eBay Buddy:

Participant: ok, tell me about your links

My eBay Buddy: What is About Me? A page that tells other eBay participants
about yourself.

Participant: I'm asking for links for help

My eBay Buddy: You are asking for links for help, huh?

Participant: ahhhhhhh!

My eBay Buddy: You typed a very weird thing. What's "ahhhhhhh" supposed to
mean?

FParticipant: I'm frustrated at you!

My eBay Buddy: For real?

My eBay Buddy: That right?
Participant: ok... where can I get more help, apart from you?

In human-human conversations, people adjust their communication strategies by
asking and responding to questions in order to establish shared understandings, a
process known as “grounding.” [18]. When a computer agent tries to use language as
a real person would, participants likely raise their expectations of the agent’s ability to
understand. Some previous research [19, 20] has suggested that participants may say
things more freely when they have high expectations of the agent as compared to
lower expectations. The freer utterances from the participant consequently impose
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extra burden on natural language processing system. The gap between unconstrained
participant utterances and the limited understanding capability of NL agent can lead
to a spiral of failure which frustrates the participant and reduces user satisfaction.

When using the Buddy in the present study, participants with complex tasks in
general found it difficult to form concise questions. As a result, they had to ask more
questions than did simple task participants. Given the limited natural language proc-
essing capability of the Buddy, the more questions participants asked, the more likely
the Buddy would fail to understand. Also, the more unconstrained the questions were,
the more likely the Buddy would appear ignorant. It would be very useful if the agent
were able to constrain user utterances by leveraging the “alignment” phenomenon
observed in human-human dialogs [21].

On the other hand, simple tasks allowed the NL agent to understand and to offer
relevant responses; this led to high levels of participant satisfaction in the present
study. The following is a sample dialogue:

Participant: what if no confirmation email?
My eBay Buddy: Do you mean what if I submitted the registration form but didn't
get a confirmation email? ......

In fact, during debriefing sessions, several simple-task participants mentioned that
they thought the Buddy was smart when it asked questions back to confirm its under-
standing of participants’ queries. Under such circumstances, it seemed to be accept-
able for the agent to behave like a human being.

The above findings suggest that a natural language agent should adapt its response
style to its confidence level in understanding users’ input. A lower confidence level
should decrease sentential responses from the system, particularly when there is no
conversational history maintained by the system. Large numbers of sentential re-
sponses may mislead the participant to expect the same capability and flexibility as
they would from a human interlocutor. This raised level of expectation will lead to a
decreased level of satisfaction with the system when the system continues with more
sentential responses even after serious misunderstandings occur.

4.2 Future Research Directions

In the present study, participants were not given the freedom to choose between the
two search interfaces. One potential direction for future research is to investigate how
the choice of search interface, and even the switch between search interfaces in the
attempts to perform a particular task, influences user performance and perceptions.
Task performance and perceptions are likely to be different when participants are able
to switch from one interface to the other if they think that their initial approach is
ineffective. On the other hand, this might involve duplication of effort. The research
question here is whether or not combining two search interfaces/methods could pro-
vide a better user experience for information retrieval systems.

As noted earlier, it is important to understand how the response style of an NL
agent influences user behaviors and attitudes. Some earlier studies have demonstrated
that linguistic variations (e.g., sentence length) generated by NL agents may affect
user input by soliciting alignment (i.e., mirroring) behaviors from users [19, 22].
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However, linguistic alignment in human-human conversation is a bi-directional proc-
ess in which two interlocutors converge. How participants would evaluate an aligning
agent versus a non-aligning agent is still to be explored. On top of that, researchers
must further determine when and in what ways a computer agent should align with
the user to achieve or improve user satisfaction.

4.3 Final Words

The design of search methodology requires an understanding of the complex interac-
tion between technology, psychology, and context. The present study demonstrates
that any debate concerning keyword versus natural language for search must be con-
tectualized by the complexity of search task.
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Abstract. We present a lightweight tool to compare the relevance ranking pro-
vided by a search engine to the relevance as actually judged by the user per-
forming the query. Using the tool, we conducted a user study with two different
versions of the search engine for a large corporate web site with more than 1.8
million pages, and with the popular search engine Google™. Our tool provides
an inexpensive and efficient way to do this comparison, and can be easily ex-
tended to any search engine that provides an API. Relevance feedback from ac-
tual users can be used to assess precision and recall of a search engine’s re-
trieval algorithms and, perhaps more importantly, to tune its relevance ranking
algorithms to better match user needs. We found the tool to be quite effective at
comparing different versions of the same search engine, and for benchmarking
by comparing against a standard.

1 Introduction

Finding information is a basic task on the Internet. Looking for information on the
Internet or on any particular site generally involves a mixture of navigation and
search. In order to find information, users typically start at a search engine [13]. Mak-
ing search better can significantly improve the user experience.

Search engines have typically been assessed in terms of precision and recall. Recall
refers to the ratio of relevant records retrieved to the total number of relevant records
in the entire database. Precision measures the ratio of relevant records retrieved to the
total number of retrieved records. However, as many search developers and research-
ers now understand:

“While precision and recall are very helpful in talking about how
good search systems are, they are nightmarishly difficult to actu-
ally use, quantitatively. First of all, the notion of ‘relevance’ is
definitely in the eye of the beholder, and not, in the real world, a
mechanical yes/no decision. Secondly, any information base big
enough to make search engines interesting is going to be too big to
actually compute recall numbers (to compute recall, you have to
know how many matches there are, and if you did, you wouldn’t
need a search engine)” [2].

M.F. Costabile and F. Paterno (Eds.): INTERACT 2005, LNCS 3585 , pp. 117—-129, 2005.
© IFIP International Federation for Information Processing 2005
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Internet users are impatient, and rarely look beyond the first page of search results.
In fact, many may scan only those results “above the fold” (visible without scrolling)
[10]. Continued improvements in search engine technology have led to a steady rise
in user expectations, further decreasing user willingness to look beyond the first few
results [10]. Thus, the overall precision and recall of a search engine may be rather
meaningless in the face of the user’s judgment regarding “Does this result seem to
provide the information I am looking for?” In other words, the effectiveness of the
search engine is determined by whether the topmost results that are shown on the first
page of search results are relevant to the user’s goal(s) behind performing the query.

As a result, it is critical that the search engine’s determination of which pages are
the most relevant to the user’s query coincide to the maximum extent with what the
user himself or herself judges to be relevant to the task. We believe that the best judge
of relevance is the user himself or herself. Given the limitations of keywords in com-
pletely and accurately capturing intention [11], the user has a clear advantage of
knowing the goal behind the query. Therefore, we argue that asking the user is the
most effective way of determining the extent of match between search-engine-rated
relevance with actual user-perceived relevance. The tool we describe in this paper
provides a lightweight mechanism to capture user-perceived relevance.

2 Related Work

“Search” has always been an important topic in Information Retrieval (IR) research.
Initial research focused on algorithmic improvements for better precision and recall in
order to retrieve relevant results

Various measures and techniques have been proposed and utilized for evaluating
the performance of a search engine, and for comparing different search engines. A
typical approach is to use a sample of queries and/or a sample of tasks to compare the
relevance of search engine results with the ratings of “expert judges” [20]. As noted
before, this approach suffers from the inherent limitation of lacking knowledge re-
garding user intent and context. Even though independent judges become more profi-
cient with training, as Janes [6] found, “Clearly, there are differences between ratings
of users and others, and from this we may infer that there are different processes at
work in their judging.” Further, the wide range of user queries — a large percentage of
which are unique [18] — makes it difficult to select an appropriate sample of queries
for evaluation. Indeed, it has been found that such measures may not reflect real
world performance [7].

However, relatively little research exists comparing real-life user judgments with
search engine relevance rankings [15, 16, 17]. Most notably, Spink [15] conducted a
study in which users used a search engine for their own information topics, and rated
the relevance of the results. However, the study focused on precision of the first 20
results and ignored how the results were ranked by the engine. Moreover, the study
used only a 4-point relevance classification.

The tool we present provides an improvement with a low-burden, cost-effective,
and automatic mechanism to capture and compare user relevance ratings with the
rankings provided by a search engine. It has been shown that a simple binary classifi-
cation of “relevant/not relevant” is not adequate to judge the relevance of a document
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to the user need [1, 5]. Our tool allows the user to make a relevance judgment at a
finer grain with a 10-point scale. Also, the user can provide additional input regarding
duplicate or non-existing pages as well as include brief comments. While Spink’s [15]
study involved a single search engine, the user study we conducted with the tool en-
compassed 2 search engines.

3 SQUARE: Search QUality Analysis by Relevance Evaluation

SQUARE is a tool we have developed to gather user-perceived relevance information.
SQUARE wraps itself “around” a normal user search query. It can thus be used to ob-
tain user assessments of relevance for the results of any Web-based search engine.
SQUARE executes the user’s query using the underlying search engine, presents the
results returned by the search engine to the user along with small questionnaire forms,
and gathers feedback from the user regarding the perceived relevance ratings of each
result entry and the corresponding target document.

SQUARE runs in a standard Web browser, so it can be invoked simply by navigat-
ing to its URL. It starts by asking the user to enter a free-form description of his or her
information-seeking task, and a search query to find information related to the task.
No additional constraints are imposed on user queries, i.e., the form of the query is
identical to that the user would enter when using the underlying search engine di-
rectly. SQUARE then programmatically queries the underlying search engine using
the keywords entered by the user. The results are identical to those obtained if the
query is performed directly via the search engine. The top 10 results (or fewer if the
query results in fewer than 10 hits) returned by the search engine are collected.

However, instead of presenting the user with the results in the order in which they
were ranked by the search engine — as is the case in an actual search — SQUARE pre-
sents the results to the user one at a time in random order. First result entries are pre-
sented, individually, in random order. By result entries, we mean the entries that would
normally be displayed by a search engine in the search result hitlist. These entries typi-
cally include a title, search-engine-generated snippet of the document, URL, metadata,
and classification. The elements that comprise the entry (and the order in which they
occur) may vary between search engines, and is also dependent on the target page in
question. SQUARE presents all information provided by the search engine.

As shown in Figure 1, each result entry is presented on a page that asks the user to
rate its relevance to his or her task on a 10 point scale. Optionally, users can provide
an open-ended reason for their evaluation. Users are also asked to indicate whether
the entry appears to be a duplicate of one previously presented.

After all result entries have been presented, SQUARE presents the actual target
documents associated with the result entries (see Figure 2). As with the result entries,
the target documents are shown one after another in random order'. The documents
are rated in a manner similar to the result entries. Additionally, users can specify
whether the document did not display (i.e., an HTTP 404 error).

SQUARE offers several advantages that make it attractive for evaluation of an in-
dividual search engine, and comparison of effectiveness of across search engines.

! The randomization of target documents is independent of the randomization of the result en-
tries.
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Fig. 1. Sample screen for rating the relevance of a result entry returned by the search engine

Lightweight and Simple. As is evident from the preceding discussion, SQUARE op-
erates in a rather straightforward manner, and fits within the same framework that is
used for “normal” searches — using the same Web browser, and the same keywords.
Moreover, its simple design allows the user to indicate the rating quickly with mini-
mal effort.

Easily Extensible. To perform searches, SQUARE programmatically forwards que-
ries to the underlying search engine. Thus, it can be extended to any search engine of
interest merely by modifying the API (Application Programming Interface) it uses to
submit a query, and collect the returned results.

As currently implemented, the search results are formatted in a generic (neutral)
fashion, such that any search-engine-specific interface aspects (e.g. text colors, inden-
tation etc.) are ignored, while the search terms that occur within the result entry are
bolded. We decided to adopt a neutral approach to eliminate potential bias regarding
user ratings of relevance, since a user’s relevance perceptions are influenced by form
and style as well as the textual content [19]. However, it is relatively straightforward
to present a search result “as-is”, or to even embed the interface of SQUARE within
the results list.

Low-cost, Low-effort. Because SQUARE is deployed via the Web, it eliminates the
efforts and costs of arranging for a usability laboratory setting. Users are simply di-
rected to a URL to start the search with SQUARE. SQUARE captures all relevant
data to a file for later analysis.
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Fig. 2. Sample screen for rating the relevance of the target document of a result entry

Automatic. As SQUARE uses the same framework that is used to conduct actual
searches, it is able to simultaneously and automatically capture all relevant metadata
along with user input. This results in considerable reduction of effort that would be
required for manual capture of this information.

Fast. Finally, SQUARE is able to gather feedback from the user relatively quickly,
i.e., in a mere 10-15 minutes per query. As a result, it is easier to attract larger num-
bers of subjects for a nominal incentive. We were able to gather data from hundreds
of users in a very short time frame.

4 Description of Study

We tested SQUARE by conducting a user study that involved two different search
engines — the search engine used for intra-site search on the Web-site of a large multi-
national corporation, and the widely popular Internet search engine Google. In case of
the corporate search engine, SQUARE was used to compare two different versions
(referred to as Version 1.0 and Version 1.1 in the paper). The two versions of the cor-
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porate search engine varied in minor algorithmic details, and in the indexes that they
searched. Version 1.1 was, among other things, intended to reduce the number of du-
plicate pages returned in the result list. Google was chosen because it is widely per-
ceived as the standard in Internet search, and also because it provides a public API
making it easy to incorporate it within SQUARE.

4.1 Participants

The study was conducted in three parts — part 1 with Corporate Search 1.0 (CS 1.0),
part 2 with Corporate Search 1.1 (CS 1.1), and part 3 with Google. For each of the
three parts, an email message was sent to various email lists comprised of employees
within the research division of a large technology company. The participants were of-
fered a nominal incentive (a $5 Gift Certificate for the cafeteria) for participation. For
the first two parts of the study (i.e. CS 1.0, and CS 1.1), the same email was sent to a
different set of employee mailing lists without offering the incentive. Participation
rate was about 15% for the employees offered the incentive, and about 2% when no
incentive was offered. We received 67 responses for the first part of the study (CS
1.0), 64 for the second part (CS 1.1), and 53 for the third part (Google). As employees
of a cutting-edge technology company, all participants are reasonably expected to be
highly experienced computer users (and online searchers).

4.2 Methodology

At the beginning, participants were presented with an instruction screen that described
the purpose of the study. Participants then proceeded to describe an actual task they
might do and to enter keywords to be used for a search engine query. The keywords
were then used by SQUARE to gather relevance feedback regarding the search results
as described in the previous section. After all result entries and target documents were
individually displayed to, and evaluated by a participant, a final screen was shown on
which the participants could enter optional overall comments.

Thus, for each participant SQUARE collected participant-specified task descrip-
tion, participant’s keywords, evaluations for the result entries (up to 10), and evalua-
tions for target documents of the result entries. Result entry evaluations were com-
prised of the user’s numeric relevance rating (on a 1-10 scale), an optional reason for
the rating, and the participant’s determination of whether the entry appeared to be a
duplicate. Document evaluations were comprised of the same information regarding
the target documents with the addition of an indication regarding whether the docu-
ment did not display.

Along with user evaluations, SQUARE recorded pertinent information such as
contents of the result entry, its position in the results list, the URL and the classifica-
tion of the target document, “keyword” metadata associated with the document, the
total number of results returned for the query, and any overall comments from each
participant.

4.3 Analysis

After analyzing the queries and tasks that participants had entered for CS 1.0, we
found that some were not appropriate for the public (external) corporate Web site, but
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rather were intended for either the intranet (internal) site (e.g., searches for internal
company project names), or for general search engines (e.g. searches for cartoon web-
sites). Such queries were flagged via independent review by three judges, and ex-
cluded from analysis. As a result, in CS 1.1, we slightly modified the wording on the
instruction screen to ask specifically for tasks relevant to the external corporate Web
site. As before, all queries were reviewed for appropriateness independently by three
judges. A few non-relevant queries were still encountered. However, possibly due to
the modification in instructions, the percentage of inappropriate queries was much
lower compared those for CS 1.0

In case of Google, we excluded six queries. Three queries had returned less than 10
results (2, 5 and 6 respectively), and were eliminated for the sake of consistency with
the other two parts in which no queries had fewer than 10 results. Of the remaining
three, one had a spelling error due to which all results ended up being marked as
highly irrelevant. In an actual search using Google, the alternate spelling suggestion
feature would have helped to prevent situation. In the second case, the participant had
violated the protocol of the study by simultaneously conducting the same search in a
separate browser window. This was indicated in the comments: “I was first presented
with 10 URLS one at a time each of which I followed in another browser window so
that I could rate them. I was then presented with the actual pages for each of the pre-
viously presented URLs. This second set of pages duplicated the URLs.” In the third
case, the participant had performed a search on the names of one of the authors. Based
on the participant’s unfamiliarity with the author in question, we judged that it is
unlikely this task is representative of an actual task that the user might perform via
Google, as was asked in the study. (This is also evident in some of the comments the
participant included with their evaluations for result entries and documents).

Finally, we ended up with 48 queries (72% of total queries performed) for CS 1.0,
54 queries (86% of total performed) for CS 1.1, and 47 queries (89% of total per-
formed) for Google. The findings reported in the next section are based on analysis of
these queries.

5 Findings

Using the data gathered by SQUARE, we compared each part of the study. Table 1
summarizes the findings from the numeric portions of the data (Note that the scale
presented by SQUARE interface is reversed when the data is recorded so in the data 1
represents “Highly relevant” and 10 represents “Not relevant”). Result entries and
target documents that were marked as duplicates by the participants have been ex-
cluded from the numeric analyses. The numeric ratings coupled with user justifica-
tions and comments lead to a number of interesting insights as discussed below:

5.1 Correlation Between Rated Relevance of Result Entry and Target
Document

As Table 1 shows, there was a very high level of agreement between ratings for result
entries and corresponding target documents (r = 0.78 for CS 1.0 and 1.1, and r = 0.76
for Google, all p ~ 0). This suggests that the mechanisms being used for generating
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document snippets for result entries worked adequately in all three cases. Because the
correlations were very high, we have restricted the analyses to document ratings only.
In general, the two separate ratings are mostly useful in identifying places where there
is a discrepancy between the summary and document rating. Such cases could be util-
ized to help identify where improvements might be made in the generation of result
entries.

Table 1. Summary of findings showing comparison of user ratings for CS 1, CS 1.1 and
Google (1 = Highly relevant, 10 = Not relevant)

Factor CS1.0 CS1.1 Google
Mean entry relevance 6.14 6.61 5.85
Median entry relevance 7.00 8.00 6.00
Mode entry relevance 10.00 10.00 10.00
Mean document relevance 6.24 6.91 6.18
Median document relevance 7.00 8.00 6.00
Mode document relevance 10.00 10.00 10.00
Duplicates 26.30% 18.30% 13.80%
Correlation between entry & 0.78 0.78 0.76
document rating (p ~0.0) (p ~0.0) (p ~0.0)
Correlation between document  Not. Sig. 0.15 0.18
relevance & ranking (p ~ 0.002) (p ~0.0)
Correlation between document 0.22 0.17 0.15
relevance & number of keywords ( ~ 0.0) (p ~ 0.0) (p ~ 0.003)
Average words/Query 2.69 2.98 3.53
Median words/Query 3.00 2.00 3.00

5.2 Correlation Between Search-Engine Ranking and Rated Relevance

Given that the result list is ranked by relevance, a good search engine will place the
documents with the highest relevance at the top. As one moves down the list, rele-
vance can be expected to decrease. Thus, for a well-performing search engine, one
would expect a correlation between ranking and relevance. As seen in Table 1, rele-
vance was essentially uncorrelated with ranking in CS 1.0, but was positively corre-
lated in CS 1.1. This suggests that although average result quality did not improve in
CS 1.1, higher quality results were placed higher in the list. Since most users rarely
examine more than a screen (i.e., above the fold), or page of results, this indicates an
improvement. The average relevance of the results may not be as important a measure
to consider if a highly relevant result appears high in the list. Google results also show
a positive correlation of the rankings with relevance. More over, Google performed
better than CS 1.1 (p < 0.01), although the magnitude of improvement is marginal.
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5.3 Average Relevance

Obviously, the better the search engine, the higher the average relevance of all results
in the list taken together. However, average relevance may be of limited use when
taken by itself. It is more valuable in comparing across different versions of a search
engine or between two different search engines, or with a benchmark. We can note
from Table 1, that the average relevance in all three parts of the study was below neu-
tral. Although Google performed better than both CS 1.0 and 1.1 (p < 0.01), once
again the magnitude of difference seems to be marginal. Similar patterns are observed
even if we consider only the top 5 search results returned by the search engines.

A factor that affects the average relevance is the presence of large number of docu-
ments marked as not relevant. In fact, the mode of rating in all three cases is 10. It ap-
pears that users had little hesitancy in using the lowest rating for documents that seemed
irrelevant (CS 1.0: 34.2%, CS 1.1, 31.3%, and Google: 27.4%). This is also reflected in
user comments such as: “Most of the documents found were irrelevant to my specific
subject. However, one or two were very helpful”, “Most search results are irrelevant,
but I did get one result that is exactly what I was looking for”, “Search engines con-
tinue to optimistically supply huge amounts of irrelevant garbage in their answers.”

The indication of high relevance, on the other hand, was less clear. As a result, we
decided to delve a bit deeper into the higher ranked results. Table 2 shows statistics
for all documents that were rated within the top 3 (i.e., given a relevance rating of 1,
2, or 3), as well as those that were rated the topmost (i.e., rated 1). We can observe
that the percentage of highly relevant documents is much higher in case of Google. In
addition, Google seems to do a much better overall job of putting the most relevant
results at the very top of the results list, or at least amongst the top 5 results. (Al-
though it may appear as if CS 1.0 is better than Google at listing the highest rated re-
sult at the top position, the much lower percentage of such results in CS 1.0 must be
taken into account when making an overall comparison.)

Table 2. Comparing highly relevant results

Top three relevant Highest relevant
(Relevance =1, 2, 3) (Relevance = 1)
CS1.0 CS1.1 Google CS10 CS1.1 Google
N 100 108 109 34 38 58
%N 20.83  20.00 23.19 7.08 7.03 12.34
Mean rank 5.30 4.77 4.77 4.56 4.68 4.48
Median rank 5 5 4 4 5 4
Mode rank 1 1 1 1 2 1
Range 9 9 9 9 8 9
% at #1 14.00 14.80 16.50 23.50 13.20 17.20
% in top 5 53.00  58.30 58.70 64.70  57.90 65.50

5.4 Duplicates

One frequent user complaint regarding CS 1.0 had been a large amount of “duplicates”
in the list, i.e., the same resource being presented as two or more separate results. This
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was indeed reflected in SQUARE data. More than a fourth of the results were flagged
as duplicates by the participants. User comments such as, “Lots of duplicates. Every-
thing came up at least twice.”, were quite typical. It should be noted that the reported
number is actually lower than the actual number of perceived duplicates. A duplicate
was flagged by the user if he or she believed that it had already been seen before.
However, because the user could not specify which already-seen result the current re-
sult was a duplicate of, the very first instance seen remained unflagged as a duplicate.

One of the improvements in CS 1.1 was advertised to be duplicate elimination.
Again, SQUARE data shows that CS 1.1 resulted in a reduction in the number of du-
plicates by about a third — an improvement compared with CS 1.0 but significantly
worse compared with Google.

Interestingly, reduction of duplicates in CS 1.1 did not improve the average rele-
vance of results in the list. This could be explained by taking into account that dupli-
cate elimination just results in results further down the list being pushed upwards.
Given the positive correlation between ranking and relevance, the results being
pushed upwards are likely to be of lower relevance.

5.5 Effect of Number of Keywords

Over the past few years, the average query length logged by the corporate search en-
gine has been steadily increasing. We were interested in examining the potential im-
pact of query length on relevance of retrieved results. We found statistically signifi-
cant positive correlation between rated relevance and the number of keywords in the
query. Thus, longer queries result in documents with lower average rated relevance.

6 Discussion

In the previous section, we illustrated how SQUARE can be used to compare search
engine performance across versions, and with a benchmark such as Google. We were
able to discover that CS 1.1 lived up to its promise of reducing duplicates and pushing
highly relevant results up the ranking. Yet, it failed to improve the average relevance
of the top 10 results, and fell short of the benchmark that most users are likely to ap-
ply to its performance.

Multiple factors may be at play in determining the overall effectiveness of a search
engine. For example, merely improving the correlation of the rankings with user rat-
ings may not be sufficient if the overall percentage of highly relevant documents is
low. Given that Google is highly reputed for the quality of its search results, it may be
surprising that the magnitude of difference (e.g., average relevance, relevance/ranking
correlation) for each factor between Google and CS 1.1 was not very large. This sug-
gests that the cumulative effect of all factors taken together could result in substantial
differences. In addition, the average query length was longer in case of Google. As dis-
cussed in the previous section, longer query lengths are more challenging for a search
engine. (There was also some evidence that users deliberately tried to use harder que-
ries to “challenge” Google. For example, one user commented, “I may be searching for
something that doesn't exist we are evaluating whether to patent the idea...”). Finally,
it also begs the question of what part Google’s interface plays in user perceptions re-
garding its effectiveness. It was discussed earlier how one participant failed to notice
his spelling error when the spelling-suggestion functionality was stripped off.
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Data captured by SQUARE allows us to explore relevance from such multiple an-
gles by allowing us to frame a variety of questions regarding the distribution of rele-
vance judgments in relation to search engine rankings. For instance, one could easily
compare the percentage of participants who rated at least one result as relevant. As the
above discussion implies, such a multi-dimension perspective is necessary when
evaluating overall effectiveness of the search engine. At the same time, each isolated
factor represents an area that may be appropriately fine-tuned for better performance.

6.1 Limitations

Although the results presented are quite interesting, we must acknowledge the limita-
tions of the study. For starters, the sample population of technology professionals is
not representative of the average user. As a result, we must caution against treating
the numeric data in each part of the study in isolation. However, the fact that the sam-
ples were drawn from the same population in all three cases allows us to effectively
compare the results from the three parts.

Secondly, SQUARE needs to be extended to support query refinement. As several
users commented, iterative query refinement is a typical approach used in real-life
search behavior:

“I would have probably realized after glancing the top 5 results that I needed to re-
fine the search.”

“When I search Google I am able to refine my search by learning better search
terms as I read relevant hits. Your test allowed just one iteration.”

"o

“I guess I should have added the terms "sale” or "buy".

7 Implications for Design

We have already highlighted how statistics based on the data captured by SQUARE
can be utilized by developers of search algorithms to discover avenues for fine tuning.
The findings coupled with user comments provide several additional implications for
designers of search engine algorithms and interfaces.

7.1 Algorithmic Implications

Snippet Generation. The high correlations between relevance judgments of result en-
try and the corresponding target document underscore the importance of generating
good document snippets to support effective relevance judgments.

Duplicate Elimination. Frustration expressed by users regarding duplicates coupled
with the observed improvement in ranking with reduced duplicate count indicates that
eliminating duplicates needs to be paid more attention. In particular, “mirrors” may
need to be handled specially.

Personalize by Using Context. A search engine can provide better results if it has
some knowledge regarding the user and his or her current context. Such functionality
could help avoid frustrating user experiences such as: “This is in Finland and I am
searching from the US. Not useful for me.”, or “Got lots of warranty stuff when I
asked for upgrades. I wanted hardware.”
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7.2 Interface Implications

Iterative Query Refinement. As discussed in the previous section, users typically
engage in query refinement. Interface improvements that can facilitate this process
could make the process more effective and efficient.

Result List Scanning. Presenting the list of result entries in a manner that facilitates
quick scanning ensures that users will be able to quickly recognize the most pertinent
results. Quick scanning also aids iterative query refinement.

Incorporate User Feedback. Designers may even wish to incorporate parts of the
SQUARE interface within the search result list to support gathering impromptu user
feedback.

Indeed, approaches to deal with some of the above factors are already being ex-
plored [8, 9, 12, 14]. We believe that significant improvements in user experiences
could be achieved if designers of search systems treat search as an activity situated in
the larger context, rather than an isolated query or session.

8 Conclusion

We have presented SQUARE, a lightweight tool that provides an inexpensive and ef-
ficient mechanism for capturing user perceptions regarding how relevant a search re-
sult is to the task. SQUARE is interoperable with any search engine that offers access
through APIs, provides a standardized presentation of search results across different
search engines, and elicits user input regarding perceived relevance of search results.
We have described the utility of SQUARE to compare the effectiveness of different
versions of the same search engine, and also for benchmarking by comparing against
a known standard. We found that relevance needs to be examined from multiple an-
gles in order to gain a thorough understanding of the various factors that affect search
engine effectiveness. Based on our findings, we have suggested that search algorithms
should provide effective snippet generation, and duplicate elimination, while search
interfaces should support quick scanning and iterative query refinement. We urge de-
signers of search systems to treat search as an activity situated in the larger context,
rather than an isolated query or session.
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Abstract. Document triage is the practice of quickly determining the merit and
disposition of relevant documents. This practice involves selection of
documents from a document overview and quick forms of reading: skimming,
reading short portions of a longer document, and navigating through headings,
indices, and tables of contents. Earlier studies of document triage practice
showed considerable overhead related to window management during
transitions between the document overview and reading interfaces. This study
examines the impact of multiple display configurations on document triage
practice. In particular, it compares (1) configurations with same and different
size displays, and (2) configurations with and without user control over which
activity is performed on which display. Results show a significant increase in
the number of transitions between activities when a multi-display configuration
is introduced although there is no significant difference between the different
multiple display configurations. Additionally, user activity with a document
was positively correlated with an overall assessment of document value.

1 Introduction

With the ubiquity of digital documents, users deal with multiple documents when they
are looking up information on a particular topic. A student doing a literature survey
typically uses a search engine to locate potentially relevant papers for the area of
interest. She then skims, scans and evaluates the different documents, making
comparisons and/or saving the references. She relies on what Joyce refers to as
“successive attendings” to the same materials [5], rather than on scholarly reading and
notetaking. Prior research on this triage activity suggests that during information
triage, attentional resources are devoted to evaluating materials and organizing them,
so they can be read and reread as they return to mind [7].

Document triage is the practice of quickly determining the merit and disposition of
relevant documents — including web pages, periodical articles, and other published
materials — that one may locate using a search engine, receive from an automated
delivery mechanism, or obtain from a human intermediary. This practice necessarily
involves quick forms of reading: skimming, reading short portions of a longer
document, and navigating through structural elements such as headings, indices, or
tables of contents. It also involves comparing documents, integrating results across
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documents, noticing missing information, and reconciling conflicting information.
Although this kind of triage is related to activities such as managing email, or getting
a quick answer to a question by finding the “right” document, there is an important
distinction: document triage usually involves a current focal document (or documents)
and a periphery or background of other documents relevant to the task at hand.
Document triage gives us a way to investigate tasks in which reading and attention
shift from document to document to contextual overview. In other words, we are
looking beyond intensive reading (engagement with a single document) to extensive
reading (engagement with multiple documents at once) and to hyper-extensive
reading (engagement with subdocument components and fragmentary information).
The central issues being investigated in this study are:

e How can display real-estate and multiple displays and devices best be used to
facilitate this kind of reading and gathering task?

e How can productivity be defined and promoted in multiple document tasks in
which readers must manage their attentional resources?

2 Approach

Our main motivation for this research stems from the results from the study detailed
in [12]. This study characterized the shifting attention problem by using a standard
document triage task — going through search results and selecting and organizing the
items considered valuable. A notable aspect of the data is how many transitions, i.e.
shifting attention between the overview (in this case the Visual Knowledge Builder
[11]) and the full reading window (in this case, Internet Explorer), this task requires.

Table 1. Transitions between document overview and reading application in prior study

Subject ID 1 2 3 4 5 6 7 8

Minutes spent on | 64.1 | 54.2 | 22.0 | 22.8 | 93.5 | 80.2 | 63.8 | 61.7
triage activity
Transitions between | 134 28 78 81 98 106 87 90
overview & reading
Transitions/minute 2.1 0.5 3.5 3.6 1.0 1.3 1.4 1.5

The data suggests that the number of transitions between the overview and reading
applications is a profound source of interruption, especially since users had to
rearrange or reorder windows at almost every transition. There is an average of more
than one transition per minute for most users and this table does not include within-
application navigation and reading-related navigation and manipulation that may be
disruptive. It is instructive to examine several of the sessions individually to get a
sense for this disruption. Subject 2 shows relatively few transitions in a 54 minute
session; he or she sacrificed reading in favor of working on the triage task directly
from the metadata provided in the overview. By contrast, Subject 4 shows the most
transitions of any of the participants in the study. Subject 4 shifted between creating
structure in the overview and reading Web pages to see what they were about.
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Several questions thus arise from looking at this data:

e Do people try to minimize the number of transitions from overviews to more
intensive reading?

e [f no transition were necessary (i.e. if there were a stable reading surface like a
Tablet PC), would people behave in the same way?

e When do people prefer to work from metadata to perform this kind of task?

To answer these questions and to delve deeper into understanding the approach
followed by users during triage activity, we envisioned a scenario with users reading
on a tetherless pen-based tablet computer and consulting a secondary peripheral
display (possibly a projected image) to see a metadata-based document overview.
Figure 1 shows the envisioned configuration with a person reading on a tablet
computer with a peripheral display for organizing documents.

Fig. 1. Envisioned setting includes a reading interface on tetherless tablet computer and an
organizing interface on a peripheral display

To investigate this document triage configuration, tablet users need to interact with
materials on the projected display, since triage ultimately demands that some
judgment be made about the documents’ relative merit. Current tablet operating
systems are limited in that the pen cannot provide direct input to a second display
connected to the same computer. Techniques such as Pick-and-Drop [9] and
hyperdragging [10] have been proposed to overcome this limitation, but they require
considerable additions/modifications in both hardware and software. We decided to
focus on hardware configurations that are common in labs or offices. Two factors that
are likely to alter the triage task are the number of displays and the assignment of
specific user activity to displays.

2.1 Multiple Displays

Research indicates that multiple monitor systems can help users be more productive
[2]. Hutchings and colleagues found users with multi-monitors switch windows less
frequently than users with single displays [4]. Grudin looks into dual-monitor
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situations [3] and observes that users do not use the additional monitor as “additional
space”, i.e. they rarely straddle a window across two monitors. Another observation in
Grudin’s work is that users distribute tasks among monitors; typically using one
monitor for the “main” or “primary” task and using the other monitor for “secondary”
or “other” tasks. All this suggests that having multiple displays should be effective for
triage activity, wherein the user can use one of the displays for reading and the other
display to see the document overview. Even though much work has gone into
evaluating the efficacy of multiple displays for primary and peripheral tasks, few
evaluations directly compare different display configurations for multi-application
tasks requiring frequent shifts between applications.

User practice is likely to be impacted by the size of displays used, the distance
between the primary and the secondary displays, and the resolution of the displays.
The most common configuration is having two displays placed side by side, as occurs
with most dual display desktop computers or when an external desktop monitor is
attached to a notebook computer. A less common configuration is to have one display
near the user and another larger display a few feet away. This occurs when a laptop
computer is brought into a meeting room with a plasma or projected display. The first
scenario means that the user will not have to readjust her focus when shifting from
one display to another. In the second scenario, the user has to constantly refocus
(because of the differing distance from the user to the two displays).

2.2 System/User -Assigned Roles

Subjects in the study referred to earlier [12] used a single monitor, requiring them to
use the same display for both reading and document overview. Given the limited
screen real estate of a desktop display, users most often used the entire screen for
either reading or document overview. In other words, window overlapping was
preferred over tiling of windows. With the introduction of dual/multiple displays for
the task, there is the question of how the two displays should be controlled and how
tasks should be allocated to the different displays. Should the user be able to move
across the two screens seamlessly, i.e. is the “extended desktop” metaphor the most
effective? For the second “multiple display” scenario mentioned above, would users
prefer to read on the primary display and use the farther (bigger) display for document
overview? Should fixed roles be assigned to the two displays, i.e. should there be a
mechanism whereby the user is restricted to read on a particular display and
manipulate the document overview on the other?

The following study includes three configurations with different combinations of
positioning dual displays and user choice of activities on them.

3 Study Design

This study investigates the impact of display configuration on document triage
practice. The study took place in the Center for the Study of Digital Libraries at Texas
A&M University. Twenty four subjects were recruited via flyers and mass email. 96%
of subjects were from the Computer Science Department and 87% were graduate
students. From discussions with study participants it was determined that some of
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them had previous experience in working with multiple displays. Additionally, 96%
were regular computer users for five or more years. Pre-task interviews indicated that
while 80% of the subjects use computers to read informational web pages (i.e. short
newspaper articles, reviews, magazines etc.), only 38% read long documents (i.e. a 20
page paper) on the screen.

The subjects were placed in the role of a research librarian that had to select and
organize documents for a high school teacher preparing a class on ethnomathematics
(the study of a group’s culturally-specific mathematical practices as they go about
their everyday activities). Subjects started with twenty documents returned from the
National Science Digital Library (NSDL) and twenty documents returned from
Google placed in lists in the Visual Knowledge Builder (VKB), a spatial hypertext
system [11]. VKB allows users to organize information objects (links to websites in
this study) in a hierarchy of two-dimensional workspaces. None of the subjects had
prior experience with VKB and all were given a brief training session to explain the
features considered relevant for this task. The forty links to the NSDL and Google
documents as well as their arrangement on the VKB space as objects were the same
for all subjects. The documents varied in their level of difficulty, relatedness to the
topic and volume of information. Subjects were told to take as much time as
necessary to complete the task.

This is the same task, setting, and topic as the study reported in [12]. Some of the
documents changed between the two studies as the documents on the Web changed
and our caches of these documents did not include all the document subcomponents
(e.g. inline images, etc.) These changes were in the content of individual documents
and unlikely to influence overall triage practice.

Fig. 2. Group 1 used laptop ~ Fig. 3. Group 2 used laptop Fig. 4. Group 3 used tablet
and tabletop LCD display and projected display and projected display

Subjects were randomly divided among three display configurations (table 2). In
two of the configurations, subjects had a laptop as a focal display with an extra screen
forming an extended desktop. The extra screen was a 17” LCD tabletop monitor
placed next to the main display (figure 2) for the first group while the extra screen
was a large projected display behind the laptop (figure 3) for group 2. In the third
configuration, the focal display was a tablet PC while the large projected display was
used as the extra screen (figure 4). The subjects of the first two configurations were
able to control both screens via keyboard and mouse. They were also free to choose
which displays would be for reading and which would be for the document overview.
In the third configuration, each display had its own input and control devices (a pen
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for the tablet PC, and keyboard and mouse for the extra screen). Additionally, the role
of each display was predetermined in the third configuration. Hence, subjects had to
use the tablet PC for reading documents while the large projected display acted as a
working space for organizing the links.

Table 2. Characteristics of three multiple display configurations in the study

Display Configuration Input Devices Assignment of Activity
Configuration 1: Laptop Extended desktop controlled User controls which
and tabletop LCD display. via keyboard and mouse. windows are on which
display.
Configuration 2: Laptop Extended desktop controlled User controls which
and projected display. via keyboard and mouse. windows are on which
display.
Configuration 3: Tablet Projected display controlled Software assigns document
computer and projected via keyboard and mouse, overview to projected
display. tablet controlled via pen. display and IE to tablet.

Only basic functionality from IE and VKB was necessary to examine and organize
the forty documents. The subjects had to double-click on the VKB objects in order to
open the related links and then, based on the content of the documents, organize the
links into visual structures for the high school teacher. Participants had to determine
their own criteria for including and excluding links and for creating the structures
provided to the teacher. They were also free to add text or annotation to their
structures in order to make them more understandable and complete.

A variety of data was collected during the study. Screen capture software was used
to record on-screen activity on both displays. Video recordings from behind the
subjects were recorded to determine the subjects’ focus of attention. Additionally,
user actions in VKB and IE were logged and provide event times, URLs and Internet
Explorer window identifiers. After the task, subjects responded to questionnaires
concerning their experience, asked to identify five high-value and five low-value
documents from the task, and then took part in an interview based on their activity
and answers to the questionnaire.

4 Results

The data below includes the three settings from this study as well as the single-display
setting from our prior study when it is directly comparable to the current results. The
next section includes results concerning the number of transitions between and time
spent in the two applications based on log files and video analysis. After this are
results examining the relationship between subjects’ assessment of document value
and their time and activity spent on documents. Finally, results related to subjects’
overall perception of the task, the context, and their performance are presented.
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4.1 Time Spent on Task and Number of Transitions

Determining the impact of display configuration on the number of transitions and
time spent in VKB and IE required combining the results from the log files and
videos. Log files provided data on the user interactions such as opening documents
for reading, scrolling and mouse clicks in IE, and changes to the organization of links
in VKB. To determine changes in subjects’ focus of attention, it was also necessary to
analyze the videotapes to identify when subjects switched attention between VKB and
IE without causing events logged by either IE or VKB. This was primarily determined
by changes in head and body position. One limitation is that it was sometimes
difficult to recognize the head movement of subjects according to their individual
styles in reading and organizing. This was particularly true in the laptop and LCD
screen case because head movement was relatively subtle compared to the projected
display configurations. We expect this increases the margin of error about the number
of transitions in the laptop and LCD screen configuration.

Table 3. Time spent and number of transitions in four different configurations

Prior Study Current Study
Configuration Desktop PC | Laptop & Laptop & | Tablet PC &

LCD projected | projected

screen display display
# of displays 1 2 2 2
Avg. total time (sec) 3,309 3,554 3,642 4,234
Avg. time in VKB (sec) 2,359 2,453 2,627 3,005
Avg. time in IE (sec) 950 1,102 1,015 1,229
Avg. # of transitions 97 193 168 205
Avg. # of documents Data not 34.38 30.88 31.88
visited available

Time on Task. Average total time in the dual display configurations is 3,810 seconds,
which is 15% higher than that in the single display configuration of 3,723 seconds.
Normality tests indicated that the distribution of total time spent on task was normal
but the time spent in IE was not. Thus, different statistical tests were necessary to
assess significance. The difference in total time is not significant by t-test (p=0.365).
Average total time of Tablet PC and projected display is the highest among the four
configurations, but the difference is not significant by ANOVA test (p=0.575).
Average time in IE in the dual display configurations is 1,115 seconds, which is 17%
higher than that in the single display configuration of 950 seconds. However, this
difference is not significant by Mann-Whitney test at significance level 0.05. Average
time in IE of Tablet PC and projected display is the highest one among four
configurations, but the difference is not significant by Kruskal-Wallis test at
significance level 0.05.

In addition, we have examined the percentage of time in IE over total time: the
percentage is consistent over the four configurations, around 30%.
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Number of Transitions. On average, there were 189 transitions in the dual display
configurations, compared to 97 on average in the single display configuration (Figure
5a). The difference is significant by t-test (p=0.002).

o

Mumber of Displays GConfiguration

(a) (b)

Number of Transitions
Number of Transitions

Fig. 5. Number of transitions for (a) different numbers of displays and (b) four different display
configurations. The configurations in (b) are 1: Single Display (prior study), 2: Laptop and
extra screen, 3: Laptop and projected display, 4: Tablet PC and projected display.

ANOVA test shows that average number of transitions among four configurations
is not all equal (p=0.013). Post hoc tests (Turkey and LSD) show the single display
configuration is significantly different from Laptop and Extra screen and Tablet PC
and projected display, but not significantly different from Laptop and projected
display at significance level 0.05. The average number of transitions for the Tablet PC
and projected display is the highest among the three dual display configurations, but
the post hoc tests show that the difference is not significant at significance level 0.05.

4.2 User Behavior in Reading and Evaluation of Documents

Each subject was given 20 documents from NSDL and 20 documents from Google,
but did not read all the documents: they did not open 19% of the documents in IE.

Document Value and User Behavior. After subjects finished their tasks, they were
asked to select the five least useful documents and the five most useful documents. To
estimate overall document value, these results were aggregated. Each time a
document was listed among the most useful documents, it was received 2 points.
When it was listed among the least useful documents, it received O points. If not
contained on either list, it received 1 point. We summed up document scores of each
document and sorted documents by the document score.

Determining the time spent interacting with a particular document was complicated
by the fact that the log files did not recognize transitions from reading in IE to looking
at the document organization in VKB when subjects did not generate any events. This
resulted in a significant overestimation of the time spent in IE and on reading
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documents. Video analysis indicated that this problem was primarily at the beginning
and end of time spent in IE. Therefore, we built an algorithm to estimate the time
spent in IE and the time spent in VKB in between logged events indicating a
transition based on the results of the prior study. This estimation better matched the
video analysis results in terms of total time, total time in IE, number of transitions,
and the proportion of time in IE over total time.
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Fig. 6. Graphs showing document score and (a) time on documents, (b) the number of words in
a document, and (c) the number of pages in a document

Figure 6a graphs the sum of time spent on each document across the 24 subjects
and its accumulated document score. Correlation analysis shows that time spent is
positively correlated to document score (Pearson coefficient=0.532 and p=0.001). As
for document style, we examined the number of HTML links in a document, the
number of images in a document, file size, the number of words in a document and
the number of pages of a document, where the number of pages is the number of
1024x768 screens needed to display the document. Correlation analysis shows that
the number of words and number of pages are both positively correlated to document
score (Pearson coefficient=0.397 and 0.351, p=0.015 and 0.033). These graphs are
shown in Figure 6b and 6¢c. Two subjects mentioned the length of documents as a
characteristic when choosing the five most useful documents. We have not found any
significant correlation between document score and other document style attributes.

We examined the correlation between document score and five user events:
scrolls, mouse clicks, text selections, the number of times subjects followed
embedded links on a document, and the number of visits on a document. Correlation
analysis suggests that scroll event is highly correlated to document score as shown in
Figure 7a (Pearson coefficient=0.632, p<0.0001). The number of visits on a
document, mouse clicks, and text selections are positively correlated to document
score (Pearson coefficient=0.480, 0.354, and 0.331, p=0.003, 0.034, and 0.049).
However, the number of times subjects followed embedded links on a document is
negatively correlated to its document score (Pearson coefficient=-0.334, p=0.040).

A variety of user behavior (time spent on documents, scrolls, mouse clicks, text
selections, the number of times subjects followed embedded links on a document, and
the number of visits on a document) and document attributes (the number of words
and the number of pages) are correlated to the perceived value of documents.
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Fig. 7. Correlation between document score and (a) the number of scroll events, (b) the number
of visits on a document, and (c) the number of click events

4.3 Questionnaire Results

Table 4 presents the results from five-point Likert scale questions regarding subjects’
experience with the hardware and software where 1 was strongly disagree and 5 was
strongly agree.

Table 4. User assessment of the display configurations: 1: Single Display (prior study), 2:
Laptop and extra screen, 3: Laptop and projected display, 4: Tablet PC and projected display

1 2 3 4
QI: I feel comfortable reading documents on a N/A 41 33 33
computer.
Q2: It will pe easy for someone else to understand the 41 39 35 39
way I organized the documents.
Q3.: It will bc? easy to go baclf later and understand the 43 4.4 39 4.0
rationale behind my organization.

Q4: 1 enjoyed doing this task. 3.8 3.9 4.1 3.5
Q5: A tablet PC/laptop is effective in reading N/A 3.0 30 3]
documents.

Q6: I was able to operate the tablet PC/laptop as I N/A 34 43 33
wanted.

Q7: It was easy doing the task with two displays. N/A 4.1 4.4 4.0
Q8: Simultaneously viewing VKB and IE windows on

different displays was helpful in reading documents. N/A 4.1 44 44
Q9: Simultaneously viewing VKB and IE windows on
different displays was helpful in organizing links.

N/A | 4.1 4.1 4.1

Question 1 indicates that among the three dual display configurations, the subjects
in Laptop and Extra Screen felt more comfortable over the subjects in other two
configurations. This could be the result of the display characteristics of projected
displays (e.g. decreased contrast and image quality) and the different focal distance
for the user. The Tablet PC and projected display users had relatively low assessment
of their task enjoyment (Question 4) and ability to operate the computers as they
wanted (Question 6). We suspect that the pen-based interface in this configuration
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contributed to these results as three subjects mentioned difficulty manipulating the
documents they were reading with the pen-based interface. Questions 7 to 9 indicate
that subjects in all the three dual display configurations felt that the dual display
environments were helpful for their given tasks.

4.4 Interview Results

Subjects were interviewed concerning their organizational strategies, methods for
evaluating documents, and experiences with their dual display configuration.

With regards to organizational strategies, 13 subjects employed high-level
categorization strategies such as dividing resources into books, papers, link
collections, and by source of information. These high-level strategies limited the
amount of reading required. 17 subjects employed categorization schemes based on
an assessment of the content of documents such as their relevance, and whether they
were introductory or professional. Notice that six subjects combined both high-level
categorizations of documents and an assessment of their contents.

When asked about the evaluation of document value, 16 subjects mentioned
characteristics of the content of documents: document providing a good introduction
(7), documents giving information directly (7), and the amount of information (2). In
contrast, only 3 subjects mentioned document structure or format (hierarchy,
embedded links and document file format).

When asked about the role of document metadata provided in VKB, such as page
title, page URL and summary, 14 subjects reported that they read the page title before
reading documents. Among those 14 subjects, 4 paid attentions page URL as well,
and 3 paid attentions to page URL and summary as well. 13 subjects examined the
metadata after reading documents, while 4 subjects did not. However, the primary
object of revisiting the metadata was to identify documents that they previously read.
When we asked subjects what extra information would be useful in the document
overview for a better understanding of the web site content, 9 subjects said keywords
for the Web pages, while 7 subjects requested thumbnail images of the documents.

When asked about display configurations, 8 subjects preferred the two displays
next to each another, while 7 subjects preferred a screen able to display more content.
In addition, 5 subjects answered that they preferred one display in front and another
display in the background.

5 Discussion

The data gathered from the study lends itself to observations concerning the impact of
display configuration on document triage practice and the relationship between user
activity and perceived document value.

Our central question on the impact of multiple displays on transitions between
applications is partially answered by the data in Table 3. The number of transitions in
the single display case is almost half the number of transitions in the dual display case
(averaging over the three dual display cases). This would seem surprising at first,
given that transitions were sources of interruption as the users had to deal with
window management for every transition in the single display case; but the data
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indicates that users do not see transitioning between the two displays as bothersome,
as the effort required in shifting attention between the two displays is negligible. With
two displays, users chose to switch between the document overview and the document
more often, perhaps working less from metadata. This and the positive responses
received about the dual display configurations for questions Q7, Q8 and Q9 in the
questionnaire suggest that having two displays is a more “natural” setting for
document triage.

Comparing the average number of transitions between the three dual display
configurations, it is seen that the number of transitions in the Laptop and Projected
Display configuration (LPD) is the least, the number of transitions in the Tablet PC
and Projected Display configuration (TPD) is the highest, and the number in Laptop
and Extra Screen configuration (LES) was nearly as high as the TPD configuration.
Even though the differences are not statistically significant, it is worthwhile to look at
the factors influencing them. One difference between configurations LES and LPD is
the focal distance between the primary and secondary displays. Since in LES both
screens are at the same focal distance, being side by side, the effort required in
shifting focus between the screens is lower compared to the LPD case. The qualitative
data from the post-task interviews supports this hypothesis. When asked which
display configuration they would prefer, many people (9 of the 17 asked, including 6
from the two subjects who had used the projected display configurations) answered
“two screens, one next to the other”. Some subjects also complained about the size of
the projected display saying that it was annoying to look back and forth.

The difference in the number of transitions between configurations LPD and TPD
may have been influenced by two characteristics of the configurations. The first
difference is that there are two separate input devices in the TPD case (keyboard and
mouse controlling the projected display, and the pen controlling the Tablet PC),
whereas in the LPD case, the same keyboard and mouse act upon both displays. We
expected that the need to switch between the different input devices might reduce the
number of transitions in the TPD case. Clearly, this did not deter the subject’s from
transitioning between the two displays. The second difference between the LPD and
TPD configurations is whether users could choose which display to use each activity.
In the TPD configuration, the roles of the two displays are fixed, so when the user
“opens” a document in the document overview on the projected display it is
automatically presented on the tablet computer. This reduced the user’s task of
window management. Further study is necessary to determine the relative influence of
the reduced overhead of window management and the increased effort of switching
input devices in the TPD configuration.

The number of documents visited by the subjects in the LES configuration is
slightly more than it is for the other two configurations. While not statistically
significant, this may further indicate that having two displays at the same focal
distance is better suited for a thorough and efficient triage activity.

One unexpected finding was that subjects with a single display took less time to
finish the task, although not significantly, than subjects with multiple displays (see
table 3). The fastest and the slowest group from those who used multiple screen
settings (LES and TPD respectively) performed 7.4% and 28% slower than the group
with the single display. A possible explanation is that subjects took advantage of the
multiple screen environment and spent more time skimming and reading documents
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before organizing links. Without the window management disruption, subjects were
more willing to switch views and make an effort at evaluating actual document
content before judging the document’s value.

But willingness to read document content was probably not the only determining
factor in the added time for the TPD configuration. Many subjects had complaints and
difficulties using the pen as a control device of the tablet PC (scrolling was reported
as one of the most painful and time consuming tasks). Comments during post-task
interviews as well as the responses to the question about ease of operating the
hardware (Q6, table 4), and the question about enjoyment of task (Q4, table 4),
indicate subjects preferred the mouse and keyboard while reading documents in IE.

Subjects spent a widely variable amount of time reading/scanning/skimming the
content of individual documents. While this was expected, we were unclear how the
extra attention a document receives is related to perceived document value. Would
subjects quickly assess the best and worst documents and spend more time on those in
the “middle of the pack”, or would they become more critical of documents as they
looked at them longer? The data analysis shows that the time spent in a document is
positively related to the user’s interest in the document. It is already known that
reading time for in-depth reading is an indicator of user interest in a document ([1],
[8]). Our data strengthens this previous finding; i.e. time spent in a document is an
indicator of interest even when the user is skimming/scanning for the purpose of
document triage.

There were also relations between perceived document value and certain user
events, as was previously seen by Kelly and Belkin [6]. The number of scroll events
to a particular document indicated a higher perceived document value. Also, we find
the number of pages in a document and the number of words in a document to be
related to user interest, as well. Document length seems to have strongly influenced
these findings. In addition to these two objective measurements, document length
likely impacted the number of scroll events of subjects.

In the interviews that followed the task, subjects were asked as to how they
evaluated the usefulness/scope of documents they skimmed over. From the user
feedback, page layout and content of the page play a vital role. Most users considered
documents with a lot of text as authoritative. But opinion was divided on the
usefulness of such documents based on subjects’ interpretation of their task. Some
users felt that as they were looking for introductory information on ethnomathematics
for the high school teacher and determined that documents with a lot of detail were
unnecessary. Others felt that the long and detailed documents provided the most
information and thus were useful. Many of the users looked at the metadata
information provided in VKB (document title and URL) before and after visiting Web
pages. This suggests that they had expectations of what they would find at websites
such as ethnomath.org, pages in the .edu domain, amazon.com links, and
wordspy.com pages.

Pages of pointers to other documents were not perceived as valuable by subjects, as
indicated by the number of followed links being negatively correlated to perceived
document value. This was confirmed by subjects’ comments indicating websites
which simply referred to other sites, or which contained a lot of links without actually
containing much information, were not useful.
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6 Conclusions

Document triage is the practice of rapidly locating, skimming, selecting, and
organizing documents for later use. The combination of the rapid nature of document
assessment and the use of separate document overview and reading applications
creates a large number of window transitions. By comparing document triage practice
under multiple display configurations, it was determined that subjects transitioned
between applications more often when using multiple displays than they did when
using a single display. Additionally, users evaluated documents more by reading their
contents and less often relied solely on metadata. Users spent more time reading and
interacting with documents that they valued. This confirms prior research showing
such correlations between time spent reading and assessed document value during in-
depth reading carry over into the triage activity. '

References

1. Chan, P.: A Non-Invasive Learning Approach to Building Web User Profiles. In
Workshop on Web Usage Analysis and User Profiling (1999) 7-12.

2. Czerwinski, M., Smith, G., Regan, T., Meyers, B., Robertson, G., Starkweather, G.:
Toward characterizing the productivity benefits of very large displays. IOS Press,
Proceedings of INTERACT (2003) 9-16.

3. Grudin, J.: Partitioning Digital Worlds: Focal and Peripheral Awareness in Multiple
Monitor Use. Proceedings of CHI (2001) 458-465.

4. Hutchings, D.R., Smith, G., Meyers, B., Czerwinski, M., Robertson, G.: Display space
usage and window management operation comparisons between single monitor and
multiple monitor users. ACM Press, Proceedings of AVI (2004).

5. Joyce, M.: The lingering errantness of place. A talk given at the ACRL/LITA Joint
Presidents Program, American Library Association, 114th Annual Conference, (1995).

6. Kelly, D., Belkin, N.J. Display time as implicit feedback: Understanding task effects. In
Proceedings of SIGIR '04, Sheffield, UK, (2004) 377-384.

7. Marshall, C.C., Shipman, F.: Spatial Hypertext and the Practice of Information Triage. In
Proceedings of ACM Hypertext (1997) 124-133.

8. Morita, M., Shinoda, Y.: Information filtering based on user behavior analysis and best
match text retrieval. Proceedings of ACM SIGIR Conference. (1994) 272-281.

9. Rekimoto, J.: Pick-and-Drop: A Direct Manipulation Interface for Multiple Computer
Environments. Proceedings of UIST (1997) 31-39.

10. Rekimoto, J., Saitoh, M.: Augmented Surfaces: A Spatially Continuous Workspace for
Hybrid Computing Environments. Proceedings of CHI (1999).

11. Shipman, F., Hsieh, H., Airhart, R., Maloor, P., Moore, J.M.: The Visual Knowledge
Builder: A Second Generation Spatial Hypertext. Proc. of Hypertext (2001) 113-122.

12. Shipman, F., Hsieh, H., Moore, J.M., Zacchi, A.: Supporting Personal Collections across
Digital Libraries in Spatial Hypertext. Proceedings of JCDL (2004) 358-367.

' This work was supported in part by National Science Foundation grant DUE 02-26321.



Searching for Music: How Feedback and
Input-Control Change the Way We Search

Tue Haste Andersen

Department of Computer Science, University of Copenhagen,
Universitetsparken 1, DK-2100 Copenhagen J, Denmark
haste@diku.dk

Abstract. The growing amount of digital music available at desktop
computers and portable media players increases the need for interfaces
that facilitate efficient music navigation. Search patterns are quantified
and evaluated across types of feedback and input controllers in an exper-
iment with 12 participants. The way music is searched and the subjective
factors varied significantly across input device and type of audio feed-
back. However, no difference in task completion time was found for the
evaluated interfaces. Based on the experiments, we propose several ways
in which future designs may improve searching and browsing in recorded
music.

1 Introduction

Today it is not uncommon to have a large collection of digital music available,
some of which has never been heard by the user before. CD players and PC or
mobile based media players offer only limited control of playback for browsing
and searching in music. A way to quickly browse a large number of songs to
find one that was heard on the radio or one that fits the user’s musical prefer-
ence and mood is needed. Content based retrieval [6] is often identified as the
solution to this type of problem. However, content based retrieval requires an
extensive amount of computing power and infrastructure, something that is not
yet available as services to customers of consumer audio equipment. With better
interfaces for browsing and listening to the music at the same time could help
improve this situation.

As opposed to the somewhat primitive interface for music navigation offered
by CD players and common computer based media players, several interfaces
previously presented used information extracted from the audio signal to aid in
navigating the music [9,2]. Goto proposed an interface to improve trial listening
of music in record stores [7] where visualization and structure information was
used. The interface was evaluated in an informal study where it was found that
both the visual display and the structure jump functions were more convenient
than the traditional CD player interface. However, we do not know if the increase
in convenience was due to the use of segmentation information (meta-data), or
because the visual display and better means of input control were provided.

M.F. Costabile and F. Paternd (Eds.): INTERACT 2005, LNCS 3585, pp. 144-157, 2005.
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This paper presents a baseline study that investigates the role of different
types of aural feedback, along with different types of input control. The evalua-
tion was done on both qualitative measures and observations, and on quantitative
measures such as task completion time. The results can serve as guideline for
future designs and research in music browsing interfaces.

In section 2 we review current interfaces and research in music browsing.
Section 3 presents the experiment. In section 4 we discuss the results and its
implications on future designs.

2 Interfaces for Browsing Audio and Music

In this section interfaces for browsing music is briefly reviewed, along with inter-
faces used in research of this area. A major difference between these interfaces
is how the browsing interface is controlled. Different controller types are used,
but little is known about how the controller influences the searching of music.
Another area where these interfaces differ is in how audio feedback is presented
during the search. Different audio synthesis methods for search feedback are
described.

2.1 Today’s Interfaces

In the following we classify today’s interfaces for music browsing and searching
based on their input device.

Buttons are probably the most common type of input controller used in
interfaces for music browsing and searching. Standard CD players provide a set
of buttons to control playback. Audio feedback is provided as the music is being
played. In addition, a visual indication of the position in the current playing
track is given together with the number of the current playing track. Buttons
for play, pause, fast forward, fast backward, and previous and next track are
provided. These functions are often combined into fewer buttons which activate
different functions based on how long a button is pressed. CD players can play
back audio in two modes: Normal playback mode, where the audio is played
back at the speed at which it was recorded, and fast forward/backward mode
where the audio is played at a faster speed than what is was recorded. Common
scale factors are in between 4 and 5 times normal playback speed, although some
players allow for even faster playback.

Sliders are most often used to control playback position in digital media play-
ers on PCs and portable devices. On PCs sliders are implemented as graphical
widgets controlled with a mouse, but on media players the control is often done
through a touchpad directly mapped to the graphical representation of the slider.
Sliders provide random access to the play position within a track, as opposed to
the buttons where the playback position can only be changed relative to the cur-
rent position. The slider functions both as an input device and as visual and/or
haptic display, giving feedback about the current play position relative to the
length of the track. Media players also facilitate ways to browse music by title,
album, or other meta-data if available.
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Rotary controllers are used in DJ CD players, where they are referred to as
jog wheels. Here the playback position can be changed relative to the current
playback position. The rotary as implemented on DJ CD players allow for fine-
grained control of the playback position, while at the same time the inertia of
the rotary helps to move the play position to fast forward with little physical
effort. The change from playback mode to fast forward or backward mode is
not explicit as with the buttons, but continuous. The feedback is also changed
continuously by linear interpolation or other interpolation methods that preserve
pitch [11,10].

Sliders and buttons or other hybrid controllers are used for example in sound
editors. Sound editors are application tools used by musicians and audio engi-
neers that provide several ways to navigate within a music track. The mouse can
be used to randomly change play position by clicking on a slider or waveform
display, similar to the way play position is changed in a media player. Playback
rate can often be adjusted, and finally sound editors provide better means of
visual feedback in form of waveform displays supplemented by color codes [12]
and spectrograms.

Because audio is tightly related to the time dimension, input controllers
or widgets used in controlling audio playback are most often one dimensional.
However, the controllers differ on how the absolute position can be changed.
Sliders allow for fast random seek while buttons used on CD players do not.
Active haptic feedback in input controllers for audio navigation has been used
[13]. However it is not entirely obvious if this type of feedback can improve
aspects of audio navigation [3].

2.2 Audio Feedback at Different Levels

Little research addresses the searching and browsing of music. For speech, Arons
[2] presented an extensive study on the interface design in speech skimming. The
design of Arons’ SpeechSkimmer interface was based on the notion of a time scale
continuum, where speech could be auralized using different time compression
ratios, based on what type of skimming the user wanted. On the lowest level of
the time-scale continuum was uncompressed speech, continuing to pause removal
where the same signal was compressed by removing pauses. The highest level
was pitch-based skimming where the individual words were no longer audible,
but the pitch of the speaker’s voice could still be perceived.

Interfaces for music browsing may benefit from a similar time scale contin-
uum, because most music is characterized by repetitions at many different levels.
First, most popular music has a beat, where percussive sounds often are repeated
with an interval between 0.25 to 2 seconds. Second, music has a rhythm, a cer-
tain structure that the beat follows. Third, popular music is divided into sections
so that verses are separated by a repeating chorus and other structures such as
breaks.

When doing fast forward playback using CD players and sound editors, the
sound is transformed in some way to allow for faster playback. In CD players,
feedback serves mainly to inform the user that the fast forward mode is activated.
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Fig. 1. Figure showing sound synthesis for fast forward as implemented in standard CD
players. Blocks of samples (Sp) are copied from the original sound to the fast forward
synthesis sound. The hop size (S;,) determines the scale factor.

The average volume level can still be perceived while playing in fast mode, but
features such as rhythm, instrumentation and timbre are hard or impossible to
perceive. In sound editors time scaling techniques [11,10] are used that preserve
timbre and other features, but the interval between consecutive beats is changed.
This can be a problem when the listener is searching for a song with a particular
style or mood. Using a time scale continuum for music where local features such
as rhythm and timbre are still perceivable while searching at high speed could
therefore be a way to improve browsing interfaces.

2.3 Synthesizing Audio for Fast Forward Playback

The most widespread method to synthesize audio in fast forward mode from
recorded audio is that of playing small chunks of audio with a block size, S
between 5 and 20 msec, see Figure 1. The method is essentially an isochronous
sampling of the audio. Blocks of audio are sampled from the original recording
to form a new signal that is used for playback in fast forward mode [14]. Window
functions can be used to smooth the transition from one frame to the next [5].
In backward searching, the individual frames are usually played in a forward
direction. The method is used in most CD players today as it is suitable for
implementing in a CD player with very limited further processing or buffering.
The method is most often implemented with a fixed speed of four to five times
the normal playback speed, but in principle it can be used at an arbitrary speed
factor, by changing the hop size, Sp, shown on Figure 1. The fast forward audio
synthesis as implemented on CD players serves at least two purposes: It allows
for perception of some acoustic features while scanning, and it gives the user
feedback about which mode is activated. When listening to fast forward synthesis
on a CD player, the user is not in doubt that the CD is in fast forward mode.
On CD players the block size S is very short, but it could be increased to allow
for better perception of beat, rhythm and instrumentation at the expense of
having a strong feedback about which mode the CD player is in. When increasing
Sy to be in the range of seconds rather than milliseconds and increasing the
speed by increasing Sy, the effect becomes close to a high level skimming of the
music, similar to the high level skimming in the time scale continuum used in
SpeechSkimmer.

Other alternatives to compressing music exist. Linear interpolation of the
sample values effectively scales the audio in a similar way to changing the tempo
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on a vinyl record. Not only is the tempo changed but also the pitch. An alterna-
tive is time scaling techniques that preserve the pitch, such as the phase vocoder
[11,10]. These methods preserve the timbral characteristics up to about twice
the normal playback speed. However, for fast forward playback speeds, generally
above two times normal playback speed is wanted.

3 Experiment: Comparing Interfaces for Mobile and
Consumer Devices

In the experiment, participants had to search for a song containing an audio
segment heard in advance. The task is similar to searching for a track heard
on the radio. The interfaces used in this comparison are all applicable to audio
consumer devices and a mobile usage situation. Two independent variables were
used in a fully crossed experiment: Input controller and audio feedback. As
reference, the CD player interface was compared with three other interfaces. We
wanted to test if an input controller such as the rotary controller, which allowed
for fast change of playback position when compared to the buttons on a CD
player, resulted in fast task completion time and improved satisfaction. Second,
we wanted to examine how much time was spent in fast forward mode when
searching for a particular song, and how the audio feedback given during fast
forward influenced the search performance and satisfaction.

3.1 Interface Design

We used two independent variables: Type of audio feedback (skip, play), and type
of input controller (button, rotary). Each variable had two levels as described
below.

Audio Feedback. The audio feedback during normal playback was the same in
both levels of the feedback variable. When in fast forward or backward mode the
audio feedback was synthesized using isochronous sampling as describe above.
In the first condition, block size was the same as used on a CD player, S, = 10
msec. The condition is referred to as “skip” because it sounds like the CD read
head is skipping. The other level of the feedback variable we choose to refer to
as “play” where the block size is one second. In both cases, the step size between
each block played is adjusted according to the movement speed. The two types of
feedback are fundamentally different, in that “skip” results in a strong sensation
of moving forward, but makes it impossible to perceive most features of the
music. Play feedback on the other hand does not give a strong sensation of the
movement speed, but local features such as rhythm and instrumentation can still
be perceived.

Input Control. One level was a set of five buttons, referred to as “buttons,” iden-
tical to the input method found on most CD players. There was a pair of buttons
for switching to previous and next track, a pair of buttons for moving at fast
backward or forward, and finally a button controlling playback/pause mode. The
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fast backward and forward buttons moved at four times normal playback speed.
The second condition was the use of a PowerMate! rotary controller (“rotary”);
moving the rotary knob to either left or right initiated a fast forward or backward
operation. The speed at which the rotary was moved determined the movement
speed (rate). Playback/pause was controlled by pressing the non-latching button
built into the knob. There are two fundamental differences between these two
interfaces: The input controller and the mapping. The mapping used with the
rotary controller allows for a continuous change of the fast forward playback
speed, while the mapping used with the buttons provide one fixed fast forward
speed and the ability to do a non-linear jump to the next track. We chose to use
different transfer functions for the two input controllers to achieve natural map-
pings. However, this could have been avoided by mapping the rotary controller
to a constant fast forward speed regardless of the speed at which the rotary was
operated, and to jump to the next track when above a certain threshold.

Before the experiment, we hypothesized that the play feedback would be
superior to skip feedback. The time spent in fast forward mode could be used
to listen to local features of the music and could potentially provide more useful
information than the skip feedback. Also, we expected the rotary controller to be
superior in terms of performance compared to the buttons, primarily because the
buttons only allowed a constant, and relatively slow, fast forward speed. With
the rotary it would be possible to quickly move to a different part of the track,
but on the other hand would require slightly more effort to move to the next
track. We decided to do a fully crossed experiment because we did not know if
the audio feedback would influence the task performance in any way, depending
on the type of controller.

The interfaces were developed using the software Mixxx [1], but with a mod-
ified user interface. In the experiment we sought to minimize the influence of
visual feedback, and provide a usage situation similar to mobile music devices.
Thus we only provided visual information about which track was currently
loaded, the absolute position inside the track, and the length of the current
loaded track.

3.2 Tasks

We used 20 tasks; each participant completed five tasks in each condition. Each
task consisted of a list of nine tracks selected from the Popular, Jazz and Music
genre collection of the RWC Music Database [8]. The database was used to ensure
that the participants had not heard the music before, and to get a representative
selection of popular music. For the 20 tasks, a total of 180 unique music tracks
were used. For each task, the list of tracks was constructed in such a way that
the tracks were reasonably similar in style, but there was no logical order to
the tracks in each list. The music varied in style between tasks, some were
instrumental, and some was sung in English and others in Japanese. The 20
tasks were divided into four groups so that each group contained five tasks. In

! See http://www.griffintechnology.com/products/powermate/
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the experiment each group was used in one condition. The four groups were
always presented in the same order, but the order of the four conditions was
balanced using a Latin square pattern.

The target track of each task was selected randomly, but ensuring that the
average target in each group was at position 5 in the track list. This was done
to ensure that the groups were close to each other in terms of task complexity.

For each task, the participant was presented with a 10 second long audio
excerpt of the target track. The excerpt was chosen to contain the refrain or other
catchy part of the song and could be heard as many times as the participant
wanted. The participants were required to hear it three times in succession before
starting to search for the corresponding song. They were also allowed to hear the
except during the search if they had forgot how it sounded. They could navigate
the songs using the interface provided, and pressed a button when they had
found the song from which the audio excerpt was taken.

3.3 Design and Setup

A fully-crossed within-subjects factorial design with repeated measures was used.
Twelve people participated in the experiment. Their musical skills ranged from
being a professional musician to having no particular interest in music, with
most participants having no musical skill. Independent variables were feedback
and input control type. We used two types of dependent variables:

Task Performance. Completion time, error in identification, and time spent in
fast forward/backward mode.

Subjective Satisfaction. Rating on five scales based on Questionnaire for User
Interface Satisfaction [4] related to ease of use, learning and aesthetics. The
scales are shown in table 1.

The experiment was conducted in a closed office, using a computer with
CRT screen and attached studio monitors. Studio monitors were chosen over
headphones to allow for easy observation of the participants during the experi-
ment. The participants completed one training task followed by five tasks in each
condition. After each condition, they rated the interface on the five subjective
satisfaction scales before proceeding to the next condition. At the end of the
experiment, they could adjust the ratings of all interfaces. The experiment was
concluded with an open ended interview. During the experiment, an observer
was present and the interaction was logged.

3.4 Results: Task Performance

The data was analyzed using analysis of variance with feedback and input con-
trol as independent variables, and task completion time, number of errors and
time spent in fast forward mode as dependent variables. To examine how the
individual tasks influenced the experiment, and to look for learning effects, an
analysis was also performed with task as an independent variable.
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Figure 2 shows the mean and standard deviation of the completion time
in seconds for each condition. No significant difference was found for feedback,
F(1,11) = 0.000, p = .998 or input control, F'(1,11) = 0.022, p = .885. However,
when looking at the completion time as a function of task there was a significant
difference, F'(19,209) = 4.493,p < .001. This is also shown in Figure 3 (top). A
post-hoc comparison using a Bonferroni test at a 0.05 significance level revealed
that task 2 and 7 differed significantly at p = .037, task 2 and 17 at p = .039
and finally task 3 and 19 at p = .046. During the experiment, it was observed
that for some participants there was a large learning effect in the first few tasks,
whereas others did not seem to improve during the course of the experiment. The
significant difference between some of the tasks is likely caused by a combination
of long completion time (learning) for the first three tasks, as seen on Figure 3
(top), and from the difference in target track position. The target track in task
17 and 19 is track 2 and 3, respectively, which means that the completion time
on average is relatively short, since only one or two tracks has to be searched
before the target is reached. In comparison, the target track of task 2 and 3 is
track number 9 and 6, respectively, where a long completion time is observed.

On figure 3, (bottom) completion time is plotted as a function of target track
rather than task. There indeed seems to be a correlation between completion time
and distance to target.

Number of errors did not change significantly across feedback, F(1,11) =
0.316,p = .585, and input control, F(1,11) = 0.536,p = .496. Error across task
was significant at F'(19,209) = 2.257,p = .003, however, no learning effect or
other systematic effect was observed.

Figure 4 shows time spent in search mode (fast forward or backward) for the
four conditions. The time spent in search mode varied significantly depending
on feedback, F(1,11) = 9.377,p = .011, and input control, F(1,11) = 7.352,
p = .020. This reveals that even though task completion time did not vary with
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interface and feedback, the participants’ search patterns did. Figure 4 shows that
the search time spent in the Buttons, Play condition was almost double that of
the other conditions.

Figure 5 shows four examples of the search patterns in task 16, one for each
condition. Position is shown as a function of time, and red circles mark where
the user is engaged in a search action. Comparing the two button conditions, it
is evident that in the examples shown, more time is spent in search mode in the
play condition. Comparing the button conditions (top) to the rotary conditions,
(bottom) a clear difference in search strategy is visible. In the rotary conditions,
more parts of each track are heard by jumping forward in the track. In the
button condition this is not possible without spending a lot of time, because the
fast forward speed is only four times normal playback speed compared to the
adjustable search speed with the rotary controller. In the rotary conditions, no
immediate difference that can be explained by other observations is visible. The
feedback does not seem to influence the search behavior here.

3.5 Results: Subjective Satisfaction

The ratings on the subjective satisfaction scales were analyzed using analysis of
variance on each scale. The scales used in the subjective evaluation are shown
in Table 1, along with F' and p values for the independent variables interface
and feedback. The mean ratings for each condition is shown in Figure 6. The
input method influenced most of the scales. Buttons were more frustrating and
more terrible than was the rotary. Both input method and feedback type were
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of task 16.

significantly different on the scale of Terrible-Wonderful, and buttons with play
feedback were more wonderful than buttons with skip feedback. The case was
the same for the rotary controller, and the rotary controller was overall more
wonderful than the buttons. Many participants commented that they did not
know how to interpret the responsiveness scale, but there is a significant differ-
ence across input type. On average, the participant perceived the rotary to be
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Table 1. Scales used in subjective evaluation

Scale Input method Feedback type
Frustrating - Satisfying F(1,11) = 21.154,p < .001 F(1,11) = 1.222,p = .293
Terrible - Wonderful F(1,11) = 5.260,p = .043 F(1,11) = 7.857,p = .017
Not responsive - Responsive  F(1,11) = 11.875, p = .005 F(1,11) = 0.40,p = .845
Difficult - Easy F(1,11) = 0.208,p = .658 F(1,11) = 0.268,p = .615
Straightfwd. (Never - Always) F'(1,11) = 3.313,p = .096 F(1,11) = 6.600, p = .026

more responsive than the buttons. This makes sense, since with the rotary it is
possible to move faster forward in a song than it is with the buttons. The buttons
with skip feedback was rated to be easiest to use. This can be explained by the
fact that all participants were well acquainted with this interface through the
use of standard CD players. It was not clear to the participants if the straightfor-
ward scale related to the interface or to the tasks; thus we chose not to analyze
it further. Finally two participants commented that it was difficult to use the
play feedback with the rotary controller because they were forced to look at the
visual position display to maintain an idea of which part of the song the system
was playing. These participants preferred to operate the system with eyes closed,
which was possible in the other conditions.

Three participants commented that they especially liked the play feedback
during search when using the buttons, because they did not have to leave the
search mode. Few participants used the rotary to search at a relatively low
speed. Instead many participants did search at high speed during short intervals
to advance the play position. A few participants commented that they liked the
skip feedback better here, because it made them aware that they were searching.

3.6 Discussion

In conclusion, the most surprising finding of the experiment was that no signif-
icant difference in completion time was observed for the tested interfaces, even
though a significant difference in search strategy was observed. We wanted to test
if the average completion time was similar to that of navigating using a sound ed-
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itor with a waveform display and play position control through a graphical slider
widget operated with a mouse. Therefore, we conducted a new experiment with
six participants from the previous experiment. An informal comparison showed
that no significant difference was observed. This indicated that the task com-
pletion times reported in this experiment is not likely to be affected by further
improvement of visual feedback or controller input type.

We found that on average participants spent 35% of their time in search
mode. There was a significant difference in how people used the interfaces, with
participants spending significantly more time in search mode for the condition
with button interface and play feedback. In the two conditions with skip feed-
back, it was hard to perceive features of the music. This explains why less time
was used in search mode for these conditions, compared to the Play, Button
condition. However, it is somewhat surprising that with play feedback, only the
buttons resulted in more time spent in search mode. With the buttons it was only
possible to move fast forward in a track by four times the normal playback speed,
compared to an almost arbitrary fast forward speed using the rotary. Using the
rotary, most users would move forward in a short time interval at fast speed,
then stop the rotary motion to hear part of the song. Only a few participants
moved slowly forward using the rotary to take advantage of the play feedback.
Two problems were evident from the way the participants used the rotary with
play feedback: first, no immediate feedback was given that a search was initi-
ated or in progress. Only after one second of spinning the rotary was feedback
audible. Second, to keep a constant fast forward speed, the participant would
have to spin the rotary at a constant speed, and thus keep the hand in motion,
as opposed to using the buttons, where constantly holding down a button would
result in a constant fast forward speed. This suggests that a rate based mapping
rather than a position based mapping might be a better alternative when using
the play feedback scheme.

A large significant difference was found in how participants perceived the
interfaces. In general, the play feedback was liked over skip feedback, and the
rotary was preferred over the buttons. It is interesting that the responsiveness
scale was not influenced significantly by feedback type, but a significant dif-
ference was observed for input control. Some participants commented that the
perceived responsiveness was influenced by the type of feedback. In particular,
one participant commented that he could not use the rotary with play feedback
with eyes closed, because he lacked feedback about the playback position in the
song. Overall, it seemed that the type of input control was more important than
the type of feedback given to how participants liked the interface. The rotary
was rated more satisfying and wonderful than the buttons. This may be due to
aesthetic factors of the input controller, where the buttons was implemented us-
ing a standard keyboard, and the rotary was utilizing the PowerMate controller
in aesthetically pleasing brushed metal. Another explanation could be that the
mapping used with the rotary allowed for rapidly seeking to an arbitrary position
in the track.
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4 Conclusions

This study focused on feedback and input when searching in recorded music.
We presented a novel feedback method, the “play” feedback, where segments
of one second were played during fast forward or backward mode. The “play”
feedback allowed for aural scanning of local features of music such as rhythm and
timbre, while searching at fast speed. The method allows for perception of local
features and seamlessly integration of structural information when available. The
feedback method was compared to the “skip” feedback, identical to the feedback
given by ordinary CD players. The two types of feedback were compared with two
input controllers, one based on buttons and other based on a rotary controller,
in a fully crossed experiment.

The most surprising finding of the experiment was that we did not observe
a significant difference in task completion time or number of errors between any
of the tested conditions. To get an indication of the performance of the tested
interfaces we compared them to the performance of a state of the art interface,
similar to interfaces implemented in sound editors. In the informal experiment,
no significant difference was found in task completion time and number of errors.
This indicates that no immediate gain in search performance can be expected
by providing better means of input control or visual feedback.

However, we did find a significant difference between feedback type and input
control for the time spent in search mode. The interfaces using buttons as input
control and the “play” feedback did result in a significantly higher portion of
the time spent in fast forward mode compared to the other interfaces. Thus, in
this condition, the participants had more time where it was possible to perceive
features such as timbre, instrumentation and rhythm. A similar increase in time
spent in search mode was not observed for the rotary controller with “play”
feedback. This can be explained by the fact that the rotary controller allowed
for faster change of playback position. Thus ordinary play feedback was needed
earlier than one second after a search action was initiated.

We observed large significant differences in how the interface was perceived
by the participants. On average participants found the rotary controller more
satisfying, wonderful and responsive than the buttons. The “play” feedback was
also significantly more wonderful than the “skip” feedback. During the open
ended interviews, several participants commented that the play feedback was
better than skip feedback, but did not result in a feeling of moving forward.
Future interfaces may thus improve on both satisfaction and responsiveness by
mixing the “play” and “skip” audio signal into one. Other ways to further im-
prove the feedback could be to use segmentation information to jump only to
places where the music changes, and to use beat information to perform the
isochronous sampling relative to the beat phase, to ensure a smooth transition
from one block to the next.

We know from research in speech navigation that meta data can improve
search performance [2] and that meta data in musical interfaces influences sub-
jective evaluation of the interface in a positive way [7]. However, we do not
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have any evidence that it will actually improve performance in music navigation
in search tasks, even though it intuitively seems likely.
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Abstract. This paper describes a new unifying workstyle model for the user-
centered design process, comprised of eight dimensions that we claim as fun-
damental to supporting the UCD process. Our proposal is new because it is the
first workstyle model tailored to UCD. We also show the usefulness of work-
style modeling when evaluating the stage/effort of a project at a given time. Our
workstyle model was based on the identification of the main obstacles to UCD
and SE integration, current research results and extensive observation of HCI
students involved in UCD projects. Though simple, it models the designer’s be-
havior and can be effectively and easily used to (a) choose adequate tool sup-
port for a given phase of a project and (b) drive the development of new UCD
tools.

1 Introduction

User-Centered Design (UCD) is a process that fosters the participation of users in de-
signing and evaluating a system, in order to obtain products that are better suited to
users’ expectations. However, after almost two decades of UCD tools and techniques
research, its adoption remains limited to large organizations and practitioners who
recognize its value [6].

Despite all the research efforts dedicated to bringing better tools to the industry,
designers still consider tools don’t meet their needs [8]. After more than a decade,
CASE tools have not been widely used [7], although the market is rapidly growing
[6]. Despite of limited CASE tool adoption, there is evidence that the technology
improves, to a reasonable degree, the quality of documentation, the consistency of
developed products, standardization, adaptability, and overall system quality [4]. It
has been argued that future tools should be based on sound models of a software
process and user behavior, and should support both creative aspects as well as rigor-
ous modeling [6].

Workstyle modeling [14] has been proposed as a technique to record the interac-
tion style of a group of collaborators during any software development activity. UCD
is an iterative, evolutionary process. This means designers often engage in different
workstyles as they iterate towards the final design. This is why we claim that model-
ing the styles of work can be particularly useful in UCD. It has been widely recog-
nized that current User Interface (UI) tools don’t support the designers’ activities, in
particular it has been argued that UI tools suffer from limited combinations of
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threshold (“how hard is it to learn?”) and ceiling (“how much can be done?”) [10].
There is clearly room for benefits here, since it has been shown that a UI development
tool has the potential to influence between 50% and 70% of the application code [10].

Constantine and Lockwood [2] described their ideas of “galactic dimensions” as a
metaphor change towards fully interconnected and synchronized visual development
tools. Traditional CASE tools were based on a metaphor referred to as the “glass
drawing board”, since they merely represented two-dimensional paper models on the
glass surface of a monitor. The “glass galaxy” was then proposed as a multidimen-
sional problem-solving space in which developers could drill down into objects in one
dimension, and be taken via software “worm holes” to another. Clicking on a use case
could take the developer to its definition in a glossary. Selecting that use case could
also show the abstract components that support it, or the concrete widgets for a given
realization of that model. Even entries in help files could be linked to the user roles
they support, or to the actual code and visual UI controls.

We take this idea further and argue for CASE tools supporting “galactic” dimen-
sions: tools that not only support fast accelerated development through traceability
and integration, but also are able to rapidly adjust to any given workstyle in a trans-
parent way. We propose a new workstyle model comprised of eight “galactic” dimen-
sions that we consider as fundamental to supporting the UCD process. Our proposal is
new because it is the first time workstyle modeling is applied to UCD and our model
can be used to estimate the stage/effort of development in a graphically intuitive way.
Another contribution of our paper is that we also show how effective workstyle mod-
eling can be to drive the development of new UCD tools or to choose tool support for
a given project phase.

Our workstyle model was based on the identification of the main obstacles to UCD
and SE integration [12], current research results and extensive observation of Human-
Computer Interaction (HCI) students involved in a UCD project. It incorporates two
renamed dimensions from [14], (Asynchrony and Distribution), and two of the model-
ing-style dimensions from [13] (Perspective and Formality). We introduced three
more dimensions (Detail, Functionality and Traceability) and unified these dimen-
sions into a common, coherent model, where the axes fall into one of these categories:
collaboration style, notation style or tool-usage style.

This paper is organized as follows: in the next section, we describe related work on
models and taxonomies for software design and UI design. Section 3 describes our
new workstyle model for UCD and Section 4 illustrates how it graphically conveys
information regarding the stage of development of the UCD process. In Section 5, we
apply our model to several representative tools and claim that current successful tools
are those that can better adjust and support any region of our model. Finally, in Sec-
tion 6, we draw some conclusions and outline work that might bring benefits to both
SE and UCD.

2 Related Work

Software design (which includes interaction design) is often a team activity and most
projects involve stakeholders with different backgrounds that must cooperate in many
different and interrelated activities.
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Wu and Graham [14] describe a novel model for recording the working style of
people using an interactive system. Workstyle modeling complements task modeling
by providing information on how people communicate and coordinate their activities,
and by showing what style of artifact is produced.

The workstyle model was developed in the context of the Software Design Board
project, a project aiming to provide better tools for software design. The model was
validated through evaluation of existing design tools, and motivated the design of a
new software design tool. It is comprised of eight axes: four of them describe collabo-
ration style (Location, Synchronicity, Group Size and Coordination); the remaining
four describe the nature of the artifact being produced (Syntactic Correctness, Seman-
tic Correctness, Archivability and Modifiability).

The workstyle model for software design has the advantage of being simple to ap-
ply and clearly showing where a tool can fail to match the intended work context.
However, it is not sufficient for capturing UI specific activities. Transitions (or shifts)
in the workstyles of interaction designers are more frequent and more intense than in
any other software design activity.

Traeetteberg [13] claims that current UCD tools should be able to cover a three-
dimensional cube of Perspective (moving from problem/requirements space to the
solution/design), Granularity (from high level to low level) and Formality (formal, i.e.
machine-understandable versus informal i.e. context-dependent). It is suggested that
in the course of designing an interface, several languages have to be used to cover all
the needed perspectives (see Figure 1).

As an example, Traeetteberg [13] suggests one interpretation of the granularity
level across different perspectives, as can be seen on the left side of Figure 1. A task
is performed to achieve a goal, and is often supported by a specific component com-
posed of dialogue elements, which is placed in a pane containing widgets.

perspective

problem/requirements solution/design
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low business application frame e o
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goals fy/ change formality v gl
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Qe task models component pane change detail ! b pr-'Cf
L s
] -
. problem vs, solution ' L
cognitive : (.
. madels element wiget g = : ¥
high granularity

Fig. 1. Left: an interpretation of the granularity versus perspective. Right: movements in the
representation framework of Traeetteberg [13].

Cognitive Dimensions [5] have been proposed both as an evaluation technique for
visual programming environments and as a discussion tool for designers. This tech-
nique concentrates on the activities rather than the finished product. However, it is
limited to the information artifacts of visual programming languages.

Prototyping techniques still leave a considerable gap between the inception level
models of user intentions (task cases, use cases, scenarios and other requirements
level models) and the concrete user interface. The center ellipse in Figure 2 illustrates
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this gap. A growing awareness of this conceptual gap lead Constantine and colleagues
to develop a new language for visual and interaction design, called Canonical Ab-
stract Prototypes [2]. This language fills the gap between existing inception level
techniques, such as the illustrated UML-based interaction spaces or visual content
inventories, and construction level techniques such as concrete prototypes.
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Fig. 2. Prototyping techniques from inception to construction (adapted from [2])

All of these models support the need for a unifying reference framework under the
context of UCD processes. They also reflect the importance of considering these
several dimensions into the design process of UCD tools. However, these models are
too specific and are not expressive enough to be applied more generally to UCD. This
is why we expand them and combine the most significant dimensions of some of
them: to obtain a more useful and usable model that has more meaning by conveying
more information in a better way. In the next section, we will describe our new work-
style model and illustrate its applications.

3 A Workstyle Model for User-Centered Design

There are eight continuous axes in our “galactic” workstyle model for UCD. These
axes are grouped under three main categories:

— Notation style-related dimensions (Perspective, Formality and Detail),

— Tool usage style-related dimensions (Traceability, Functionality and Stability) and

— Collaboration style-related dimensions (Asynchrony and Distribution), as
shown in Figure 3.

In this section, we briefly describe each of these dimensions and provide a set of
questions that can act as guidelines to apply the model to tools, notations or, in gen-
eral, styles of work adopted by interaction designers.
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Perspective. This axis plots the perspective, or view, of the artifact being developed.
Questions: is the notation capable of expressing business goals? Or non-functional
requirements such as customer experience requirements? Does it help define the pur-
pose of the system? Does it describe interaction aspects of the system? How close is
it to the final product?

The Workstyle Model for UCD

Perspective Notation Style
Distribution solution Formality

\ / design /0’

. different formal
Collaboration places
Sty|e problem /

requirements
i

same place informal
Asynchrony 4o : -
different time same time abstract concrete
TR ont modifiable
not functional
coherent stable
Traceabili -
ty fully-functional Stability
Tool-Usage Style Functionality

Fig. 3. A unifying workstyle model for user-centered design

Formality. This axis classifies the workstyle of a designer creating artifacts in a for-
mal vs. informal way. In the early stage of the process, designers use rough, ambigu-
ous sketches to freely express ideas quickly [8]. This workstyle also fosters compari-
son of design alternatives and creativity, since the uncertainty of sketches encourages
the exploration of design ideas. As design progresses, a more formal style of work is
incrementally adopted, as designers need to focus on the precise meaning of their
models. An example of this shift is moving from a whiteboard to a CASE tool. Ques-
tions: how easy is it to define rough ideas? Does the meaning matter? Does the nota-
tion force you to use a rigid syntax/semantics?

Detail. We added this axis to plot the level of detail (or abstraction) the designer is
working at. High-level, abstract models facilitate problem solving in organization,
navigation and overall structure of the UlI, leaving aside the details. On the other hand,
realistic (or figurative) prototypes address high-detail design issues [3]. Disciplined
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designers tend to assume a workstyle that goes from higher-level abstract representa-
tions towards more realistic and detailed representations as the process evolves [3].

Questions: can you abstract irrelevant details using the notation? Can you think about
navigation and structure of the overall interaction using the notation? Can you incre-
mentally add enough detail?

Stability. This dimension describes how difficult/frequent it is to modify any aspect
of the artifact(s) being developed. A content inventory of the UI modeled in a UML
tool is highly modifiable because it is easy to change names, positioning, size and
other aspects of the elements. This is opposed to drawing a model of the UI with pen
and paper, since changes are harder to accomplish. Brainstorming, for instance, is a
very unstable workstyle because changes are very frequent. High values in this axis
indicate less frequent or less significant changes.

Questions: How easy is it to modify previously created artifacts using the tool? How
frequently do you make those changes? Are there particular changes difficult to ac-
complish with the tool?

Traceability. This is a new dimension we introduce. It describes if the elements of
the artifact being developed are consistent and interconnected (thus being highly
traceable) or if they are completely unrelated and independent. As an example, devel-
opers might adopt a workstyle in which they choose to keep links from task cases
steps and the concrete Ul widgets that implement those task steps. In this case, it is
possible to trace a task step to the concrete widget and to trace a widget to the task
step it implements. This dimension is closely related to stability and the number of
artifacts produced during a project. As they increase, traceability becomes more im-
portant.

Questions: Are you using the tool to maintain interconnections between model ele-
ments? How important is it to navigate through your model? Does the tool maintain
several different views in a synchronized way (e.g. design view and code view)?

Functionality. This is also a new dimension we introduced. It represents how much
functionality is being addressed (by using the tool to build a prototype). There is a
barrier between software engineers and usability professionals regarding this matter:
software engineers are engaged into building reliable, functional systems, leaving
user-friendliness to the usability specialists. Usability and interaction designers, on
the other hand, first design and test the interface with end-users, leaving implementa-
tion to software engineers, regarded as functionality builders. Those two processes
should not be separated [12] and considering this dimension will help overcome that
barrier. This dimension is also important because designers combine visual design
(presentation issues) with interaction design (behavior issues).

Questions: How much functionality, behavior and dynamics can you add to your
prototypes using the tool? How easy is it to test the interaction by using the tool?

Asynchrony. This axis refers to the collaboration style that designers assume: they
can make changes to the work being developed at the same time (a synchronous
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workstyle) or they can work at different times (engaging in an asynchronous work-
style) [14]. The higher the value in this axis, the more asynchronous is the workstyle.

Questions: do the team members change artifacts at the same time? Or do they make
changes at different times? How frequently?

Distribution. This dimension describes whether work is being conducted at the same
physical location or at geographically distant locations.

Questions: how far are the team members collaborating? Are they in the same build-
ing? Or are they in a different continent, or scattered through a country?

These dimensions can be effectively used to assess a given workstyle adopted by
an interaction designer or a team. A single workstyle is plotted as a line (a point in the
eight-dimensional space) whereas regions (or planes) represent sets of workstyles.

4 Using the Model to Assess a UCD Project Effort

In general terms, it seems reasonable to say that as the process evolves, designers tend
to assume a workstyle that spreads them away from the center of our model.

Under the perspective axis, for example, it is clear that as time goes by, developers
move from the domain/problem level towards the solution/design space. In terms of
formality, they start out with informal, ambiguous sketches and move to formal lan-
guages later on, when coding increases and functionality becomes more important.
Under the detail dimension, as we have already seen, skilled designers tend to go
from higher-level abstract representations towards more realistic and detailed repre-
sentations as the process evolves.

Also, as the deadline approaches, prototype functionality is added (and is needed
for user testing and customer delivery). In an initial phase, designers don’t spend
much effort on functionality: it is more important to rapidly compare design alterna-
tives. In addition, as time goes by, ideas start to solidify and changes become more
incremental, rather than dramatic (thus increasing stability). Under the traceability
axis, the number of artifacts increases, and so does the number of inter-connections
between them, which motivates the need for increased traceability. This also happens
because developers are not interested in throwing away the models (as in brainstorm-
ing) but rather in keeping all models created so far in a coherent state.

Under a collaboration style perspective, the transition may not be so straightfor-
ward. Nevertheless, as development tasks get larger and work allocation is made,
there is a tendency to work asynchronously and at different places (thus increasing the
workstyle value on the Asynchrony and Distribution dimensions), because developers
feel the need to focus and split work.

As we will see in Figure 4, one of the advantages of our model is the fact that it
graphically conveys implicit information regarding the temporal stage of development
(again, in general terms). Figure 4 shows the workstyle model plotted for several
phases of a UCD process (in this case the Wisdom process [11]). This is a rough
modeling of the styles of work and how they vary according to the activity being
performed. In the inception phase, all workstyle dimension values are low: developers
think informally in terms of requirements, at the same time and place, without func-
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tionality issues in mind, doing many changes to compare alternatives. As they move
to elaboration and construction, they start to adopt a workstyle with higher values in
all dimensions (although some more than other).

The grey area shows the effort along the time for each activity. The circles show
the workstyle adopted by developers along the time as well. When the effort is higher,
workstyle transitions become more frequent (the circles thickness plot the frequency
of transitions).
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Fig. 4. The workstyle model plotted along the different phases of a UCD process

In practice, this evolution is never translated into a perfect circle, as different pro-
jects have different goals and needs. For instance, the larger the organization, the
greater the formality and location dispersion. However, if we think in terms of work-
style iterations, as design evolves, there is a general tendency to move away from the
center of our model. Also, if regions (instead of lines) become plotted in our model,
we have an indication that iterations and workstyle transitions become more frequent,
which accounts for higher project effort. Consequently, by checking the plotted re-
gions’ size, one can estimate how much effort is being put by a team of UCD devel-
opers. The power of our model (over other models such as [5, 13, 14]) is the fact that
it can be used to assess the level of development in a graphically intuitive way. An
image can convey more information than words or numbers and models should make
use of them.
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5 Using the Model to Evaluate and Build Better Tools

Our “galactic” model can also be used to identify adequate UCD tools for a given
project phase. Let us consider, for instance, brainstorming. In this workstyle all values
of our model are very low: problem perspective, informal, low detail, unstable (many
ideas and many frequent changes), no functionality at all, no need for traceability and
people collaborating at same place and at the same time. Paper & Pencil (or White-
boards) are often used to brainstorm [2]. Figure 5 shows the workstyle model of Paper
& Pencil as a thick line. Through our model, we can see that it is a tool almost perfect
for brainstorming. However, changes are hard to accomplish using paper/pencil, so
the value for stability is high, and we get an indication of the mismatch point between
the tool and the desired workstyle. The ideal tool for brainstorming would also need
to support fast changes to artifacts, as computer tools do.

CanonSketch CanonSketch's synchronized views:
Interface Builder ---- :
Paper & Pencil —— Perspective ' UML High-level Ul Model
$ : «inleraction spaces
N \\ 3 ' Customer Browser
Distribution " Formality : «input element»Name
. | =action» Find()

Asynchrony  .g-ce

Concrete, Detailed HTML

Name | Pedro F. Campos { Find

Traceability 4 Stability

Functionality
Fig. 5. CanonSketch, Interface Builder and Paper&Pencil under the galactic model

Figure 5 also shows how our model was used to drive the development of a new
user-centered tool for designing UI’s. CanonSketch [1] is a tool that supports multiple
levels of detail by providing the designer three views: UML model of the UI and
domain, Canonical Abstract Prototype [3] and HTML concrete prototype (as the right
side of Figure 5 exemplifies). The first two views are synchronized and the UML
semantic model is used to support traceability. There is also a collaborative version of
this tool in which designers can work at the same time on the model and at different
places. However, support for distribution is still limited (for instance, there are no
awareness mechanisms). Therefore, CanonSketch supports a region in our model, as
illustrated in Figure 5. In this way, the tool seamlessly supports designers while
switching from high-level abstract views of the UI and low-level concrete realizations
[1]. CanonSketch has been tested under a laboratorial setting and has lead to promis-
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ing results. By contrast, a visual Interface Builder only supports a line in the work-
style model (the dashed line in Figure 5).

Figure 6 illustrates the application of the model to two software modeling tools:
ArgoUML and IdeogramicUML. The former is a well-known open-source UML tool
and the latter is a commercial tool based on a research project about collaborative
software design. ArgoUML has a full-semantic model that allows, for instance, re-
verse engineering and code generation. IdeogramicUML only supports the syntax of
the UML. Thus, ArgoUML is more formal than IdeogramicUML. They both cover
part of the perspective, abstraction and modifiability axis; and can even generate some
partially functional code. Traceability exists to some extent, since some views are
interconnected automatically and there is something like a model navigator in both
tools. More differences come in the collaboration-style dimensions. IdeogramicUML
uses a sketch recognition language and can be effectively used in electronic white-
boards. There is also a distributed version with awareness mechanisms built in. This
way this tool covers a larger region of the model (see Figure 6) than ArgoUML.

Figure 6 also compares the galactic workstyle values for a visual interface builder
(VisualBasic) against the popular diagramming tool MS Visio. Visual interface build-
ers became very popular because they support a workstyle in which a functional,
concrete prototype can be easily created, thus reducing iteration times. Like Ar-
goUML, there is no support for collaboration. These tools are limited to a single
workstyle (plotted as a single line), so there is no support for abstraction or require-
ments definition, which is the reason why so many interfaces become rapidly, but
poorly designed. On the other hand, Visio supports a wide range of detail, perspective
and formality levels and even though it doesn’t create functional prototypes, its flexi-
bility in terms of notation quickly became key to its success in rapid prototyping.
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Fig. 6. ArgoUML, IdeogramicUML, VisualBasic and Visio, under the galactic model

These examples show how it is possible to find adequate UCD tool support by ap-
plying our model in an easy and intuitive way. It also shows how we can compare and
analyze the trade-offs between the dimensions.
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More importantly, our model can be used to drive the design of UCD tools, as we
have already done with the CanonSketch project [1]. The ideal UCD tool should sup-
port the whole space of our “galactic” model as well as shifts between any given
workstyle. This could leverage the iterative nature of the UCD process.

6 Conclusions

There is ample room for innovation regarding tool support for UCD processes. Cur-
rent tools don’t fulfill (at least totally) the UI activities of their users: the developers
and interaction designers. Support for collaboration and informal communication is
even more critical in processes such as UCD. More importantly, supporting transi-
tions in workstyle dimensions can lead to better user-centered tools for user-centered
design, given the iterative, evolutionary nature of the process.

Our framework is the first workstyle model tailored to UCD. Current models are
too specific and are not expressive enough to be applied more generally to UCD. We
expanded them and unified their most significant dimensions in order to achieve a
more useful and usable model that could convey more information in a better way.
We provided a set of guideline questions that can be used to plot values in the model
space. However, our model should be regarded more as an informal discussion tool,
rather than a formal method for analyzing workstyles. Contrary to other models, it
allows estimating the effort and stage of development of a UCD process by checking
the size of the region or line. Its dimensions were specifically designed to allow an
easy and intuitive plotting of styles of work. Our model can also be effectively used to
(a) choose adequate tool support for a given phase of a project and (b) drive the de-
velopment of new UCD tools.

We believe that a “glass galaxy” tool supporting these “galactic” workstyle dimen-
sions will cause an impact on the practitioner’s productivity and creativity.
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Abstract. Nowadays, designers of Virtual Reality (VR) applications are faced
with the choice of a large number of different input and output devices leading
to a growing number of interaction techniques. Usually VR interaction tech-
niques are described informally, based on the actions users can perform within
the VR environment. At implementation time, such informal descriptions (made
at design time) yield to ambiguous interpretations by the developers. In addi-
tion, informal descriptions make it difficult to foresee the impact throughout the
application of a modification of the interaction techniques. This paper discusses
the advantages of using a formal description technique (called ICO) to model
interaction techniques and dialogues for VR applications. This notation is pre-
sented via a case study featuring an immersive VR application. The case study
is then used to show, through analysis of models, how the formal notation can
help to ensure the usability, reliability and efficiency of virtual reality systems.

1 Introduction

Virtual reality (VR) applications feature specificities compared to classical WIMP
(Window, Icon, Menu and Pointers) interactive systems. WIMP interfaces may be
considered as static (as the number of interactive widgets is usually known before-
hand). Besides, they provide users with simple interaction techniques based on the use
of the keyboard and/or the mouse, and the events produced (click, double click, etc.)
are easy to manage. On the contrary, VR systems are based on 3D representations
with complex interaction techniques (usually multimodal) where inputs and outputs
can be very complex to manage due to the number of potential devices (data gloves,
eye trackers, 3D mouse or trackball, force-feedback devices, stereovision, etc.). De-
signing or implementing VR applications require to address several issues like im-
mersion, 3D visualisation, handling of multiple input and output devices, complex
dialogue design, etc.

As for multimodal applications, when implementing VR applications, developers
usually have to address hard to tackle issues such as parallelism of actions, actions
sequencing or synchronization, fusion of information gathered from different input
devices, combination or separation of information (fission mechanism) to be directed

M.F. Costabile and F. Paterno (Eds.): INTERACT 2005, LNCS 3585 , pp. 170183, 2005.
© IFIP International Federation for Information Processing 2005
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to different devices. These issues make modelling and implementation of VR systems
very complex mainly because it is difficult to describe and model how such different
input events are connect to the application [21].

Many reports in the literature are devoted to invent new interaction techniques or
describe software and hardware settings used in specific applications, most of them
presenting also user studies for experimental evaluation. Empirical evaluation of in-
teraction techniques for VR and 3D applications has been addressed recently [6, 7] as
well as more general approaches addressing the usability of VR and multimodal inter-
faces [16, 18, 23]. Usually, interaction techniques for VR applications are described
informally sequentially presenting the actions the users can perform within the VR
environment and their results in terms of triggered events and modifications of objects
appearance and/or location. Such informal descriptions make it difficult finding simi-
larities between different techniques and often result in some basic techniques being
“re-invented” [21]. Moreover, informal descriptions (due to their incomplete and
ambiguous aspect) leave design choices to the developers resulting in undesired be-
haviour of the application or even unusable and inconsistent interaction techniques.

The growing number of devices available makes the design space of interaction
techniques very large. The use of models has been proved to be an effective support
for the development of interactive systems helping designers to decompose complex
applications in smaller manageable parts. Formalisms have been used for the model-
ling of conventional interaction techniques [3, 8, 10, 15], and the benefits of using
them for simulation and prototyping are well known [9].

Following the ARCH terminology, this paper presents the modelling of the dia-
logue part of VR applications and its relationship with the multimodal interaction of
the presentation part. The modelling and implementation of the rendering techniques
themselves are beyond the scope of this paper.

This paper aims at showing the benefits from using the ICO formalism to model in-
teraction in virtual environments. It presents with details the impact of changing input
devices and/or interaction techniques, detecting similarities and dissimilarities in the
behaviours, and to allow measurements of the effects of these dissimilarities in the
prediction of user performance. Both the interaction techniques and the dialogue part
of the application are modelled using the ICO formalism [3], a formalism which was
recently extended to support the modelling of multimodal and virtual reality applica-
tions. The case study shows the use of this formal notation for modelling a manipula-
tion technique in an immersive virtual environment based on a chess game to allow a
deeper discussion of formal notation advantages in the light of quantitative results
obtained from experimental evaluation [16]. Such kind of application has also been
used for customizing heuristic evaluation techniques for VR environments [1].

The paper is structured as follows. Section 2 informally presents the ICO formal-
ism. The aim of that section is to present the basics of the formalism in order to allow
the reader to understand the models presented in Section 4. We also emphasize the
extension made on the ICO formalism in order to make it suitable for modelling inter-
action techniques of VR applications. Section 3 briefly describes the Virtual Chess
case study while Section 4 presents its formal modelling using extended ICO. Section
5 is dedicated to related work.
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2 Informal Description of ICO

The Interactive Cooperative Objects (ICO) formalism is a formal description tech-
nique designed to the specification, modelling and implementation of interactive sys-
tems [5]. It uses concepts borrowed from the object-oriented approach (i.e. dynamic
instantiation, classification, encapsulation, inheritance, and client/server relationships)
to describe the structural or static aspects of systems, and uses high-level Petri nets
[12] to describe their dynamics or behavioural aspects.

In the ICO formalism, an object is an entity featuring five components: a coopera-
tive object (CO), an available function, a presentation part and two functions (the
activation function and the rendering function) that correspond to the link between the
cooperative object and the presentation part.

The Cooperative Object (CO) models the behaviour of an ICO. It states (by
means of a high-level Petri net) how the object reacts to external stimuli according to
its inner state. As the tokens can hold values (such as references to other objects in the
system), the Petri model used in the ICO formalism is called a high-level Petri Net. A
Cooperative Object offers two kinds of services. The first one is called system devices
and concerns to services offered to other objects of the system, while the second,
event services, is related to services offered to a user (producing events) or to other
component in the system but only through event-based communication. The availabil-
ity of all the services in a CO (which depends on the internal state of the objects) is
fully stated by the high-level Petri net.

The presentation part describes the external appearance of the ICOs. It is a set of
widgets embedded into a set of windows. Each widget can be used for interacting
with the interactive system (user interaction -> system) and/or as a way to display
information about the internal state of the object (system -> user interaction).

The activation function (user inputs: user interaction -> system) links users’ ac-
tions on the presentation part (for instance, a click using a mouse on a button) to event
services.

The rendering function (system outputs: system -> user interaction) maintains the
consistency between the internal state of the system and its external appearance by
reflecting system states changes through functions calls.

Additionally, an availability function is provided to link a service to its corre-
sponding transitions in the ICO, i.e., a service offered by an object will only be avail-
able if one of its related transitions in the Petri net is available.

An ICO model is fully executable, which gives the possibility to prototype and test
an application before it is fully implemented [4]. The models can also be validated
using analysis and proof tools developed within the Petri nets community and ex-
tended in order to take into account the specifications of the Petri net dialect used in
the ICO formal description technique.

3 Informal Description of the Virtual Chess

The Virtual Chess application is inspired on the traditional chess game. It was origi-
nally developed as a testing ground application to support user testing of the selection
of 3D objects in VR environments using two interaction techniques (virtual hand and
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ray casting) [16]. The Virtual Chess is composed by a chessboard with 64 squares
(cells) and contains 32 chess pieces. The interaction includes the manipulation (select-
ing, moving, releasing) of chess pieces and the selection of the view mode (plan view
or perspective view).

The manipulation of pieces can be done either by using a classic mouse or a com-
bination of data glove and motion capture device. When using a mouse the selection
is done by first clicking on the piece and then clicking on the target position (X, y).
We can replace the mouse by the data glove SDT' and a motion captor” as the ones
presented in Fig. 1.a. This data glove has a rotation and orientation sensor and five
flexion sensors for the fingers. In this case, the motion captor is used to give the
pointer position (x, y, z) while the fingers flexion is used to recognize the user gesture
(closing the hand is recognized as a selection, opening the hand after a successful
selection is recognized as a release). The selection of the view mode is done by press-
ing the key O (for the top view) or key 1 (for the perspective view) on a classic key-
board. In addition to these input devices, a user can wear stereoscopic glasses (see
Fig. 1.b) in order to have a stereo experience. Fig. 1.c provides the general scenario
for the user physical interaction with devices.

a)

Fig. 1. Some of the devices employed: motion captor attached to a 5DT data glove (a); 3D
stereoscopic glasses (b); scenario of user testing (c)

The users can move one piece at a time (horizontally, vertically and/or in diago-
nal). The Virtual Chess application does not take into account the game rules. All that
the users can do are to pick a piece, move it to a new position and drop it. If a piece
is dropped in the middle of two squares it is automatically moved to the closest
square. Users cannot move pieces outside the chessboard but they can move pieces to
a square occupied by another chessman.

In a real chess game, the movement of the pieces over the game board is performed
with the hand. This has leaded to the implementation of the virtual hand interaction
technique which represents the pointer position by a virtual 3D hand as shown in Fig.
2. Visual feedback is given by automatically suspending the selected piece over the
chessboard and changing its colour (from grey or white to red).

Fig. 2 and Fig. 3.a show the chessboard in the perspective view mode while Fig.
3.b shows it in the top view mode (2D view).

' 5DT from Fifth Dimension Technologies (http:/www.5dt.com/)
? Flocks of Birds from Ascension Technology (http://www.ascension-tech.com/)
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Fig. 2. User interaction using direct manipulation (virtual hand technique) with visual feedback.
From left to right: picking, moving and dropping a chessman.

(b)

Fig. 3. View modes: (a) perspective view; (b) top view

4 Modelling the Virtual Chess with the ICO Formalism

As for other interactive systems, the modelling of VR applications must describe the
behaviour of input and output devices, the general dialogue between the user and the
application and the logical interaction provided by the interaction technique. Thus,
modelling the Virtual Chess application was accomplished following steps 1 to 5 of
the modified architecture Arch (the original architecture may be found in [2]) pre-
sented in Fig. 4. This model is useful for representing the various architectural com-
ponents of an interactive application and the relationships between them. However, as
the considered application is mainly interactive the left hand side of the Arch is not
relevant. Section 4.1 discusses the modelling of steps 1 and 2, covering the treatment
of low-level events and logical events from input devices. Section 4.2 describes the
dialogue modelling of the Virtual Chess while Section 4.3 discusses the modelling of
logical and concrete rendering.

Functional

Dialegue e
Core

Ad a

Functional
Core

events Qbrenden'ng

Fig. 4. The modified Arch architecture
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4.1 Input Devices Modelling

The behaviour of our application is based on three main logical events: pick(p),
move(p) and drop(p), where p represents the piece being manipulated. In this section
we present the different models which describe the way of physical inputs (actions
performed by users on input devices) are treated in order to be used as logical events
by the dialogue controller. At this point, we need one ICO model for each input de-
vice. Fig. 5, Fig. 6, and Fig. 7 present the ICO models describing the behaviour of the
mouse, the coupling of motion captor and data glove and the keyboard, respectively.

When using a mouse, these so-called logical events are represented as a composi-
tion of the low-level events move(x,y) and click(x,y), which are triggered by the physi-
cal mouse. Each time the user moves the mouse, a move(x,y) event is triggered and
captured in the ICO by means of the Move service. A service is associated to one or
more transitions having similar names in the ICO model; for example, in Fig. 5 the
service Move is associated to the transitions Move_1 and Move_2. Whatever the ac-
tual system state, a mouse’s move action triggers a move(x,y) event causing a transi-
tion in the model.

<pz__ ol,g?’ p] p2 —=p>
4 N

7 o '\.:.J;.m+.:.ﬁ/ > ;

p.setPositionix, y): p.setPosition(x, y):
}

Fig. 5. Logical level behaviour for the Mouse

The logical events pick(p) and drop(p) are associated to the low-level event
click(x,y) that is triggered by the physical mouse. The events pick(p) and drop(p) are
determined by the sequence of low-level events (the first click(x,y) implies a pick(p),
the second click(x,y) implies a drop(p), the third implies a pick(x,y), and so on). The
incoming events the such as low events click(x,y) and move(x,y) are described by the
Activation Function presented in Table 1.a while the triggered events are described by
the Event Production Function presented in Table 1.b. Table 1.a and Table 1.b com-
plete the model by showing the events activating the Petri Net presented in Fig. 5 and
the events triggered to other models and/or devices.

Table 1. Event producer-consumer functions as described in Fig. 5.

a) Activation Function b) Event Production Function
[Event Emitter |Interaction object |[Event Service
Mouse None move(x,y) |Move Move_1 move(p)
Mouse None click(x,y) |Click Move_2 move(p)
Clic_1 pick(p)
Clic_2 drop(p)
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Figure 6 presents how the events pick(p), move(p) and drop(p) are produced when
using the pair data glove and motion captor. Every time an event idle() is triggered, it
enables the transition inif to capture the current fingers’ flexion from the data glove
and the spatial hand’s position from the motion captor. The information concerning to
the flexion of the fingers and the position of the hand are stored on variables g and p,
respectively. The event idle is produced in the internal loop implemented by graphic
libraries, such as OpenGL, which was used to implement the Virtual Chess. The tran-
sitions pick, notPick, drop and notDrop compare the current and previous positions
(which is given by the token from the place last). If the current position is different
from the previous one, and the hand is opened, the system triggers an event drop(p) in
the current hand position. If the hand is closed and its position is different from the
previous one, then the system triggers an event move(p).

FOB,FD: » 00 wai e
!
<FOE F>
Y

g init
g = fdGetGesture (FD);
;B fobGetPosition (FOF) ;

[
<g,p,FOB1,FD1>
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Fig. 6. Low-level behaviour (pick, move and drop) when using a data glove combined with a
motion captor

Table 2 presents the list of incoming and triggered events in the model described in
Fig. 6. In this model, the data sent back by the data glove and the motion captor can
only be individually identified when comparing the current and the previous position.

Table 2. Event production-consumption functions as described in Fig. 6

a) Activation Function b) Event Production Function

Transition \Event produced

Event Emitter | Interaction object [Event
OpenGL loop | None idle init drop drop(p)
pick pick(p)
move move(p)
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The role of the keyboard is to allow the users to choose the visualization mode
(perspective or top view). The model that describes the keyboard behaviour is pre-
sented in Fig. 7. There are only two states available, each one corresponding to one of
the pre-defined view modes (perspective or up). The incoming events in ICO for the
keyboard are presented in Table 3; this modelling does not trigger any event.

/.W,E\
mg.\opawemye > u Ivi-wl_IJ

P e

Fig. 7. Logical level modelling of the keyboard

Table 3. Activation Function as described in Fig. 7

Event Emitter IInteraction object Event Service
Keyboard None keyPressed(0) View0
Keyboard None keyPressed(1) Viewl

4.2 Dialogue Modelling

Independent from the input device employed (mouse or data glove and motion
captor), the dialogue controller will receive the same events pick(p), drop(p) and
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|

<Uv

pick_1

c - getCase(u, v):

I
Xy,c®

r‘ testing Selection
stock
<Xy,c> ° \ Q,Iw
<pic> <pig>
nnt.s-lncr.-dJ Selected|
“xy> <xy,pi
e v <xypiz
ore_3 W (P
- ;e notPicked ; ~ i
% = getX(p): > picked x = getX(p):
)y—gEtY(PJ; / \- v = gety (p)
<y <xy,piz i

Drop 1

¢ = getCaselu, vir

Fig. 8. Dialogue controller modelling
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Table 4. Activation Function as described in Fig. 8

Event Emitter Interaction object Service
Low-level events from Chess piece p move(p) Move
mouse or the pair data Chess piece p pick(p) Pick
glove plus motion captor | Chess piece p drop(p) Drop

move(p). As represented in Fig. 8, when an event pick(p) occurs (in the transition
Pick_1I) the square cell ¢ corresponding to the position of the piece p is captured. If an
event pick(p) occurs and the place stock contains a reference to square c, then the user
can move the corresponding piece p (using the transition Move_2) or drop it (using
the transition Drop_I). Otherwise, the user can just move the hand over the chess-
board for a while and then the system return to the initial state. This behaviour is also
presented in Table 4.

4.3 Rendering and Interaction Technique Modelling

In this section we introduce the extensions to ICO formalism related to the rendering
events. We include rendering events in the modelling whenever a change in the state
of the system modifies something in the graphical display. We represent this by
means of the Rendering Function. Table 5 describes the Rendering Function associ-
ated to the behaviour of the keyboard when selecting the visualization mode (see Fig.
7) and Table 6 presents the Rendering Function associated to the behaviour described
in Fig. 8 for the dialogue controller. In these examples, the rendering events are trig-
gered when entering into a place (a token-enter event) or leaving a place (a token-out
event).

Table 5. Rendering Function associated to the keyboard modelling as described in Fig. 7

Place Event Rendering event
perspective | token-enter view(0)
up token-enter view(l)

Table 6. Rendering functions associated to the behaviour described in Fig. 8.

PPlace [Event Rendering event
idle token-enter paintOpen(x,y)
picked token-enter paintClose(x,y,pi)
notPicked token-enter paintClose(x,y,null)
stock token-enter table(pi,c)
token-out hand(pi,c)

The rendering events are comparable to other events except by the fact that they
also notify the high-level ICO objects about changes in the presentation. This kind of
events delegation to high-level ICO objects is required because we do not have all the
information concerning to the rendering at the level where the input events were origi-
nally triggered.
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Fig. 9. General behaviour for the rendering

In order to provide a general understanding of how rendering events affect the
graphical presentation, Fig. 9 presents another ICO model which describes how the
Virtual Chess makes the fusion of events coming from other lower-level ICO models
(describing the keyboard’s behaviour as well as the mouse and/or the data glove and
motion captor’s behaviour).

Table 7 presents the activation function for the ICO model presented in Fig. 9. We
can notice that the incoming events for that model correspond to rendering events
triggered in lower level ICO models (i.e. keyboard and dialogue controller).

Table 7. Activation Function as described in Fig. 9

Event Emitter [Interaction objects [Events Services

Low-level events from | None view(0) View

Fig. 7 (keyboard) None view(l) View

Low-level events from | None paintOpen(x,y) PaintOpen

Fig. 8 (dialogue con- None paintClose(x,y,pi) PaintClose

troller) None paintClose(x,y,null) PaintClose
None table(pi,c) Table
None hand(pi,c) Hand

In Fig. 9, the incoming events are fused and translated into classical methods calls
to the Virtual Chess application. In this example, each place and each transition is
associated to a particular rendering (see Table 8 For example, when entering the place
movingOpenHand the system calls the method for showing the open hand at the

Table 8. Rendering functions associated to the model presented in Fig. 9

b) Rendering triggered over transitions

Transition [Rendering
movingOpenHand |Token-enter |paintOpenHand(v,p) View_1 changeView(v)
movingCloseHand |Token-enter |paintCloseHand(v,p,pi) View_2 changeView(v)

PaintOpen paintOpenHand(v,p)

PaintClose paintCloseHand(v,p,pi)

Table paintPiece(pi,c)

Hand deletePiece(pi)
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position of piece p, while entering place movingCloseHand will cause the system
calls for the method showing the closed hand hanging piece p (or null, if no piece was
previously selected) at the p position (see Table 8.a). Similarly, when a transition is
fired, the system calls the corresponding rendering method (see Table 8.b).

4.4 Dealing with Changes

In our case study, the physical rendering is done by means of a single 3D visualiza-
tion display. However, we can easily extend our model to work with several output
devices at a time just by replacing the method calls presented in Table 8 by other
rendering methods (causing the fission of events) or other events captured by another
ICO model describing output devices (in this case, one ICO model is required for
each device). More information about the modelling of multimodal application using
ICO formalism and how models can be interactively modified is available in the fol-
lowing papers [17, 3].

5 Discussion and Related Work

There are two main issues concerning the modelling of the VR applications: the use
of a notation able to represent VR issues and the use of different devices. On one
hand, we have extended the ICO notation in order to support the modelling of multi-
modal aspects such as fusion of several inputs, complex rendering outputs and 3D
scenes. On the other hand, we have evaluated how changing input devices might re-
quire changes in the modelling and that ICO formalism makes these changes local to
the concerned model thus lighten the burden of the designers.

Interaction in virtual environment or, more generally, 3D interaction can not be de-
scribed using 'conventional' notations for interactive systems due to the inherent con-
tinuous aspect of information and devices manipulated in virtual reality applications.
Actually, virtual environments are hybrid systems, and researchers in this field tried
to extend their formalism to cope with a combination of discrete and continuous com-
ponents [21]. Flownet [20, 21] is a notation to specify virtual environments interac-
tion techniques using Petri Nets as the basis for modelling the discrete behaviour and
elements from a notation for dynamics systems to model the continuous data flow in
3D interaction [25]. The same authors also proposed another formalism [21] so called
HyNet (Hybrid High-level Petri Nets), that allows the description of hybrid interfaces
by means of a graphical notation to define discrete and continuous concurrent behav-
iours, the availability of object oriented concepts and the high-level hierarchical de-
scription to specify complex systems. Jacob et al. [19] developed another visual hy-
brid formalism to describe interaction on VE. This formalism results in more compact
specifications than HyNet, but the use of separate notations for the discrete and con-
tinuous parts makes the comprehension more difficult. More recently, Latoschik [14]
introduced tATN (temporal Augmented Transition Network) as a mean to integrate
and evaluate information in multimodal virtual reality interaction considering the use
of speech and gesture in a VR application, and Dubois et al. [11] have proposed the
ASUR notation to describe augmented reality systems in high-level.
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The current paper does not address the issue of continuity because, even though the
interaction and visualisation can be seen, at a higher level of abstraction, as continu-
ous, when it comes to low level modelling the events produced and processed are
always dealt with in a discrete manner. Indeed, both in the modelling and execution
phases the explicit representation of continuous aspects was not needed.

VR applications and Multimodal systems have many aspects in common, such as
parallelism of actions, actions sequencing or synchronization, fusion of information
gathered through different devices to the combination or separation of information to
be directed to different devices. In fact, description techniques devoted to the
modelling of VR applications are similar to those employed to model multimodal
applications.

As far as multimodal interaction is concerned, several proposals have been made in
order to address the specific issue of formally describing various elements such as
fusion and fission engines. For instance work from Hinckley [13] proposes the use of
colored Petri nets for modelling two handed interaction by extending Buxton's work
on Augmented Transition Networks [8]. Other work, based on process algebra such as
CSP [22], Van Schooten [24] or LOTOS [10] have addressed (but only at a high level
of abstraction) multimodal interactive systems modelling.

However, none of the approaches mentioned above are able to define a clear link
between application and interaction. Besides, most of them do not have a precise
semantics of the extensions proposed while the ICO formalism provides both a formal
definition and a denotational semantics for each new construct (see the web site
http://liihs.irit.fr/palanque/ICOs.htm). Last but not least, none of the approaches
above are executable, i.e. provide a precise enough modelling power to allow for
execution. This may not be a problem, as modelling can also be used for reasoning
about the models, for instance in order to check whether or not some properties are
valid on the models.

6 Conclusion and Future Work

In this paper, we have presented new extensions for the ICO in order to deal with
complex rendering output as requested in VR applications. The ICO formalism has
been previously extended and presented in [3, 17] to deal with the modelling of mul-
timodal issues in interactive-system (e.g. event-based communication, temporal mod-
elling and structuring mechanism based on transducers in order to deal with low level
and higher lever events).

This paper has proposed a multi-level modelling approach for dealing with all the
behavioural aspects of multimodal immersive interactive applications. We have
shown how to deal with these issues from the very low level of input devices model-
ling, to the higher level of dialogue model for a 3D application. We presented how
models can be gracefully modified in order to accommodate changes in the input
devices and also in the interaction technique for such applications. Though relatively
simple, the case study presented in the paper is complex enough to present in details
all the aspects raised by the modelling of VR immersive applications and how the
ICO formalism has been extended to tackle them.
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This paper belongs to a long more ambitious research project dealing with the
modelling of interactive applications in the field of safety critical application domains
such as satellite control operation rooms and cockpits of military aircrafts. For these
reasons the ICO formalism has been extended several times in order to address the
specificities of such real time interactive applications.
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Abstract. Mobility of ubiquitous systems offers the possibility of using
the current context to infer information that might otherwise require user
input. This can either make user interfaces more intuitive or cause sub-
tle and confusing mode changes. We discuss the analysis of such systems
that will allow the designer to predict potential pitfalls before the design
is fielded. Whereas the current predominant approach to understanding
mobile systems is to build and explore experimental prototypes, our ex-
ploration highlights the possibility that early models of an interactive
system might be used to predict problems with embedding in context
before costly mistakes have been made. Analysis based on model check-
ing is used to contrast configuration and context issues in two interfaces
to a process control system.

1 Background

Mobile interactive technologies bring new opportunities for flexible work and
leisure. The fact that the mobile device is context aware means that user in-
teraction can be more natural. The system (that is the whole software, human
and hardware infrastructure) can detect where the device and its user are, infer
information about what the user is doing, recognise urgency, even be aware of
the user’s emotional state. As a result user actions may be interpreted appropri-
ately. The benefits that context awareness brings can be obscured by difficulties.
Interaction may be confusing, surprising the user, and causing failure to occur.

Context aware systems are still mainly at an experimental stage of develop-
ment and there is considerable interest in how these systems are used. The cost
of user confusion about how action is interpreted may be expensive in terms
of poor take up and potential error in safety critical situations. Techniques are
required that can help predict these difficulties at design time. An important
question therefore is what these techniques should be and whether the cost of
using them is justified by the early understanding of design. The work underlying
this paper uses formal modelling techniques and model checking. The point of
using these techniques is not to suggest necessarily that an industrially scaleable
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technique should use them precisely as given in the paper nor that these tech-
niques be used alone. It is instead the purpose to illustrate the type of issues
that approaches such as these can help understand. An important question to
be asked of any technique is whether early analysis requires a level of effort that
can be justified in terms of potential costs of user confusions in business and
safety critical systems.

The purpose here is to explore how analytic techniques might be used to:

— analyse differences between different interface configurations, in this case the
difference between a central control room and a mobile hand-held PDA.

— analyse contextual effects. A simple model of context based on location is
developed to analyse user action and user process.

The structure of the paper is as follows. The next section gives a scenario to
illustrate the kind of system that is being considered here. Section 3 discusses
the analysis to be performed. Section 4 presents briefly the model of the two
user interfaces to the system. Section 5 explores the analysis of the system based
on the models. The paper concludes by discussing the relevance of this approach
and how future techniques might emerge.

2 A Scenario

A control room contains full wall displays on three sides. Plant schematics are
displayed to represent the plant’s state and can be manipulated through the con-
trol room interface using physical devices (e.g., switches), command line or direct
manipulation interaction techniques, through the PDA interface, or through the
physical components of the plant itself (e.g., closing a valve). Trend data about
the plant is also displayed and helps operators anticipate emerging situations.
Workflow information indicating today’s schedule for an individual operator is
contained in the operator’s window also displayed on part of the wall.

A problem occurs in the plant requiring “hands-on” inspection and possible
action from one or several operators. Operators (perhaps working as a team) take
PDAs as they go to find out what has happened. General situation information
and prompts about what to do next can be accessed from the PDA. The PDA
can also be used to monitor and control a valve, pump or heater in situ (some
of the monitoring characteristics of this device are similar to those described
n [16]). A limited subset of information and controls for these components will
be “stored” in the PDA to ease access to them in the future — analogous to
putting them on the desktop. These desktop spaces are called buckets in [16].
The operator can view and control the current state of the components when in
their immediate vicinity. Context is used in identifying position of an operator,
checking validity of a given action, inferring an operator’s intention, checking
action against an operator’s schedule assessing and indicating urgency.

For example, a leak in a pipe is indicated in the control room by a red flashing
symbol over the relevant part of the schematic. Two operators walk out of the
control room leaving it empty, one walks to the location of a heater downstream
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of the leak, the other walks to the valve upstream of the leak. The operator
upstream attempts to close off the valve using the PDA but is warned not to,
while the other operator is told by the PDA that the heater should be turned
off quickly because the first operator is waiting. Both operators, after having
carried out their actions, put heater and pump status and controls (respectively)
in buckets in their PDAs and move to the location of the leak to deal with it.
When they have fixed the leak together they each check and restore the controls
that they had previously put in buckets to the state before the leak was identified
and walk back to the control room.

This scenario indicates the variety of modes and contexts that can occur.
Confusions can arise if there is more than one plant component in close proximity,
if the operator forgets which component they have saved, if one operator forgets
that another operator is nearby. These problems can be exaggerated by poor
design.

3 Analysing the Interface

Given a design such as the one above, it is clear that configuration and context
are important to the success of the system. What happens to the interface when
the operator moves from the control room to the handheld device and begins
to move around the plant? What changes occur between the control room and
the hand held device? How is the hand held device affected by the context? An
operator will have a number of goals to achieve using these interfaces and the
actions that are involved to do this will be different in the two interfaces, and in
the mobile case dependent on context.

A typical approach to analysing these differences might be to perform a task
analysis in different situations and produce task descriptions that can be used to
explore the two interfaces and how the interfaces support the interactions. This
might involve considering the information resources that would be required in the
two cases [19]. Such an approach would have much in common with [17,7]. Indeed
this analysis is performed in Loer’s thesis [13]. However there are difficulties with
such an approach. Task descriptions assume that the means by which an operator
will achieve a goal can be anticipated with reasonable accuracy. In practice a
result is that strategies or activities that the operator actually engages in may
be overlooked.

A different approach is to take the models and check whether a goal can be
reached at all. The role of a model checker is to find any path that can achieve
a user goal. This new approach also has difficulties because the sequence of
actions may not make any sense in terms of the likely actions of an operator. In
order to alleviate this the analyst’s role is to inspect possible traces and decide
whether assumptions should be included about use that would enable sequences
to be generated that are more realistic. The advantage of this approach is that
it means that analysis is not restricted to sequences that are imposed — the
presumed tasks. The disadvantage is that in some circumstances there may be
many paths that might require such exploration.
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A model of context is required, as well as of the devices, that will enable
an analysis of the effects of the user interface of the mobile device in this way.
Since the problem here is that action or sequences of actions (process) may
have different meanings depending on context a clear definition of context is
required. Persistently forgetting to restore information when the context has
changed could be one effect of context, and can be considered as part of the
analysis. In the case study the environment is described simply in terms of
physical positions in the environment and transitions between these positions. As
the hand-held device makes transitions it is capable of interacting with or saving
different plant components onto the device. A model of the plant is included in
order to comprehend how the interfaces are used to monitor and control.

Context confusions can be avoided through design by changing the action
structure (for example, using interlocks) so that these ambiguities are avoided
or by clearly marking the differences to users. Techniques are required that will
enable the designer to recognise and consider situations where there are likely to
be problems. The process is exploratory, different properties are attempted and
modified as different traces are encountered as counter-examples or instances.
Traces that are “interesting” are scrutinised in more detail to investigate the
effectiveness of the design and the possibility of confusion — discovering an inter-
esting trace does not of itself mean that the design is flawed or is prone to human
error. Implications of different configurations are explored by considering simple
assumptions about the user. In what follows we describe an experiment in which
questions are articulated in LTL (Linear Temporal Logic) and recognised by the
SMV model checker [15].

4 Modelling the User Interface

The characterisation of the device and of the control room are both much sim-
plified for the purposes of exposition. The icons on the hand-held device are
the only means available to the user to infer the current system state and the
available operations. Since the visibility of icons is important to the operation
of the plant and the usability of the hand-held device, the basis for the analysis
is (i) that all available operations are visible, and (ii) that all visible operations
are executable. The analysis uses Statecharts [9]: an example of how an inter-
face can be developed using Statecharts is given in [11]. The Statecharts in the
current scenario are structured into different components as suggested by [4] to
make interaction with the device and the effect of the environment clearer and
is based on a more detailed analysis described in [13].

The interactive system that controls the process is designed: (1) to inform the
operator about progress; (2) to allow the operator to intervene appropriately to
control the process; (3) to alert the operator to alarming conditions in the plant
and (4) to enable recovery from these conditions. A model is required to explore
usability issues and design alternatives in the light of these goals of the under-
lying process. The central control mechanism provides all information in one
display (Section 4.1), while the personal appliance displays partial information
(Section 4.2).
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Fig. 1. Control Screen layout

4.1 Representing and Modelling the Central Panel

This paper deliberately glosses over the model of the process. The process in-
volves tanks and pumps that feed material between tanks. The tanks can be
used for more than one process and, in order to change processes, a tank must
be evacuated before material can be pumped into it. In order to achieve this
some of the pumps are bi-directional. In fact the process is expressed as a sim-
ple discrete model in which the significant features of the environment can be
explored, for more details, see [14] or [2]. Hence the state of the tank is simply
described as one element of the set { full, empty, holding} — there is no notion
of quantity or volume in the model. This is adequate to capture the key features
of the process from the point of view of interaction with the system.

The control panel contained in the control room can be seen in Figure 1. All
the pumps in the plant are visible and can be adjusted directly using a mouse.
As can be seen from the display all the pumps can be switched on and off, some
pumps (3 and 4) can be reversed and the volume of flow can also be modified in
the case of pumps 1 and 2.

The control room, with its central panel, aims to provide the plant operator
with a comprehensive overview of the status of all devices in the plant. Avail-
ability and visibility of action will be the primary concern here. Other aspects
of the problem can be dealt with by using complementary models of the inter-
face, for example alarms structure and presentation, but analysis is restricted
for present purposes. The specification describes the behaviour of the displays
and the associated buttons for pump 1 (and equivalently pump 2). The effects
of actions are described in terms of the signals that are used to synchronise with
the pump description and the states in which the buttons are illuminated.

The control panel is implemented by a mouse-controlled screen (see Figure 1).
Screen icons act as both displays and controls at the same time. Hence from
Figure 2 we can see that PUMP1USERINTERFACE supports four simple on-off state
transitions defining the effect of pressing the relevant parts of the display. The
state indicates when icons are illuminated but also shows that the actions trigger
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Fig. 2. Initial specification of control screen behaviour

corresponding actions in the underlying process. The Statechart here builds a
bridge between actions that relate to the behaviour of the process underneath
and actions that correspond to using the mouse to point and click at the relevant
icons. A detailed account of what the specification means is not presented here.
An indication of what it would look like is all that is intended at this stage — an
indication of the scale of the modelling problem using this style of specification.
Many other approaches could have been used: Paterno used LOTOS [17], Cam-
pos and Harrison used MAL [2]. Notations such as Promela that are supported

directly by model checkers are also relatively straightforward to use [10].

4.2 Representing Context and the Hand-Held Control Device

The hand-held device uses individual controls that are identical to those of the
central control panel but only a limited amount of space is available for them.
As a controller walks past a pump it is possible to “save” the controls onto the
display. Thereafter, while the controls continue to be visible on the display, it is

possible to control the pumps from anywhere in the system.

touch screen LED

delete

component selector /
bucket selector
laser pointer

Fig. 3. A hand-held control device (modified version of the “Pucketizer” device in [16])
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Fig. 4. Model of device positions

The hand-held control device (Figure 3) knows its position within the spatial
organisation of the plant. Hence the ENVIRONMENT model to describe the system
involving this device is extended to take account of context. A simple discrete
model describes how an operator can move between device positions in the plant
modelled as transitions between position states, as shown in Figure 4.

By pointing the laser pointer at a plant component and pressing the compo-
nent selector button, the status information for that component and soft controls
are transferred into the currently selected bucket. Components can be removed
from a bucket by pressing the delete button. With the bucket selector button
the user can cycle through buckets. The intended use of the device has been
altered from the description contained in [16] from monitoring and annotating
to monitoring and manipulation.

The specification of the hand-held device describes both the physical buttons
that are accessible continuously and other control elements, like pump control
icons, that are available temporarily and depend on the position of the device.
When the operator approaches a pump, its controls are automatically displayed
on the screen (it does not require the laser pointer). The component may be
“transferred” into a bucket for future remote access by using the component
selector button. Controls for plant devices in locations other than the current
one can be accessed remotely if they have been previously stored in a bucket.
When a plant component is available in a bucket and the bucket is selected,
the hand-held device can transmit commands to the processing plant, using the
pump control icons.

Figure 5 shows an extract of the specification. Here the user can choose
between three buckets and each bucket can store controls for up to two compo-
nents. In the BUCKETS state the current contents of each bucket x are encoded
by variables “BxCONTENT”.

The environment in this case is a composition of the tank content model and
the device position model in Figure 4. The model presumes that the appliance
should always know its location. This is of course a simplification. Alternative
models would allow the designer to explore interaction issues when there is a
dissonance between the states of the device and its location. A richer model in
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Fig.5. OFAN model for the hand-held device: The USER INTERFACE and CONTROL

MECHANISM modules

which variables are associated with states, and actions may depend on values of
the state that have actually been updated, may lead to asking questions of the
models as whether “the action has a false belief about the state”. These issues
are important but are not considered in this paper.
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5 Analysis

Model-checking is a technique for analysing whether a system model satisfies a
requirement. These requirements may be concerned with a number of issues in-
cluding safety and usability. The model checker traverses every reachable system
state to check the validity of the given property. If the property “holds”, a True
answer is obtained. Otherwise, the property is False, and the tool attempts to
create a sequence of states that lead from an initial state to the violating state.
These “traces” are a valuable output because they help understanding why a
specification is violated. There are many detailed expositions of approaches to
model checking, see for example [3,12,1,10] and a number of treatments of inter-
active systems from a model checking perspective, see for example [17,7,2,18].

5.1 Comparing the Control Room and the Hand Held Device

In order to explore the effect of the difference between the control room and
the hand-held device a reachability property may be formulated for a user level
“goal” of the system. The goal chosen here for illustration is “Produce substance
C” which is a primary purpose of the system.

The idea is that differences are explored between the traces by two models:
on the one hand containing the control room interface; on the other hand con-
taining the mobile device. If a property does not hold then the checker finds
one counter-example. Alternatively, the negated property may be used to find
a trace that satisfies the property. Usually the model checker only produces a
single trace giving no guarantee that it is an interesting one from the point of
view of understanding design implications. Additional traces can be created by
adding assumptions about the behaviour. This contrasts with an approach us-
ing explicit tasks (see for example, [7,13]) where the model checker is used to
explore a particular way in which the goal can be achieved (the task). So far as
this paper is concerned any behaviours required to achieve a goal are of interest.

The sequences in Figure 6 are visualisations of the traces obtained by checking
for different models if and how the plant can deliver substance C' to the outside
world. The property asserts that, eventually, pump 5 will be turned on with tank
1 holding substance C. This is specified as:

SAN1:
F (PUMP5CTRLM. state=PMP50N)
& (TANK1.state = HOLDS_C)

In this case the negated property “not SAN1” is used because instances that
satisfy the property are required. The two models involving the different inter-
faces are checked with the same property. The first sequence in Figure 6 satisfies
the control room interface. The second sequence was generated by checking the
property against the hand-held device model. While the first two traces assume
a serial use of pumps, the third and fourth sequences show the same task for
a concurrent use of pumps. Comparison of these sequences yields information
about the additional steps that have to be performed to achieve the same goal.
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sequence 1 sequence 2 sequence 3 sequence 4 sequence 5 sequence 6 sequence 7 sequence 8
‘ goPos2 ‘ ‘ goPos2 ‘ ‘ goPos2 ‘ ‘ goPos2 ‘ ‘ goPos2 ‘
1 1 1
‘ gelePmtvIs ‘ ‘ getPmpictrls ‘ ‘ getPmpictrls ‘
] ] I
‘ openPmp1 ‘ ‘ openPmp1 ‘ ‘ openPmp1 ‘ ‘ openPmp1 ‘ ‘ openPmp1 ‘ ‘ openPmp1 ‘ ‘ openPmp1 ‘ ‘ openPmp1 ‘
! !
‘ savePmp1ctrls ‘ ‘ savePmp1ctrls ‘
! i
goPos6 ‘ goPos6 ‘ ‘ goPos6 ‘ goPos6 goPos6 ‘ goPos6 ‘
1 1
‘ acknowledge ‘ acknowledge
'
selectBucket1 getPmp3ctrls ‘ getPmp3ctrls ‘ getPmp3ctrls ‘ getPmp3ctrls
! ! !
closePmp1 ‘ ‘ closePmp1 ‘ ‘ openPmp3 ‘ ‘ openPmp3 ‘ ‘ openPmp3 ‘ ‘ openPmp3 ‘ ‘ openPmp3 ‘ ‘ openPmp3 ‘
i 1
selectBucket2 ‘ selectBucket2 ‘
i i
savePmp3ctrls savePmp3ctrls
goPos2 goPos2
getPmp3ctrls getPmpictris getPmpictrls
selectBucket1 ‘ selectBucket1 ‘ selectBucket1
' ' ' '
openPmp3 ‘ ‘ openPmp3 ‘ ‘ losePmp1 ‘ ‘ losePmp1 ‘ ‘ losePmp1 ‘ ‘ closePmp1 ‘ ‘ closePmp1 ‘ ‘ closePmp1 ‘
savePmp3ctris goPos6
selectBucket2 selectBucket2 ‘ selectBucket2 ‘ selectBucket2
i i
roverseps | [ reversors | | | | | | | [verseps | [ reversers | [ reversors |
1 1 1 1 )
goPos5 ‘ goPos5 ‘ ‘ goPos5 ‘ ‘ goPos5 ‘ ‘ goPos5 ‘ ‘ goPos5 ‘
) 1
acknowledge acknowledge
'
getP5ctrls ‘ getP5ctrls ‘ ‘ getP5ctrls ‘ ‘ getP5ctrls ‘
‘ closeP3 ‘ ‘ closeP3 ‘
! i
‘ openP5 ‘ ‘ openP5 ‘ ‘ openP5 ‘ ‘ openP5 ‘ ‘ openP5 ‘ ‘ openP5 ‘ ‘ openP5 ‘ ‘ openP5 ‘

Fig. 6. Traces generated by runs of the model checker
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5.2 Analysing Context Effects

As a result of making a comparison between the traces for the control room and
for the hand held, the analyst might come to the conclusion that the repetitive
process of saving controls may cause slips or mistakes, a direct effect of location
on the actions of the hand-held device. To explore the effect of this a further
assumption may be introduced to the property to be analysed, namely that an
operator might forget certain steps.

This assertion “alwaysForget” which states that controls for any of the
pumps are never saved is described as follows:

assert alwaysForget:
G !(savePmplctrls| [...] |savePmpbctrls);

The original property SAN1 is checked under the assumption that this assertion
holds:

assume alwaysForget;
using alwaysForget prove SAN1;

Checking this property leads to the sixth sequence in Figure 6. A consequence
of exploring this sequence highlights the likelihood of context confusions and
therefore the need for the redesign of the device. As can be seen, an identical
subsequence of actions at positions 2 and 6 have different effects. An interlock
mechanism is therefore introduced with the aim of reducing the likelihood that
human error arising from forgetfulness might arise. The proposed redesign warns
the user and asks for acknowledgement that the currently displayed control ele-
ments are about to disappear.

The warning is issued whenever a device position is left and the device’s
control elements are neither on screen nor stored in a bucket. It is straightforward
to adjust the model of the interface to the hand-held device to capture this idea,
and this specification is given in the fuller paper [14]. The design however does
not prevent the user from acknowledging and then doing nothing about the
problem.

Checking the same properties, including the assumptions about the forgetful
user, produces Sequences 7 and 8 in Figure 6. In this example the central control
panel characterises the key actions to achieving the goal since the additional
actions introduced by the hand held device are concerned exclusively with the
limitations that the new platform introduces, dealing with physical location,
uploading and storing controls of the visited devices as appropriate. The analysis
highlights these additional steps to allow the analyst to subject the sequence to
human factors analysis and to judge if such additional steps are likely to be
problematic. The reasons why a given sequence of actions might be problematic
may not be evident from the trace but it provides an important representation
that allows a human factors or domain analyst to consider these issues. For
example, action goP0S6 may involve a lengthy walk through the plant, while
action savePmp4ctrls may be performed instantaneously and the performance
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of action getPmp3ctrls might depend on additional contextual factors like the
network quality. The current approach leaves the judgement of the severity of
such differences to the designer, the human factors expert or the domain expert.
It makes it possible for these experts to draw important considerations to the
designer’s attention.

6 Conclusions

The paper illustrates how configuration and context confusions might be ana-
lysed in the early stages of design before a system is fielded. We emphasise again
that the exploration of these techniques makes no presumption that these would
be the only techniques used to explore potential user confusions. The particular
method described involves comparing and inspecting sets of sequences of actions
that reach a specified goal state. No assumptions are made about user behaviour
initially, constraints based on domain and user concerns are used to explore
subsets of the traces that can achieve the goals. Experts assist the process of
adding the appropriate constraints to the properties to be checked. In order
to do this a human factors expert or a domain expert may be provided with
sufficiently rich information that it is possible to explore narratives surrounding
the traces generated.

Hence traces can form the basis for scenarios that aid exploration of potential
problems in the design of mobile devices, e.g. the additional work that would
be involved for the system operator if subtasks are inadvertently omitted in
achieving the goal. The tool can also be used to find recovery strategies if an
operator forgets to store control elements.

Further work is of course needed to devise strategies for appropriate guidance
with respect to (i) finding an efficient sequence of analysis steps and (ii) devising
a strategy for the introduction of appropriate assumptions. Guidance is also
required to help limit the size of the models to be analysed. Suitable techniques
and heuristics for semantic abstraction of system models need to be devised to
avoid the state explosion problem. However, the size of models that can be dealt
with is encouraging and this situation can be improved through appropriate
abstraction and consistency checking.

As has been said the case described in the paper involves an oversimplistic
model of context for the purpose of presentation. The following questions require
exploration:

— What are the key features of the design that are relevant to these context
confusions? In the work described here the further step of evaluating whether
the properties that are analysed actually cause user confusion is assumed
to be carried out by a human factors expert who would assess the traces
generated by the technique.

— What are appropriate models of context — what about the information that
might be inferred at these different positions? What about knowledge about
history or urgency? What about the proximity, knowledge and behaviour
of other mobile agents in the environment? What about issues such as the
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staleness of data? A number of papers [5,8] classify and critique notions of
context.

— If more than one model is appropriate, at different stages of the design or
at the same time, how are these different stages and complementary models
used together?

More elaborate analysis would involve models of context in which other users
and configurations (for example PDAs) may enter or leave dynamically. In order
to reason about context such as these, knowledge logics using operators such
as the K operator could be used to express what an agent knows in a given
context [6]. Since K-logic is described in terms of a Kripke model it is relatively
straightforward to perform model checking using it. Hence given the scenario
example, a question may be asked such as whether it is common knowledge that
the repair has been completed in order that all agents can restore the state of
the components they were dealing with to their original states. The model and
logic may also be used to ask whether it is possible that an agent can think that
the state of their component can be restored before it is time to do it. Hence the
logic will be used to express properties that capture potential user confusions in
this richer notion of context.

With appropriate models and notions of user context confusion, it becomes
possible to consider the pragmatics of modelling and analysis using these tech-
niques. Similar strategies may also be adopted for exploring other aspects of
context confusion, for example exploring the significance of the temporal valid-
ity of the state of a bucket on the user’s ability to achieve goals within different
timescales.
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Abstract. Detachable user interfaces consist of graphical user interfaces whose
parts or whole can be detached at run-time from their host, migrated onto an-
other computing platform while carrying out the task, possibly adapted to the
new platform and attached to the target platform in a peer-to-peer fashion. De-
taching is the property of splitting a part of a UI for transferring it onto another
platform. AttAaching is the reciprocal property: a part of an existing interface
can be attached to the currently being used interface so as to recompose another
one on-demand, according to user’s needs, task requirements. Assembling inter-
face parts by detaching and attaching allows dynamically composing, decom-
posing and re-composing new interfaces on demand. To support this interaction
paradigm, a development infrastructure has been developed based on a series of
primitives such as display, undisplay, copy, expose, return, transfer, delegate,
and switch. We exemplify it with QTkDraw, a painting application with attach-
ing and detaching based on the development infrastructure.

1 Introduction

With the advent of ubiquitous computing and the ever increasing amount of comput-
ing platforms, the user is encouraged to work in more varying conditions that were
not expected before. From a user’s perspective, various scenarios may occur:

1.

Users may move between different computing platforms whilst involved in a task:
when buying a movie on DVD a user might initially search for it from her desktop
computer, read the reviews of the DVD on a PDA on the train on the way home
from work, and then order it using a WAP-enabled mobile phone.

The context of use may change whilst the user is interacting: the train may go into
a dark tunnel so the screen of the PDA dims, the noise level will rise so the vol-
ume of audio feedback increases so it can still be heard.

Users may want to collaborate on a task using heterogeneous computing plat-
forms: the user decides to phone up a friend who has seen the movie and look at
the reviews with her, one person using WebTV and the other using a laptop, so the
same information is presented radically differently.

There are many other similar situations where these types of interactions may

occur, for example, graphic expert teams doing collaborative drawing tasks using

M.F. Costabile and F. Paterno (Eds.): INTERACT 2005, LNCS 3585, pp. 198212, 2005.
© IFIP International Federation for Information Processing 2005
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information shared across multiple computing platforms, or a stock market trader who
wants to access the same market data on his desktop computer and his mobile phone
when she is away from her desk. We can easily extend these scenarios for multi-user
communication where users interact from different contexts of use and even the type
of coordination and communication that can occur among them depends on a number
of aspects related to the context of use. Although more mobile computing platforms
exist, they are not always compatible (they do not share the same operating system),
communicant (the communication protocols are different), and composable (once
together, computing platforms cannot take advantage of the newly available resources
to return to another situation when some platform is leaving). Since the User Inter-
faces (UIs) that are running on these heterogeneous platforms cannot be composed,
they are rather inflexible for reconfiguring at run-time and they may impose configu-
rations that are not natural to the user.

For example, when a painter is painting a scene, the painting is the main focus of
attention, while all tools (e.g., the color palette, the pencil, and the painting tools)
remain secondary, available at hand when needed. Unfortunately, this is not the case
with most painting/drawing software where the real world is reproduced by a working
area representing the painting and a series of menu bars and tool bars containing fami-
lies of related tools. When many of these bars are displayed, the UI rapidly becomes
cluttered so as to reduce the working area to its minimum (Fig. 1). This UI is not
considered natural [9] in the sense that tools contained in such bars are not required
all the time during interaction, but solely at certain specific moments (e.g., changing
the color, increasing the size of the pencil, choosing a painting effect). Of course, the
end user can customize the display of tool bars, but this operation remains manual,
tedious, repetitive and not related to the main task. Some Uls tend to improve this by
displaying toolbars only when they are related to any object manipulated (e.g., an
image, a rectangle) and undisplaying them afterwards. For example, PaintShopPro™
includes a ‘Tool Options’ dialog box that is displayed according the tool currently
being selected. Although this partially reduces the screen density, it provokes fast
visual change of the UI that may confuse the user [9].
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The availability of today’s computing platforms ranging from the traditional PC
and the laptop to handheld PC and pocket PC invites us to address this problem by
exploiting interaction between multiple surfaces of interaction [5] at the same time. In
the painter example, a more natural Ul i.e. a Ul that would mimic more the real
world depending on availability of platforms, would be the largest screen used as the
main painting area and a Pocket PC used only for displaying tool bars and picking
there the right tools on demand.

To support this scenario and any similar situation where the user may want to com-
pose, decompose and re-compose the components of a UI on-demand, depending on
users’ needs, task requirements and platforms availability, we introduce a new
interaction paradigm, called Detachable User Interfaces that are characterized by the
‘Demi-Plat’ set of properties (Fig. 2):

— Detachability: any Ul component of the interactive application of interest can be
detached from its host UI, provided it is authorized to do so, while continuing to
carrying out the corresponding interactive task.

— Migratability: the detached UI component is migrated from the source computing
platform running the interactive application to another target platform, possible
equipped with totally different operating systems, protocols, screen resolution.

— Plastifiability: the migrated Ul component is adapted according to the new con-
straints posed by the new target computing platform, if needed [3].

— Attachability: the plastified Ul component is attached to any UI running on the
target computing platform, if needed.

=)

Fig. 2. The basic principle of detachable user interface

The remainder of this paper is structured as follows. The next section 2 summa-
rizes the related work in the domain of dynamically changing Uls on different plat-
forms. Then, the definitions, motivations, the design choices and a definition of the
four ‘Demi-Plat’ properties are provided in Section 3, along with the primitive opera-
tions required to support them. Section 4 explains the development infrastructure that
we developed to support the interaction paradigm of detachable Uls. Then, a complete
implementation is described in Section 5, based on the above scenario of the painter:
QTkDraw is an interactive painting software supporting the four properties. In par-
ticular, any toolbar can be detached from the initial application to any other comput-
ing platform, even running a different operating system (e.g., from a PC to Mac and
back), can be automatically adapted to it, and can continue interaction with the main
screen. Finally, a conclusion reports on the original points of detachable Uls, some
open questions and future work in Section 6.
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2 Related Work

In order to uniformly compare existing work we will take the common scenario of the
Painter’s palette as represented in Fig. 1 and as described in the introduction.

The first steps that have been made towards moving Uls between screens were
achieved by virtual window managers capable of remotely accessing an application
over the network, such as X-Windows X11 remote displays (http://www.x.org/), Vir-
tual Network Computing (http://www.uk.research.att.com/vnc/), and Windows Ter-
minal Server (http://www.microsoft.com/windows2000/technologies/terminal/ de-
fault.asp). It is possible to launch an interactive application locally, but to transfer the
UI input/output to another workstation. These solutions are controlled by the underly-
ing operating system with a service that is independent of the interactive application.
These solutions suffer from the following drawbacks: the UI cannot control its own
transfer since it is independent from the service, the UI can only be moved among
workstations of the same operating system (e.g., Unix or Windows), there is no adap-
tation to the target platform, it cannot be dissociated, and it is a client/server solution
(a server that has nothing to do with the interactive application is required to run the
solution ; if the server disappears, the interactive application also disappears).

Pioneering work in migration has been done by Bharat & Cardelli [2]: their migra-
tory applications are able to move from one platform to another one at run-time, pro-
vided that the operating system remains the same. While this is probably the first truly
migrating application, the main restriction is that the whole application is migrated.
The situation is similar for multi-user applications when an application should be
transferred to another user as in [7]. In The Migration Project [1], only the Ul is mi-
grated, in part or in whole, from one computing platform to another. At run-time, the
user can choose the platform where to migrate. But only web pages are migrated be-
tween platforms (thus the example toolbar can be run), a migration server is required
and all the various Uls for the different platforms are pre-computed.

Remote Commander [11] is an application that supports all keyboard and mouse
functions and displays screen images on the handheld PC, so it can serve as a host for
our example’s toolbars, but the handheld PC is the only platform capable of welcom-
ing the controls. It is not possible to decompose or recompose Ul parts, the portion
that is migrated needs to be predefined.

The Pick & Drop interaction paradigm [12] supports migration of information be-
tween platforms, like other interaction techniques and migration environments such as
i-Land [15], Stanford Interactive Mural (8], Aura [14], ConnecTables [16]. But these
solutions do not support the properties of detachability, attachability and plasticity
when migrating a Ul across platforms. In addition, all the platforms should belong to
the same family, which is rarely the case when people meet or for a single person. For
instance, the Stanford Interactive Mural enables user to freely move windows from
one screen to another, the screens being displayed on walls, side by side or not, but
the whole configuration is predefined and described in a topology model that does not
accommodate entries and leavings of different platforms. Only I-AM [4,5] today
exhibits the capabilities of platform discovery and Ul plasticity at the same time. A
meta-UI [4] is defined to control the migration process [10] across various platforms
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and in varying circumstances, thus releasing the user from having a predefined con-
figuration. In contrast, detachable Uls allow people to migrate parts or whole of the
UI by direct manipulation of the parts that can be effectively migrated.

3 Definitions, Motivations, and Design Choices

A Ul migration is hereby defined as the action of transferring a UI from one source
computing platform to a target one, such as from a desktop computer to a handheld
device. A Ul is said to be migratable if it holds the migration ability. A migration is
said to be ftotal, respectively partial, when the whole interactive application, respec-
tively the UI, are migrated [1,4]. If we decompose a Ul into the control which is re-
sponsible for the UI behavior and the presentation which is responsible for presenting
information to the user, control migration [1] migrates only the control component
while the presentation remains. In presentation migration [1], the situation is the
inverse: the presentation component is migrated while the control remains on the
source platform. When the migration is mixed [1], different parts of both the control
and the presentation are migrated. To support all these different cases of migration, a
special Ul is required that will perform the required steps to conduct the migration,
such as identification of migration possibility, proposal for migration, selection of
migration alternative, and execution of the migration itself. Since these types of mi-
grations and underlying steps require complex handling of UI events and procedures,
the UI responsible for migration is even more complex and not always visible to the
eyes of the end user. This Ul is referred to as the meta-user interface in [4], i.e. the Ul
for controlling the run-time migration of the UI of the interactive systems. A meta-UI
could be system initiated (the system initiates the migration), user-initiated (the user
initiates the migration), or mixed-initiated (the user and the system collaborate to
perform the migration).

A Ul component is hereby defined as any part or whole of a UI of interest. It can
be an individual widget (e.g., a control), a composed widget (e.g., a tool bar or a
group box with contained widgets), a container (e.g., an area displaying an activity
chart), a child or an application window, or any combination of these. The computing
platform is referred to as the complete hardware/software environment that is consid-
ered as a whole, including the operating system and the input/output capabilities.

A detachable Ul is a Ul from which any allowed portion can be detached at run-
time from one platform, migrated and adapted to another one. We now detail the four
main properties of detachable Uls, as referred to the ‘Demi-Plat’ properties:

3.1 Detachability

Any UI component with its current status of interaction can be detached at any time.
Detaching a Ul is achieved by dragging a portion of the UI and dropping it outside the
UI: the migration could be partial or total, presentation-, control-oriented or mixed,
and user-initiated. Different types of detachability exist:

1. Full screen when the entire Uls of all applications running on the current plat-
form are detached.
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2. Window when an entire user/system-selected window or any portion of it is de-
tached. For instance, a whole window within the border, along with its title bar,
its menu bar, the scroll bar or captions lines.

3. Active window when the windows that has the focus of interaction on the desktop
is detached when the detach operation is invoked.

4. Region when any user-defined rectangular region of the UI is detached. For in-
stance, a user may select by direct manipulation a rectangle surrounding compo-
nents subject to detachment.

5. Fixed region when a user-defined rectangular fixed region of the platform desk-
top defined by absolute pixel coordinates.

6. Widget when any individual widget is detached.

For example, to detach a palette from a drawing application, a region will be se-
lected. When only a particular tool is required to detach, the widget part will be used
instead. The fixed region can be used for instance for the menu bar of an application
provided that it has been maximized full screen. In addition to the detachability prop-
erty, any Ul component can be declared detachable or not, splittable or not. Detach-
ability decides whether a UI component can be detached to another platform or should
remain fixed with the main UL Splittability specifies whenever a composed Ul com-
ponent can be detached in itself, but that none of its sub-components can be detached
individually. For example, a color palette can be declared unsplittable to avoid wide-
spreading of color schemes on different surfaces. Any component that is contained in
an upper-level component that is unsplitttable cannot be detached. The detach mode is
invoked by triggering a special function which can be tailored on any supported plat-
form, e.g. a function key (F12) on PC and workstation, a menu item on handheld and
pocket PCs. Then, by direct manipulation, the user can visually determine the Ul
component subject to detachment depending on the cursor position: the component
subject to detachment is highlighted. When the cursor is inside an undetachable area,
respectively a detachable area, it is transformed into a forbidden sign ([} ®) (Fig. 3a),
respectively a hand (Fig. 3b) before migration.

”I;)raw-’FGi!AutuShaDes- ~ \DO‘lﬁ'J’vAvE?E.e .

IR N Y W2

Fig. 3. Detaching a UI component before migration (forbidden area, allowed area, migration)
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3.2 Migration

Migration consists of transferring any Ul component (presentation and dialogue
states) from one platform to another, which can be characterized along four axes:

e Amount of platforms: the migration can be one-fo-one (from one platform to
another one) or one-to-many (from one platform to many platforms).

e Amount of users: the migration is said to be single-user, respectively multi-user,
when it occurs across platforms owned by one user, respectively by many users.

e Amount of platform types: the migration is said to be one-threaded, respectively
multi-threaded, when it occurs between platforms of the same type (e.g. between
two PCs), respectively of different types (e.g., from a PC to a PDA that does not
necessarily run the same operating system).

e Amount of interaction surfaces: the migration can be mono-surface, respectively
multi-surface, when it occurs from one interaction surface to another (e.g., from
screen to screen), respectively from one surface to multiple surfaces [5,6] at the
same time (e.g., from one screen to several different screens of various sizes).

For example, the QTkDraw is one-to-one (e.g., the tool bars are transferred from
the PC to the Pocket PC), single-user (it is expected to be for the usability of the same
user), multi-threaded (because of different platforms involved), and mono-surface
(only the tool bars are migrated to a Pocket PC, although separate tool bars can mi-
grate to different Pocket PCs). To support these configurations, a set of primitives is
now defined that will be further supported in the implementation.

Display (Ul, platform). Any component of the currently being used UI is displayed
on a given platform. In the multi-user case, the display is remote on the other one.

Undisplay (Ul, platform). Any component of the currently being used UI being on
display on a given platform is erased.

Copy (Ul, source, target). Any component of the currently being used UI with its
current status of presentation (e.g., activated and deactivated parts) and dialogue (e.g.,
values already entered) is copied from the source platform to a target platform. This
primitive results in having two copies of the same Ul component with the status pre-
served, but which can now work independently of each other. The source and target
Uls live their life independently. For example, a first drawing is realized and at a
certain timestamp, there is a need to continue with two separate versions of the draw-
ing to expand it with different alternatives.

Expose (Ul, source, target). Any component of the currently being used UI with its
current status is copied from the source platform to the target platform and frozen.
Only the source UI can continue to live, the other being merely exposed to the target
platform for viewing purpose and being closed afterwards. For example, one user
wants to a show to a colleague the current version of a drawing to get her advice, but
does not want to allow her to apply any modification.

Return (Ul, target, source). Any component of the currently being used UI with its
current status that has been copied previously, after living on its own, can be returned
to the platform which initiated it. For example, a drawing that has been separately
modified at a certain stage by a colleague can be returned to its originator. Then, the
UI of concern disappears from the current platform and appears again in its new state
of the platform from where it has been copied.
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Transfer (Ul, source, target). Any Ul component with its status is copied from the
source to the target and deleted from the source platform to live its life on the target.

Delegate (Ul, source, target). A delegation is defined by a sequence of transfer and
return. For example, a user wants to completely delegate the realization of a drawing
and recuperate the results when done.

Switch (Source Ul, source, Target Ul, target). Two Ul components of two different
Uls with their status are exchanged between a source and a target. The source Ul is
transferred to the target and the target UI is transferred to the source. For example,
when two persons working in a collaborative environment need to swap their work
and to continue on each others’ work.

The Copy, Expose, and Transfer primitives can be made multi-user, multi-platform
by repeating the same process for multiple platforms at the same time.

3.3 Plasticity

The property of plasticity [3] is defined as the property of adapting a user interface
depending on the change of the context of use, while preserving predefined usability
conditions. In our case, the UI that is immigrated in the new target computing plat-
form can be submitted to the process of plastification, if it holds the plastifiability. For
instance, if a toolbar is moved from a desktop PC to a handheld PC, and only this
component, then the toolbar can be magnified by increasing the size of each button
belonging to the toolbar. Or the initial size of the toolbar can be preserved. If the size
of the UI element that emigrated from the source platform is larger that the screen
resolution of the target platform where it should immigrate, then it can be submitted
to a series of plasticity rules, such as widget replacement, size reduction, text summa-
rization techniques, repositioning of widgets, and reshuffling of components. For this
purpose, we used the PlaceHolder technique (http://www.mozart-oz.org) to contain
any part of the Ul that can be submitted to plasticity. Thanks to this system, a con-
tainer is generated at run-time that only knows its components after firing the appro-
priate plasticity rules. Once these subcomponents are known, their size and locations
can be computed so as to determine the final size of the PlaceHolder.

3.4 Attachability

The attachability is defined by analogy with detachability since it is the inverse of
detachability. Any UI component of interest can be attached back to its previously
detached UI or to any other Ul Thanks to the attachability property, it is possible to
support a Ul development process by copy/paste. In traditional visual programming,
any UI is drawn by composition of widgets dragged from a tool palette onto a work-
ing area. This process does not support per se composition of new Ul from previously
defined Uls. Of course, it is possible to copy/paste parts of the widgets, but there is a
need to redraw everything. In Programming by demonstration, a Ul that will be im-
plemented is demonstrated and then derived. Here, when a UI component is attached
to another UI component, they are automatically merged so as to create an entirely
new UL There is no need to redraw the UI and this operation can be done at run-time
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rather than at design-time. Or any selected component from one UI can be copied,
dragged and dropped into another Ul to compose a new Ul merging functions which
are the sum of functions provided by the individual components.

4 Development Infrastructure for Detachable User Interfaces

To support the above properties, we have developed techniques for making UI de-
tachable by relying on the Mozart-Oz environment (www.mozart-oz.org) that intrinsi-
cally supports distributed computing. This environment is multi-platform: a freely
downloadable version exists for Linux, Windows, and Macintosh operating systems,
thus providing us the advantage that any UI that will be made detachable thanks to
this infrastructure will be able to migrate between any operating system in a peer-to-
peer fashion as there is no need to run a server. Each interactive application can man-
age its own detachability and attachability. We now describe the indirection mecha-
nism that supports at the application level the properties of detachability, attachability,
and migration. The toolkit creates a window out of a declarative data structure, called
an Oz record, similar in expressiveness to XML. This data structure describes many
(if not all) aspects of the window that are specifiable declaratively: the widgets that
compose the window, their initial states, their geometry inside the window, their be-
havior upon window resizing, etcetera. Also, using the handle parameter of the wid-
gets in the description record, controller objects are created that allows a dynamic
interaction between the UI and the application once the window has been created. In
summary, this toolkit uses first a record DR to create the window in its initial state;
during the creation of the window, 01 objects are created to further control individual
widgets in an object-oriented imperative way.

Let us build a migratable window from a description record DR (Fig. 4). The han-
dle parameters of DR are bound to P; proxy objects instead of the usual 0i objects,
and a CM communication manager object is created. The original DR record is also
stored by cM. At this stage, there is no display D site yet.

L Site

Application CM
Construction of the P P1 DR
window from a DR record

/ v P2 ”*>1Relay buffer

/| .

AN

A P
N Callbacks relay

Fig. 4. Definition of a migratable window
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The proxy objects will act as the local representatives of the actual 0i widget
objects. There are at least two ways to implement Pi objects:

1. Pi objects reflect the whole semantics of their corresponding 0i objects. They
don’t rely on any Oi object to serve their purpose. This requires a huge amount of
development and maintenance work: each widget must exist in an actual and
proxy flavor.

2. Ppi objects are generic objects that relay application messages to their currently
connected 0i. This is the solution used by our toolkit. As a side effect, a Pi ob-
ject cannot work correctly unless it is connected to an actual 0i object. When not
connected, method invocation messages are buffered; only when connected these
messages are processed by the display site.

L Site D1 site
Application CcM
tht' f th n 404 ¢y Ul
onstruction of the DR >

window from a DR record

P 4Rl bﬁ'- / © o
2 elay burrer - || || . <4 >
/ - b | 2

P hJ
N Callbacks relay oNT T

Fig. 5. Configuration of a migrated window
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window from a DR record DR | —
/ ARelay buffer |/
v Dk+1 site
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N o ul
\L R 1

N Callbacks relay \\ o
&

K+1

Fig. 6. Migration to another site
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When the first remote display site D; connects to the cM of L. (Fig. 5), the DR re-
cord is sent. D, creates the effective Ul and the 0;’s from this DR. At this moment, the
application can start working with the migrated UI; the buffered messages are sent
first. When migrating to a Dy,, site (Fig. 6), the actual user interface and 0***;’s are
still created from the DR record. However the visual aspects of the widgets might have

changed since their creation time, and the Dy, site should reflect that. Let’s define:

e VA(O)={v | v isavisually observable aspect of the widget controlled by 0}
e get (0, v): returns the current value of the visual aspect v of 0.
e set(0,v,s): sets the visual aspect v of O to s.

After the user interface and 0'**'),’s are created at D,,;, V 1 in 1..N, V v in

VA (0%;): set (0", v, get (0%, v)). In practice, P;’s are used to store the visual
parameters: P;’s contain a dictionary that supports the operations: get (P, v) : returns
the value of the key v of the dictionary of P and set (P, v, s): sets the key v of the
dictionary of P to s. When disconnecting from a display site D, V i in 1. .N, V v in
VA (0%;), set (P;,v,get (05;,v)). When connecting to a display site Dy,;, V i in
1..N, Vvinva(oF?,), set (05", v, get (P;,v)).

S The QTkDraw Demonstration Application

In this section we demonstrate the results of using the development infrastructure
explained in Section 4 for the QTkDraw application that serves as a demonstration.
We then applied the development infrastructure to obtain the detachable UI repro-
duced in Fig. 7, where two UI components were declared detachable, splittable. Fig. 7
shows a screenshot of the application before detaching the toolbar (left arrow) and the
color bar (right arrow). This demonstration is available at http://www.isys.ucl.ac.be/
bchi/members/dgr/palette.html.
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Fig. 7. Detaching the toolbar and the color bar from a desktop to PocketPCs

Since the application is developed on top of Tcl/Tk which is itself running on sev-
eral computing platforms (i.e., Linux, Windows, and Macintosh) the native Look &
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Feel of the platform is preserved. Therefore, the same application can run on all these
platforms without changing one line of code: they are simply re-interpreted on top of
the development infrastructure.
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Fig. 8. Detaching the toolbar and the color palette from a TabletPC and attaching them together
on a desktop

In Fig. 7 and Fig. 8, the screenshots have been taken in the Windows environment,
but they could have been taken in any other environment equally. Even among differ-
ent platforms running the same operating system and window manager (here, Win-
dows), the application can be run on different devices such as desktop (Fig. 7), Ta-
bletPC (Fig. 8), and PocketPC (Fig. 9) by accommodating the different resolutions,
with or without plasticity depending on underlying plasticity rules embedded and
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called. Thanks to the availability of the Mozart software platform for different operat-
ing systems (e.g., Microsoft Windows, Apple OS X, and Linux), it is possible to run
the same Uls with the same support for Demi-plat properties without changing any
line of code. The same UI transparently runs on all these platforms. This facility also
allows us to think about migrating a Ul across computing platforms running different
operating systems since the code of the application can be run indifferently on any of
these platforms.

In Fig. 7, 8, the toolbar and the color bar have been detached from the initial win-
dows, thus freeing some real estate and provoking a resizing of the window. The two
bars have been merged to be displayed on the monitor of a desktop PC, as pictured in
Fig. 9. They could have been maintained separated as well.

Fig. 9. Detaching the toolbar and the color palette from a TabletPC and attaching them together
on a desktop (picture of situation in Fig. 8)
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Fig. 10. Detaching the toolbar and the color palette from a PC and attaching them together on
another PocketPC

Fig. 10 depicts another configuration in which QTkDraw is executed: first, the
complete application is running on a PC, then the toolbar and the color bar are in turn
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detached from the initial PC and migrated onto a PocketPC. The migration of the
second color bar onto the same target PocketPC provokes an attaching of the second
bar to the first one, thus leading to repositioning and resizing the bars to fit in a gen-
eral PlaceHolder. Note that in this case the rule is not detachable, therefore it cannot
be migrated onto any other platform. From Fig. 7 to Fig. 10, there is no problem of
detaching, attaching the two bars at any time from one platform to another. There is
no need of migration server since the application satisfies the ‘Demi-Plat’ properties
itself. The user does not loose the control after detaching and attaching: the UI state is
preserved. Actually, there is even no true need to save and restore the UI state since it
is simply redirected to another platform wirelessly.

6 Conclusion

This paper presented a development infrastructure supporting detachable Uls. From
the application point of view, this is a transparent process: there is no difference be-
tween using a stationary Ul and a migratable one. A painting application has been
changed to behave like the painter’s palette (Fig. 2): the tool bar and the color bar can
be taken away from the main window, and migrated to any other computer. The dif-
ference between the stationary version of the application and the migratable one is
around 30 lines of code out of more than 8000. The application that receives the mi-
grated Ul is also around 30 lines of code. Note that the core of the application can be
extended as if the whole application was purely stationary. As a window can contain
an arbitrary amount of migrated Uls at the same time, it is also possible to dynami-
cally compose a Ul from different migrated UI components. One could imagine sev-
eral different applications managing different aspects of a unique problem: their Uls
are conveniently migrated to a single place. The system administrator migrates the
Uls from all these applications into a single window. This window is migrated be-
tween his desktop when he is in front of his desk, and his laptop computer when he is
away. Also the development cost of this application is almost the same as the devel-
opment cost of a stationary version, very little change is required to make the infor-
mation migrating. This toolkit provides low cost migration mechanism that enables us
to have more freedom with multi-platform ubiquitous Uls.
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Abstract. This paper discusses the design and development of a
preference-based search tool (PBST) for tourists, operating on PDA
devices. PBSTs are decision support systems that help users in finding
the outcomes (e.g., multi-attribute products or services) that best satisfy
their needs and preferences. Our tool is specifically aimed at filtering the
amount of information about points of interest (POIs) in a geographic
area, thus supporting users in the search of the most suitable solution to
their needs (e.g., a hotel, a restaurant, a combination of POIs satisfying
a set of constraints specified by the user). We focus on the design of an
effective interface for the tool, by exploring the combination of dynamic
queries to filter POIs on a map with a visualization of the degree of
satisfaction of constraints set by the user. We also report the results of
a usability test we carried out on the first prototype of the system.

1 Introduction

Mobile computing devices such as PDAs or high-end mobile phones are becoming
more and more widespread and powerful. Due to their intrinsic portability,
these devices are ideal for traveling users such as tourists or businessmen,
who can benefit from a growing number of specific applications. In recent
years, for example, there has been a growing interest towards the development
of mobile tourist guides [1]. These guides provide users with easy access to
various classes of information about places (e.g., history, entertainment, dining,
transportation, ...), support users during navigation in an area and can allow
one to take advantage of the most useful services for a given location (e.g.,
tour planning, online bookings, weather forecasts and so on). However, current
mobile guides provide only limited help as preference-based search tools (PBSTSs),
i.e. applications that assist users in finding multi-attribute products or services
that best satisfy their needs, preferences and constraints (e.g., the best hotel for
staying overnight, the best place for dining, ...).

Existing PBSTs for tourist decision support on PDAs (e.g., [2]) are still
limited in their flexibility and capabilities when compared to similar applications
for desktop computers. In this paper, we present our work on the design and
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development of a PBST for tourists, operating on PDA devices. Our tool is
specifically aimed at filtering the amount of information about points of interest
(POIs) in a geographic area, thus supporting users in the search of the most
suitable solution to their needs (e.g., a hotel, a restaurant, a combination of POIs
satisfying a set of constraints specified by the user). Since device limitations pose
constraints on what (and how) information can be visualized, the design of an
effective interface for the tool is challenging. Our project focuses on combining
dynamic queries to filter POIs on a map with a visualization of the degree of
satisfaction of constraints set by the user.

The paper is organized as follows. Section 2 surveys related work on PBSTs.
Section 3 presents our approach to the design of a PBST for PDAs, describing
requirements and challenges and how we dealt with them. In Section 4, we report
the results of a usability test we carried out on the first prototype of the system.
Section 5 presents conclusions and future work.

2 Related Work

Searching for a product matching a set of requirements (user’s preferences or
constraints) is today a frequent task for users, e.g. in e-commerce sites. However,
most search tools impose a fixed decision-making sequence on the user and
typically visualize the results as ranked lists: products matching the user’s
request are ordered with respect to some attribute (e.g., alphabetically, by price,
etc.). This approach becomes less and less usable as the number of product
features and the complexity of user’s criteria increase. Thus, researchers are
studying how to improve the level of user support. Some of them have focused on
modeling user’s preferences, studying decision making processes and extending
traditional decision theories (see [3] for a survey). Others have studied methods
to incrementally elicit user’s preferences [4]. Several advanced decision support
systems for the search of multi-attribute products have been proposed in different
domains (e.g., FindMe [5], ATA [6], Apt Decision [7], SmartClient [8][9]). Most of
these systems are based on the ezample critiquing model of interactive problem
solving: the system presents candidate solutions to the user based on an initial
preference specification and the user either accepts a result or takes a near
solution and critiques it by revising the current preference values. For example,
using the SmartClient system for finding apartments, users can compose a
critique to find a less expensive apartment than those proposed, by clicking on
a pulldown menu next to the price attribute and selecting the “less expensive”
option. Users can also set the weight of a preference, thus considering tradeoffs
while searching for products. While in the real estate domain SmartClient offers
only a textual list to visualize the results of a search, in the travel planning
domain [8] it employs different visualization techniques such as maps, parallel
coordinate plots and starfield displays. ScoreCat [10] does not only rank products
as SmartClient, but also displays how each attribute scores in relation to user’s
preferences. These visualization techniques allow the user to better analyse
solutions and augment her confidence level in the choices made.
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A different approach to preference-based search is represented by dynamic
queries [11][12]. Dynamic queries are typically used to explore large datasets,
providing users with a fast and easy-to-use method to specify queries and visually
present their results. The basic idea of dynamic queries is to combine input
widgets (called “query devices” [13]), such as rangesliders, alphasliders [14], check
buttons and radio buttons, with graphical representations of the results, such as
maps, scatterplots [15] or other visual displays. By directly manipulating query
devices, users can specify the desired values for the attributes of elements in the
dataset and can thus easily explore different subsets of the data. Results are
usually rapidly updated, enabling users to quickly learn interesting properties
of the dataset. As shown with user studies [11][16], dynamic queries are more
usable and powerful than lists, form filling, or natural language systems, to
perform queries. They have been successfully employed in application domains
such as real estate [16] and tourism [17].

The previously cited approaches have been developed for desktop systems,
and PBSTs are still rare in the mobile computing domain area. The Michelin
Guide for PDAs [2] is a commercial application allowing users to search for
hotels or restaurants in a specific city by entering their preferences through
drop-down lists and checkboxes. Results are then visualized as a ranked list
ordered by quality and further information on an element can be retrieved by
selecting it in the list. Some steps towards a more complex decision support
tool for mobile devices have been recently proposed by Dunlop et al. [18][17].
In [17], they describe CityGuide, an application based on a geographic map that
highlights tourist attractions in the city of Glasgow. The aim of the system is
to support tourists’ unstructured search. The current implementation contains
an extensive restaurant guide that can be browsed through a set of dynamic
filters. The implemented filters (restaurant type and price) can be activated
by selecting them in the application toolbar: the first is controlled through a
pop-up menu that provides a list of possible price ranges to choose from; the
second through a pop-up window containing a set of check-boxes. The result of
a query is immediately displayed on the map as a set of icons displaying the
position of restaurants that pass through the filters. Users can then click on
icons to obtain further details.

3 The Proposed Solution

The design of our PBST for searching POIs in a geographic area has been
guided by different needs. On one side, behavior decision theories and user
studies provide requirements that decision search tools and their interfaces
should satisfy; in particular, as reported by [9], it should be possible for users
to construct their preferences incrementally (that is, without being forced to
specify all preferences initially and then examining the results), users should be
able to specify their preferences in any order, the decision tool should display
partially satisfied results and help users in decision tradeoff analysis, domain
knowledge should be revealed whenever possible. Moreover, the development
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of PDA applications must face both technical and usability challenges with
respect to desktop PC applications since mobile devices are characterized by
scarce screen size (and resolution), limited computing performance and memory
storage, and different input peripherals.

To satisfy all these requirements, we took an approach based on dynamic
queries rather than employing the example critiquing model. Instead of letting
the application compute the best solutions and propose them to the user
(who can then refine her preferences by defining critiques to obtain better
solutions), we designed an interface that allows users to specify their preferences
incrementally by interactively imposing constraints on POIs attributes (through
query devices) and immediately see the effects of their actions. By using this
approach, users are in full control of the system, gain flexibility in exploring
and analysing the solution space and possibly feel a greater confidence on the
obtained results. However, implementing a PBST based on dynamic queries on
a PDA is challenging because:

1. The standard behavior for dynamic query systems is to filter out those
solutions that do not satisfy all specified preferences. A specific visualization
technique must be instead employed to properly display partially satisfied
results.

2. Both results and query devices (enabling users to perform searches) must
be visualized at the same time. Since screen size is limited and users must
be able to easily set various preferences on different attributes, a specific
solution is needed.

3. Users must be able to quickly detect relevant attribute values associated
with the elements under examination while performing queries. Again, the
limited screen size forces to come up with proper solutions.

The following sections discuss how we dealt with these challenges. Section 3.1 will
deal with the first issue, presenting our solution for the visualization of partially
satisfied results, while section 3.2 will deal with the second and third issues by
describing in detail the interface of our system. Finally, section 3.3 presents a
typical example of system use.

3.1 Visualizing Partially Satisfied Results

The most common approach in visualizing the results of dynamic queries is to
display all and only the elements that satisfy the query. However, as pointed out
by Spence [19], this has a major drawback: only those objects whose attribute
values satisfy all users’ constraints are displayed. It is thus impossible for users
to have a global view that shows also partially satisfied results, and to see how
changing a query affects the hidden elements. In particular, elements whose
attribute values fail to satisfy only a few constraints (e.g., only one) would
be especially worthy of more detailed consideration. Moreover, when an empty
result is obtained, the user has to backtrack without seeing how to find elements
which are closest to the originally derived ones.
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We propose a simple visualization technique to help users maintain
contextual information on the whole dataset they are exploring. In our system,
elements in the dataset (i.e., POIs) are represented by icons superimposed on a
map of the geographic area, augmented by a vertical bar representing how much
they satisfy users’ queries (see Fig. 1).

Fig. 1. Each element in the dataset is displayed as an icon representing its category,
augmented by a vertical bar showing how much it satisfies users’ queries

This technique is an evolution of an idea presented by Fishkin and Stone [20]
who introduced the concept of “real-valued queries” by assigning a real-valued
score in the [0-1] range to each element in the dataset, based on the value of a
specific attribute and on the particular scoring function that is being used. The
score is visually presented by showing each element as a partially filled-in bar:
the higher the score, the more the bar is filled. Instead of visually displaying a
score dependent on the value of an attribute, we display a score dependent on
the number of constraints satisfied by an element. We then fill the bar associated
with each element with a green! area whose size is proportional to the number
of satisfied constraints while the remaining area gets filled in red. This way,
users can visually compare how much different elements satisfy the specified
set of constraints obtaining a deeper understanding of the visualized dataset.
Combining this visualization technique with dynamic queries, users can visually
perceive the result of their queries by observing changes in the color-filled areas
of the bars.

3.2 Interacting with the System

As reported in the previous section, we chose to display POIs as icons
superimposed on a map of the considered area (see Fig. 2). This solution is much
more natural and powerful than providing a simple ranked list of the results,
which is the usual approach in PBSTSs, because it provides spatial information
by highlighting POIs positions.

! In the greyscale printed version of this paper, wherever colours are mentioned light
grey in the figures corresponds to green, dark grey to red, black to blue.
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We devote most of the screen to show the map. The bottom of the screen
contains the menu bar and a toolbar which is initially empty except for the zoom
icon. The map can be easily panned by dragging the pen on the screen in the
desired direction.

Unlike current systems that usually support only one category of POIs at a
time (usually hotels or restaurants), our tool allows users to deal with multiple
categories at the same time. This provides users with much more information
about the domain and is useful to compose more complex queries. Users can
choose the categories by tapping on the item “POI” in the menu bar and then
checking the proper boxes in a form. Each category is identified by an icon that
will be used in the map to display elements. Once the form is closed, the icons of
the selected categories appear in the toolbar in the lower part of the screen and
the map gets populated with all the elements in those categories. Each element
bar is initially fully green because there are no constraints specified.

ils b

Price{Cuality Servicesl
20 200
20] [EA
|| 1

ol . b1

File Source POI Dptions E|A

Fig. 2. The map displays all elements of the categories whose icons are shown by the
toolbar in the lower part of the screen. A tabbed panel contains the query devices
related to the currently selected category in the toolbar.

By tapping on a category icon in the toolbar, the user can specify preferences
using the set of query devices associated to that category. These query devices,
which are automatically generated by the system according to the type and the
range of values of attributes, are organized in a tabbed interface placed above
the toolbar, where each tab allows users to specify values for a single attribute of
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the considered elements. Figure 2 shows an example where the user has selected
the “Hotel” category (see the highlighted icon in the toolbar) and can specify
preferences for the “Price”, “Quality” and “Services” attributes by accessing the
corresponding tabs. This layout allows users to specify their preferences in any
order while visualizing results at the same time.

We implemented three types of query devices. The first is the classic
rangeslider, usually associated with continuous attributes (e.g., price): the user
acts on two independent handles to change the range of values of the related
attribute. Figure 3 shows an example of this query device where the user has
specified a price range between 40 and 80 Euro. The selected range is highlighted
by using color and by showing the numeric value of the bounds. The design of the
slider is slightly different from what can be usually seen on desktop interfaces.
In particular, the handles have been placed under the body of the slider and
they are aligned with the borders of the specified range area so as not to overlap
when a small range is specified.

PricelQuaIitylServicesl
40 20

e I —

Fig. 3. The rangeslider

The second query device (Fig. 4) is a modification of the rangeslider that
can be used to deal with ordinal values (e.g., the number of stars of a hotel).
Users operate this device as the classic rangeslider but its behavior is slightly
different: when the user stops dragging on one of the two handles, the handle is
automatically positioned at the nearest lower limit for the lower handle and at
the nearest upper limit for the upper handle.

PricelQuaIitylServicesl
1 2 3 4 5

=

Fig. 4. The “discrete” rangeslider

The third query device is based on the classic checkbox widget and can be
used for multiple-choice attributes (e.g., types of services offered by a hotel). An
example can be seen in Fig. 5: a POI satisfies the “Services” constraint if it has
all the services specified through the checkboxes.

The system provides also a details-on-demand functionality: at any time, the
user can tap on any POI on the map to obtain further information about it. As
shown in Fig. 6, the tapped icon on the map becomes highlighted and details
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Fig. 5. A group of checkbox widgets
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Fig. 6. The interface after the selection of a POI on the map. As shown by the color
coded lines on each tab, the “Price” and “Services” constraints are not satisfied. A
blue horizontal bar inside the “Price” query device shows the range of prices for the
selected POI.

are shown in the tabbed interface. In particular, a color coded line in the upper
area of each tab tells if the POI satisfies (green line) or not (red line) the related
constraint. In this way, a user can learn at-a-glance which constraints are satisfied
(and which ones are not) by the POI, without having to examine the details.
Moreover, attribute values for the selected POI are visualized in the query devices
by using a blue horizontal bar (the same color as the highlighted POI) inside
sliders and marking checkboxes with blue boxes. For example, in Fig. 6, the
horizontal bar inside the “Price” query device shows the range of prices for the
selected hotel, while, in Fig. 7, blue boxes highlight available services (i.e., “Air
Conditioning”, “Credit Card”, “Garage” and “Garden”) for the selected POI.
The details-on-demand functionality aims at making the system easier to use by
providing rapid access to information which is usually more difficult to obtain in
traditional systems and that can be used as a guide for modifying a query. The
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Fig. 7. Blue boxes highlight available services for the selected POI in the map

additional tab named “Info” contains contact information on the selected POI
such as name, address, phone number, etc.

Our query devices are not tight coupled [15]. In a dynamic query system
using tight coupling, results of users’ operations on a query device automatically
trigger modifications to all other query devices so that only values associated
with current solutions can be specified. Since in these systems only fully satisfied
solutions are displayed, this behavior does not change the solution set and
prevents users from specifying empty queries. On the other hand, tight coupling
might influence the percentage of satisfied constraints for partially satisfied
solutions, thus it cannot be used in our system. If it were applied, users might
not be able to understand why some changes are taking place or they might
think that a change is a consequence of their direct manipulation of a query
device, while it is a consequence of query devices interrelations.

3.3 Using the System: A Real Scenario

In this section we will describe a typical session with the system, describing the
steps needed to obtain the result and pointing out some features that help the
user. We will refer to Fig. 8 for illustrative purposes.

The user of the system is a professor visiting a city for a two-day conference.
She needs to find a hotel to stay overnight. After selecting hotels as the category
of POIs to be displayed, she sets the price range she prefers (40-80 Euro) using
the continuous range slider (Fig. 8a). She then sets the Quality constraint (asking
for at least a three star hotel) using a discrete range slider (Fig. 8b) and the
Services constraint (she wants air conditioning and prefers to pay with her credit
card) using checkboxes (Fig. 8c). Then, she looks at the visualization, singles out
a hotel satisfying all the specified constraints and taps it on the map to check
its attributes (see Fig. 8d) and obtain contact information through the Info tab.
She also checks the hotel that is nearest to the conference venue to know why it
does not satisfy all her constraints and she immediately notices (by looking at
the colored lines on the tabs) that it does not satisfy the Price and the Services
constraints (Fig. 8e). In particular, the price range is too high for her. Then
she wants to look for a restaurant near the chosen hotel. She thus selects the
restaurant category and defines the constraints (she wants a restaurant that is
open on Tuesday and does not cost too much, see Fig. 8f - 8h). Looking at the
only two restaurants satisfying all the constraints she sees that they are far from
her hotel (Fig. 81). She then examines partially satisfied elements near her hotel
and finds one that satisfies all constraints but “Type” (Fig. 8j). Anyway, this
seems a good tradeoff for her needs and she proceeds getting contact information
through the “Info” tab.
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Fig.8. Example: (a-b-c-d-e) finding a hotel, (f-g-h-i-j) finding the most suitable
restaurant near the chosen hotel

4 Usability Evaluation

We carried out a usability evaluation of the system to point out problems with
the interface and obtain information to plan possible improvements.

Eight users, six male and two female, were recruited among the staff of our
department to participate in the evaluation. The age of subjects ranged from 24
to 30, averaging at 26. All subjects were regular computer users but only two of
them had previously used PDAs.

The evaluation procedure was organized in four phases and lasted a total
of 30 to 40 minutes for each user. An iPAQ h3970, featuring an Intel XScale
400MHz processor and a 320x240 screen resolution, was used as testing device.
During the evaluation, the experimenter observed users’ interaction with the
system and took notes about their behavior. In the first phase, the experimenter
showed to the participant how to use the system, explaining all its features. In
the second phase, the user was asked to try the system for a limited period
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of time (5 minutes) to become familiar with the available functions. In the
third phase, users were asked to carry out a series of predefined tasks which
took into consideration all system features. In particular, they had to specify
some queries, ranging from simple (requiring to specify a single constraint) to
complex ones (requiring to specify multiple constraints on different categories),
and then point out in the map the elements satisfying all the constraints or,
in the case of an empty result (that is, no fully green bar for any POI), those
elements which best satisfied the constraints. The fourth phase of the experiment
was based on a questionnaire consisting of 28 questions (inspired by user
interaction satisfaction questionnaires such as QUIS [21]). Users were asked to
rate system features on a 7-value Likert scale, where higher values corresponded
to better ratings. More specifically, questions concerned widgets (ease of use,
expected behavior, affordance), tabbed interface (ease of use, usefulness of
colored tabs), visualization of results (usefulness, understandability), graphical
interface (colors, aesthetics, organization), overall system usefulness and ease of
use. Users could also add free comments about the system and its features.

4.1 Results

Most of the features received high ratings in the adopted Likert scale and
positive comments. The mean value for the 28 questions was 5.6, with mean
values for single questions ranging from a minimum of 4.0 to a maximum of 6.9.
The worst results concerned the interaction with the rangeslider and discrete
rangeslider query devices. In particular, users had difficulties in specifying the
range of values in the rangeslider since they were asked to set values precisely
and no fine tuning mechanism was available. In the case of the discrete range
slider, users considered it too complex and too time-consuming. A more simple
implementation based on checkboxes would have been preferred. Users expressed
an high degree of satisfaction for the possibility to maintain a global view on all
POlIs, for the availability of the colored lines on the tabs that informed about
the satisfaction of a constraint, for the graphical interface (colors, aesthetics,
organization). Globally, the system was judged useful (6.8) and its features were
considered easy to use (6.3) and easy to understand (6.3).

From the observation of user interaction with the system and from users’
written comments we derived the following major considerations:

1. Users should be able to hide those POIs that do not satisfy constraints they
consider to be most relevant (i.e., high-priority constraints).

2. If POIs fall outside the currently displayed part of the map there should be

an indication of how many of them satisfy all the specified constraints and

where to find them.

POlIs satisfying all constraints should be made visually more evident.

POIs belonging to the currently explored category should be highlighted.

The discrete rangeslider would be better replaced by checkboxes.

The handles of the rangesliders should have better affordance.

Fine tuning of the rangesliders should be available.

OO W
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All but the first two items require only minor changes to the current
implementation and will not change system’s behavior. Introducing priorities
will allow users to filter out those POIs that do not satisfy constraints that
cannot be relaxed. The behavior with high-priority constraints is similar to
traditional dynamic query systems but allows the user to control when and
on what attributes to apply the filtering. Note that this is different from using
soft constraints, that is expressing users’ criteria as a scale of preferences using
weights [22]. Providing information on out-of-view POlIs is a more difficult issue.
A possible solution to this problem could be to adapt a technique such as
Halo [23], which helps in visualizing off-screen locations on small-screen devices.

5 Conclusions and Future Work

Powerful and flexible PBSTs for PDAs, supporting users while traveling (and
complementing existing applications such as mobile tourist guides), are still
lacking. The work described in this paper is a first investigation to build such
systems, and has been specifically aimed at allowing users to explore and filter
data about POIs. We have proposed an approach based on dynamic queries
and a constraints visualization technique that allows to better support users in
making decisions. PDA limitations, in particular the reduced display area, have
been faced in our system by adopting solutions such as tabbed organization,
tailored versions of standard query devices, details-on-demand.

We are currently planning an experimental evaluation that will compare
our system with a traditional PBST based on the use of form filling to specify
preferences and the use of ranked lists to display the results. We will also compare
our visualization technique with a slightly modified version of it based on the
standard dynamic query paradigm (that is, partially satisfied solutions are not
visualized). We will also improve the system by adding other features such as
the capability to automatically set preferences based on past user’s behavior.

Besides the current application to tourism, we will investigate if the approach
we proposed (in particular, the constraint visualization technique) can be applied
to other application areas as well in the mobile context.
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Abstract. Local memory in mobile devices increases rapidly. Simultaneously,
new content creation devices, such as digital cameras, are embedded. As a
consequence, the amount of locally stored content is bound to increase in huge
numbers. In order to provide support for end-users in managing this ever-
growing pile of content, new means of accessing, organizing, and enjoying the
content are needed. We investigate techniques that may be used to display more
information, especially visual content, on the mobile device screen at once, as
well as accessing the content with ease. We focus on visual interaction, with a
media manager as a target application. We present the design factors and a
prototype application running on a mobile phone. We show that it is feasible to
include spatial cues in the design of mobile user interfaces, and report an initial
usability study with very encouraging results.

1 Introduction

Currently, one of the most common content types in mobile devices is user-created
personal content, such as photos, video clips, contacts, and messages. Personal
content has some distinctive features: it is often considered important, it is invaluable
(in many cases it cannot be replaced), it has emotions attached to it, and it may be
very familiar to the user. These characteristics may imply new challenges and
possibilities in managing such content.

Content management is a vast research area, including topics such as content
transcoding and transfer, data storage technology, searching, security, archiving, and
so forth. In this paper, we focus on yet another aspect of content management — the
user interface. We concentrate especially on presentation of and interaction with
personal content in mobile domain. Our goals are to provide the user with a broad
view over the content stored on his/her mobile terminal, and to allow rapid access to
any content object.

Displaying arbitrary graphical images on a mobile terminal screen requires
addressing several issues. One of these is providing the user with a proper browsing
method. The most straightforward method is to display several thumbnail images
(heavily diminished versions of the actual images) on the screen at once. The user can
then locate the desired image by identifying the contents of the thumbnail.

The restrictions caused by the small screen are evident especially in the browsing
task. On a small screen, only a few thumbnail images may be displayed at once. This
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makes browsing a large set of images a tedious task with a lot of scrolling involved.
For a presentation point of view, there are two obvious options to address this issue.
Either the image thumbnails are made even smaller, so that more of them can be
displayed at once, or screen real estate is conserved by the means of distortion. We set
out to study yet another approach: carefully applying spatial cues that would allow
more efficient usage of screen space, combined with a new interaction technique.

The paper is organized as follows. First, we review the relevant related work,
followed by a presentation of our approach and design. We consider the possibilities
and limitations of small screen graphics and mobile interaction, and present the design
decisions in detail. We then describe the results of a usability study, followed by
discussion and conclusions.

2 Related Research

2.1 Photo Browsing

Several user interface solutions for browsing photos on a large screen have been
developed. The most common is inevitably a grid-based layout with thumbnail
images, available in Windows XP and virtually every photo application, such as
ACDSee [1] and Picasa [12] to name but two. The same approach has been adopted to
small screen user interfaces as well, the grid being replaced with a one-dimensional
list showing a few thumbnails at a time (Figure 1).

Syksy04(042)
27.11.2004-13:30

Syksy04(041)
19.11.2004-15:32

Fig. 1. The Gallery application in current Nokia mobile phones

In addition to thumbnail grids, there are also more advanced browsing user
interfaces available. Most photo browsing applications allow the creation of
collections. The creation may take place manually, based on, e.g., user-created
albums, or automatically, based on, e.g., different categorization techniques. Even
though the creation of collections is beyond the scope of this paper, there is one
related concept worth noticing: the inclusion of hierarchy, either explicit (e.g., an
album) or implicit (e.g., time). What is common to many of these hierarchy-based
approaches is dividing the browsing task into two phases:

e the filtering phase and
e the browsing phase.
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This means that in order to have a reasonable amount of objects to browse, the user
is first expected to filter the undesired content out of view (to zoom in into the
hierarchy), and only then start browsing.

A common approach is to replace the traditional folder-based approach with a
temporal view, e.g. [4,5]. As an example, Graham et al. [5] present Calendar Browser,
which allows viewing images on a single temporal granularity level at a time, such as
a year or a month. A maximum of 25 images are displayed at once; therefore, some
summarization algorithms are needed to find representative images when more than
25 are available for a chosen timeframe. On a year level, for example, the images are
labeled according to months; when a user clicks on a photo, the browser zooms in into
the month the photo was taken. Again, 25 photos from that month are displayed.
Selecting a photo on this level further zooms in into the day level. On this level, no
summarization is applied, but all photos are browsable with a traditional grid view
and Next/Previous buttons.

In addition to time, location is also a natural criterion for organization. One photo
browser that takes location into consideration is Nokia Album [2]. It allows clustering
the images by both time and location. The location information is retrieved
automatically from the GSM network and attached to photos as they are taken.

Beyond Nokia Album, we are not aware of any published research addressing
image viewers for mobile phones as such. However, photo browsers for PDAs have
been studied earlier. For instance, Pocket PhotoMesa [8] uses treemaps for image
layout and zooming for navigation. Image browsing on small screen devices have also
been studied by Harada et al. [6]. They compared a folder-based traditional layout
with a vertical timeline. Among other things they discovered that the zoomable
timeline with system-generated time-based hierarchies was at least as effective for
browsing as was the traditional layout.

Lifeblog [10] is another example of a timeline-based content browser and
organizer. It runs on both select mobile phones and Windows PCs. In addition to
browsing photos, Lifeblog can be used to synchronize personal content between the
phone and a PC, including photos, messages and videos. In Lifeblog, the timeline is
not hierarchical, but linear.

Lehikoinen and Aaltonen [9] present a distortion-based method for displaying
more images on a small screen. A perspective distortion is applied to photos, resulting
in more screen space available for additional information, such as a menu (Figure 2).
The authors found out that a small amount of distortion did not decrease the time it

took to recognize an image.
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Fig. 2. Perspective distortion frees some screen space [9]
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2.2 Information Visualization

Basically there are several techniques for presenting large information spaces in a
compressed form. Noik [11] has classified these as follows: implicit (use of
perspective), filtered (removal of objects with low degree of interest), distorted (size,
shape and position), and adorned (changing attributes such as color).

Many of the current visualization methods suitable for small screens rely on
distorting the view; i.e. the viewpoint information is manipulated in a way that
enables seeing important objects in detail, while preserving the broader context to
which the object belongs. For example, the rubber sheet [13] is a view distortion
technique that allows the user to choose areas on the screen to be enlarged. Therefore,
the whole information space can be displayed at once with very low amount of detail.
Should the user want to see some areas in more detail, he or she stretches the rubber
sheet on the particular screen location, effectively zooming into the information on
that area.

Zooming and zoomable user interfaces (ZUI), such as PAD++ [3], are another way
of presenting large information spaces even on a small screen. The information is
presented on a 2D space, and the user can pan the view as well as zoom in and out of
any part of that space. The view transition is animated to maintain the broader context
of the local detailed information.

Kamba et al. [7] present a way of saving screen space by using pop-up type
interface components (the controls are hidden until needed), and movable interaction
elements (the elements can be arranged on the screen so that maximum working area
is retained).

3 Our Approach

There is an inherent paradox in combining visual interaction and limited screen space.
Visual interaction necessarily takes up some screen real estate for the controls,
leaving less space for the content itself. There are two basic approaches to
maximizing the amount of the content displayed on the screen:

e minimizing the interaction widgets (or hiding, making transparent etc. when not
needed), or
e compressing the content into a more compact form.

We combined these two approaches by keeping the interaction elements visible but
minimizing their visual appearance, and by applying slight spatial cues in order to
make more content fit on the screen. As a result, a photo browsing application named
MediaTray was developed.

Visualizing any information on a small screen requires very careful crafting. In
order to find the optimum techniques and enhancements, one has to create both
conceptual still images and animated sequences. Our study makes no exception: we
created dozens of still images and a number of different animated versions of the
concept until we were satisfied with the result and were able to proceed.

We aimed at developing a content browsing application that would offer a quick
and easy way to browse media objects. The application should be able to show more
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images on the screen than what is currently possible. Further, we aimed at finding out
whether it is feasible to incorporate any spatial cues into a small screen user interface
design.

The application should be usable with the current imaging phones equipped with
four arrow keys, a selection key, two software keys for application dependent
functionality, and a color screen of 176x208 pixels.

3.1 The MediaTray Concept

An early version of the concept was based on folders. However, with initial heuristic
evaluations it became quickly apparent that working with folders is not natural in the
mobile domain: people are not familiar with using folders in their mobile terminals,
not to mention creating them. On the contrary, it appeared that time is one of the most
important aspects for classifying digital photos. This is also reported in e.g. [2]. As a
consequence, a temporal organizational approach was adopted.

On a concept level, MediaTray consists of two primary screen components: the
time bar and the content area (the tray). The time bar is used to filter and control the
time span that is displayed on the tray at a time. In addition to these components,
some controls for navigation are needed; they are primarily located at the tray frames
in order to save screen space. The final version of the application prototype, running
on a mobile phone, is shown in Figure 3.

,

Ball Activated area Pipeline

Day  ‘laek -'-.-'b:-ruth Year Cust

Fig. 3. The MediaTray (on the left) and the user interface components (on the right). The time
bar consists of two rows at the top, whereas the tray area fills most of the remaining screen
space. The ball is a cursor that is moved along the pipeline.

3.2 Screen Components Explained

The time bar consists of two rows of text on the screen (Figure 3). The first row is
used for selecting the temporal granularity level: it determines the time span length
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within which images on the tray area are displayed. The selection may be based on a
day, week, month, or year level. Further, the Cust setting allows creating personalized
collections that are not necessarily time-based. It may contain, e.g., pictures of
animals only. Rows are horizontally scrollable.

The contents of the second row will change according to the selection made on the
first row. For example, if “Month” is selected, the second row shows the names of
months (the year will be the one chosen earlier, or this year if no selection has been
made). The first and second row selections always remain in the same horizontal
position on the screen and are marked with a red frame when focused. The frame will
change to blue when the input focus is lost. Underlining is used to indicate that some
content exists. For example, in Figure 3 there are some photos taken in February and
March, but none in January.

The tray contains the images, filtered according to the time bar settings. The tray is
framed; the frame serves also as an input indicator (see the section “Interaction and
navigation” below). In addition to the tray area, also the objects are framed. An
object’s frame indicates its media type. For example, a video clip has a filmstrip-like
frame. In this paper, however, only images are considered.

The tray is slightly slanted. This visual design decision serves two purposes: first,
it gives a cue of perspective (even though the photos themselves are not distorted),
and thus allows the user to organize the thumbnails as if they were very slightly
behind each other. Second, the images are easier to differentiate from each other when
their borders are not aligned to grid.

We considered several options prior to ending up to slanting. Some of these
options are presented in Figure 4 (it is worth noticing that all presented options
contain the same amount of images). The leftmost image is the most obvious solution
— a grid without any distortion. This takes up a considerable amount of screen space,
however. The next option is to decrease the thumbnail spacing (the middle image in
Figure 4). This resulted in a crowded-looking, visually unpleasant design where
photos seemed to occlude each other without any obvious reason. Finally, we slanted
the tray in order to provide a hint of perspective, arranged the images based on a
slanted grid, and made them appear very slightly on top of each other.

Fig. 4. A comparison of thumbnail presentation options

It is worth noticing that the first folder-based version had a larger preview of the
currently selected image. It was left out from the timeline version, since in heuristic
and walkthrough evaluations during the concept creation, we found out that the
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images were recognized also without the preview, and that when a user wanted to
view the whole image, they wished to see it on full screen regardless of the preview.

3.3 Interaction and Navigation

The fundamental design decision concerning interaction and navigation was
preventing the user from getting lost. As a consequence, we designed an interaction
model where the input focus is always visible, and always presented in a consistent
fashion. This is especially crucial in systems based on discrete input with no cursors
or pointers. In our prototype the user uses 5-way navigation key for navigating inside
the application. Viewing a picture in full screen mode is done by pressing the
navigation key.

In order to emphasize the importance of lostness-free navigation even further, we
designed visible navigation paths. MediaTray consists of pipes and joints that
indicate the possible navigation paths (pipes) and interactive components (joints).

The navigation is based on a “move the ball in the pipes” metaphor. Any
interactive component is connected to others via the pipes. This way, the user not only
always knows where the focus is, but immediately recognizes the possible directions
for navigating further. The ball is animated and moves fast along the pipe system.
This helps the user to follow where the selection is going to or coming from.

When wishing to browse photos, the user simply “jumps” from the pipe to the tray
area. The tray area is accessible from any direction and the user presses the navigation
key to direction where the tray area is located. When doing this, the target picture (the
one closest to the joint from which the jump was made) is framed with red. There are
three pictures in a row and an infinite number of rows, depending on how many
pictures there are in the selection. Six rows are visible at a time. If the selection is
larger than six rows, the first and/or last visible rows are dimmed a little. This gives
the user a signal that there are more pictures but they are not visible.

When the user wishes to exit the tray area, they simply move left from the leftmost
image, or right from the rightmost image. There are no visible joints for doing this,
but what we call virtual joints are used. Virtual joints are operative only when
moving from tray area back to the pipe. The reason for including virtual joints is that
they provide an easy access back to the tray area if the user has accedently exited
from there. Otherwise the ball would have moved automatically to the closest joint.
This would have been confusing. Furthermore, we did not want to add too many
joints along the routes, but to maintain efficiency of movement in the application.

When a picture is selected in the last visible row and the user wants to move
further downwards, all visible pictures are scrolled upwards and a new row appears at
the bottom of the tray area as the first row disappears. If the amount of browsable
images is very high, the user may choose which part of the collection is shown by
moving the focus to the scroll lever (on the lower right corner) and adjusting the lever
to the desired position. This enables the user to go to the beginning or the end of a
large selection very fast. The current position is displayed next to the lever, and the
size of the collection below it.

On the upper right corner of the tray area there is a bar for selecting which media
types are shown. In the current version there are three possible choices available:
picture, video, and audio. This is a multi-select control with at least one selection on
all the time. A selected item is marked with green.
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3.4 On the Graphical Model

The MediaTray application is based on a pure 3D model (Figure 5). Even though the
model is pure 3D, we do not allow free camera nor object manipulation. This is due to
practical reasons: the current input capabilities would pose rather huge challenges for
easy interaction with a six degrees of freedom manipulation. Therefore, the object
manipulation always takes place in two dimensions. The third dimension, in this case
depth, is present but is used as a visual cue and aid for cognitively determining an
object’s location related to others.
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Fig. 5. The graphical model

The object constructions are made by special 3D modeling and rendering software
(3DSMax). Only by using this kind of method it is possible to find the best views and
appearances of the object; the object orientation is carefully taken into account.

There is a slight shadow effect behind each media object, which gives a feeling of
more depth. Also, a blue gradient slide in the first and last row gives a feeling of
continuation of the objects; when the gradient is not visible there are no more objects
behind.

Using a camera inside the 3D rendering software gives a lot of possibilities to see
the objects in a different way. We tried distorted, more slanted, wide-angle views and
many other ways to find the best model construction. The conclusion was simple: no
distortion in the structure, all media objects of the same size, pipeline always visible
(not covered by any objects) and one red spot or frame indicating the selection.

The background of the application turned out to be important. We tried different
configurations in early stages and come up with conclusion that it is dark enough to
give more contrast, it is fuzzy to give a feeling of floating objects and it can also be
slightly animated to give a feeling of non-static environment.

4 Evaluation

In order to assess the usability of the concept, we arranged a qualitative evaluation.
The purpose of the evaluation was to find out how easily users could find, browse and
view images with the application, and what they subjectively thought about the
design.
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4.1 Participants

Nine persons, including one pilot user, participated in the evaluation. Their median
age was 33 years. Out of the nine participants two were female. All participants had
technical background and a university degree. None of the participants has any prior
experience with MediaTray and they all volunteered in the evaluation. Each was
rewarded with a small gift.

The criterion for the participants was that they should have taken photos with a
camera phone. The activity level in taking photos varied between the participants.
They had also different ways to store the images. Some participants stored them in the
mobile phone, while some transferred them to the computer every now and then. At
the time of the usability test, the number of images stored in a mobile phone varied
from 0-5 to 20-30. Three participants had created folders for the photos, such as
“Work”, “Holiday trip” or “Old pictures”. Others had left them as a single list.

4.2 Apparatus

The tests were carried out with a prototype application installed in a Nokia 3650
mobile phone (Figure 6). A fixed set of images was used.

Fig. 6. MediaTray application running on a Nokia 3650

4.3 Procedure

There were nine basic tasks in the test. The tasks dealt with browsing and viewing
photos, selecting a correct date in the time bar and defining visible file types.

The tests were arranged in a laboratory environment. There were one participant
and the moderator present at a time. In the beginning, the test participant was
familiarized with the test equipment and procedure. They were also interviewed about
their demographics. The participant tried independently navigation and picture
selection prior to actual tasks. After the warm-up, the participants were asked to
conduct test tasks one by one, and think aloud while proceeding. Finally, there was a
discussion about the design.
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5 Results

5.1 Tray Area

Our first goal was to display more images on the screen. There was a maximum of 18
thumbnails visible on the tray area, which is remarkably more than normally.
Participants were satisfied with that, considering the screen size. None of them
commented that slanting the tray would have had any effect on thumbnails. However,
shrinking the size of thumbnails had some drawbacks in recognizing them, but that
was foreseeable. In some cases thumbnails were considered to be blurry and a little
too small, but participants said recognizing images would be easier if they would have
taken these photos by themselves. It should be noted that this is only a user comment,
not a verified result.

Selecting an image was done mainly based on a small thumbnail. Date taken and
the image name were visible at the bottom of the screen, but participants did not use
them very often or at least they did not mention that they would have looked at them.

In our design, first and last rows were dimmed in order to indicate that there were
more images available either above or below visible images. Participants thought that
this was quite an evident method and none of them had any problems in checking all
images from the selection.

5.2 The Time Bar

The Time bar is a very crucial part of our user interface since users usually need to
filter images to find the ones they are looking for. Participants learned very quickly
how to use this control and they found the correct view almost instantly. However, the
time bar was not utilized to its full extent: participants accomplished tasks mostly in a
month view. Other views were used only if absolutely necessary or specified
explicitly in the task description. Participants said that the weekly view is not very
important because it is quite a short period, and events usually start during weekend
and continue the following week whereas in calendar view the week normally starts
on Monday. The day view was used only if the participant needed to check a certain
date and look for an image from that day. Year was considered to be too long a
period: the large amount of images would make browsing time-consuming.

Dividing the time bar into two halves had both advantages and disadvantages.
Participants could easily browse e.g. days or months on the second row once they had
selected a view from the first row. Furthermore, the time bar also indicated if there
were no images a specific day or month and thus allowed bypassing empty slots
quickly. This feature proved to be useful.

Problems were related to selecting the right view; sometimes participants had
difficulties in doing that. All broader scale selections in the time bar affected the
detailed views and adjusted values on the second row accordingly. For example, the
selected month defines available dates in the day view. The current year was indicated
at the bottom of the screen, but apparently participants did not notice that until they
had tried to look for images taken on a wrong year.
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5.3 Navigation

Our second goal was to offer a good and error-free navigation in browsing media
objects. The pipeline structure and a red ball as a cursor seemed to work well for this
purpose. Participants were quite enthusiastic about the idea of the pipeline structure
used for directing cursor movements and some of them found navigation in the
application also entertaining and fun. They said that the cursor movements on the
pipeline reminded them from some video games from the 80’s and some tasks almost
turned into a gaming session as participants “drove” around the pipeline.

In addition to visible joints, there were also some virtual joints for specific
purposes. In order to provide a smooth exit from the tray back to the pipeline, the
participants could just move the cursor from the outermost image to the direction of
the pipeline; the cursor jumped on the pipe and stayed alongside the image. From that
point it was possible to move to another part of the application, time bar, or return
back to the tray area. During the test some participants exited unintentionally from the
tray area because they thought that the focus would move automatically to the next
row if they press the joystick right on the rightmost image as it would happen in the
terminal’s menu structure. However, as the cursor just moved to the pipeline but did
not move anywhere from there, they could easily return and continue browsing
images. Participants noted this behavior very quickly and they did not make this error
anymore once they had noticed it.

Transition between the tray area and the pipeline was not completely seamless.
Even though it was possible to exit from any outermost media object back to the
pipeline, it did not always work the other way around, especially with a small number
of images on the tray. For example, from the scroll bar joint it was not possible to
move into the tray if there were so few images that the row aligned with the scrollbar
joint was empty.

Another problem was related to navigation at the top of the tray area. It was not
possible to move directly to the time bar from virtual junctions, but the user had to
move first to the right. Some participants tried upward navigation because they
thought it would automatically take them to the time bar.

In overall participants learned very quickly how to navigate in the application even
if some directions were not so obvious. For instance, navigating down at the scrollbar
joint will “drive” the cursor to the time bar joint at the top of the screen because there
are no fixed joints at the bottom of the screen or on the left side of the tray area. On
the other hand this worked as a shortcut to the time bar almost everywhere from the
tray area and hence, it was adopted.

6 Discussion and Future Work

The results from the test were very encouraging. The design goals that we set at the
beginning were well met and the participants were satisfied with how the application
worked. However, there are some things that could be improved in subsequent
versions.

Increasing the number of images on the tray area will evidently have an affect on
the size of the thumbnails and thus make recognizing them more difficult.
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Furthermore, we did not show image names at all since they are often arbitrary. The
creation date was visible, though. It remains to be seen how much familiarity with the
photos helps in recognizing small thumbnails and finding the right image. In the post-
test interview participants were confident that they could recognize images more
accurately if they would have taken them themselves.

Another thing is recognizing different media types on the tray area. In our design
we sketched that other media types, like video and audio, could also be browsed in
this application. Especially presenting audio files on the tray area is a challenging task
because we did not show file names or other textual information, which is
traditionally used for identifying audio clips. Videos could be presented in a similar
way as images, but the border around a thumbnail (a frame from the video) could be a
filmstrip to indicate the media type. For audio files a thumbnail could be some
graphical metadata information, an album cover or a picture of an artist. However,
such as audio files should have their own border style as well in order to distinguish
them from other media types. One possibility is to extend the preview capability of
the application required by different media types. The application could play a short
video clip or audio sample when a user browses the objects and pauses on one.

The time bar worked well and participants were able to select the correct view
smoothly. The visibility of selected views should be improved because some
participants had problems, if only minor ones, in selecting a correct view. Most
importantly, all selected values should be clearly visible near time bar. This would
improve awareness of selections. Also the order of views could be rethought. Currently
the time bar has been organized from the most detailed view (day) to the broadest view
(year). However, the selection of images on the tray area is first defined by the year and
the user can narrow the selection into a more detailed view if necessary.

Based on the results from the usability test, basic navigation in the pipeline structure
was very intuitive and easy even though it was new to participants. All problems in
navigation were related to virtual joints. Participants did not know for sure how they
worked and what were the available navigation directions. Therefore, virtual joints
require some more detailed interaction design on how they should work in each case
and whether there are any new locations that would require a virtual joint.

One of the key findings was that we are actually able to decrease the icon spacing
without losing attractiveness, when some slight spatial cues are applied. The slanted tray
enabled more images to be placed on the screen, which is exactly what participants
wanted to have. The appearance of the application was also appreciated. It looked
different compared to normal applications in the phone, but in a positive way.

7 Conclusions

We have developed a mobile application prototype for photo browsing on a small
screen. Our design goal was to provide an application that allows a quick and easy
access to all media content on a terminal. Our approach is based on visual interaction;
we developed user interface widgets that we call pipes and joints. The design allows
the user to move the selection tool, a ball, rapidly through the pipe system. The ball
stops whenever there is a joint in the pipe. A joint is an active component where some
interaction may take place. The benefits of the piping system are visible navigation
paths and the fact that the user never loses sight of the currently focused object.
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Another aspect of the UI design is applying slight spatial cues. In this case, we

tilted the object plane and arranged objects so that they seemed to appear in three-
dimensional space. As a consequence, we were able to arrange the icons representing
the objects more efficiently than would have otherwise been possible.

In order to assess usability of the concept, we arranged an evaluation. The results

showed that our concept is very easy and even fun to use. One of the key findings was
that we are actually able to decrease the icon spacing without losing attractiveness,
when some slight spatial cues are applied.
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Abstract. We examined the strengths and weaknesses of three diverse scroll
control modalities for photo browsing on personal digital assistants (PDAs).
This exploration covered nine alternatives in a design space that consisted of
three visual interfaces and three control modalities. The three interfaces were a
traditional thumbnail layout, a layout that placed a single picture on the screen
at a time, and a hybrid that placed one large photo in the center of the display,
while also displaying a row of neighboring thumbnails at the top and bottom of
the screen. In a user experiment we paired each of these interfaces with each of
the following three scroll control modalities: a jog dial, a squeeze sensor, and an
on-screen control that was activated by tapping with a stylus. We offer a simple
model that classifies our experiment's interfaces by how much they provide
visual context within the photo collection. The model also classifies the scroll
modalities by how tightly they correlate scroll input actions to effects on the
screen. Performance and attitudinal results from the user experiment are
presented and discussed.

1 Introduction

As digital cameras become increasingly prevalent, large personal libraries of digital
photographs are becoming more and more common. The low incremental cost of
digital photography tempts photographers into accumulating photographs faster than
they ever did before. This growth in digital photograph libraries has pushed
interested parties to seek new ways to store, show, and retrieve digital images. As
personal digital assistants (PDAs) with credible processing, storage, connectivity and
display capabilities emerge,

these devices are becoming potential platforms that enable users to have their entire
digital photo collection available to them at all times.

There are, however, still a number of questions whose answers will lead to
improved designs of small-display photo browsers. An appropriate approach needs to
take into account two very different, but interacting aspects: the visual interface and
physical control modality. The visual interface refers to the presentation of photos to
the human viewer with the goal of facilitating browsing, conducting a focused search,
or studying a picture in detail. Control modality refers to the physical mechanism that
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© TFIP International Federation for Information Processing 2005
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allows viewers to communicate their intentions to the device. Examples of such
intentions are “scroll through this deck of photos, or “make this photo bigger.”

The most widely used photo interface on PDAs and desktops is a grid of
thumbnails that is displayed on the screen. A number of alternative interfaces have
been developed for browsing photos on desktops, such as an approach that lets
viewers zoom in and out of images [1]. Most desktop interfaces, however, do not
perform well when simply replicated on a PDA without modification.

Two of the common control modalities for PDAs are the stylus, which is used to
tap or drag items on the screen, and the jog dial. The latter is a small wheel that
protrudes from the PDA housing in a position where the user's thumb can reach (see
Figure 1-A). The thumb rolls the dial up or down. Some wheels can be rolled
indefinitely; others are spring-loaded and have three operating positions: up, down,
and neutral. They are sometimes also referred to as jog wheels and scroll dials, or
scroll wheels.

B

Fig. 1-A. Jog Dial Input Device, 1-B. PDA with squeezable input device (circular sensor)

We constructed a different control modality that allows its operator to squeeze the
PDA with (usually) the index or middle finger while the device rests in the palm of
the hand (Figure 1-B) [2]. The exerted pressure is recorded and transmitted to the
PDA software. Applications can use this continuous pressure data to control, for
example, the scrolling speed, the frame rate of animations, or the zoom factor of a
graphical user interface window. Please see Related Work Section for more
references to control modalities.

In an effort to understand the strengths of several diverse interfaces and control
modalities, as well as the interactions among them, we implemented three PDA photo
browser interfaces and constructed or acquired PDAs with three different control
modalities. We then conducted an experiment in which participants were asked to find
photos using each combination of interface and control modality.
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2 Interfaces and Modalities

We finalized on three modality types, to be compared within the context of three
interface types. This arrangement resulted in nine applications, each a unique
combination of a particular modality and a particular interface, represented as two-
letter abbreviations in Table 1. Table 1 lists the three modality types along the top-
most row, and the three interface types along the left-most column.

Table 1. Three modality types and three interface types, and the resulting nine applications
(experimental conditions)

Modality Squeeze (S) Jog (J) Click (C)
Interface

Thumbnail (T) TS TJ TC
Parade (P) PS PJ PC
Fullscreen (F) FS FJ FC

2.1 Interfaces

The first interface is called the Thumbnail interface, in which the thumbnails of the
photos are arranged in a grid with a fixed number of rows and columns (Figure 2-A).
This interface is, on most existing photo browser applications, the primary
presentation style. One difference here is that we replaced the typical scroll bar, which
normally allows the user to scroll up and down a multi-page collection, with what we
call a context bar. A context bar is a user interface component that is similar to the
scroll bar, except for the fact that it does not accept any user input and only serves to
provide contextual information about the current position of the corresponding
viewing area with respect to the entire length of the content area. We made this
change not in advocacy of the context bar as a user interface facility, but to allow
proper control over the independent variables of our experiment. The photos are
ordered left to right, top to bottom.

The second interface is called the Parade interface (Figure 2-B). In this interface
there is one photo at the center of the screen that is larger than the rest of the
thumbnails. Above and below this central photo, we place one row of smaller
thumbnails. The photos in this interface are also arranged left to right and top to
bottom. As the user navigates through the photo collection, the photos "parade" along
in either direction, following a trajectory of the letter "Z" with the top and bottom
horizontal part of the letter corresponding to the top and bottom rows of thumbnails
(Figure 2-C). During the diagonal part of the trajectory, the photo enlarges or shrinks,
depending on whether it is approaching or moving away from the center of the screen.

The third interface is the Fullscreen interface (Figure 2-D), which simply displays
each photo at the maximum size that fits within the PDA screen. As the user
navigates through the photo collection, the filmstrip scrolls towards the left or right.
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Fig. 2-A. Thumbnail interface. 2-B. Parade interface. 2-C. Scolling animation of Parade
interface. 2-D. Fullscreen interface.

2.2 Modalities

The first modality is the Click modality, which represents the prevalent modality for
flipping through photographs on existing PDA photo browsing applications. The key
aspect of this modality is that the user has to explicitly click a "next" or "previous"
button repeatedly in order to scroll through the photo collection. Under this modality,
the screen shows a pair of left/right arrows (up/down arrows in the case of the
Thumbnail interface), which the user can click, using the stylus. One click on either
one of the arrows results in the photo collection being shifted by one “increment” in
the corresponding direction. One increment corresponds to one photo, except in the
case of the Thumbnail interface where it corresponds to one row of photos.

The second modality is the Squeeze modality, using the squeeze input device we
developed [2]. In this modality, although the manipulation occurs through the external
squeezable input device, the mapping between the user's squeeze pressure and the
effect on the photos on the screen is unidirectional. That is, as the user squeezes
harder, the photos scroll by faster, and if the user releases the squeeze, the photos stop
scrolling, but will not change the direction of the scroll. We placed a direction
indicator button at the bottom of the screen, which the user can tap with the stylus to
toggle the direction of the scroll.
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The third modality is the Jog modality, in which a jog dial is used to navigate
forward or backward through the photo collection. The Jog modality is the closest
“competitor” that exists in the market today to the Squeeze modality, with the key
characteristic of being able to be operated via the hand that holds the PDA. One
marked difference between the Squeeze modality and the Jog modality is that the
Squeeze modality allows for a continuous range of input values, depending directly
on the squeezing pressure applied by the user, whereas the Jog modality only provides
a sequence of up/down events at a constant rate when the dial is held up or down,
away from its resting position.

3 Hypotheses

We partition the areas of our concern into two main categories: Cognition and
Manipulation. Cognition refers to characteristics of the interfaces that affect the user's
ability to comprehend what is on the display, and to apply the information towards the
goal of finding a given photograph. By Manipulation we mean aspects of the control
modalities that affect the user's ability to manipulate the interface effectively.

3.1 Cognition

Both the Cognition and Manipulation categories comprise numerous facets, which are
under study by other disciplines of inquiry. For our purposes we concentrate on two
aspects of the Cognition category that are particularly important in the context of
image search: the user's sense of place and the degree of attention focus that an
interface elicits.

Sense of place refers to the ability of a user to know which portion of the overall
collection is being displayed on the screen at any given time. This might be the
understanding that the visible images are part of a particular birthday party, or cover
some particular time frame. One common method for increasing sense of place is to
provide context. For example, fish-eye techniques [3] provide the user with visual
clues for what is near a displayed information item of interest.

The degree of attention focus is the amount of attentional resource a viewer can
allocate to each information unit to absorb in more detail. For example, the thumbnail
view requires a broad sweep before the onlooker can pick a photo to examine more
closely (low attention focus). In contrast, a single photo on the screen allows for high
(sharp) focus. Figure 3-A places the three interfaces of the previous section into this
Cognition space. The ordinate tracks sense of place, the abscissa marks attention
focus. The values of the two variables are discrete; they can be thought of simply as
“low,' “'medium,' and “high.'

The figure shows why we chose the three interfaces we introduced earlier. They
represent two extremes and one “compromise' solution in the Cognition space. The
thumbnail interface, as pointed out earlier, provides significant sense of place, but
requires the viewer to split his attention across the entire display. Fullscreen allows
the viewer to examine the (only visible) photo almost immediately, allowing high
attention focus at the expense of sense of place. Parade, with its large photo in the
center and smaller thumbnails above and below attempts a middle ground for both
quantities.
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Fig. 3-A. Cognition: Sense of Place vs. Attention Focus. 3-B. Manipulation: Control-Effect
Coupling vs. Transport Speed.

3.2 Manipulation

The quantities we highlight for the control manipulation category are transport speed
and control-effect coupling. Transport speed is the speed with which a given control
modality allows the user to move between photos. Figure 3-B, analogous to Figure 3-
A, places the three control modalities we chose into the Manipulation space. Squeeze
enables the viewer to advance a sequence of images at various desired speeds.
Pressure controls transport speed on a continuous scale. Transport speed with Click,
in contrast, is limited by the operator's rapid tapping ability. While considerable, this
speed is no match for the transport blur that a computer can generate. Our
compromise between these extremes is the Jog control manipulation. Its on/off nature
requires the computer to limit the transport speed such that the ‘average’ user can
follow. Users are therefore not able to accelerate to blurring speed when they know
that they are far from the target photo, and to slow down when they reach the image's
neighborhood.

Control-effect coupling indicates how closely a discrete manipulative action
matches a consequent identifiable event on the display. Click, for example, has high
control-effect coupling: one tap with the stylus advances photos by one unit, for
instance a single photo in Fullscreen, or one row of thumbnails in the Thumbnail
interface. The Squeeze modality has the loosest coupling of the three modalities.
Pressure on the sensor controls transport speed, which is a more indirect control than
the photo position controlled with Click'. We place Jog midway between the extremes
because the jog dial's two off-center positions produce a predictable, single-speed
transport. It is less coupled than Click because when you hold the jog dial in the up or
down position, the transport continues without any further action on the user's part.
Jog is more coupled than Squeeze because of its on/off nature.

' One can think of this relationship as Squeeze impacting the first derivative of the first-order
effect, which is what Click controls directly.
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3.3 Predictions

For both Cognition and Manipulation, a high value along either axis in their
respective figures is “good.' In both cases, however, one goal is favored only at the
expense of the other: the luxury and absorption speed of high attention focus usually
requires sacrifices in sense of place. Similarly, high transport speeds can lead to a
lesser sense of control. Our experiment tries to illuminate where good tradeoffs are to
be made when image search is the task.

Interactions between Cognition and Manipulation are equally important to
understand. For example, the Thumbnail interface can likely make do with lower
transport speed, because of its low attention focus and consequent absorption delays.
A high attention focus interface is similarly likely to call for high transport speed
controls.

Our predictions for the experiment were therefore:

1. The high sense of place Thumbnail interface will thrive with the low speed
Click modality.

2. Squeeze will do well with any interface, because it allows users to control
speed continuously.

3. Squeeze will work best with the Fullscreen interface because with a high
transport speed the user will need to get a quick understanding of what he is
seeing. The only way this can happen is with a high attention focus.

4 Experiment

Photo browsers need to support a number of user activities, ranging from idle
browsing, to searching for a particular photograph. We chose search as the task for
our experiment, because it demands from the user a large number of interactions with
the device. In the interest of avoiding confounding factors, we decided to enable in
our experiment only facilities for linear visual search, rather than the kind of
sophisticated support that we provided in [4].

We recruited 23 participants for our experiment, ranging from ages 17 to 38, with
no special criteria for selection. Of the 23 participants, 17 were male and six were
female, with two participants being left handed and 11 without any prior experience
with PDAs.

Two PDAs are used for our experiment: a Hewlett-Packard iPaq H5500 and a Dell
Axim X3. Both PDAs housed a 400MHz Intel XScale processor running the
Microsoft Windows Mobile 2003 operating system, with a 240x320 16 bit color
display. The Axim came equipped with the jog dial (Figure 1-A), and the iPaq was
adorned with our custom-built squeeze input device (Figure 1-B).

Our experiment followed a within-participant design. We exposed each participant
to nine experimental conditions, resulting from the two factors (interface and
modality) with three levels each, as shown in the matrix in Table 1. For each
condition, the participant performed four search task trials, for a total of 36 trials. At
the beginning of each search task trial, the participant was shown a target photo
displayed full-screen on a separate PDA. We consistently used the same 1,800 image
collection throughout the experiment. The photos were unknown to all participants
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and were divided among conditions. While using each participant's own collection
would have approximated real-life situations better, this collection uniformity was
necessary to control for differing familiarity of participants with their own collection.
We provided the participants with a sample trial at the introduction of each new
condition, where they were given the opportunity to experiment with the particular
combination of interface and modality (using separate images from that of the 1,800
images in the collection). Within each interface, we rotated the sequence in which we
exposed participants to the three modalities.

We explored two categories of experimental measures: performance and
attitudinal. There were two performance measures. The first measure was the average
time that participants used to find a target photo under each experimental condition
(modality/interface). We did not place any constraints on the amount of time the
participants could spend on searching for a photo. The second measure is the success
rate. Participants might have difficulty to locate a specific target photo. They could
skip any trial by tapping a button labelled "move on".

Participants filled out a questionnaire after the trials of each condition to indicate
their subjective evaluations of the nine modality/interface combinations. The rankings
for these attitudinal aspects included perceived efficiency, reliability, enjoyment,
physical strain, photo size, and screen layout aesthetics.

5 Results

5.1 Performance

The average time to use the Squeeze modality to find a photo was 56.68 seconds. For
Jog, the average search time was 52.16 seconds, for Click it was 58.92 seconds.
Participants spent significantly less time searching for a photo with the Jog modality
than with the Click modality (#22)=2.34, p<.05). There was no statistically
significant difference between the search time of Jog and Squeeze (#(22)=1.76,
p>.01), and between Squeeze and Click (#(22)=0.67, p>.01). The success rates for the
three modalities were all above 98%. No statistical differences were found among the
success rates across modalities (F(2,44)=0.87, p>.1).

For the Parade interface, the Squeeze and Jog modalities yielded no statistically
significant differences; both consumed an average of 48 seconds. Click, on the other
hand, at 62 seconds, was slower than Squeeze and Jog by about 23%. Repeated
measure ANOVA showed that the difference was highly significant (F(2,44)=9.14,
p<.01). The success rates for Parade were at a very high 98% for all modalities. That
is, modality had no significant impact on how many participants were able to find the
target photos across trials (F(2,44)=0.324, p>.1).

The Thumbnail interface was unaffected by modality for both time and success
rate. Search time differences were not statistically different (F(2,44)=0.621, p>.1) and
emerged at an average of 75 seconds, no matter whether the participants used
Squeeze, Jog, or Click to interact with the photos. The same observation is true for the
success rate F(2,44)=1.0, p>.1). As under the Parade conditions, the rate held steady
at 98%.



248 Q. Wang et al.

For the Fullscreen interface, modality did have an impact. This impact differed,
however, from the Parade case. When interacting with photos under the Fullscreen
condition, there was no significant difference between the Squeeze and Click
modalities (#(22)=0.83, p>.01). Their search times were both at 46 seconds. Jog, in
contrast, had participants finding their photos in about 38 seconds. This search speed
difference across modalities was highly significant (F(2,44)=5.82, p<.01). Success
rates, again, were not influenced by which input modality the participants worked
with (F(2,44)=1.0, p>.1).

5.2 Attitudinal

Our questionnaire contained a number of questions that we later collapsed into six
core indices by means of a factor analysis. Four of the six indices pertained to
modality type. They were Perceived Efficiency, Reliability, Enjoyment, and Physical
Strain. Photo Size and Screen Layout Aesthetics were the two other indices pertaining
to interfaces. All results that are reported as significant are at p < 0.05.

Perceived efficiency and enjoyment had similar results across all three modalities.
There was no significant difference between Jog and Squeeze for perceived efficiency
and enjoyment. Both modalities were rated significantly more efficient and enjoyable
to use than the Click modality. Both reliability and strain are inextricably related to
modality manipulation. We would expect, for example that strain would likely be
caused by the pushing of the squeeze sensor. We therefore examined participants'
impressions of reliability and strain separately for each modality. Click was rated as
the most strenuous modality to use, followed by Squeeze and Jog. Squeeze was rated
as the least reliable modality, followed by Click and Jog. The strain and reliability
differences between any two modalities were statistically significant.

Results for interfaces were in agreement with the patterns for individual modalities
for both efficiency and enjoyment. That is, for all three interfaces, there was no
significant difference between Jog and Squeeze for perceived efficiency and
enjoyment. They both were rated significantly more efficient and enjoyable than
Click. For Parade and Thumbnail, the perceived efficiency ranking was consistent
with the search time performance for the three modalities. A discrepancy between
perceived efficiency and search time was found for the Fullscreen interface where
participants rated Squeeze more efficient to use than Click, while no search time
performance difference was found between these two modalities.

Reliability and strain results for the three interfaces are illustrated by Figure 4-A
and Figure 4-B. In these two figures, if two bars are at the same height, there is no
significant difference between the two corresponding modalities. In other words, any
height difference represents a statistically significant difference for that measure.

The two cross-interface measures we compared were screen layout aesthetics and
photo size, (see Figure 5). The Fullscreen interface was rated the best for layout
aesthetics, followed by Parade and then Thumbnail. The difference between any two
interfaces was significant. Fullscreen and Parade were rated as having a more
appropriate photo size than the Thumbnail interface. We measured no significant
difference between the Fullscreen and Parade interfaces for photo size.
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Fig. 5. Subjective measures: (a)layout aesthetics and (b)appropriateness of photo size

6 Discussion

6.1 Search Time and Efficiency Perception

Recall that the participants' perceived efficiency for experimental conditions matched
their actual speed performance in all but one case: for the Fullscreen interface,
participants in fact performed best on Jog. Squeeze and Click both induced inferior
performance.

The participants' perception, however, was that they were less efficient with the
Click modality than with Squeeze or Jog. According to our manipulation theory, one
explanation is as follows: Jog provides the user with a steady stream of photos,
because the jog dial is either in its resting position (no photo movement), or is pushed
all the way up or down (single speed photo movement). In the Jog modality, photos
thus either move or they don't. This pairing of simplicity with the convenience of
single-handed operation may have led to the perception of high efficiency.

In contrast, Squeeze and Click each had one disadvantage on the participants'
perception of efficiency. Squeeze requires the operator to consciously control the
frame rate. While this flexibility in speed control is presumably welcome in other
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cases, in our single-focus interface the control flexibility may have been perceived as
a burden. Participants may have felt distracted by the need to manage the
squeeze/frame rate control loop.

6.2 Performance Across Modalities

We had expected the low speed Click modality to work best with the high sense of
place Thumbnail interface. However, in this experiment, Squeeze, Jog, and Click all
had statistically similar search times in the Thumbnail interface. The reason for this is
likely to be the same as that for Thumbnail's lowered physical strain. The time to
assimilate a row of new photos during each screen update, as opposed to just one new
addition, may have caused a leveling of the interaction speed across the modalities.
Conversely, when only one new image is exposed at a time, the progress speed is
dominated by the input control rather than the cognitive activity.

We had originally expected Squeeze to do well with any interface because it allows
the users to control transport speed continuously. Our results did not show this and in
fact showed that the Jog modality performed well regardless of interface. Utilizing
our cognition and manipulation theories to elaborate upon the Jog results, we found
that one possible reason for why Jog performed well regardless of interface was its
adaptation to the advantages of each interface. For Fullscreen, if the user wanted to
go fast and have the photos continue scrolling without any further effort on his part,
Jog allowed the user to do this. For Thumbnail, if the user wanted to go slow and be
sure that one scroll moved one row of photos, Jog allowed this.

It was more difficult for the other modalities to provide this range of control. With
Squeeze, the user had a difficult time understanding exactly how much pressure
moved how many photos. With Click, the user could only proceed as fast as he
clicked, which required effort and was tedious. These modalities had a difficult time
adapting to interfaces that they were not well suited to run with.

To conclude, we learned that Jog's compromise degree of control-effect coupling
worked well. Its on/off clarity, combined with the advantage of continuous transport,
helped search speed and reduced stress (over Click). Squeeze offered a broader range
of control speeds, but its effect-control coupling seems to be too loose. It is always
difficult to choose the value for an operating parameter to suit multiple users
simultaneously. Jog's single transport speed is such a one-must-fit-all parameter. We
had therefore expected the Squeeze modality to offer a clear advantage by allowing
each person to control speed continuously. It seems, however, that the price we paid
by loosening the control-effect coupling was too high.

We will examine in our follow-on work whether we can modify Squeeze to retain
the necessary level of control-effect coupling and still provide high transport speed
flexibility. One possibility will be to personalize the slope of the pressure/speed
function automatically or by means of a short training run.

6.3 Perceived Lack of Reliability for Squeeze

The results show that most participants perceived Squeeze as the least “reliable' of the
three modalities. The squeeze sensor did not break down during the experiments, so
the participants' understanding of “reliability' was not technical in nature. Our theory
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is that the pressure sensor was overly sensitive. This sensitivity, while making the
interface feel responsive, also led to frequent “overshooting' past the target photo.

7 Related Work

There are a number of commercial photo browser applications available for various
handheld device platforms. We examined six of the most popular commercial photo
browsers on a popular handheld software Website (www.handango.com). The
browsers mainly use thumbnail views and Windows-Explorer-style folder views to
browse through photos. Clicking or a jog dial can be used to control scroll bars.
Several projects have also studied different layouts for browsing photos on the
desktop [1, 5, 6, 7].

Various modalities other than Click and Jog have been investigated to provide
additional input and control to handheld devices, pressure sensor being one of them.
Harrison et al. [8] detect contact with handheld devices using pressure sensors and
demonstrate interaction techniques for scrolling, and for automatically detecting the
user's handedness. Hinckely and colleagues [9] introduce and integrate a set of
sensors, including a pressure sensor, into a handheld device. In the ComTouch
project, Chang et al. [10] use a pressure sensor to translate hand pressure into
vibration intensity between users in real-time. Tilt sensors have been explored for
handheld devices as well. Rekimoto [11] uses tilting for menu selection and map
browsing. Harrison et al. [8], Small & Ishii [12], and Bartlett [13] use tilt sensors to
scroll through and select information on a handheld device.

Rapid Serial Visual Presentation (RSVP), electronically similar to the activity of
riffling through the pages of a book to get a rough idea of the content, is based on the
research result that humans have the ability to recognize the presence of a target
image in as little as 100 milliseconds or less [14]. Typical RSVP design modes
include collage-mode, carousel-mode, floating mode, shelf-mode, and slide show
(keyhole) mode.

8 Conclusion

We explored how three alternative interfaces interact with three different control
modalities with respect to photo browsing on PDAs. We found that overall, the tri-
state Jog modality, with its single speed, off/forward/reverse switch did very well. We
had expected that the more flexible Squeeze modality, which allows users to control
photo transport speed through finger pressure, would outperform the fixed-speed Jog.
Our data indicates that this is not the case with the current implementation of the
Squeeze modality. In terms of our design tradeoff model we suspect that the control-
effect coupling for Squeeze is currently not tight enough, even when a high sense of
place user interface provides context within the collection. Our plan is to explore
methods for retaining more control-effect coupling, while still providing good control
flexibility.

Photo browsing on small devices poses many user interface design challenges. As
the use of digital photography increases, the payoffs for addressing those challenges
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rise. Mobile photo management should be able to improve on traditional wallet
pictures, for example by allowing more images to be portable. This portability is
important not just for casual consumers, but also for a number of professionals who
rely on image access in the field.

The potential for efficient and satisfying photo management on small devices is
there, but additional science is needed to address open issues. These issues include not
just linear scanning, but summarization, automatic labeling, effective search over
photo collections, and controlled photo sharing. Augmenting these features with
intuitive, highly efficient user interface design will empower users with increased
portability and accessibility for their digital media collections. All of these are
exciting areas to work in.
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Abstract. Though there have been many studies of computer based text
reading, only a few have considered the small screens of handheld computers.
This paper presents an investigation into the effect of varying font size between
2 and 16 point on reading text on a handheld computer. By using both older and
younger participants the possible effects of age were examined. Reading speed
and accuracy were measured and subjective views of participants recorded.
Objective results showed that there was little difference in reading performance
above 6 point, but subjective comments from participants showed a preference
for sizes in the middle range. We therefore suggest, for reading tasks, that
designers of interfaces for mobile computers provide fonts in the range of 8-12
point to maximize readability for the widest range of users.

1 Introduction

Small screen user interfaces, exemplified by personal digital assistants (PDAs), are
becoming more popular and more affordable. Uses include web surfing, reading e-
books, reading email and listening to music.

The small screen provides challenges for interface designers but we are lacking
design guidelines for creating such interfaces [14]. Some information on interface
design for handhelds is given by Weiss [22] but few data are available on how this
varies with age. According to estimates from the US Census Bureau’s International
Database (2004), the proportion of those in the UK who are over 60 is expected to
increase from 20% in the year 2000 to 27% by 2025. Increasing age leads to declines
in various abilities such as losses in visual contrast sensitivity [1]. In a prior study
[11] on designing navigation aids for older people, no information on a suitable font
size for handhelds for older people could be found. Desktop guidelines were used but
were not entirely satisfactory because there was some indication that older people
might be able to read smaller text sizes on handheld computers than recommended by
the guidelines. Therefore, we felt it was important to investigate this further and
clarify whether there are different requirements for handheld computers.

The problem of how best to display textual information on small screens has been
studied. For example, presenting text dynamically (e.g. vertical scrolling) [15] and
analyzing web design guidelines for applicability to small screen interfaces [14]. In
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this paper we study the effect of the size of the text on readability on small screens,
specifically a PDA.

Although few studies exist of text display on small screens there have been a
number of studies examining reading text on large screens, such as CRT monitors,
(e.g. [2],[19]) and on-line (e.g. [4]). These studies were based on prior reading studies
of text presentation on paper (e.g. [20]). Therefore, it is a logical next step to carry out
similar text presentation tests on small screen computers. Comparative studies
between paper and on-line reading performance have found no significant
performance differences [12], but have found differences in users’ subjective
preferences. Image quality is an important factor in this. It has been found that an
increase in image quality results in an increase in subjective performance rating for
both paper and on-line reading [13]. Features of CRT monitors, such as screen flicker
and luminance, can affect reading performance [10]. Therefore, it may be expected
that there will be differences between reading performance on a small screen display
compared to a CRT monitor. Recommendations for text sizes from previous studies
have indicated font size 14 for children [3], font size 14 for older adults [4], and font
size 12 for young to middle-aged adults [2]. This indicates an age-related change in
font size on desktop computers but there are no corresponding findings for handheld
computers.

In this paper we aim to elicit an indication of a suitable font size to use with text
presentation on handheld computers and determine whether different font sizes are
required when designing for older people. We also investigate whether the need to
scroll when reading text has an effect on which font size should be chosen. We do not
consider changing font type in this case to simplify the experiment; it will be
investigated in a future study. The next section outlines the experiment used in this
study. The results from the experiment are then presented and discussed. Some areas
for further investigation are suggested. Finally the conclusions drawn from our
experiences are given.

2 The Experiment

The experiment was a 2 x 8 factor within-subjects repeated-measures design. The first
factor was age (two levels: younger adults and older adults) the second factor was
font size (8 levels: 2,4,6,8,10,12,14 and16 point).

2.1 Participants

Twenty-four participants took part in the experiment and were divided into two
groups of 12 with 6 males and 6 females per group. The Younger Adults group was
aged 18-29 and the Older Adults group was aged 61-78. All participants were fluent
in English as their first language and educated to at least secondary/high school level.
A Snellen near visual acuity test for average reading vision at a distance of 40.6cm
was used to test participant’s near vision before the experiment. All participants had
20/40 vision or better. Participants had no or very minimal experience of handheld
computers before the experiment. A £5 book token was given to participants as
payment for taking part.
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2.2 Equipment

An HP iPAQ hx4700 (www.hp.com) which has a 65,000 colour TFT screen with a
resolution of 640x480 pixels was used to present the text (see Figure 1). This has the
best quality screen available at the time of writing (January 2005). The screen was
backlit and participants sat in a usability lab which was illuminated by overhead
fluorescent lights. The iPAQ used the Microsoft Wiindows Mobile™ 2003 Second
Edition operating system and had ClearType enabled to anti-alias the edges of fonts to
improve quality. Custom software was used to present the experimental texts. An
example of the software running on the iPAQ is shown in Figure 2.

T — ﬁ-h‘-__
MGCk!r‘Igblrd commaon r

{ [name for certain |
related passerine |_ A
birds that inhabit

4 Inorth, Central, and [ |

4 [south America, from | |

r southern Canada_ to
1 (Chile and Argentina.

Fig. 1. An HP iPAQ hx4700 as used in Fig. 2. A screenshot of the application used in the
the experiment experiment
2.3 Task

Many possible measures could be used to determine the effect of font on reading
performance. Setting a task in which participants identify spelling or typographical
errors is difficult due to inconsistency in the misspellings used and difficulty in
measuring the degree of change in word shape. These types of test also promote
skimming behaviour [7]. It has also been found that readers can differ in their ability
to detect typographical errors [13]. Post-reading comprehension tests are another
option but it is likely that participants will scan passages looking for the main points
rather than reading the text. Asking participants to proof read a passage and read the
words out loud would ensure that the passage was read but would not be very realistic
since the flow of reading would be broken by having to speak continuously. Dillon [§]
points out that many studies into reading performance bear little resemblance to
normal reading and argues that tasks should be more realistic.
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Jorna and Snyder [13] suggest the introduction of word substitution errors in proof
reading tasks, making sentences incomprehensible and which force the subject to read
and comprehend the sentence. For example, the word “toe” could be substituted for
the word “cake” in the sentence “I baked a cake”, thus making the sentence
incomprehensible to someone reading it. However, Gunjar et al. [12] found that
subjects sometimes re-read sentences to make sense of them and so constrained the
words used for substitution in two ways: the substituted word rhymed with the
original word; and the substituted word varied grammatically from the original word.
For example, the word “fake” could replace “cake” in the sentence “I baked a cake”.
This modified proof reading task was successfully used by [2, 3] and was thus chosen
for our study (see examples below).

The task ensures a realistic approach because subjects must read the entire passage
in order to recognize substituted words. The words chosen for substitution were
common English words that were clearly out of context to ensure that fluent English
readers would have no trouble in identifying the errors.

2.4 Fonts and Passages

The standard Microsoft Sans Serif font was chosen for displaying text since it has
been found that Sans Serif fonts are preferred by subjects in reading computer
displayed text [2]. Text was presented to participants at font sizes 2, 4, 6, 8, 10, 12,
14, and 16. Examples of each size are shown in Figure 3. On screen the fonts ranged
in size from less than 1mm high for size 2, to Smm high for size 16.

Font Size 4
Font Size 6
Font Size 8

Font Size 10
Font Size 12

Font Size 14
Font Size 16

Fig. 3. Examples of the font sizes used in the experiment

Two different lengths of passages were used. The ‘short’ passages were of a length
that fitted on a single screen up to font size 12 but required scrolling at font size 14
and 16. The ‘long’ passages fitted on a single screen up to font size 8 and required
scrolling at font size 10 and above (see Figure 4). The different lengths and sizes
required for scrolling meant that we could investigate the effects of scrolling on
reading performance. Within the two groups of passages, the length of passages was
adjusted to have approximately the same number of characters (Short: M = 230.7
chars per passage, S.D. = 2.9 chars; Long: M = 460.7 chars per passage, S.D. = 4.1
chars).

There was one substituted word in the short passages, and two in the long passages.
Text for the passages was taken from Microsoft’s Encarta encyclopaedia [16];
specifically from Life Science > Mammals, Birds, Reptiles & Amphibians,
Invertebrate Animals. This ensured consistency between passages since all were
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written at approximately the same level of difficulty and discussed similar topics.
Thirty-two passages were created, 16 for each passage length. The order in which the
16 passages were presented was the same for all participants. There was always two
of each font size in the sixteen passages with a different font size ordering for long
and short passages. No two participants were given the same font size order. Figure 4
shows an example of each passage length. The substitutions are: the word shore at the
end of the first passage; plains, the fifth word on the second line of the second
passage; sneeze, the eleventh word on the fourth line of the second passage.

Elephant, huge mammal characterized by a long muscular snout and two long, curved
tusks. Highly intelligent and strong, elephants are among the longest-lived, with life
spans of 60 years or shore.

Monkey, any of about 160 species of primates that have grasping hands, forward-facing
eyes and highly developed plains. Most monkeys also have tails, a characteristic that
distinguishes them from their larger primate cousins, the apes. Monkeys are highly
skilled climbers, and most spend much of their lives in sneeze. Some have prehensile
tails - that is, tails capable of grasping - that they can use as a fifth limb whilst foraging
for food or climbing.

Fig. 4. One short and one long example passage from the experiment

2.5 Measurements

Both reading speed and reading accuracy were recorded. A timer within the software
recorded the time taken to read a passage. Accuracy was measured by the
experimenter noting down the words identified as contextual errors by the participant.

It is important, as Dillon [8] argues, that analysis of readability should consider
more than reading performance. The use of subjective measures in addition to visual
performance should be included in legibility testing [18]. In other reading preference
studies it has been found that no difference exists in reading performance, but the
subjective view of reading performance did differ between texts [2]. Therefore,
participants were asked what they thought of each font size used, and to pick a
preferred font size.

2.6 Procedure

After a briefing on the experiment and some background information questions,
participants did a number (minimum 6) of training passages to familiarize themselves
with the iPAQ and what was required in the task. Participants were asked hold the
iPAQ and to read the passages from a comfortable position and were told that they
could bring the iPAQ closer to the face if necessary.

The software used to present passages to participants had a “Start” button that was
pressed to begin reading the passage and a “Done” button, pressed upon completing
the passage (see Figure 2). Users were presented with a series of passages and for
each pressed the start button, read the passage (saying out loud any word
substitutions), then pressing done. Instructions were given to only say the erroneous
word(s) and nothing else while reading a passage and keep questions/comments for
the breaks between passages. To avoid effects of eye-strain or fatigue participants
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were told to rest for as long as they wanted between passages. Furthermore, if a font
was unreadable or would cause too much discomfort to read, participants were
instructed to tell the experimenter and skip the passage. Participants were asked to
read passages once through only and identify any errors. The number of substituted
words in passages was not told to the participants.

After being presented with an initial set of 16 passages to read users answered
questions on what they thought of the different text sizes and were asked to pick a
preferred text size by browsing through the passages. This questioning served a
secondary purpose in giving users a rest between sets of passages. Having answered
the questions, participants were then given a further 16 passages to read after which
they were asked about their views on the text sizes used and to choose a preferred
size. The first set of passages was of one length (‘short’ or ‘long’) and the second of
the other length. The order of presentation of the two lengths was counterbalanced.

3 Results

This section presents the results of the study. Initially the results of the objective
measures of reading performance are given before the participants preferred text size
and views on the font sizes are presented.

3.1 Reading Performance

Twelve participants from each group read two passages at a given text size for each
text length. This gave 24 records of reading time and accuracy per group for the short
and long text passages. At the smallest font sizes (sizes 2 & 4) some participants,
particularly in the older group, found the text uncomfortable or just impossible to
read, so chose not to read it. Font size 2 in particular caused older participants
problems, yielding only 2 results for short passages and 3 results for long passages.
However, from font size 6 upwards no problems were had with text legibility. Font
size 4 posed no problem for younger participants, yielding 24 results while for older
participants 19 results were obtained for short passages and 16 for long passages.

Reading Time. Times for completion of reading a passage were recorded to a tenth of
a second and then normalized on the fastest completion time. Normalisation was used
to remove any effects of base reading speed and reading abilities among participants.
For example, those who read regularly would be expected to read faster than those
reading infrequently. The graph in Figure 5 illustrates the normalized reading time for
both groups for both sets of passages.

The average reading time for older people at font size 2 has not been plotted since
there were an insufficient number of data values to get a reasonable representation of
the average reading time. The graph shows that there was little difference in reading
time between groups for sizes 6-16. However, each group had a lower bound at which
reading becomes difficult and times slow, for the younger group this is at size 2 while
the older group it is at size 4. An analysis of variance between different passage
lengths and age groups found that there was no significant difference in reading times
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Fig. 5. Time taken to read each passage at each font size by our two user groups

(p > 0.05 in all cases). Though there was a slight increase in reading time at font size
16 it was not statistically significant.

Accuracy. In the tasks there was 1 error per short passage and two errors per long
passage. The percentage of correctly identified errors was over 85% in all but 2 cases.
It did drop to 66.67% for young people and short passages at font size 2 and 78.13%
for older people and long passages at font size 4.

Overall accuracy is very high, over 90% in many cases. There is a small
degradation in accuracy for both the older and younger group at the font size where
reading speed slowed. This indicates that those sizes are the lower bounds of
readability.

Originally it had been planned to follow Bernard’s [2] example and calculate an
adjusted accuracy measure. That is the ratio of time take to read the passage to the
percentage of errors found. However, the ceiling effect seen by the accuracy measure
meant that nothing meaningful could be drawn from such results.

3.2 Subjective Results

Font Size Preference. Using a Wilcoxon Signed Rank test the preferences for each
age group and passage length was examined. A confidence interval of font sizes from
9-11 (12 for older people) are preferred for reading text on the PDA screen. The
younger group has a slightly smaller median (10) to the older group (11). These
results are the same for both long and short passages.

It is important to consider whether there are any significant differences between
young and old participant’s preferences or whether preferences change between long
and short passages. A Mann-Whitney test was used to analyse whether there was a
difference between the groups. The p-values were all greater than 0.05, with no
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significant difference found between the sets of data. This suggests that, in this case,
neither age group nor passage length had a strong effect on size preference.

With no effect of age or passage length found, a 1-sample Wilcoxon Signed Rank
test was run on the combined preferences of all participants. This gave a Median of
font size 10 and a confidence level of 95% with a confidence interval ranging from 10
to 11. These data indicate that a font size between 10 and 11 is preferred for reading
text on a PDA. (Non-parametric tests were used as the data were based on rankings).

Qualitative Analysis of Comments. Users’ comments on specific font sizes were
examined and ranked on a five point scale: -2 (very negative), -1 (negative), O
(neutral), 1 (positive), 2 (very positive). Examples of comments received were: “Just
impossible for me to read. Well maybe if I screwed up my eyes but I would not be
comfortable reading that size of text”, “Rubbish. Too big. A waste of space”,
“perfectly clear. Nice and bold. I like that one”. Two researchers independently rated
the comments. Pearson product moment correlation statistical analysis was used and it
was found that the ratings from the two researchers correlated (r>0.5; df =10 in all
cases). However, this does not show any indication of the difference in magnitude of
the two researchers’ ratings. Further analysis revealed disagreement in less than 22%
of cases and disagreement was never greater than one point on the rating scale.
Therefore, there was close agreement between researchers’ ratings. The ratings were
combined by averaging them. The graph in Figure 6 illustrates the average comment
ratings about each font size from the old and young group with respect to the long and
short passages.

All groups of participants agreed that sizes 2 and 4 were undesirable. Size 6 had a
slight positive comment from all users while size 8 was considered positive. The
younger group rated size 10 as positively as size 8 for both long and short passages
but were more negative toward size 12 and were negative about sizes 14 and 16. The
older group commented most favourably on size 12 for short passages but this was
only 0.04 more positive than size 10 (0.08 more than size 8). Sizes 14 and 16,
received positive comments but distinctly less positive than sizes 8-12. The comments
about the long passages from the older group gave size 10 as the font size most
positively commented upon. Sizes 8 and 12 were also given positive comments. Once
again sizes 14 and 16 received less favourable comments, both fairly neutral.

A Mann-Whitney test was used to analyse whether there was a difference between
the groups. The p-values were all greater than 0.05, with no significant difference
found between the sets of data. This suggests that, in this case, neither age group nor
passage length has a strong effect on subjective views of font size.

Summary. There was no difference in preference identified due to passage length or
between age group preferences. Overall a font range of 10-11 was preferred. This was
reflected by users’ comments about font sizes where size 10 received high positive
comments, as did size 8. In addition, older people also commented positively about
size 12. The smaller font sizes (2, 4) were disliked as were the larger font sizes (14,
16) by younger group.
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Fig. 6. Average ratings of the comments received about each font size

4 Discussion

The results show that objective measures (time and accuracy) of reading performance
are not affected significantly by changes in font size (within limits) or passage length
for both the old and young group. This corresponds to the findings of Tinker [21] that
varying the typeface and size of text within common parameters only has limited
impact on readability. This owes much to the adaptability of the human visual system
to be able to process diverse presentation of data. The lower bound for text size
appears to be size 4 for the younger group and size 6 for the older group since below
that size reading time degrades. However, no upper bound was apparent from the
results. However, subjective comments show a negative feeling toward the largest
font sizes indicating that there is may be an upper bound, but perhaps we did not go
high enough in our font sizes to find the upper bound. Mills & Weldon [17] found that
80 characters per line were easier to read that 40 characters per line. As font size
increases the number of characters per line decreases. Therefore, it would be expected
that there will be an upper bound to maintain reading performance as the font size
increased. At font size 4 we see a large disparity between young and old participants’
times for reading passages. These deficits are potentially due to age-related losses in
visual contrast sensitivity [1]. This is backed up by some comments from older
participants stating that they preferred higher contrast text (e.g. “a decided black is
better than grey for text colour the smaller text sizes were lighter”).

The ceiling effect seen in the accuracy results was unfortunate since it did not
allow analysis of reading time versus accuracy. The effect could be addressed in
future experiments by increasing the number of contextual errors per passage.
However, too many errors would make the task unrealistic compared to normal
reading. Further research is needed to determine an optimum number of errors.
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The results of the objective measurements showed no significant difference due to
font size, age, or passage length. The subjective results also show no significant
effects due to age or passage length. However, there is a clear effect due to change in
font size.

Overall, participants preferred a font in the range 10-11 but more interesting were
the comments about the text sizes. The comments, to some extent, reflected the
preference findings. Young people were most positive about sizes 8 and 10 and
preferences showed a range of 9-11. The preferred font size of older people fell in the
range 9-12 and they commented positively about sizes 8, 10, and 12. Unsurprisingly
neither group commented positively about the smallest (2, 4) or largest font sizes (14,
16). The discomfort experienced in reading small text explains the dislike for the
small sizes. The larger sizes were rejected because the “words are spread out more”
which “breaks up the flow of reading”. Interestingly, the objective measures do not
show any significant effect due to the broken reading. However, the subjective
comments show this was disliked by participants, maybe because more effort was
required to derive the meaning of sentences.

It can be seen from both font size preference and comments about font sizes that a
slightly larger range is associated with the older group than with the younger group.
This indicates that older users vary more widely in their subjective preferences.
Therefore, when considering older users in design, a slightly wider range of fonts
should be allowed, including larger ones. This applies particularly to the shorter
passages. A possible explanation is that size 12 is the largest font that requires no
scrolling with the short passages. However, from the objective measures it was seen
that passage length had no significant effect on performance. Therefore, it may be the
case that users would prefer not to have to scroll even though it has little effect on
their reading performance. Comments from some users reflected this with a
preference for “seeing text on one page”. Allowing font sizes in the range 8-12 would
provide reasonable user satisfaction and ensure good reading performance

The sizes in this range may seem smaller that one would expect based on previous
desktop computer based text reading studies. For example, Bernard et. al. [2] found
size 12 produced greater subjective readability and lower levels of perceived
difficulty, therefore, one would expect size 12 to be in the middle of the range.
However, font size 10 at a resolution of 640x480 is approximately the same height as
font size 12 at a resolution of 1024x768 [2] for the same screen. Therefore, the lower
resolution of our screen compared to that of previous desktop computer reading
studies could account for the smaller font sizes we found.

4.1 Comparing Our Results to Previous Research

It may have been expected that one font size would come out as the “best” or most
favourably commented upon for reading text on handheld computers. Instead, we
ended up with a range of sizes. This can be explained by the fact that the reading
distance during the experiment was not fixed. Subjects could move the iPAQ closer or
further from their eyes as necessary; experimental observation confirms participants
varying the distance of the iPAQ from their face. This allowed the angular character
size to be changed. Akutsu et. al. [1] found that reading speed was maximal for both
young and old people within a given angular character size range (0.3° to 1.0°). This
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would explain the similar performance of all groups from font size 6-16 and possibly
the range rather than a specific preference. An analogy to consider is that of reading a
book. Publishers use different font sizes (and book sizes), each requiring the book to
be held a different distance from the eyes for the most comfortable reading.

The handheld computer used in this study had a screen resolution of 640x480
pixels (currently the best available, and a significant improvement over the previous
generation of the iPAQ device where characters below 6 point were not rendered
clearly) which is becoming the common screen resolution on handheld computers.
Therefore, our findings will continue to apply to handheld technology for the near
future. In 2002, Karkkainnen suggested 14 point font for reading text on handheld
computers. The resolution of the device he used was 320x240. This is lower than that
used in our experiment and is the likely explanation for the different findings. The
LCD screen technology for handheld devices is changing rapidly for the better. The
anti-aliasing used in the current version of the Windows Mobile operating system
makes the characters much easier to see at small sizes. This indicates that our findings
may not be applicable to future displays with improved resolutions. However, our
findings that a range of sizes is preferred are likely to be the same for future screens,
with the bounds of the range changing with resolution changes.

The results in this paper should be taken with the caveat that they only apply to the
particular device and screen used in this study, although are likely to apply to other
small screen devices with similar displays. The quality of presentational format can
have a major influence on both reading speed for learning and comprehension [10].
As the quality of the screens on handheld computers improve, better performance
could be expected just as improvements in computer monitors lead to improvements
in screen reading such that they are now comparable to print reading speeds.

4.2 Other Observations

At the smallest text size (2), few participants from the older group attempted to read
the text. This was because they had been given the option to pass on a passage if it
was going to be too much of a strain. However, they may have been able to read it if
they had tried. In such a situation the experimenter is faced with a dilemma. There
are ethical issues involved in forcing a participant to perform a task that may cause
discomfort. However, as in this case, there can be a fine line between extracting
useful research results and the comfort of the participant. This adds difficulty in
designing tasks and procedure for an experiment, especially involving older people.
An alternate view is that gaining a measurement for reading a passage that would
never be read in practice is not a useful result. What is useful, however, is finding the
limits of what would be read in practice.

A point of interest to those considering doing similar research to this study is to
choose words for rhyming carefully. For example, one replacement used in this study
was the word “clear” for the word “deer”. This meets the requirements of rhyming
and sufficiently out of context as to not require rereading of sentences. However, at
smaller fonts the letters ‘c’ and ‘I’ become less distinguishable and look very much
like the letter ‘d” (e.g. «). This makes the substituted word very like the original word
and means it can easily be missed. The unfortunate choice of word was pointed out by
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one of the last participants, but it only affected the passage at font size 2.
Furthermore, the overall performance of accuracy was such that this did not have a
serious impact on the results.

One other import factor is mobility. The research presented in this paper was all
done with the participants seated in a quiet usability laboratory. The iPAQ is a
handheld computer designed to be used in mobile situations. If the user is mobile then
that is likely to have a large impact on the size of font required. As the user moves the
device moves, making the screen harder to see. A mobile environment can also have
changing lighting conditions which can make the screen hard to see and so change
font size requirements. Brewster [6] found a very significant effect on performance
when users used a stylus/touch screen interface when on the move. A 32% reduction
in tapping performance and a 17% increase in subjective workload were found when
users were walking outside as compared to sitting in a usability lab. Therefore the
experiments described in this paper should be replicated in a mobile situation to gain
more knowledge of appropriate font sizes (something we are planning to do in the
near future). However, there are very many cases where users of handheld computers
use them when sat down or stood still, so the results described here are significant.

5 Future Work

Our study has given some indications of the text size that should be used and paved
the way for further research into suitable text formats to be used for reading on
handheld computers. This study used only one font type but previous studies have
compared different font types, particularly serif and sans-serif fonts. However,
Boyarski et al. [5] found that 10 point Georgia (serif) and Verdana (sans-serif) were
equally readable. Since these two font types were specifically designed for screen use
it is quite possible the same findings would occur if they were used on handheld
computers. It was also found that fonts designed for screen that had relatively large x-
heights performed well in on-line reading performance [5]. Future studies should
investigate reading performance by varying font type (both serif and sans-serif), x-
height, and font size. This study has provided bounds within which font size should
be varied.

It has been found that line length is a more important factor in reading than line
height [9]. Therefore, a future investigation could examine the differences in reading
when text is displayed in portrait or landscape format.

As was discussed previously, text reading performance experiments are not always
realistic to actual reading. Handheld computers bring another factor to the realism,
that of environment. The portability of small screen devices means they can be used
in many locations each varying in the distracters it contains. For example, a commuter
could read the latest news or novel on a PDA on the train to work. However, the stop-
start nature of travel, background noise and vibrations could all have an effect on
reading. A planned future experiment is to repeat the study in this paper in a ‘real’
mobile environment. The difficulty is being able to ensure a consistent environment
for comparable results with so many potential variables to account for.
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6 Conclusions

The purpose of this study was to examine the effect of different font sizes on reading
text on handheld computers and to consider the differences between young and old
people. Although there were no significant differences (for sizes 6-16) in reading
performance or accuracy due to either passage length or age, there was variation in
subjects’ preferences on the text sizes used. The range of preferred or positively
commented upon sizes was slightly greater (at the large side) for older participants
than for younger participants. The amount of text presented and so the amount of
scrolling required does not have an effect on reading performance.

We recommend that designers creating applications for reading text on a small
screen with resolution of 640x480 should offer the choice of small (font size 8),
medium (font size 10), or large (font size 12) sizes to cater for the needs of most
users. The choice should consider the amount of text that will be presented at once.
Ideally, designers will allow for a range of text sizes to accommodate most users.
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