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Abstract. In KDD procedure, to fill in missing data typically requires a very 
large investment of time and energy - often 80% to 90% of a data analysis pro-
ject is spent in making the data reliable enough so that the results can be trust-
ful. In this paper, we propose a SVM regression based algorithm for filling in 
missing data, i.e. set the decision attribute (output attribute) as the condition at-
tribute (input attribute) and the condition attribute as the decision attribute, then 
use SVM regression to predict the condition attribute values. SARS data set ex-
perimental results show that SVM regression method has the highest precision. 
The method with which the value of the example that has the minimum distance 
to the example with missing value will be taken to fill in the missing values 
takes the second place, and the mean and median methods have lower precision. 

1   Introduction 

Because of the "garbage in, garbage out" principle, data quality problems can be very 
expensive - "losing" customers, "misplacing" billions of dollars worth of equipment, 
misallocated resources due to glitches forecasts, and so on. Solving data quality prob-
lems typically requires a very large investment of time and energy - often 80% to 90% 
of a data analysis project is spent in making the data reliable enough so that the results 
can be trustful. 

Data in the real world are often plagued by missing, ambiguous values that can 
greatly hinder some types of analysis. There are many schemes for guessing the iden-
tity of such values, for example, using logistic regression [1], by assuming that the 
missing points are the same as their nearest neighbors or the same as the most abun-
dant data type within some radius.  

Complete-case analysis [2], where cases with missing values are discarded, is often 
conducted because its simplicity and the comparability of univariate statistics. How-
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ever, discarding incomplete cases may lead to a considerable loss of information and, 
moreover, to serious biases in estimates [2]. Means and regression imputation [2,3,4] 
are widely used, due to their quickness and simplicity and lack of easy-to-use soft-
ware packages that implement more advanced methods, such as EM imputation 
[2,3,4]. For example, numbers describing the central tendency (for example mode, 
median or mean) have often been used in machine learning studies to treat missing 
values. 

Recently, K-Nearest Neighbor (KNN), sample mean imputation (SMI) [7-9], mul-
tivariate regression [10-12], mixture of principal component analyzers (MPCA) and 
variation Bayes (VB) etc data mining methods have been introduced to carry out the 
imputation of missing data. 

In this paper we propose a SVM regression based algorithm to fill in missing data, 
i.e. set the decision attributes (output or classes) as the condition attributes (input 
attributes) and the condition attributes as the decision attributes, so we can use SVM 
regression to predict the missing condition attribute values. The SARS data experi-
ments show that our methods are available. 

2   Support Vector Machine [5] 

Support Vector (SV) machines comprise a new class of learning algorithms, moti-
vated by the results of the statistical learning theory. SV regression estimation seeks 
to estimate functions 

 (1) 

based on data 

 (2) 

by minimizing the regularized risk functional 
2
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and the model complexity term
2

W . Here, we use the so-calledε  -insensitive loss 

function 

{ }( ) max 0, y- ( )y f fε ε− = −x x
 

The main insight of the statistical learning theory is that in order to obtain a small 
risk, one needs to control both training error and model complexity, i.e. explain the 
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data with a simple model. The minimization of Eq. (3) is equivalent to the following 
constrained optimization problem (Vapnik, 1995): 
minimize                           
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subject to the following constraints 

(( ) )i i ib y ε ξ• + − ≤ +w x  (5) 

*(( ) )i i iy b ε ξ− • + ≤ +w x  (6) 

(*) 0,iξ ≥              0ε ≥  (7) 

As mentioned above, at each point ix we allow an error of magnitude ε  Errors 

above ε  are captured by the slack variables  *ξ (see constraints (5) and (6)). They 

are penalized in the objective function via the regularization parameter C  chosen a 
priori (Vapnik, 1995). 

In the ν -SVM the size of ε  is not defined a priori but is itself a variable. Its value 

is traded off against model complexity and slack variables via a constant (0,1]ν ∈  
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subject to the constraints (5)–(7). Using Lagrange multipliers techniques, one can 
show (Vapnik, 1995) that the minimization of Eq. (4) under the constraints (5)–(7) 
results in a convex optimization problem with a global minimum. The same is true for 
the optimization problem (8) under the constraints (5)–(7). At the optimum, the re-
gression estimate can be shown to take the form 
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In most cases, only a subset of the coefficients *( )i iα α− will be nonzero. The 

corresponding examples ix  are termed support vectors (SVs). The coefficients and 

the SVs, as well as the offset b ; are computed by the ν -SVM algorithm. In order to 
move from linear (as in Eq. (9)) to nonlinear functions the following generalization 

can be done: we map the input vectors ix  into a high-dimensional feature space 

Z through some nonlinear mapping, : i iΦ →X Z chosen a priori. We then solve the 

optimization problem (8) in the feature space Z . In that case, the inner product of the 

input vectors ( )i •x x in Eq. (9) is replaced by the inner product of their icons in 
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feature space Z , ( ( ) ( ))iΦ • Φx x  The calculation of the inner product in a high-

dimensional space is computationally very expensive. Nevertheless, under general 
conditions (see Vapnik, 1995 and references therein) these expensive calculations can 
be reduced significantly by using a suitable function k  such that 

( ( ) ( )) ( ),i ikΦ • Φ = •x x x x  (10) 

leading to nonlinear regression functions of the form: 
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The nonlinear function k is called a kernel (Vapnik, 1995). In our work we use a 
Gaussian kernel 

2 2
kemel( , ) exp(- /(2 ))k σ= −x y x y  (12) 

3   Algorithm for Filling Missing Data 

(1) Select the examples in which there are any not missing attribute values. 

(2) Set one of condition attributes (input attribute), some of whose values are missing, 
as the decision attribute (output attribute), and the decision attributes as the condition 
attributes by contraries. 

(3) Use SVM regression to predict the decision attribute values. 

4   Experiment and Results 

The experiments are done using the LIBSVM [6] software package on SARS data. 
The SARS data are obtained from the analysis of microelements Zn Cu Fe Ca Mg K 
Na in one’s body. The category or class labels are 1 and 0, where 1 denotes that the 
patients are infected by SARS, and 0 not infected. Some examples of the whole data 
set are in Table 1 and the experiment results are given in Table 2, Table 3, Table 4. 
 

Table 1. Some examples of whole SARS data set 

Class  Zn  Cu   Fe    Ca    Mg    K    Na     Class  Zn    Cu    Fe    Ca    Mg    K    Na 
1   164  22.2  35.5  2212  281  153  549        0   166  15.8  24.5  700  112  179  513 
1   173  8.99  36.0  1624  216  103  257        0   185  15.7  31.5  701  125  184  427 
1   202  18.6  17.7  3785  225  31.0  67.3      0   193  9.80  25.9  541  163  128  642 
1   182  17.3  24.8  3073  246  50.7  109       0   159  14.2  39.7  896  99.2  239  726 
1   211  24.0  17.0  3836  428  73.5  351       0   226  16.2   23.8  606  152  70.3  218 
1   246  21.5  93.2  2112  354  71.7  195       0   171  9.29   9.29  307  187  45.5  257 
1   164  16.1  38.0  2135  152  64.3  240       0   201  13.3   26.6  551  101  49.4  141 
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Table 2. Experiment results of filling in attribute Ca’s values 

      Supposing that attribute Ca’s values              results of guessing Ca’s values based on 
                          are missing                                                    SVM regression 
Ca      Zn    Cu   Fe  Class  Mg  K     Na              Ca      Zn   Cu    Fe   Class Mg  K      Na 
2157 209  6.43  86.9   1  288  74.0  219.8      2158.23  209  6.43  86.9    1  288  74.0  219.8 
3870 182  6.49  61.7   1  432  143  367.5       3869.39  182  6.49  61.7    1  432  143   367.5 
1806 235  15.6  23.4   1  66    68.9  188         1483.64  235  15.6  23.4    1  166  68.9  188 

Table 3. Experiment results of filling attribute Mg’s values 

      Supposing that attribute Mg’s values            results of guessing Mg’s values based on 
                          are missing                                                 SVM  regression 
Mg    Ca   Zn    Cu    Fe  Class  K   Na               Mg     Ca     Zn   Cu     Fe  Class  K    Na 
288  2157 209  6.43  86.9   1  74.0  219.8       287.17  2157  209  6.43  86.9  1   74.0  219.8 
432  3870 182  6.49  61.7   1  143  367.5        431.80  3870  182  6.49  61.7  1   143  367.5 
166  1806 235  15.6  23.4   1  68.9  188          166.10  1806  235  15.6  23.4  1   68.9  188  
 
In Table 1, attribute “class” is the output attribute or decision attribute, “1” denotes 

the patient suffers from SARS. We can use standard SVM to estimate a new exam-
ple’s class which it belongs to.  

However, if there are some missing values in an input attribute (condition attrib-
ute), the SVM method cannot be used directly. So we set the input attribute as the 
output attribute or decision attribute, and set the original output attribute as one of the 
input attributes. Finally, use SVM regression to predict the missing values. 

Table 4. Comparative results of filling in attribute Mg’s and Ca’s values with different methods 

Real values   Method (1)            Method (2)         Method (3)   Method (4)          Method (5) 
Mg    Ca        Mg        Ca            Mg     Ca            Mg    Ca       Mg       Ca           Mg    Ca 
288    2157    287.17   2158.23   113.4    2511.1   108   2220    215.5    1882.5    354    2112 
432    3870    431.80   3869.39   113.4    2511.1   108   2220    202.8    1546.8    428    3836 
166    1806    166.10   1483.64   113.4    2511.1   108   2220    209.1    1714.6    216    1624 

 
In Table 2, the original output attribute is the “class”. If we suppose that attribute 

Ca’s values are missing, the attribute “class” should be set as one of the input attrib-
utes, and the attribute “Ca” be set to be the output attribute, so we can use the SVM 
regression method to predict the missing values of attribute Ca. 

In Table 4, the left two columns are real values. Method (1) denotes the SVM re-
gression methods proposed in this paper. In Method (2), the mean of all the values of 
the same class will be taken to fill in the missing values. In Method (3), the median of 
all the values of the same class will be taken to fill in the missing values. In Method 
(4), the mean of the two closest neighbor values (natural order) will be taken to fill in 
the missing values. In Method (5), for the example with the missing value we select 
the example that has the minimum distance to it, and take the value of the same at-
tribute which the missing value belongs to to fill the missing value, i.e., value of the 
example that has the minimum distance to the example that contains the missing value 
will be taken to fill in the missing value. 
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In Table 4, obviously, the SVM regression method has the highest precision, 
Method (5) takes second place in precision, and the other methods have lower preci-
sion. 

5   Discuss and Future Works 

(1) The experimental results indicate that the SVM regression based algorithm for 
filling in missing data is available. 

(2) Since the support vectors influence greatly the results of regression, the training 
data set had best be selected to be complete, i.e., we should select enough complete 
examples where there are not missing data as the training data set. If there are not 
enough complete examples in the training data set the regression accuracy will be 
influenced.   

(3) The regression methods give a comprehensive and average guess for the missing 
data, the data, which have been filled in, reflect or embody the holistic information 
hidden in the whole data set, and the local information may be ignored or be sub-
merged. This is in contrast to methods such as by assuming that the missing points are 
the same as their nearest neighbors where the local information is taken into account, 
and the holistic information ignored, resulting in bigger errors.   

(4) Our future works will be the followings: (1) comparative research on different 
algorithms for filling in missing data such as EM, ANN etc. (2) implement the ex-
periment on large data set. 
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