


Lecture Notes in Artificial Intelligence 3683
Edited by J. G. Carbonell and J. Siekmann

Subseries of Lecture Notes in Computer Science



Rajiv Khosla Robert J. Howlett
Lakhmi C. Jain (Eds.)

Knowledge-Based
Intelligent Information
and Engineering Systems

9th International Conference, KES 2005
Melbourne, Australia, September 14-16, 2005
Proceedings, Part III

13



Series Editors

Jaime G. Carbonell, Carnegie Mellon University, Pittsburgh, PA, USA
Jörg Siekmann, University of Saarland, Saarbrücken, Germany

Volume Editors

Rajiv Khosla
La Trobe University
Business Systems and Knowledge Modelling Laboratory, School of Business
Victoria 3086, Australia
E-mail: R.Khosla@latrobe.edu.au

Robert J. Howlett
University of Brighton
School of Engineering, Engineering Research Centre
Moulsecoomb, Brighton, BN2 4GJ, UK
E-mail: r.j.howlett@bton.ac.uk

Lakhmi C. Jain
University of South Australia
School of Electrical and Information Engineering, KES Centre
Mawson Lakes Campus, Adelaide, South Australia SA 5095, Australia
E-mail: Lakhmi.Jain@unisa.edu.au

Library of Congress Control Number: 2005932202

CR Subject Classification (1998): I.2, H.4, H.3, J.1, H.5, K.6, K.4

ISSN 0302-9743
ISBN-10 3-540-28896-1 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-28896-1 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springeronline.com

© Springer-Verlag Berlin Heidelberg 2005
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Olgun Computergrafik
Printed on acid-free paper SPIN: 11553939 06/3142 5 4 3 2 1 0



Preface

Dear delegates, friends and members of the growing KES professional community, wel-
come to the proceedings of the 9th International Conference on Knowledge-Based and
Intelligent Information and Engineering Systems hosted by La Trobe University in Mel-
bourne Australia.

The KES conference series has been established for almost a decade, and it contin-
ues each year to attract participants from all geographical areas of the world, including
Europe, the Americas, Australasia and the Pacific Rim. The KES conferences cover a
wide range of intelligent systems topics. The broad focus of the conference series is
the theory and applications of intelligent systems. From a pure research field, intelli-
gent systems have advanced to the point where their abilities have been incorporated
into many business and engineering application areas. KES 2005 provided a valuable
mechanism for delegates to obtain an extensive view of the latest research into a range
of intelligent-systems algorithms, tools and techniques. The conference also gave dele-
gates the chance to come into contact with those applying intelligent systems in diverse
commercial areas. The combination of theory and practice represented a unique oppor-
tunity to gain an appreciation of the full spectrum of leading-edge intelligent-systems
activity.

The papers for KES 2005 were either submitted to invited sessions, chaired and
organized by respected experts in their fields, or to a general session, managed by an
extensive International Program Committee, or to the Intelligent Information Hiding
and Multimedia Signal Processing (IIHMSP) Workshop, managed by an International
Workshop Technical Committee. Whichever route they came through, all papers for
KES 2005 were thoroughly reviewed. The adoption by KES of the PROSE Publication
Review and Organisation System software greatly helped to improve the transparency
of the review process and aided quality control.

In total, 1382 papers were submitted for KES 2005, and a total of 688 papers were
accepted, giving an acceptance rate of just under 50%. The proceedings, published this
year by Springer, run to more than 5000 pages. The invited sessions are a valuable fea-
ture of KES conferences, enabling leading researchers to initiate sessions that focus on
innovative new areas. A number of sessions in new emerging areas were introduced
this year, including Experience Management, Emotional Intelligence, and Smart Sys-
tems. The diversity of the papers can be judged from the fact that there were about
100 technical sessions in the conference program. More than 400 universities world-
wide participated in the conference making it one of the largest conferences in the area
of intelligent systems. As would be expected, there was good local support with the
participation of 20 Australian universities. There was a significant business presence,
provided by the involvement of a number of industry bodies, for example, CSIRO Aus-
tralia, DSTO Australia, Daewoo South Korea and NTT Japan.

KES International gratefully acknowledges the support provided by La Trobe Uni-
versity in hosting this conference. We acknowledge the active interest and support from
La Trobe University’s Vice Chancellor and President, Prof. Michael Osborne, Dean of
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the Faculty of Law and Management, Prof. Raymond Harbridge, Dean of the Faculty
of Science and Technology, Prof. David Finlay, and Head of the School of Business,
Prof. Malcolm Rimmer. KES International also gratefully acknowledges the support
provided by Emeritus Prof. Greg O’Brien.

A tremendous amount of time and effort goes into the organization of a conference
of the size of KES 2005. The KES community owes a considerable debt of gratitude to
the General Chair Prof. Rajiv Khosla and the organizing team at La Trobe University
for their huge efforts this year in bringing the conference to a successful conclusion.
As the conference increases in size each year the organizational effort needed increases
and we would like to thank Prof. Khosla and his colleagues for coping efficiently with
the largest KES conference to date.

We would like to thank the Invited Session Chairs, under the leadership and guid-
ance of Prof. Lakhmi Jain and Prof. Rajiv Khosla for producing high-quality sessions
on leading-edge topics. We would like to thank the KES 2005 International Program
Committee for undertaking the considerable task of reviewing all of the papers submit-
ted for the conference. We express our gratitude to the high-profile keynote speakers
for providing talks on leading-edge topics to inform and enthuse our delegates. A con-
ference cannot run without authors to write papers. We thank the authors, presenters
and delegates to KES 2005 without whom the conference could not have taken place.
Finally we thank the administrators, caterers, hoteliers, and the people of Melbourne
for welcoming us and providing for the conference.

We hope you found KES 2005 a worthwhile, informative and enjoyable experience.

July 2005 Bob Howlett
Rajiv Khosla
Lakhmi Jain
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Abstract. In this paper, we present an ontology definition which is
helpful in symbolising the ontology and ontology management. By in-
vestigating interactions between agents in business scenarios, we adopt
the process algebra to model interactions and corresponding effects. For
the purpose of solving the conflicts or inconsistency in understanding a
particular issue, we investigate the agent negotiation mechanisms on the
basis of process algebra. Moreover, private strategies in reaching agree-
ments are discussed. Our approach reveals that reflections from other
agents in negotiations can be captured and in turn provide sufficient
information about how to manage the ontology along with proposed ac-
tivities in ontology evolution.

1 Introduction

The vision of ontology for different purposes, such as Web-enabled applications,
Web semantics, information systems, is receiving increasing attentions both from
academia and industry. An ontology is an explicit specification of a shared con-
ceptualisation [2]. The next generation of the WWW, the so-called Semantic
Web, is based on using ontologies for annotating content with formal seman-
tics. The benefits of using ontologies have been recognised in many areas such
as knowledge and content management, e-commerce and Semantic Web. Ap-
proaches based on ontologies have shown the advantages for both information
integration and system interoperability including reusability, extensibility, and
verification analysis and so on. Based on the past experiences [4], however, it
is unlikely to construct a monolith ontology due to the large scale, individual
privacy, dynamics and heterogeneity. A typical example is virtual organisations
(VOs). Interactions between agents on demand for any understanding is thus
seen as a key technology at the knowledge view level. It is regarded as a feasible
and effective way to find semantics in a certain business scenario at run-time.

Much work has been done in the field of ontology from the knowledge man-
agement perspective. Please refer to [3, 8] for thorough discussions. One distin-
guishing feature of those work is that in which essential operations have been
designed to cater for management but without considering reflections during the

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1–7, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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operating process. However, the trend of developing the Web and Web-based ap-
plications will inevitably continue, thus seeking a suitable approach as [5] that
better reflects the reality of ontology management at run-time becomes one of
the primary aspects of a successful ontology-supported application.

Agent technology [6, 10], embodied with autonomy, adaptation, and other
features, fits well in this situation by providing a multi-agent system (MAS)
environment with agents working together to solve problems that are beyond
the overall capability of individual agents. By agents taking part in the on-
tology management at run-time, we expect that the bottleneck of information
understanding on the basis of agents’ interaction will be eased to some extent.
The assumptions in this paper are that ontologies of different organisations are
available and they are described by concepts and corresponding relations in a
taxonomy. Any further manipulation is going on via interactions between agents
(herein, an agent is used to annotate an actor/entity who plays particular roles
in a process).

The rest of the paper is structured as follows. Section 2 presents an ontology
definition. Section 3 details the ontology management on the basis of agent
interactions by presenting a high level interaction diagram. Process algebra is
used in modelling agent interaction and reaching an agreement. Section 4 studies
negotiations with individual strategy profiles in VOs. Section 5 concludes our
work and identifies potential further work.

2 Scenario and Ontology Definition

A concept definition, along with its relations and others if they exist, is more
likely to be described in a taxonomy structure. In this paper, we follow the def-
inition that the taxonomy tree which is a typical organisation to describe an
ontology. We define an ontology which specifies a domain model, T, in terms of
concepts and relations, as a tuple in the form of (C, R, L, E), where C stands
for a set of concepts including abstract concepts and primitive ones (sometimes
called attributes) where abstract concepts include sub-concepts, while primitive
ones are the baseline of people’s knowledge of that domain; R defines binary
relationships such as is-a, part-of, and instance-of; L is a set of logic opera-
tors such as “∧”, “∨” and “¬”; E may be either “=” or “⊆” to specify relations
between concepts. DeMorgan’s laws are used to deduct expressions to only in-
clude conjunction and negation operators. We may simply notate ontology O as:
O =

⋂m,n
i,j=1 Ri

j · Ci
j under model T. ∀ concept Cj , Cj :=

⋂n
j=1 Ri

j · Ci
j , where

“:=” might be “=” or “⊆” according to T. Generally speaking, it is “=” except
where “⊆” is specified. So we use formula Cj =

⋂n
j=1 Ri

j · Ci
j in the following

except where “‘⊆” is specified. This formula implies that each concept might be
decomposed into sub-concepts until primitive concepts in forms of Ci

j associated
with relations Ri

j . It means that it can be described with the part-of relation
in the end. In that way, all those sub-concepts are combined by operator “

⋂
”

corresponding to the logical expressions in the conceptual model under a specific
domain theory.
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3 Ontology Management Based on Agent Interaction

Agents in a MAS may not share common goals, which more or less require run-
time coordination of their activities and cooperation with others rather than
hard-coded strategies at design-time. Bearing these in mind, we will investigate
interaction protocols in process algebra and related issues in more detail in the
following subsections.

3.1 Process Algebra as Interaction Model

An agent can perceive any change of environment [10] rather than being deaf-
and-dumb during the operation. The interaction is likely to be described in a
way of information flowing with certain restriction between interested agents.
Two main types of actions are sending and receiving for a given communication
point:

a(x).P : meaning the action of sending the value along the point
a(x).P : meaning the action of receiving the value along the point

Let a, b, . . . , z be a set of variables, information values, and interaction points,
i.e. the name in process algebra; and P , Q, . . ., which are elements of process set
P . We assume that process set P represents the agents involved ranged over by
P , Q, . . ., and the syntax of basic process algebra is defined as:

P ::= α.P Prefix

P + Q Sum

P |Q Parallel

0 Nil

(νx)P Restricting

where α is the prefix of sending and receiving ranging over a(x) and a(x). Five
basic constructors are prefix α.P , sum P+Q, parallel composition P |Q, the empty
agent 0, and restricting (νx)P , respectively. The purpose of describing reflections
on each agent in a negotiation setting is achieved by defining the deduction rules
that governing the negotiation process at run-time. Just as traditional process
algebra [1], deduction operator “→” over agents like P → Q means that agent
P can send a message, and agent Q can receive it on the basis of interactions
between agents. In this respect, interactions between agents can be modeled
by process algebra to highlight an agent’s reflection and effects of interaction,
and how it affects an agent’s next action. By saying so, we attempt to describe
agents’ interactions by using process algebra. Before proceeding, in general, the
interaction between two agents is defined as: a(x).P |a(y).Q → P |Q{x/y}. Pro-
cess a(x).P sends information x, through point a. After the information has
been sent out, a(x).P becomes process P . P is the continuation of a(x).P . In
parallel, process a(y).Q receives that information through point a to transform
to Q{x/y}, with information y substituted by information x via point a. The
process algebra has its richness of mathematics. However, we are interested in
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the use of the notion for information flowing between agents in a particular
negotiation setting.

Before we start to discuss this work, it is worth defining utility functions to
tell agents how “good” the current result/state is. In terms of the result/state, as
we assume that an agent is proactive, it should act in the direction of maximizing
its welfare at each stage of a process, obviously, by considering environment
changes. In this approach, we adopt a utility function defined in [10] as: u : Ω →
�, where Ω = {ω1, ω2, . . .} of states that agents have preferences over. For two
elements ω and ω′, if ui(ω) > ui(ω′), then we say ω is preferred by agent i at
least as much as ω′. Every agent is willing to adopt a good strategy to maximize
its expected utility. Clearly, optimal agent action Agoptimal which leads to the
best performance under a certain circumstance is defined as:
Agoptimal = arg maxAg∈AG

∑
ω∈Ω u(ω).

In addition to the interaction model on the basis of process algebra, how to
solve conflicts or misunderstandings in a MAS is another issue that needs to be
addressed. In the next, we will discuss the negotiation and negotiation strategies.

3.2 Negotiation Mechanisms

Negotiation in a MAS includes a negotiation set, a protocol, a collection of
strategies, and rules [10]. Negotiation aims to eliminate conflicts/inconsistency
to reach an agreement about specific negotiation issues. Obviously, efficient in-
dividual negotiation strategies in the correct direction of achieving the goal are
at the heart at this stage. Normally a strategy is private, i.e., each agent has its
own strategy profile which is invisible to other agents. In contrary to reaching
an agreement for a price or shipping time, term negotiation here is an open cry
setting to reach the agreement if conflicts in understanding each other occur.
The negotiation strategy used is the strategic-negotiation model based on Ru-
binstern’s model of alternative offers [9]. In the strategic negotiation model, a
set of agents is defined as AG = {Ag1, Ag2, . . .}. It is assumed that the agents
can take actions defined as Ac = {α1, α2, . . .}, which are available from agents’
action repertoire in a time sequence set T = {0, 1, 2, . . .}, that is known to the
agents. A sequence set is defined as S = {s1, s2, . . .}, corresponding to the time
sequence. ∀t ∈ T of a negotiation period, if negotiation is still going on with-
out any deal reached, the agent, with its turn to make an offer at time t, will
suggest a possible agreement with other agents which may choose one of the
following three answers. Each of them may either accept an offer by choosing
(Yes), reject an offer by choosing (No), or opt out an offer by choosing (Opt)
of negotiation. If the offer is accepted by all agents, negotiation is terminated
and then followed by implementation. Let O = (Cindex, t) be the offer that an
agent makes at time period t, where Cindex denotes the subgraph of a certain
ontology hierarchy. Generally speaking, in order to reach an agreement in ontol-
ogy management, simply choosing either Yes, No, or Opt is insufficient. For the
purpose of providing more information in each negotiation round, the spectrum
of the feedback state is extended to include the following activities:



Agent-Based Approach for Dynamic Ontology Management 5

– state 1: No. Implicitly, it may choose either one from the following three: (1)
I really do not know; (2) I know something about it; (3) I know.

– state 2: Agree to a certain degree. it provides this feedback with an ap-
proximate percentage to enable the agent’s opinion.

– state 3: Yes. It one hundred percent agrees with a specific negotiation issue
suggested by the agent who is currently making an offer.

– state 4: Opt out. If at least one of the agents opts out of the negotiation,
then the negotiation ends.

The process is shown in Figure 1, where each agent has its own strategy pro-
file decided by its individual global view at certain period. On the left part of
Figure 1, the interaction between agents is presented by process algebra like de-
duction rules. For simplicity, only two agents/processes (in a MAS we assume
that the agent conducts the process, so we use them interchangeably) are shown.
Generally speaking, interactions between agents can be depicted by parallel com-
position process P |Q with P, Q ∈ P . Any reflection from the previous or current
round will affect an agent’s next action. The negotiation process is shown on the
right part of Figure 1.

Legend:

: the agent who is in turn to  make

an offer

: the agent to provide an answer
corresponding to the proposed

offer

a.P P’ P” ...

a.Q Q’ Q”
...

P
 | QQ

 | 
P

Fig. 1. Negotiation process - strategy determined by interactions and agent’s status

The process is thus described as a restricted token passing cycle with each
agent making offers in turn, but other rational agents provide feedback (posi-
tive/negative) as much as possible. According to the above discussion, the offer
proposed is defined as: O = (x, O), where x means the current agent’s agreement
upon a specific concept in the fashion of percentage. We are interested in reflec-
tions between agents at certain time period t. We will discuss agent interaction
and its effect on the basis of process algebra next.

3.3 Agent Interaction

Misunderstanding is happening on the basis of both internal processes and ex-
ternal interactions. Process algebra is used to abstract the agent interactions in
the face of exploration behaviours in MASs from a high level. In terms of the
internal process, the grammar of agent P is defined as: α1.P1 + α2.P2 + . . . + 0.
We mentioned that agent P denotes its corresponding process as well. Accord-
ing to the syntax of basic process algebra, the process arrives its continuation
after execution. We also consider that the agent reaches its continuation. Only
when the process reaches 0, meaning no longer an activity to its environment,
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the process stops. On the contrary, the vision of agent’s interactions is known
as any agent P acting as sending a message, while another agent Q perform-
ing complementary action of receiving a message to continue its process. Thus
the interaction is most likely be defined as: α.P |α.Q, where α is the prefix of
sending/offering and receiving ranging over a(x) and a(x).

To the end, we have the following syntax rule of interactions in a negotiation
system, where Agi = (α1.P1 + α2.P2 + . . . + 0), and i ∈ N.

SettingNeg = Ag1|Ag2| . . .

4 Strategy Profile in VO

(1) Pre-VO Formation Agreement. During this stage, from a loosely coupled
net to becoming a closely coupled one, agents are strictly competitive within a
boundary but cooperative across boundaries for the reason that each one wants
to be successful in entering the next stage. By saying strictly competitive, we
mean a scenario of zero-sum, namely, ∀ω ∈ Ω, ui(ω) + uj(ω) = 0.
(2) During-VO Agreement. Rather than strictly competitive, during this
stage agents are cooperative and negotiation is in an environment of open cry.
It is closely coupled at this stage. An agent will choose a “good” strategy to
maximize its utility but no one has motivation to deviate and use another strat-
egy because strategies used by agents are in Nash equilibrium [7]. Let Sk

i,j , a
jth suggestion at round i by the kth agent, Ak

i,j , a jth answer at round i by
the kth agent in percentage according to states defined in Subsection 3.2 with
only exception of the Opt out occurrence. In term of Nash equilibrium, suppose
(Sk1

i,j , Sk2
i,j , . . .) are strategies in Nash equilibrium for agent k1,k2,. . . and so on,

when an agent, for example k1, chooses to play some other strategy, say S
k′
1

i,j ,
agent k1 is likely to be worse than it would be if it plays Sk1

i,j . By saying so,
the feedback is therefore defined as (Ak

i,j · Sk
i,j). Such kind of tracks will be kept

by the agent who is in turn to make an offer at time period t. The negotiation
terminates when all of agents’ responses meet the defined criteria in negotiation
setting. For example, in a VO where the main purpose is to catch the meaning
of a concept, the rule to terminate the negotiation looks like:
R 1: every other agent reaches 90% or above agreement on a certain concept
meaning.

Generally speaking, rational agents will not tell a lie if they really know an-
swers of a specific negotiation issue or they know a little of it(in percentage).
The negotiation proceeding to time period t + 1 is said that no agent has cho-
sen Opt out but conflicts or misunderstandings still exist. Being aware of the
reflection of other agents is critically important before any action for ontology
management is taken. Although direct linkages are not explicitly stated in a VO,
the sphere of direct influence is easy to be identified according to a particular
business scenario. Moreover, tracks of other agents’ responses are kept by the
agent who offers an suggestion for a specific negotiation issue. There is no prob-
lem for this kind of information available in case it is needed.
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(3) Post-VO Ontology Management. There is no more negotiation in solv-
ing misunderstanding of a particular concept in the post-VO stage. This stage
is catering for ontology management. Suitable answers in forms of (Ak

i,j · Sk
i,j)

for suggestion/offer Sk
i,j could be selected based on the selection criteria of the

agent and the feedback from others.

5 Conclusions and Future Work

We have proposed that interaction in the process algebra model symbolises the
information flowing between agents and what impacts on agents. Each agent’s
strategy profile is determined by the feedback/environment and its current local
global view. The novelty of our work lies in that we have highlighted the moti-
vation of why ontology management is needed and how it adapts in accordance
with the ontology evolving cycle. In addition, we have developed strategies to
reflect the dynamic changes in it. Finally, as an key word in multi-agent sys-
tems, the interaction has been discussed throughly in both the mathematical
and graphical aspects.

Although the approach in this paper is a promising way to run-time ontology
management or even further to Semantic Web, some issues, such as evaluating
the proposed negotiation strategies and developing relevant tools to support
run-time ontology management, need to be further addressed.
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Abstract. In a multiagent system agents negotiate with one another to distribute
the work in an attempt to balance the incompatible goals of optimising the qual-
ity of the result, optimising system performance, maximising payoff, providing
opportunities for poor performers to improve and balancing workload. This dis-
tribution of work is achieved by the delegation of responsibility for sub-processes
by one agent to another. This leads to estimates of the probability that one agent
is a better choice than another. The probability of delegating responsibility to an
agent is then expressed as a function of these probability estimates. This appar-
ently convoluted probabilistic method is easy to compute and gives good results
in process management applications even when successive payoff measurements
are unpredictably varied.

1 Introduction

Process management is an established application area for intelligent systems [1] [2].
Rule-based systems can manage production workflows, and multiagent systems are
well-suited to manage the more complex goal-driven and emergent (or, knowledge-
driven) processes. A multiagent system [3] manages the range of business processes
from production workflows to high-level emergent processes. In that system each agent
represents the interests of either a human player or a system resource such as a corporate
database.

The way in which a process management system attempts to address corporate pri-
orities may lead to conflicting goals. Here, agents negotiate with one another to dis-
tribute the work by delegating responsibility for a sub-process to another agent. Ne-
gotiation is conducted using contract nets with focussed addressing [4]. An agent who
wishes to delegate responsibility announces the sub-process and any constraints on it.
Other agents respond with bids for the work that are composed of values for a predeter-
mined set of payoff measures. The receiving agent then evaluates these bids in the light
of its own experience in dealing with each agent. Each agent is responsible for bring-
ing the sub-processes for which it is responsible to a satisfactory conclusion within
the agreed sub-process constraints [5]. This delegated responsibility may be further
delegated — at least in part — to other agents. The responsibility delegation problem
belongs to the class of resource allocation games which are inspired by the ‘El Farol
Bar’ problem — [6] describes recent work in this area.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 23–29, 2005.
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2 Delegation

A delegation strategy is a mechanism for deciding who to give responsibility to for
doing what. If agent X0 wishes to delegate responsibility for part of a process then it
does so in three steps. First X0 announces a proposal to a focussed subset of n agents
in its community {X1, . . . , Xn} who are candidates for the delegation. Second X0 re-
ceives bids from these n agents. Third X0 chooses an agent from this set. So agent X0’s
delegation strategy will simply determine which of these n agents is to be the “lucky
one”. The strategies considered here achieve this indirectly by determining instead n
probabilities {P1, . . . ,Pn} where Pi is the probability that the i’th agent will be se-
lected, and

∑
i Pi = 1. The choice of the agent to delegate to is then made with these

probabilities. By expressing the delegation strategy in terms of probabilities, the agents
have the flexibility to balance conflicting goals, such as achieving process quality and
process efficiency.

P(Xi 	) denotes the rank of agent Xi. Rank is “the probability that agent Xi is
the ‘best’ choice of agent, chosen from {X1, . . . , Xn}, to delegate responsibility to”. A
delegation strategy is a set {P1, . . . ,Pn} where

∑
i Pi = 1. The delegation strategies

described here are determined by: Pi = f(P(Xi 	)) for some function f that pre-
serves the constraint

∑
i Pi = 1. So given that there is some means of determining the

P(Xi 	) the question of which is the ‘best’ delegation strategy reduces to which is the
best choice of function f . The choice of function f is in addition to, and independent
of, the way in which agent X0 chooses to specify P(Xi 	) .

The probabilities P(Xi 	) are calculated at the time at which the delegation is
made. The basis for determining these probabilities includes:

– objective (historic) measurements of prior performance
– estimates of future performance
– subjective estimates

for individual agents, and for the effectiveness of the interactions in particular groups of
agents. We assume that for each of the n agents, these measurements and estimates can
be combined to give a single expected payoff vector for each agent νi. There is no need
to be over prescriptive on the form of this vector — in the examples discussed below
the vector is a pair of numbers representing the expected mean and expected standard
deviation of the payoff for each agent. We do assume however that the payoff vector
contains sufficient information to estimate the probability that one agent is expected to
deliver higher payoff than another in some sense by the agent X0.

Delegation strategies used by humans can be quite elementary; delegation is a job
which some humans are not very good at. A delegation strategy attempts to balance
conflicting principles including: maximising payoff, maximising opportunities for poor
performers to improve, and balancing workload. Payoff is some combination of: the
expected value added to the process [7], the expected time and/or cost to deal with the
process, and the expected likelihood of the process leading to a satisfactory conclusion
[8], whilst satisfying the process constraints. The next section discusses the sorts of
payoff measures and estimates that are available, and that are combined to give a value
for the expected payoff vector νi for each agent. These measurements are then used by
agent X0 to determine P(Xi 	), and then in turn to determine the delegation strategy
{Pi}.
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3 Payoff: {νi}
Agent X0 continually measures the performance of itself and of other agents in the
system. The agents in the process management system are based on a hybrid BDI ar-
chitecture [9] and are built in Jack. For each goal that an agent is committed to, the
agent must choose a plan to achieve it. These plans may involve delegation. The payoff
measures together form one class of input to the process for estimating the set of ranks
{P(Xi 	)} which is described in Sec. 4.

There are five measures for agent X0. Three are: time, cost and likelihood of success
which are attached to all of its plans and sub-plans. The remaining two are value and
delegate parameters that are attached to other agents. Time is the total time taken to
termination. Cost is the actual cost of the of resources allocated. For example, if an
agent has a virtual document in its ‘in-tray’ then the time observation will be the total
time that that document spent with that agent, and the cost is derived from the time
that the agent — possibly with a human ‘assistant’ – actually spent working on that
document1.

The three measures time, cost and likelihood of success are recorded every time a
plan or delegation is activated for a goal. This generates a large amount of data whose
significance can reasonably be expected to degrade over time. Rather than record the
raw data it is summarised using the geometric mean. Given a set of observations {obi}
where ob1 is the most recent observation:∑n

i=1 αi−1 × obi∑n
i=1 αi−1

is the geometric mean where α is some constant, 0 < α < 1. If α = 0.85 then “every-
thing more than twenty trials ago” contributes less than 5% to the geometric mean. If
α = 0.70 then “everything more than ten trials ago” contributes less than 5% to the ge-
ometric mean. This method of summarising the observations does not take into account
the time at which the observations were made, or the amount of time that has elapsed
between observations. If this is an issue then the definition of the geometric mean is
modified. If the observations {obi} for some parameter p are drawn from a symmetri-
cally distributed population then the geometric mean gives a point estimate of the mean
of the population μp. The geometric mean is preferred to the (conventional) mean be-
cause by paying more attention to recent observations it adapts to fundamental changes
in the population. Further, if these observations are drawn from a normal population
then: ∑n

i=1 αi−1× | obi − μp |∑n
i=1 αi−1

is a (geometric) estimate of
√

2
π times the standard deviation of parameter p, σp. Where

the constant α is determined empirically as described above. We now assume that the
parameters time and cost are normally distributed. Theoretically this is a radical as-
sumption. Practically it is “not unreasonable”, and is highly desirable because the geo-
metric means are updated with the simple formulae:

1 Cost here does not refer to costs incurred by the plan
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μpnew = (1− α)× obi + α× μpold

σpnew = (1 − α)× | obi − μpold
| +α× σpold

with starting values μpinitial
and σpinitial

. The likelihood of success observations are
binary – ie “success” or “fail” – and so the likelihood of success parameter is binomially
distributed, which is approximately normally distributed under the standard conditions.

Finally, consider measurements of the delegate parameter for each agent. This pa-
rameter is a pair of related parameters. First, win

i is the amount of work delegated to
agent i in a given discrete time period. Second, wout

i is the amount of work delegated
by agent i in the same discrete time period. In a similar way to time and cost, the mean
delegate estimate for agent Xi is made using
delegatenew = (1 − α)× wi + α× delegateold,
where wi is the most recent observation (either delegations ‘in’ or delegations ‘out’) for
agent Xi. In this formula the weighting factor α is chosen on the basis of the number of
individuals in the system, and the relationships between the length of the discrete time
interval and the expected length of time to deal with the work. The two components
of the delegate parameter do not represent workload. For example, if responsibility
is delegated and then re-delegated, the delegate in estimate of the first individual is
not reduced. The delegate parameter is used by delegation strategies that address the
frequency with which agents accept responsibility for doing things, and the frequency
with which agents ask for assistance. The two components of the delegate parameter
are not normally distributed and the standard deviation is not estimated. The delegate
and value estimates are associated with individuals. The time, cost and likelihood of
success estimates are attached to plans and delegations.

The three parameters time, cost and likelihood of success are assumed to be nor-
mally distributed subject to “all things being equal”. One virtue of the assumption of
normality is that it provides a basis on which to query unexpected observations. Having
made observation obi+1 for parameter p, estimates for μp and σp are calculated. Then
the next observation, obi, should lie in the confidence interval: (μp ± α × σp) to some
chosen degree of certainty. The set of observations {obi} can progressively but gradu-
ally change without individual observations lying outside this confidence interval; for
example, an individual may be gradually getting better at doing things. But if an obser-
vation lies outside this confidence interval then there is grounds, to the chosen degree
of certainty, to ask why it is outside.

The measurement obi may lie outside the confidence interval for various reasons.
If the reason Γ is to be taken into account then some forecast of the future effect of
Γ is required. If such a forecast effect can be quantified perhaps by simply asking an
agent — then the perturbed values of {obi} are corrected to {obi | Γ} otherwise single
perturbed values are ignored.

4 Rank: {P(Xi �)}
Delegation of responsibility is achieved through negotiation during which agents are
invited to express an interest in doing something. This negotiation uses contract nets
with focussed addressing [4]. The use of a multi-agent system to manage processes
expands the range of feasible delegation strategies.
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A bid consists of the five pairs of real numbers (Constraint, Delegate, Success,
Cost, Time). The pair Constraint is an estimate of the earliest time that the agent could
address the taskie ignoring other non-urgent things to be done, and an estimate of the
time that the agent would normally address the task if it “took its place in the queue”.
The pair Delegate is estimates for total delegations “in” and total delegations “out”.
The pairs Success, Cost and Time are estimates of the mean and standard deviation of
the corresponding parameters as described above. Each bidding agent is assumed to
be honest in reporting these constraint, delegate, success, time and cost estimates. The
receiving agent X0 then:

– attaches a subjective view of the Value of each bidding agent to that agent’s bid;
– assesses the extent to which a bid should be downgraded — or not considered at all

— because it violates or threatens process constraints;
– evaluates each bid — which may have been downgraded — by applying a function

g0 to (Value, (Constraint, Delegate, Success, Cost, Time)), and
– calculates the rank P(Xi 	) for each of the bidding agents.

If there are no acceptable bids then the receiving agent “thinks again”.
The method described above estimates the probability that one agent is a better

choice than another. It may be extended to estimate the probability that one agent is a
better choice than a number of other agents. For example, if there are three agents to
choose from, A, B, and C, then:
P(A 	) = P((A 	 B) ∧ (A 	 C)) = P(A 	 B)×P((A 	 C) | (A 	 B))
The difficulty with this expression is that there is no direct way of estimating the second,
conditional probability. This expression shows that:
P(A 	 B)×P(A 	 C) ≤ P(A 	) ≤ P(A 	 B)
By considering the same expression with B and C interchanged:
P(A 	 B)×P(A 	 C) ≤ P(A 	)
P(A 	) ≤ min[P(A 	 B),P(A 	 C)]
So for some τA ∈ [0, 1]:
P(A 	) = P(A 	 B)×P(A 	 C)+

τA × [min[P(A 	 B),P(A 	 C)]−P(A 	 B)×P(A 	 C)]
Similar expressions may be constructed for the probabilities that B and C are the best
agents respectively. This is as far as probability theory can go without making some
assumptions. To proceed assume that: τA = τB = τC = τ ; this assumption is unlikely to
be valid, but it should not be “too far” from reality. Either A or B or C will be the best
plan, so the sum of the three expressions for the probabilities of A, B and C being the
“best” plan will be unity. Hence:
τ = 1−d

q−d where:
d = [(P(A 	 B)×P(A 	 C)) + (P(B 	 C)×P(B 	 A))+

(P(C 	 A)×P(C 	 B))]
q = [min[P(A 	 B),P(A 	 C)] + min[P(B 	 C),P(B 	 A)]+

min[P(C 	 A),P(C 	 B)]]
This expression for τ is messy but is easy to calculate. The probability that each of the
three agents A, B and C is the “best” choice is P(A 	), P(B 	) and P(C 	).
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5 Strategy: {Pi}
Each agent determines its own delegation strategy that it uses to evaluate bids and man-
age the delegation process. This section describes various functions f as defined in
Sec. 2. In doing this the agent has considerable flexibility first in defining payoff, deter-
mining rank and in specifying the strategy itself.

Given a sub-process, suppose that we have some expectation of the payoff νi as
a result of choosing the i’th agent from the set of candidates {X1, . . . , Xn} to take
responsibility for it, and of the probability P(Xi 	) that Xi is the best choice. A
delegation strategy at any given time is a set S = {P1, . . . ,Pn} where Pi is the prob-
ability of delegating responsibility at that time for a given task to agent Xi chosen from
{X1, . . . , Xn}. The method then selects an agent/task pair stochastically using the del-
egation strategy.

Four delegation strategies are described. If agents’ community culture is to choose
the agent whose expected payoff is maximal then the delegation strategy best is:

Pi =

{
1
m ifXi is such that P(Xi 	) is maximal

0 otherwise

where P(Xi 	) means “the probability that Xi will have the highest payoff” and m
is such that there are m agents for whom P(Xi 	) is maximal. In the absence of any
other complications, the strategy best attempts to maximise expected payoff. Using this
strategy, an agent who performs poorly may never get work. Another strategy prob also
favours high payoff but gives all agents a chance, sooner or later, and is defined by
Pi = P(Xi 	). The strategies best and prob have the feature of ‘rewarding’ quality
work (ie. high payoff) with more work. If community culture dictates that agents should
be treated equally but at random then the delegation strategy random is Pi = 1

n ∀i.
The strategy random completely ignores the bids. If the community culture dictates

that each task should be allocated to m agents in strict rotation then the delegation
strategy circulate is:

Pi =

{
1 if this is the j’th trial and i ≡ j (modulo n)
0 otherwise

The strategies random and circulate attempt to balance workload and ignore expected
payoff. The strategy circulate only has meaning in a fixed population, and so has limited
use.

A practical strategy that attempts to balance maximising “expected payoff for the
next delegation” with “improving available skills in the long term” could be constructed
if there was a model for the expected improvement in skills — ie a model for the rate at
which agents learn. This is not considered here. An admissible delegation strategy has
the properties:
if P(Xi 	 ) > P(Xj 	) then Pi > Pj

if P(Xi 	 ) = P(Xj 	) then Pi = Pj

Pi > 0(∀i) and
∑

i Pi = 1
So the three strategies best, random and circulate are not admissible.
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An admissible strategy will delegate more responsibility to agents with a high prob-
ability of having the highest payoff than to agents with a low probability. Also with an
admissible strategy each agent considered has some chance of being given responsibil-
ity. The strategy prob is admissible and is used in the system described here.

To generalise the above, suppose that an agent selects a strategy from the infinite
variety of admissible strategies: S = δ× best + ε× prob+ φ× random+ γ× circulate
will be admissible if δ, ε, φ, γ ∈ [0, 1], δ + ε + φ + γ = 1 and if ε > 0. This leads
to the question of how to select a strategy. As circulate is only meaningful in stable
populations it is not considered here. Real experiments to evaluate delegation strategies
are just not viable. Laboratory simulation experiments are cheap and indicate how the
strategies should perform.

Using three basic built-in strategies, the agent then specifies a delegation strategy
for the chosen definition of payoff. In this way the agents handle sub-process delegation
automatically. The system has been trialed on applications in a university administra-
tive context and in an eMarket. Three delegation strategies [δ = 0.5, ε = 0.5, φ = 0],
prob and [δ = 0, ε = 0.5, φ = 0.5] represent varying degrees of the “aggressive pur-
suit of payoff” and have been declared “reasonable” in limited trials. The method is
easy to compute and gives good results in process management applications even when
successive payoff measurements are unpredictably varied.
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Abstract. This paper presents a model of a learning mechanism for sit-
uated agents. The learning is described explicitly in terms of plans and
conducted as intentional actions within the BDI (Beliefs, Desires, Inten-
tions) agent model. Actions of learning direct the task-level performance
towards improvements or some learning goals. The agent is capable of
modifying its own plans through a set of actions on the run. The use
of domain independent patterns of actions is introduced as a strategy
for constraining the search for the appropriate structure of plans. The
model is demonstrated to represent Q-learning algorithm, however dif-
ferent variation of pattern can enhance the learning.

1 Introduction

The term machine learning usually refers to the ability of a computer program
to improve its own performance with experiences based on a performance mea-
sure [7]. One can view the learning as an extensive search for the appropriate
knowledge that can be used to fulfill the performance measure criterion. The
searching can be done in many ways such as manipulating connections, sta-
tistical measures, inductions, or analytical inferences. The result of the search
process represents some regularities of the sampled experiences. Consequently,
a situated agent should learn by identifying regularity from its experience in
interacting with the environment. The agent then would reconfigure its own
knowledge accordingly to reach certain criteria.

Dealing with changing circumstances has been a major issue in building
situated rational agents. The BDI (Belief-Desire-Intention) agent architecture
is a model for building agents which addresses the bounded rationality issue:
deciding to do something in the environment, where time is limited, knowledge
is inadequate, and resources are scarce. The BDI agent model provides a high-
level programming abstraction for developing goal-directed reactive agents [9].
It has been formalized [2, 10, 13] and successfully applied in many domains of
application with several types of frameworks and development tools(e.g. PRS,
JACK, JAM) [4–6].

On the other hand, learning is not much considered in the BDI model. In-
spired by philosophical concepts of intentions and practical reasoning [1], the
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BDI agent operates by executing plans as sequences of actions while deliberat-
ing. Unlike traditional planning, plans are not built from scratch each time the
agent faces problems but they are pre-specified prior to the agent’s execution.
This approach makes the agent reactive and responsive to the changes in the
environment within the limits of the pre-specified plans. It avoids planning time
which could make the agent lag behind as significant changes happen during the
planning. The adaptation is considered mostly on the issue of how the agent
deliberates when certain events happened in the environment, but plans are still
fixed inside their own repository.

This paper introduces a model of learning in BDI agent which conforms with
the principle of bounded rationality. Learning is regarded as pre-specified plans
executed in goal-directed but reactive manner. Furthermore, it is suggested that
patterns of actions in plans can be used as heuristics to enhance learning. The
patterns are domain independent cues which can guide the process of acquiring
knowledge about regularities in the agent’s interaction with the environment.
Examples of the model show that Q-learning, a commonly-used reinforcement
learning algorithm, can be described as plans in a BDI agent. However, it is also
revealed that a standard way of modeling situation in Q-learning is insufficient
for dealing with a dynamic environment. A work around by applying presumed
patterns of actions can be used to reduce the complexity of the learning. A
preliminary experiment has been conducted which demonstrates those matters.

2 The Agent Model

The BDI agent architecture is based on an intuitive model of human practical
reasoning which capture changing states of reasoning in terms of explicit notions
of beliefs, goals or desires, and intentions, about what actions should be taken
next. The beliefs can be regarded as a database of facts representing states
about the world that the agent realizes. Depending on the situation, the content
of beliefs can be false or subject to change. Goals or desires represent states
that the agent wants to bring about. Based on beliefs, the agent selects the most
achievable goal to be realized and creates intention as a form of commitment
towards executing actions that leads to the goal. The actions taken are based on
plans as specifications of actions sequence to achieve the goal. For each execution
cycle, the agent’s reasoning is based on the interactions between those attributes.

The BDI agent architecture can be implemented as an interpreter. The inter-
preter goes through cycles of observing the environment, deliberating intentions,
and executing actions. Desires or goals are obtained from pre-defined specifica-
tions or from external sources (such as requests from the user or particular
events in the environment). When certain events occur implying changes in be-
liefs, plans applicable to those beliefs and goals are triggered. Some of these
applicable plans then are selected and put on the intention structure. Finally,
the interpreter selects an action from the root of the intention structure and ex-
ecutes it which results in either performing a primitive action, changing beliefs,
or establishing new goals.
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A plan generally specifies how to fulfill a particular goal at a certain condition.
It has some specifications of the invoking goal and conditions which can make it
applicable. The plan also has a body which describes the sequence of actions or
procedure to be executed. A plan is successfully executed when all its intended
actions are executed successfully. A plan or an action failure is inherently handled
in the BDI mechanism by applying another applicable plan or dropping the goal
and assuming that the goal can not be achieved. A plan can have other types of
attribute like implied effects, failure handler, utility, or cost.

In the PRS (Procedural-Reasoning-System) architecture [6], one implemented
BDI agent architecture, the process of deliberation and selection can be handled
by meta-level plans. Meta-level plans are represented in the same way as domain-
level plans. However, they operate on the agent’s internal conditions like beliefs,
goals, intentions, and plans themselves. A meta-level plan can represent complex
decision-making and planning procedures. With the same kind of representation
as any other plan, the execution of a meta-level plan can be interleaved with
others as they all depend on the intention structure. We adopt this meta-level
perspective for learning.

3 The Learning Model

This paper suggests that learning in BDI agent can be driven by meta-level plans.
The idea is that meta-level plans are not used only for controlling deliberation
and means-end reasoning but also to monitor executions of other plans and
to adjust them when necessary. In contrast with other existing approaches of
making BDI agents learn [3, 8], this approach put learning as deliberated reactive
reasoning. Changes made from the learning would include updates on beliefs and
plans.

The learning in the BDI agent is assumed to be conducted by monitoring
experiences for certain patterns or regularities through events and the intention
structure, and then accordingly manipulating plans to get a better performance.
The process of monitoring and plan manipulation are driven by meta-level plans.
The meta-level plans are not only invoked when the time for deliberation has
come, but they can also be pursued when the domain-level plans are still running.

To enable such kind of learning with meta-level plans, several types of oper-
ators which support learning can be defined as follows:

1. Monitoring operators. This type of operator is used for monitoring events
and intention properties at runtime. The operators must be able to capture
events which indicate changes in the intention structure and their references
to corresponding beliefs, goals, and plans.

2. Plan construction and revision operators. This type of operator is used
for manipulating the content of plans in the plan repository. The operators
can access all parts of a plan and manipulate them. They can be used also
to construct a new plan from scratch.
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3. Deliberation operators. This type of operator supports the deliberation
process. There are operators that retrieve plans from the plan library based
on some conditions of goals, beliefs, or intentions. There are also operators
that select and bind a plan from given applicable plans based on certain
criteria and put it on the intention structure.

Using those types of learning operator together with the expressive power
of plan representation, any type of learning algorithm can be specified within a
BDI agent. However, it is suggested that the process of learning goes through
these steps:

1. Generate a hypothesis. In the execution of the meta-level plan, a hypoth-
esis is made which assuming certain patterns of condition that will occurs in
the environment or in the internal state of the agent.

2. Test the hypothesis. The hypothesis created is tested for its occurrences.
The process of testing could involve steps waiting for certain events, or query-
ing beliefs.

3. Change or create plans. After the hypothesis is confirmed, a plan can
be constructed or revised. The construction or revision includes updating
plan attributes (goals, precondition, context, effects, failures, etc.) or the
procedural description in its body.

The performance measure to be improved can be explicitly specified as learn-
ing goals. These goals will invoke learning plans when certain conditions occur.
In this way, learning is also treated as any other plan which can be deliberated
and interleaved with each other. For example, Q-learning, as one of the most
common approaches to reinforcement learning[12], can be specified to have an
objective of maximizing rewards. The result of the learning process will be the
optimal policy π∗ for selecting action a from a certain state s:

π∗(s) = argmax
a

Q∗(s, a) (1)

To obtain the Q-function for the optimal policy, an update rule can be defined
as follows:

Q(si, ai) ← ri + γ max
a∈A

Q(si+1, a) (2)

in which ri is the immediate reward from the environment after doing action ai

from state si, and γ is the discount factor that represents the relative importance
of future rewards. The equation and rule of Q-learning shows that the learning
will incrementally fills up a Q-table specifying optimal paths from any state to
a direct rewarding state.

It is also possible to describe learning that exhibit the properties of Q-learning
as a plan. The reward can be based on whether or not the plan execution has
reached the goal. Successful execution will give a positive reward and a failure
will produce the negative one. A performance measure can be obtained by setting
up a reactive plan that always compare the sum of positive and negative rewards.
The learning plan will be invoked when the measure reach a certain level. In this
case, there must also be some pre-existing plans representing default actions.
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The learning, firstly, must generate some hypotheses. A hypothesis frames
some expectations about patterns that can occur on the agent activities. Patterns
for the Q-learning describes the structure of plan bodies that will be generated
from the learning process. Fig. 1 shows two patterns of Q-learning in UML
activity diagram which describe the structure of plans that will be generated. In
part (i) of Fig. 1, the structure of a plan that maps state s to the goal state x
through the action a is shown. The part (ii) of Fig. 1 shows the structure of a
plan that maps intermediate state s′ to another state s through action a′. The
plan will also recursively establishes x as its new subgoal. These patterns also
imply that each plan generated resembles each entry on the Q-table.

aGoal: Achieve xGoal: Achieve x

Precondition: sPrecondition: s

X holdsX holds

a’Goal: Achieve xGoal: Achieve x

Precondition: s’Precondition: s’

S holdsS holds

Goal: Achieve x

(i)

(ii)

Fig. 1. Patterns for standard Q-learning

Secondly, the learning plan must recognize the hypothesis by monitoring
events and changes in the environment and the intention structure. Finally, once
a pattern is recognized a new plan can be created or an existing one can be
modified depending on the procedural description on the corresponding meta-
level plan. Fig. 2 shows a meta-level plan for creating plans based on the patterns
for Q-learning plans. It must be admitted that some detail aspects of Q-learning
(e.g. Q-values updates) are still not considered. However, it is assumed that those
aspects can be handled by describing more complex patterns.

Although Q-learning can be implemented within the BDI agent, a problem
still remains in finding the appropriate representation for states. An empirical
investigation with a simple simulation discussed on the next section reveals that
problem. In changing situations, attributes from the environment are still not
sufficient to make the learning converge. The state must include all aspects of
the environment combined with responses from environment after conducting
certain actions.

To hinder from the combinatorial explosion in number of states, the plan
representation in BDI agent can provide a way around. Instead of strictly adopt
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Wait 
Intend(G,p)
Wait 
Intend(G,p)

Goal: Achieve 
Improved G
Goal: Achieve 
Improved G

Wait done(G,p)Wait done(G,p)

Wait 
Intend(G,p’)
Wait 
Intend(G,p’)

Wait done(G,p’)Wait done(G,p’)

Obtain s

Create new plan p’

Create new plan p’’

[p success]

[p fails][p’ success]

[p’ fails]

Create plan p’ using pattern (i) for the body. Use G as 
the plan goal, s as precondition, and p as action in the 
body

Create plan p’ using pattern (i) for the body. Use G as 
the plan goal, s as precondition, and p as action in the 
body

Create plan p’’ using pattern (ii)Create plan p’’ using pattern (ii)

Fig. 2. The meta-level procedure for Q-learning

the pattern from some ad-hoc algorithms, some complex forms of pattern can
be used as hypotheses. The pattern can consist of arbitrary sequences, branches,
loops, or even recursions. Fig. 3 shows a pattern that can substitute the standard
Q-learning pattern in part (i) of Fig. 1. Here, the pattern represents a short-cut
in which the agent can assume that the goal can be achieved directly by applying
two different consecutive actions. By this pattern, the agent is like presuming
the behavior of the environment in the context of its interaction. This approach
is suggested could reduce the complexity of the searching process in learning.

Fig. 3. A complex form of pattern for the hypothesis

4 Discussion

A simulation for testing and demonstrating the learning approach described
above has been implemented [11]. An artificial agent is given a task of finding
appropriate sequences of action that lead it to the goal. The learning task is
non-trivial as the observable situation keeps changing. The experiment shows
that the standard Q-learning cannot keep up with the changing paces and it
settles on a condition similar to no learning at all. In contrast, learning with
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patterns like in Fig. 3, shows a good performance as the agent can find the
right plans quickly. This result does not suggest that a reinforcement learning
based algorithm can not learn a correct policy at all. There is always a work
around by representing the environment in certain ways so that the agent can
associate states and actions in more straightforward manner. However, designing
the algorithm with its corresponding representation also means that the designer
has already made an assumption about the model of relevant features of the
environment which rather should be learnt by the agent. Moreover, patterns of
hypothesis, which can also be regarded as learning heuristics, are considered as
the main factor that influence the effectiveness of the learning.
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Abstract. Currently, the major focus on the network security is secur-
ing individual components as well as preventing unauthorized access to
network service. In this paper, we propose a network blocking algorithm
and architecture, which provides a comprehensive, host-by-host perspec-
tive on IP over Ethernet network security. The proposed system is also
an effective tool for managing network resources containing IP address,
MAC address and hostname, etc. under diverse and complicated network
environment. Therefore, we will be able to enhance local network secu-
rity on the wired and wireless environment with the network resource
and security management system based on our proposed framework.

1 Introduction

Delivery of a packet to a host or router requires two levels of addresses. One is a
logical address(IP address) at the network layer and the other is a physical ad-
dress(also is known hardware address, network adapter address, or MAC) at the
link layer. The Internet Protocol(IP), however, was designed to be independent
of any specific link layer. Therefore, there is no way to determine the destination
physical address from the logical address. Because there is no correlation between
these two addresses, it is impossible to derive one address from the other. Hence,
we need to be able to map a logical address to its corresponding physical address
and vice versa. These can be done using either static or dynamic mapping. Static
mapping means creating a table that associates a logical address with a physical
address. This table is statically stored in each machine on the network. Every
time a physical address is changed, the table must be updated. This method
creates a huge overhead. As usual, the mapping can be done dynamically, which
means that the sender asks the receiver to announce its physical address when
needed. The address resolution protocol(ARP) is a dynamic mapping method
that finds a physical address given a logical address and a basic protocol in every
Internet host and router.
� This paper was supported by 63 Research Fund, Sungkyunkwan University, 2004
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It is true that the ARP has many security weaknesses. Although there are
many papers related the ARP vulnerability, most of them are mainly focused
to security problems, a variety of attacks based on these problems, including
ARP sniffing, DoS, hijacking, and cloning, and defenses against these attacks[1].
In this paper, however, we propose a network blocking algorithm and architec-
ture for network resource and security management system using ARP security
weaknesses conversely.

The rest of the paper is organized as follows. In section 2, we describe com-
prehensive surveys including the basic operation of ARP and the mechanism of
ARP cache, which are based on our network blocking algorithm. In section 3,
we propose a network blocking algorithm and architecture for network resource
and security management. The final section offers some concluding remarks.

2 Address Resolution Protocol

2.1 Overview of ARP

As RFC 826[2] describes, ARP is the protocol used by shared access, broadcast-
based networking technologies such as Ethernet and Token Ring. This protocol is
used to resolve the next-hop IP address of a node to its corresponding hardware
address.

Let us see how ARP operations on a typical Internet. For convenience, we
denote the structure of the ARP frame including Ethernet header as [Destina-
tion, Source, (Operation, Sender Hardware Address, Sender Protocol Address,
Target Hardware Address, Target Protocol Address)] in short. These are the
steps involved in an ARP process:

1. The sending node wants to send a IP datagram to another node and it knows
the IP address of that node.

2. The sending node always examines the content of ARP cache(to be discussed
in section 2.2) before an ARP request message is sent. If its ARP cache
table has an entry for the destination node, this task is easy(go to step 8).
Otherwise, go to next step.

3. If the ARP cache table does not find an entry for the destination node, the
sending node asks ARP to create an ARP request message, filling in the
sending physical address, the sending IP address, and the destination IP
address. The destination physical address field is filled with 0s.

4. The message is passed to the link layer where it is encapsulated in a frame
using the physical address of the sending node as the source address and the
physical broadcast address as the destination address. In other word, the
ARP request frame is [ff:ff, SHA, (1, SHA, SPA, 0, TPA)].

5. Every host or router on the LAN receives the frame. All the other nodes
except the destination drop the packet. The destination node recognizes the
IP address.

6. The destination node responds with an ARP reply message that contains
its physical address. The message is unicast. In other word, the ARP reply
frame is [SHA, DHA, (2, DHA, DPA, SHA, SPA)].
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7. The sending node receives the ARP reply message. When an ARP exchange
is complete, both the sending node and the destination node have each
other’s IP address-to-MAC address mapping in their ARP caches.

8. The sending node knows the physical address of the destination node using
the ARP cache entry’s lookup.

9. The IP datagram, which carries data for the destination node, is now encap-
sulated in a frame and is sent to the destination.

The purpose of the ARP exchange is to query all the other nodes on the
LAN to determine the physical address corresponding to the IP address that is
being resolved and is to maintain the IP address-to-MAC address mapping table
automatically[3].

2.2 Mechanism of ARP Cache

The maintenance of an ARP cache on each node is essential to the efficient oper-
ation of ARP. This cache maintains the recent mappings from logical addresses
to hardware addresses in a RAM-based table. As RFC 1122[4] describes, some
mechanisms (i.e. Timeout, Unicast poll, Link-layer advice, and Higher-layer ad-
vice) have been used, sometimes in combination, to maintain out-of-date cache
entries.

• When does an entry be created in the ARP cache? When transfer-
ring IP packets from the sending node to the destination node, an entry in
both node’s ARP cache is created through the ARP request-reply message
exchange. In the sending node’s ARP cache, the destination’s IP-to-MAC is
created, and in the destination’s ARP cache, the sending node’s IP-to-MAC
is created. Also, It has been proved, needless to say, that the ARP cache
entry can be created by the network browsing service, NetBIOS communi-
cation, or network file and printer sharing as well as the ARP request-reply
exchange in the Window environment.

• When does an entry be deleted in the ARP cache? The ARP cache
entry’s timeout works differently on the TCP/IP implementations. Berkeley-
derived implementations normally have a timeout of 20 minutes for a com-
pleted entry(both the ARP request and the ARP reply are sent and received)
and 3 minutes for an incomplete entry(where an ARP request is sent to a
nonexistent host on the LAN)[5]. Windows Server 2003 family and Windows
XP persist for only 2 minutes. If the ARP cache entry is not used within
2 minutes, the entry is deleted; otherwise, if it is used within 2 minutes, it
is given additional time in 2-minute increments, up to a maximum lifetime
of 10 minutes. After a maximum of 10 minutes, the ARP cache entry is re-
moved and must be resolved through another ARP exchange[6]. In Linux,
if the ARP cache entry is not used within 2 minutes, the entry is deleted;
otherwise, if it is used within 2 minutes, the timeout value is restart. If the
ARP cache reaches its maximum capacity before entries expire, the oldest
entry is deleted so that a new entry can be added.
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• When does an entry be updated in the ARP cache? Windows Server
2003 family, Windows 2000 and XP are to update the ARP cache entry with
additional time, in 2-minute increments, while it is in use. Also, they are
updating the ARP cache entry when the receipt of an ARP request sent by
the node with the ARP cache entry’s IP address. When an ARP request
that was sent by an IP node corresponding to an existing entry in the ARP
cache is received, the ARP cache entry is updated with the received ARP
request’s MAC address.

3 Network Service Access Control Framework

In this section, we describe a network service access control framework based
on the network blocking algorithm. We sometimes have some experiences on the
IP address conflict and network inaccessibility. Without administrator’s admis-
sion, the unauthorized user abuses the network configuration resources like IP
address, MAC address, and hostname on the TCP/IP network environment. It
is basically caused by the security weakness of TCP/IP protocols and the de-
ficiency of network administration. Therefore, there is urgent need to solve the
problems from the viewpoint of network management and operation. The archi-
tecture for the network resource and security management can be used to block
the network accessibility of unauthorized users and isolate them from authorized
users on the same network management domain.

It is typically based on a manager-to-probe or a manager-to-agent model.
At least one node on the entire network is designated as a manager system and
a probe or an agent system has to be installed on each network management
domain.
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Fig. 1. A Network Service Access Framework
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3.1 Overall Architecture

Figure 2 and 3 show the proposed architecture for the network resource and
security management. Each network management domain contains three major
components: manager, probe, and management policy.

• Manager. At least one host on the network is designated as a network con-
trol host, or manager. The manager serves as the interface for the human
network manager into the network resource and security management sys-
tem. It will have a set of management applications for management, report,
communication, and database. And, it will have the capability of translating
the network manager’s requirements into the actual monitoring and control
of remote probes in the network. Also, it will maintain the network resource
management information from the probes via the PDU message exchanges,
visualize current resource status information such as the number of total
IP addresses, used IP addresses, and unused IP addresses and provide the
real-time information such as the corresponding IP-to-MAC addresses, host-
names, and policies.
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Log Report System Report

Organization
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Network Resource
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Communication Module

Visualization Module

Database Module
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Mgmt
DB

Event Log
DB
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Fig. 2. Proposed architecture for manager system

• Probe. A Probe will be installed on each network management domain. It
responds to requests for information and actions from the manager, collects
all ARP messages at the promiscuous mode and examines them whether
they are abnormal on the basis of the management policy to be defined. If
so, it sends gratuitous ARP packets via the network blocking algorithm to
all the nodes of the corresponding domain and updates properly the ARP
cache entries of managed nodes.



A Network Service Access Control Framework 59

NetBlock Message
Generation Module

ARP Request
Packet

Monitoring

ARP Reply
Packet

Monitoring

Communication Module

Packet Monitoring
Module

Policy
DB

Policy
Creation

Policy
Update

Policy Module

Se
nd

N
et

B
lo

ck

pcap library

A
R

P
 P

ac
ke

ts

Control Module

Invalid UsersVirtual LAN

Probe

Fig. 3. Proposed architecture for probe system

• Management Policy. Network administrator can set policies that enables
optimized IP address management. Management Policy is divided into six: IP
blocking, MAC blocking, IP/MAC unblocking, IP static, MAC static, and
No policy. IP blocking policy restraints the network accessibility of nodes
with unauthorized IP address, MAC blocking policy restraints the network
accessibility of nodes with unauthorized MAC address, IP static policy ties
the corresponding IP address to the specific MAC address, MAC static policy
ties the corresponding MAC address to the specific IP address and No policy
does not manage anything. For example, by banning use of IP addresses and
MAC addresses by unauthorized users, the use of IP address can be regulated
and network can be protected.

3.2 Network Blocking Algorithm

Network blocking algorithm broadcasts ARP messages repeatedly to all the
nodes on the management domain containing the specific node.

The sendarp function takes a pointer to the data structure of ARP, forms a
gratuitous ARP packet for the specific node’s IP address, and transmits it re-
cursively to the target node. We implement simple send-arp command using this
algorithm. The syntax of this command is send-arp filename number interval-
time, where filename is an ASCII file containing ARP frame information such
as destination, source, operation, SHA, SPA, THA, and TPA, number is the
number of ARP packet that will be send, and interval-time is the interval time
between the moment an ARP packet sends and the moment next ARP packet
sends. This command sends out an ARP packet with source-to-target IP and
MAC addresses supplied by the administrator.
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{Assuming appropriate header files are included};

#define ETH_P_ARP 0x0806
#define ARPREQUEST  1
#define ARPREPLY  2
#define perr(s) fprintf(stderr,s)

struct arp_struct {
    u_char  dst_mac[6], src_mac[6], pkt_type[2];
    u_short hw_type, pro_type;
    u_char  hw_len, pro_len;
    u_short arp_op;
    u_char  sender_eth[6];
    u_char  sender_ip[4];
    u_char  target_eth[6];
    u_char  target_ip[4];
};

void sendarp(struct arp_struct *arp_data, int counter, int interval)
{
    int arp_send_socket;    //  socket descriptor
    int rsflags;            //  fcntl descriptor
    struct sockaddr socket_addr;    //  socket address
    int i;   //  loop counter
    char output_buf[19];     //  display buffer

    //  make socket
    if ((arp_send_socket = socket (AF_INET, SOCK_PACKET,
htons (ETH_P_ARP))) < 0)
    {  perror("socket");  exit (0);  }

    //  set socket values
    memcpy (arp_data->pkt_type, "\010\006", 4); //  0x86 : ARP

    arp_data->hw_type   =   htons(0x0001);  //  Hardware type
    arp_data->pro_type  =   htons(0x0800);  //  Protocol type
    arp_data->hw_len    =   6;      //  Hardware Size
    arp_data->pro_len   =   4;      //  Protocol Size

    strcpy(socket_addr.sa_data, "eth0");
    socket_addr.sa_family = 1;

    //  Send Packet and Close
    for(i=0; i<counter; i++)
    {
        if( sendto (arp_send_socket, (void *)arp_data, sizeof(struct
arp_struct), MSG_OOB, &socket_addr, 16) < 0)

perror ("sendto");
        if ((i+1) != counter) sleep(interval);
    }
    close(arp_send_socket);
}

Fig. 4. Network blocking message generation module in C language

4 Conclusions

In this paper, we presented comprehensive surveys and experimental results of
the basic operation of ARP and the mechanism of ARP cache. Their purpose is
to propose a network blocking algorithm and architecture. Sometimes network
resources including IP address, MAC address, and hostname could be misused
for the weakness of TCP/IP protocol suite and the deficiency of network man-
agement. Therefore, we proposed a network service access control framework
based on the network blocking algorithm and architecture. The basic concept of
the proposed network resource and security management system is that autho-
rized users can access their own network but unauthorized users should not be
able to access. The proposed system is an effective tool for managing network
resources containing IP address, MAC address and hostname, etc. under diverse
and complicated network environment. This system collects the information of
network resources, prevents specific IP addresses’ conflicts, blocks the accessi-
bility of unauthorized users, and redistributes available IP addresses. Therefore,
network resources should be managed by the life cycles of IP address genera-
tion, usage, and revocation on the basis of the specific policies such as IP/MAC
blocking/unblocking and IP/MAC static.
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Abstract. A sensor network system consisting of a large number of
small sensors with low-power can be an effective tool for collection and
integration of data by each sensor in a variety of environments. The col-
lected data by each sensor node is communicated through the network
to a single base station that uses all collected data to determine prop-
erties of the data. Clustering sensors into groups, yields that sensors
communicate information only to cluster heads and then the cluster-
heads communicate the aggregated information to the base station. We
estimate the optimal number of cluster-heads among randomized sensors
in a bounded region. We derive solutions for the values of parameters of
our algorithm that minimize the total energy spent in the wireless sensor
network when all sensors communicate data from the cluster-heads to the
base station. Computer simulation shows that the energy consumption
reduce as the optimal number of cluster-heads for the proposed method.

1 Introduction

Recent developments in wireless sensor network have motivated the growth of
extremely small and low-cost sensors that possess sensing, signal processing and
wireless communication capabilities. These sensors can be expended at a cost
much lower than conventional wired sensor systems. Each sensor is capable of
detecting conditions around areas of distributed sensors such as temperature,
sound, or the presence of certain objects. Sensor network system has gained in-
creasing importance due to their potential benefits for some civil and military
applications such as combat field surveillance, security and disaster management.
The smart dust project at university of California, Berkeley [6, 8, 12] and WINS
project at UCLA [9] are attempting to build such extremely small sensors that
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entitle autonomous sensing and communication in a cubic millimeter. These sys-
tems process data gathered from multiple sensors to monitor events in an area
of interest.

[2] have analyzed the capacity of wireless ad-hoc networks and derived the
critical power at which a node in a wireless ad-hoc network should communicate
to form a connected network with probability one (cf. [3]). A sensor in wire-
less sensor network can communicate directly only with other sensors that are
within a radio range in a cluster. To enable communication between sensors not
within each communication range, the sensors form a new cluster in distributed
sensors.

Sensors in these cluster detect events and then communicate the collected
information to a cluster-head. The cost of transmitting a bit is lower than other
routing protocol methods (minimum transmission energy routing protocol, di-
rect communication protocol, and etc). Prolonged network lifetime, scalability,
and load balancing are important requirements for many wireless sensor network
applications.

In the minimum energy routing protocol, sensors route data are destined ul-
timately for the base station through intermediate sensors. The problem of these
protocol is only to consider the energy of the transmitter and neglect the energy
consumption of the receivers in determining the route. As distances between
nodes change, energy consumption can be reduced. The low-energy adaptive
clustering hierarchy (LEACH) includes the use of energy-conserving hardware.
Moreover, a higher lifetime of sensor networks can be accomplished through op-
timized applications, operating systems, and communication protocols.

We concentrate on the number of cluster-heads among all distributed sensors
in an interested region as distances between sensors. [10] cited an expected dis-
tance between a cluster-head and sensors [1]. However we consider an expected
distance between a cluster-head and sensors with a radio range of the cluster-
head in a cluster and an expected distance between cluster-head and base station
outside a wireless sensor network system. The network system can determine, a
priori, the optimal number of cluster-heads to obtain in a region of distributed
sensors. And we consider the distribution of the energy consumption of sensors.
The essential operation in sensor clustering is to select a set of cluster-heads
among the sensors in the network, and cluster the rest of the sensors with these
cluster-heads. cluster-heads are responsible for coordination among the sensors
within their clusters, and communication with each non-cluster-heads in clus-
ters.

The rest of the paper is presented as follows: In Section 2, we review the
concept of LEACH. In Section 3, we propose the estimation of the number of
cluster-heads with hyper-parameters in the Poisson process. In Section 4, we
demonstrate effectiveness of the proposed optimal number k of cluster-heads by
computer simulation. We provide a conclusion in Section 5.
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2 Preliminaries

2.1 LEACH Protocol Architecture in Wireless Sensor Network

LEACH is a self organizing, adaptive clustering protocol that uses randomization
to distribute the energy consumption evenly among the sensors in the network.
In LEACH, the sensors organize themselves into local clusters, with one node
acting as the local base station or cluster-head. If the cluster-heads were chosen
a priori and fixed throughout the system lifetime, as in conventional clustering
algorithms, it is know that the selected cluster-heads would die quickly, ending
the useful lifetime of all nodes belonging to those clusters. LEACH includes
randomized rotation of the high energy cluster-head such that it rotates among
all sensors in order to not spent the energy of a specific sensor. In addition,
LEACH carry out local data fusion to compress the amount of data being sent
from cluster-heads to the base station, moreover, reducing energy consumption
and increasing sensor lifetime. Then LEACH prolong the lifetime of the network
system. Clusters can be formed based on many properties such as communication
range, number and type of sensors and geographical location. Figure 1 depicted
data communication between sensors and the base station.

������

Fig. 1. Communication with cluster-heads and base station

2.2 Clustering Algorithm

Cluster-heads in the sensor network advertises itself as a cluster-head to the
sensors within its radio range. This advertisement is forwarded to all the sensors
that are no more than radio range away from the cluster-head. Any sensor that
receives such advertisements and is not itself a cluster-head joins the cluster
of the closest cluster-head. Any sensor that is neither a cluster-head nor has
joined any cluster itself becomes a cluster-head; we call these cluster-heads the
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forced cluster-heads. Because we have limited the advertisement forwarding to
radio range, if a sensor does not receive a cluster-head advertisement within
time duration t (where t units is the time required for data to reach the cluster-
head from any sensor radio range away) it can infer that it is not within radio
range of any volunteer cluster-head and hence become a forced cluster-head.
Moreover, since all the sensors within a cluster are at most radio range away
from the cluster-head, the cluster-head can transmit the integrated information
to the base station after every t units of time. This limit on radio range allows
the cluster-heads to schedule their transmissions. The energy consumption used
in the network for the information gathered by the sensors to reach the base
station will depend on the number of cluster-heads and radio range r of our
algorithm. Because of organizing the sensors in clusters to minimization of energy
consumption, we need to find the number of cluster-heads in our algorithm
that would ensure minimization of energy consumption. The basic idea of the
derivation of the optimal number of cluster-heads is to define a function for the
energy consumption used in the network to communicate information to the base
station and then find the number of cluster-heads minimizing it. We derive the
number of cluster-heads in a given environment. We need computations of the
optimal number of cluster-heads in a cluster.

2.3 Radio Energy Consumption Model

We assume a simple model for the radio hardware energy consumption where
the transmitter consumes energy to run the radio electronics and the power
amplifier, and the receiver consumes energy to run the radio electronics. For
the experiments described here, both the free space (d2 power loss) and the
multipath fading (d4 power loss) channel models were used, depending on the
distance between the transmitter and receiver. Power control can be used to
invert this loss by appropriately setting the power amplifier-if the distance is less
than a threshold d0, the free space (fs) model is used; otherwise, the multipath
(mp) model is used. Thus to transmit an l-bit message a distance d, the radio
expends

ET (l, d) = ET−elec(l) + ET−amp(l, d)

=
{

l ∗ Eelec + lεfsd
2, d < d0

lEelec + lεmpd
4, d0 ≤ d′

and to receive this message, the radio expends:

ER(l) = ER−elec(l) = lEelec.

The electronics energy, Eelec, depends on factors such as the digital coding,
modulation, filtering, and spreading of the signal, whereas the amplifier energy,
εfsd

2 or εmpd
4, depends on the distance to the receiver and the acceptable bit-

error rate.
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3 Estimation of the Optimal Number of Cluster-Heads

In LEACH, the cluster formation algorithm was created to ensure that the ex-
pected number of clusters per round is k, a system parameter. We can analyt-
ically determine the optimal value of k in LEACH using the computation and
communication energy models.

Let R denote a bounded region as a square of a side 2a. Let X(R) be the
number of sensors contained in a region R. Assume X(R) is distributed uniformly
in R. Let dtoBS be a random variable that denotes the length of the segment
from a sensor in R. We assume that the base station is located near the sensor
network system. Then the expected distance from base station to sensors is given
by

E[dtoBS ] =
∫ ∫

R

√
x2 + (y − y∗)2

1
4a2

dxdy. (1)

The expected distance from the base station to sensors depend on the parameter
y1 where y1 is the position of the base station outside a network system.

Suppose that we have k clusters, there are on average N/k nodes per cluster
(one cluster-head and (N/k) − 1 non- cluster-head nodes). Each cluster-head
consumes energy receiving signals from sensors, aggregating the signals, and
transmitting the aggregate signal to the base station. Since the base station
is far from sensors, presumably the energy consumption follows the multi-path
model. Therefore, the consumed energy in the cluster-head per a bit of data
during a single frame is

ECH = l × [(
N

k
− 1)Eelec +

N

k
EDA + Eelec + εmp(d∗toBS)4],

where l is the number of bits in each data message and we have assumed perfect
data aggregation and d∗toBS = E[dtoBS ].

Let X(RCH) be the random variable denoting the number of sensors except
a cluster-head in a cluster and RCH be a square with a side 2a/

√
k. Let dtoCH

be the distance of segment connecting the sensor to the cluster-head in a cluster.
Assume the cluster-head located in the center of a cluster. Then according to
results in [1], the expected number of non-cluster-heads and the expected length
from the sensors to the cluster-head in a cluster are given by

E[X(RCH)|X(R) = N ] =
N

k
− 1 (2)

and

E[dtoCH |X(RCH) = N/k] =
∫ ∫

RCH

√
x2 + y2k(x, y)dxdy

=
0.7652a

k1/2
, (3)

respectively, where the density k(x, y) of sensors follows a uniform distribution
in the occupied area by each cluster that is approximately 4a2/k.
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Each non-cluster-head node only needs to transmit its data to the cluster-
head once during a frame. Presumably the distance to the cluster-head is small,
so the energy consumption follows the Friss free-space model (d2 power loss).
Thus, the energy used in each non-cluster-head mode is

Enon−CH = l × [Eelec + εfs(d∗toCH)2],

where d∗toCH = E[dtoCH |X(RCH) = N/k].
The energy dissipated in a cluster during the frame is

ERCH = ECH + (
N

k
− 1)Enon−CH ,

and the total energy for the system is

ETotal = k × ERCH

= l×[(2N−k)Eelec+NEDA+kεmp(d∗toBS)4+ (N−k)εfs(d∗toCH)2]. (4)

Here, ETotal is minimized by a value of k that is a solution of the first derivative
of (4). The second derivative of (4) is positive and log concave for the only
real root in the first derivative of (4) and hence it minimizes the total energy
consumption.

We can find the optimal number of clusters as following:

kopt =
{

0.5855Nεfsa
2

εmp(d∗toBS)4 − Eelec

}1/2

. (5)

4 A Simulation Study

We conduct a simulation with the algorithm described in Section 2 based on
networks of sensors distributed uniformly. We used a N- sensors network where
sensors were randomly distributed between {x|−50 < x < 50} and {y|−50 < y <
50} with the base station at location (x = 0, y = y∗). The communication energy
parameters are set as: Eelec = 50 nJ/bit, εfs = 10 pJ/bit/m2, εmp = 0.0013
pJ/bit/m4, and a = 50. The energy for data aggregation is set as EDA = 5
nJ/bit/signal. See [11] Let y∗ be a location between 75m and 185 [5]. Then
57 < d∗toBS < 163 by (1). When N = 100, the optimal number of cluster-heads
is between 1 and 11 by (5). When N = 200, the optimal number of cluster-heads
is between 1 and 15 by (5). We show that the optimal number of cluster-heads de-
termines as d∗toBS :when N = 100, (kopt, d

∗
toBS) = (3, 105), (5, 81), (6, 74), (10, 57).

Figure 2 and 3 are depicted the optimal number of cluster-heads minimizing the
total energy consumption as the number of sensors and the distance between base
station and sensor network system. Thus we know the number of cluster-heads
depend on the distance between base station and sensor network system.

In this network system the expected distance between a sensor and the base
station is only dependable on a given bounded region. However, the expected
distance between a sensor and a cluster-head in a cluster is dependable on the
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Fig. 2. Total energy consumption with d∗
toBS = 81
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Fig. 3. Total energy consumption with d∗
toBS = 74

number of sensors and the number of clusters in a bounded region. Thus the
expected distance between a sensor and a cluster-head in a cluster decreases
as increasing of number of sensors in a bounded region. Therefore, this can be
attributed to the fact that the optimal number of cluster-heads determines as
the different density of sensors in a bounded area and total energy consumption
minimizes as number of cluster-heads in the sensor network.

5 Conclusion

The sensors which become the cluster-head in LEACH architecture spend rel-
atively more energy than other sensors because they have receive information
from all the sensors within their cluster, aggregate this information and then
communicate to the base station. Hence, they run out of their energy faster
than other sensors. We have found the optimal number of cluster-heads for the
proposed algorithm that minimize the energy spent in the network, when sen-
sors are uniformly distributed in a bounded region. We know the number of
cluster-heads depend on the distance between base station and sensor network
system.
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Begin 
Let I be a list of initial URLs of the news website; 
Let F be a queue; 
   For each URL i in I 
       Enqueue(i,F); 
   End 
   While F is not empty 
       u=Dequeue(F); 
       if u has not been processed 
           Get (u); 
           Case u’s type: 
           Valueless web document: 
                   Skip u. 
           News content web document: 
                   Store u; 
           Index or list page:  
                   Extract the hyperlinks and relevant caption; 
                   Let U be the set of hyperlinks extracted; 
                   For each hyperlink u in U 
                        Enqueue(u,F); 
                   End 
       Else—u has already been processed 
           Case u’s type 
           Valueless web document: 
                   Skip u; 
           News content web document: 
                   Skip u; 
           Index or list web document:  
                   Update checking 

   End 
End 

End 
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Abstract. In this paper we describe the design of a hybrid search that
combines simple metadata search with a traditional keyword search over
unstructured context data. This paradigm provides the inquirer addi-
tional options to narrow the search with some semantic aspects through
the XML metadata query. We demonstrate a paper search for a case
study of the hybrid search, and describe a data integration hub to inte-
grate those data dispersed on the Net.

1 Introduction

To discover and share heterogeneous resources on the Net has been a long term
challenge since computer communication networks were popularized. There are
two traditional approaches to organizing the data to be searched—one is struc-
tured data and the other is unstructured data. A Web search engine is a typical
example of search on the Internet. Its technologies are rooted in information
retrieval that represents search over the unstructured data.

Web search engines provide clues for resource location, but they have no
semantic schema and often produce meaningless keyword search results. The Se-
mantic Web is a ambitious extension of the Web. It also includes multiple relation
links with directed labeled graphs by which machines like Web crawlers can in-
terpret the relationship between resources. Meanwhile the ordinary Web has a
single relationship and a machine cannot infer further meaning. To represent the
relations of the object on the Web, the object terms should be defined under
a specific description-an ontology. Domain experts are usually needed to design
an ontology due to the sophisticated definition required. Currently, many Web
pages included no such semantic content, and no unified definition of general
semantic agreement exists.

Our hybrid keyword search aims to give an intermediate search paradigm on
the Internet—providing semantic value through XML metadata that are sim-
pler than those of the Semantic Web. In this paper we describe our design
of hybrid search systems. In earlier experiments, we had suffered from perfor-
mance problems in a local level, and we proposed scalable hybrid search on dis-
tributed environments [4, 5]. In the architecture, a group of independent search
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providers share their information through their own search systems. But some
data providers, who possess small amounts of data, may join such group. They
may not want to develop their own search services. Otherwise, participation of
many nodes possessing small data in a group will increase the communication
traffic and drop a chance to reach the target information under Time-to-Live
(TTL) strategy. Partial integration may be one possible method to increase the
data portion queried in the search group. In this paper we also present our
architecture for data integration hub, which is an application communicating
through a message broker with centralized control. This hub can act as a partial
integrator on distributed databases or peer-to-peer systems.

This paper is organized as follows. In the next section we describe one of
our hybrid keyword search architectures. We present a data integration hub to
integrate those papers in Section 3. In Section 4, we summarize and conclude.

2 Hybrid Keyword Search

Our hybrid keyword search combines metadata search with a traditional keyword
search over unstructured context data. Each chunk of unstructured data, usually
represented by a file, has an assigned metadata. We use XML—the de facto
standard format for information exchange between machines—as a metalanguage
for the metadata. To demonstrate the practicality of the hybrid keyword search,
we design and evaluate hybrid search systems based on a native XML database
and a file system based text search library, as well as a market-leading relational
database management system that integrates XML and text management.

We have already introduced a relational database based implementation
[3, 4]. It utilized an XML-enabled relational Database Management System
(DBMS) with nested subqueries to implement the combination of query results
against unstructured documents and semistructured metadata. The other imple-
mentation is based on a native XML database and a text search library. We use
Apache Xindice [2] for XML instance repositories and XML query processing.
Jakarta Lucene [1] is used to manage context query over unstructured data in
our hybrid search. The query processing architecture is shown in figure 1.

In the Xindice database, we associate an XML instance with an unstructured
document by assigning the file name for the document as the key of the XML
instance. For example, an XML instance in a file named “pt1.xml” with unstruc-
tured data in the file “apaper.pdf” by inserting the XML instance into the data
collection as follows:
xindice ad -c /a collection path -f pt1.xml -n apaper.pdf

The assigned key—the file name of unstructured document in the example—as
an attribute value on the root element of the XML created by executing an
XPath query. For example the query result may start:
<bibliography src:col="/a collection path " src:key="apaper.pdf"
xmlns:src="http://xml.apache.org/xindice/Query">
The key and result XML tuples are stored in a hash table. Another keyword
search against unstructured documents returns names of documents which in-
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Metadata in XML format

Xindice Storage

Unstructured Data

Document Name

Unstructured Data Document

Binary to Text

   Converter

Text Document

Query

Lucene Indexing

Metadata Query

   Processing
Text Query Processing

Hash Table

(Key, XML)

List of matched documents

Final Result Set

(Key, Metadata)

Fig. 1. Query Processing Architecture

clude the given keyword in the text. The returned names are mapped in the hash
table and the combined results are collected in a Java hash table.

For efficient text search, Jakarta Lucene provides an index class along with a
stop word filtering analyzer class. The analyzer filters out stop words—articles
and other words that are meaningless to the search. Some binary format files
should be converted to pure text files before indexing. We pass the binary file
name as well as the text file name as parameters to the index generating class
in order to indicate the original document format.

2.1 Case Study: Hybrid Paper Search

The initial demonstration of the hybrid search is in a simplified model—a paper
search. The paper search is a content search across various types of documents.
Each document has metadata presented as an XML instance. An example XML
instance is shown in figure 2.

In this demonstration we use a relational DBMS instead of a native XML
database. Two relational database tables are used for metadata and documents.
For the XML instances representing the metadata, the XMLType of Oracle 9i
[6] is used. A column with BFILE large object type is used for the external
document table. Those large object rows are indexed using Oracle Text—a text
management system integrated into Oracle DBMS. Through an Oracle Text in-
dex, we can search the target content. The document table has a special attribute
for a document type—BINARY or TEXT. This attribute is necessary for the
filtering option of Oracle Text. Oracle Text filters binary files to pure text in-
stances before making an index. A one-to-one relationship set is used for relation
between the paper document and metadata, but a one-to-many or many-to-many
relationship set could be used for other applications. The relationship table is
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<bibliography>

<authors>

<author>J. Kim</author>

<author>O. Balsoy</author>

<author>M. Pierce</author>

<author>G. Fox</author>

</authors>

<title>Design of a Hybrid Search in the OKC</title>

<source>Proceedings of the International Conference on IKS</source>

<year>2002</year>

</bibliography>

Fig. 2. An Example XML Instance

not necessary in one-to-one relationships, but it is essential to decompose re-
lations to avoid anomalies in one-to-many or many-to-many relationship. With
two data tables and a relationship table we can query keywords in the content,
which can be associated with particular metadata through nested subqueries.
For example, we can find documents with a keyword “XML” and published in
2002. Figure 3 shows the relational schema of our hybrid paper search.

papers(paperND: string, descriptions: XMLType)
paperfiles(filename: string, doctype: string, contents: BFILE)
filelocator(paperND: string, filename: string)

Fig. 3. Relational Schema of Hybrid Paper Search

3 Data Integration Hub for Hybrid Search

In our earlier work [5] we assumed query clients only read resource in the other
nodes. In this paper we take into account that clients may desire to be a data
provider without providing an independent search service. Several or many data
providers can share their information through a centralized database. They may
upload, query, and download unstructured data with attached metadata via a
central DBMS.

Another aspect for the integration hub, which was not introduced in the local
hybrid paper search, is the metadata validation against XML schema. The stor-
age for the local hybrid paper search is managed by database administrators, but
ordinary users can upload their own data to the database of the integration hub.
We utilize an Oracle DB operation to check the validity of metadata presented
in XML instances against a registered XML schema. The XML schema for our
hybrid paper search is shown in figure 4.

We demonstrate a data integration hub on the central DBMS using message-
oriented middleware. This integration hub is an integrated version of the hybrid
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<?xml version="1.0" encoding="UTF-8"?>

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema"

elementFormDefault="qualified" attributeFormDefault="unqualified">

<xs:element name="bibliography">

<xs:complexType>

<xs:sequence>

<xs:element name="authors">

<xs:complexType>

<xs:sequence>

<xs:element name="author" type="xs:string"

maxOccurs="unbounded"/>

</xs:sequence>

</xs:complexType>

</xs:element>

<xs:element name="title" type="xs:string"/>

<xs:element name="source" type="xs:string"/>

<xs:element name="year" type="xs:decimal"/>

</xs:sequence>

</xs:complexType>

</xs:element>

</xs:schema>

Fig. 4. An XML Schema Example for Hybrid Paper Search

paper search introduced in section 2.1. The general architecture of a data inte-
gration hub is summarized in figure 5. Those clients can communicate with an
integrant through a message broker—NaradaBrokering [7]. This broker includes
JMS compliant topic-based communication—a publish/subscribe model. As in
the read-only query case, clients are publishers and the integrant is a subscriber.
Clients and the integrant use the same topic. The integrant manages uploading
of the metadata and unstructured data, query wrapping, and file transfer. Re-
quests are classified by the job property, which is attached to the message sent
from client to integrant. A temporary topic is also delivered to the integrant.
This temporary topic provides unique identification for the requester client, and
the integrant can return back to the client by publishing the message on a dy-
namic virtual channel—a temporary topic whose session object was attached to
the message.

We use different message types for each service request, as follows:

– Upload request: initially the client should request to upload to the integrant,
before the unstructured data files are sent. The message for this request in-
cludes a file name of unstructured data, metadata, and unique client user
name. They are string contents in a MapMessage type message. The in-
tegrant checks the validity of the metadata against XML schema as clients
may provide no well-formed or valid data. The central database should avoid
redundancy for the unstructured data stored in a file system. The name and
directory of the unstructured data, which is generated by combining the user
name and the file name, is used for a primary key.
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Message

  Broker
Integrant

 

 Database

       or

File System

Client Client Client

 

. . . . . .

Fig. 5. An Integration Hub Architecture

– File upload: after an upload request is granted by the integrant, the client
can send a file for the unstructured data. For the file uploading, we use a
ByteMessage type message, which is appropriate for sending a stream of
uninterpreted bytes. The client sends a header message first, and the file is
published buffer by buffer. A job property, a file name, a user name, and
a temporary topic are included in the header message. A JMS message has
a unique ID when it is created, and the ID is attached to each message.
The integrant can classify those file upload messages by extracting the mes-
sage ID. This mechanism is necessary because several file uploads can occur
simultaneously.

– Query request: clients are publishers for a query topic, and the integrant
subscribe on the same topic. A MapMessage type message, which includes
query parameters and properties, is published to the integrant. The query
results are delivered back to the inquiry client subscribed to a temporary
topic.

– Download request: the target unstructured data in a file can be obtained
from the query request. The client subsequently requests a file download
with a MapMessage type message that includes the file name and a tempo-
rary topic. The listener on the client then captures the ByteMessage type
message published from the integrant, and the target file is written mes-
sage by message on the client machine. Each message includes the file name
property. The message broker is responsible for preserving order of message
transfer.

The database schema of our data integration hub are similar to those in
the hybrid paper search in figure 3, but there is an additional table for the
file uploading for the unstructured data—a temporary file locator table. Our
system allows the file upload on a temporary directory only, and moves the
files to the designated directory later. When a user request a file upload and
incidentally the same file name already exists, a new file name is assigned for
the final destination by the integrant. The original file name is stored in the
table for metadata, but the actual file name is stored in the unstructured data
table. We assume that a user does not assign the same file name to two or more
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different unstructured data. A naming and directory for each row in the paper
metadata table is generated from combining the unique user name and the file
name, and it makes the naming and directory to a potential primary key.

Each data integration hub has a message broker and an integrant. A group of
data integration hubs may provide a global search over a distributed information
system by using the cooperative network features built in to NaradaBrokering,
or by using an additional network layer—a peer-to-peer overlay network.

4 Conclusion

In this paper we described our approaches to hybrid search at a local level with a
case study of a hybrid paper search. Our demonstration showed the possibility of
the hybrid search paradigm for a practical semantic integration. We had another
case study of a data integration hub, which is an application communicating
through the message broker with a centralized control. The integration hub can
be a search service node in a distributed database, or a peer in a peer-to-peer
overlay network under more scalable environment [4, 5]. This scalable gener-
alization may have a practical bridging role for information search—providing
semantic value through metadata whose implementation are simpler than those
of the Semantic Web.
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Abstract. We present the two-stage content-based image retrieval as a
new fast image retrieval approach using the unification search method of
binary classification and dimensionality condensation of feature vectors.
The method successfully reduces the overall retrieval time, while main-
taining the same retrieval relevance as the conventional exhaustive search
method. By the extensive computer simulations, we have observed that
the method is more effective as user-specific threshold for the similarity
score increase.

1 Introduction

The conventional exhaustive search methods in the content-based image retrieval
(CBIR) compare the feature vector of the query with all feature vectors in the
image feature database. Moreover, the CBIR system relies heavily on the similar-
ity search over high dimensional spaces in large image database [1]. The larger
the number of images is, and the higher the dimension of the feature spaces
is, the greater the overall retrieval time of the retrieval systems becomes. The
binary classification and the dimensionality condensation of feature vectors are
essential for reducing the overall processing time for similarity computation. The
binary classification is accomplished by grouping into the groups with similar
image features, and the dimension condensation is accomplished by making the
mapping from a high dimensional to a low dimensional feature space. There are
two widely used approaches in the fast search method of the CBIR: the dimen-
sionality reduction of the feature spaces [2–7] and the hierarchical clustering of
similar images [8]. Although the dimensionality reduction methods such as the
variable-subset selection [2], the multidimensional scaling [3, 4], the geometric
hashing [5, 6], and the magnitude and shape approximations [7] are successfully

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 240–247, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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able to reduce the overall retrieval time by performing the search on a reduced
dimensional feature space, they may alter the ranks of the retrieval results ac-
cording to the change of the search space metric structure. The approach in [8]
also shows the efficient overall retrieval time, but does not guarantee the same
level of precision and recall ratios as the conventional exhaustive search case.

This paper presents the unification search method in order to reduce the
overall retrieval time, while maintaining the retrieval relevance. The method uses
both the binary classification and the dimensionality condensation. Given the
image feature descriptor and similarity measure, the proposed method groups
the similar images by making use of the binary classification based on the K-
means algorithm and obtains the centers of all the groups. Also, the method
condenses a high dimensional feature vector space into a low dimensional feature
vector space by making use of Cauchy-Schwarz inequality. In order to confirm
the original retrieval relevance, we suggest the two-stage search method, and
compare the results with those of the conventional exhaustive image search in
the database.

2 Building of Indexing Database

2.1 Binary Classification

The K-means algorithm classifies whole data into K groups [8]. However, it is
almost impossible to find the best K in advance, therefore we need a adaptive
method to find the best K dynamically. In this paper, we propose the binary
classification method to find the best K dynamically. Fig. 1(a) shows the pro-
posed method which is able to determine the number of groups dynamically
by classifying groups which are not satisfied with the classification similarity
threshold into the binary tree form. Also, Fig. 1(b) shows that G5 which is not
satisfied with the classification similarity threshold is divided into G6 and G7
by the binary classification method.

(a) A form of binary tree (b) An example of classification

Fig. 1. Binary classification

Let μc be the predetermined user-specific classification similarity threshold.
The initial group includes all images in the original image database and the
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group center is an average value of all feature vectors. If the maximum distance
between the group center and image feature vectors is larger than μc, then the
binary classification method is performed. Otherwise, the group is inserted into
the representative vector database.

The binary classification method can be expressed as:

1. Binary classification.
(a) Set ic (iteration count) to 1.
(b) Choose randomly a set of two means m1(1), m2(1) for binary classifica-

tion.
(c) For each feature vector di compute μik = D(di, mk(ic)) for each k = 1, 2

and assign di to the group Gk with the nearest mean (minimum μik).
(d) Increment ic by 1.
(e) Update the means to get a new set m1(ic), m2(ic).
(f) Repeat from c to e until Gk(ic) = Gk(ic + 1) for all k.

2. For each feature vector in Gk, dki compute μk = MAX(D(dki, mk)) for each
k = 1, 2.

3. If μk is larger than μc, then push Gk onto the classification stack for binary
classification; otherwise, insert Gk into the representative vector database.

4. Stop when the classification stack empty. (terminated condition).
5. Pop Gi, the top group from the classification stack.
6. Repeat from 1 to 5 for Gk.

2.2 Dimensionality Condensation

The Cauchy-Schwarz inequality is given by√∑
j

(qj)2
∑

j

(aj)2 ≥
∑

j

qjaj (1)

where qj and aj denote the j -th elements of the query feature vector and the
image vector in the database, respectively, having arbitrary real values between
0 and 1. Note that the right-hand side (RHS) of Eq. (1) represents the inner
product similarity metric. Since Eq. (1) always holds with all real numbers, if
the inner product between the query feature vector and the image vector given
in the RHS of Eq. (1) is greater than the predetermined user-specific threshold,
say α, then the LHS of Eq. (1) is also greater than α.

For each of N images in the database, the dimensions of the condensed fea-
ture vector and the original feature vector are given by L and M, respectively.
qj (1 ≤ j ≤ M) and cj (1 ≤ j ≤ L) denote the j -th elements of the query vector
and its condensed vector, respectively. Also, ai,j (1 ≤ i ≤ N, 1 ≤ j ≤ M) and ri,j

(1 ≤ i ≤ N, 1 ≤ j ≤ L) denote the j -th element of the i-th original image vector
and its condensed vector, respectively. Note that the elements in the condensed
domain are computed for 1 ≤ j ≤ L as

cj =

√√√√√ (j−1)λ+λ∑
k=(j−1)λ+1

(qk)2, ri,j =

√√√√√ (j−1)λ+λ∑
k=(j−1)λ+1

(ai,k)2 (2)

where λ represents the condensation ratio, defined as M/L [10].
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3 Two-Stage Search Method

Fig. 2 illustrates a schematic diagram of the proposed CBIR system using the
unification search method.

In the first stage search, the user-specific similarity threshold is readjusted by
the similarity compensation, for reducing the overall retrieval time, the query is
compared with the centers of all the groups in the representative vector database
in Part A, and the candidate groups having larger similarity than the compen-
sated threshold are selected. The query is then compared to the low dimensional
condensed features of all the images in the candidate groups in Part B, and the
candidate images having the large similarity to the query are selected. In the
second stage search, for maintaining the retrieval relevance, the corresponding
high dimensional original features with the candidate images from the first stage
search are then compared to the query image.

Fig. 2. Schematic diagram of the two-stage CBIR system

3.1 Similarity Compensation

Fig. 3 illustrates the compensation of the similarity threshold for maintaining
the original retrieval relevance. In Fig. 3, (a) and (b) illustrate the states which
the similarity compensation is performed and not performed, respectively. In
Fig. 3(a), because the center of G3 is not satisfied with α, G3 is not selected
as the candidate group. Though some images of G3 must be included in the
final retrieval results because they are satisfied with α, they are excluded. To
achieve the same relevance as the conventional exhaustive search method, α
must be compensated shown as Fig. 3(b). Note that the compensated similarity
threshold, say αc, is computed under the Euclidean distance similarity metric as

αc = α + μc (3)

Fig. 3(b) shows that G3 is determined as the candidate group when αc is used.
By the two-stage search method using αc, we are successfully able to reduce the
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(a) Before compensation -
excluding G3

(b) After compensation -
including G3

Fig. 3. Compensation of the similarity threshold

overall retrieval time and guarantee the same level of precision, recall and rank
as the conventional exhaustive search method.

3.2 Search Using Condensed Feature Vectors

Let α be the predetermined user-specific threshold for the similarity score under
the inner-product similarity metric, having the value between 0 and 1. Now,
using Eq. (2) in Eq. (1), it is not difficult to show that for the i-th image√√√√ M∑

j=1

(qj)2
M∑

j=1

(ai,j)2 ≥
L∑

j=1

cjri,j ≥
M∑

j=1

qjai,j ≥ α. (4)

For all i, in the first stage search, we select the candidate images by Part B
based on the condition

L∑
j=1

cjri,j ≥ α. (5)

In the second stage search, the final images are then obtained by using the
corresponding candidate images for selected i according to the condition

M∑
j=1

qjai,j ≥ α. (6)

From Eq. (4), since the condition in Eq. (5) is a necessary condition for the
condition in Eq. (6), we are able to see that the candidate images obtained by
Eq. (5) in the first stage for all i must contain the result images to be obtained by
Eq. (6) for selected i. Note that the result images so obtained must be identical
to the images obtained by the conventional exhaustive search method for all i.



A Fast Image Retrieval Using the Unification Search Method 245

Under the Euclidean distance metric, the conditions for selecting the candi-
date images by Part B of the first stage search and the final retrieved images by
the second stage search will respectively be as follows:√√√√ L∑

j=1

(cj − ri,j)2 ≤ α (7)

√√√√ M∑
j=1

(qj − ai,j)2 ≤ α (8)

Note that the conditions in Eq. (7) and Eq. (8) all satisfy the Cauchy-Schwarz
inequality in Eq. (1).

4 Experimental Results

For the experiment, we use the MPEG-7 color-structure descriptor [11]. The
common color dataset (CCD) consisting of 5,466 images and a set of 50 com-
mon color queries (CCQ) are employed on a Pentium III-700 PC equipped with
Windows 2000.

We want to verify experimentally that the proposed two-stage search method
operates faster than the conventional exhaustive search method, while main-
taining the same retrieval relevance. For this purpose, we only compare the
performance of the proposed method with the performance of the conventional
exhaustive search method.

Fig. 4 illustrates the comparison of the retrieval results from the search meth-
ods. Fig. 4(a) is the retrieval result from the conventional exhaustive search
method, which is performed with all of images in the original image database.
Both Fig. 4(b) and Fig. 4(c) are the retrieval results from the proposed two-stage
search method. These results show before and after performing the similarity
compensation, respectively. In Fig. 4(b), the recall ratio is decreased because
the similarity compensation is not performed. In case of Fig. 4(c), however, we
get the same result as Fig. 4(a) with performing the similarity compensation.
Like the experiment shown as Fig. 4, we have confirmed empirically that our
proposed two-stage search method yielded the same precision, the same recall
ratio, and the same rank as the conventional exhaustive search method for all
the 50 queries of CCQ. Hence, we only compare the overall retrieval time of the
proposed method with that of the conventional exhaustive search method.

For the Euclidean distance metrics, the relative processing time is computed
and tabulated in Table 1 for different choices of α. Here, by the relative process-
ing time, we mean the ratio (in percentage) of the overall processing time for
similarity computation between our proposed methods and the conventional ex-
haustive search method. In the table, the predetermined classification similarity
threshold was selected to be μc = 0.9, the condensation ratio was selected to be
λ = 8 (M = 256, L = 32).
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(a) conventional
exhaustive method

(b) proposed -
before compensation

(c) proposed -
after compensation

Fig. 4. The comparison of retrieval result

Table 1. The relative processing time for different values of α

α Binary Classification Dimensionality condensation Unification method

0.7 30.64% 44.84% 21.58%

0.8 17.01% 25.46% 7.46%

0.9 10.37% 14.21% 1.92%

We observed that for larger α, the savings in overall processing time for
similarity computation by our two-stage search method become larger comparing
with the conventional exhaustive search method. This is because as α increases,
the number of candidate images obtained from the first stage search decreases,
and thus the processing time in the second stage search also decreases. It is
important to notice that in order to reduce the overall processing time, the
savings in processing time in the second stage search are more beneficial than
those in the first stage search.

5 Conclusion

In this paper, we have proposed a new fast image retrieval using the two-stage
search method based on the unification search method. The unification method
uses both the binary classification and the dimensionality condensation of fea-
ture vectors. In order to maintain the same retrieval relevance as the conven-
tional exhaustive search method, we have employed the similarity compensation
and the two-stage search method. Extensive computer simulations have been
performed in order to demonstrate the fast operation characteristics of our pro-
posed method using the unification search method. We have confirmed that the
method reduces the overall retrieval time quite successfully while maintaining
the same retrieval relevance as the conventional exhaustive search method. We
are now working on analytically finding the optimal value of condensation ratio
and the similarity compensation.
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Learning Within the BDI Framework:
An Empirical Analysis

Toan Phung, Michael Winikoff, and Lin Padgham
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Abstract. One of the limitations of the BDI (Belief-Desire-Intention) model is
the lack of any explicit mechanisms within the architecture to be able to learn. In
particular, BDI agents do not possess the ability to adapt based on past experi-
ence. This is important in dynamic environments since they can change, causing
methods for achieving goals that worked well previously to become inefficient or
ineffective. We present a model in which learning can be utilised by a BDI agent
and verify this model experimentally using two learning algorithms.

1 Introduction

Intelligent Agents are a new way to develop software applications. They are an amalgam
of Artificial Intelligence (AI) and Software Engineering concepts that are highly suited
to domains that are inherently complex and dynamic [1, 2]. Agents are autonomous
in that they are able to make their own decisions. They are situated in an environment
and are reactive to this environment yet are also capable of proactive behaviour where
they actively pursue goals. BDI (Belief Desire Intention) agents are one popular type of
agents which support complex behaviour in dynamic environments [3, 4].

BDI agents use plans to achieve goals, based on the current environment. When a
BDI agent encounters a problem where it can not complete the current plan, it will stop
executing that plan, re-assess the situation based on the updated environment and select
a new plan from a plan library. This provides a level of adaptivity to the changing world.
However it does not provide any adaptation based on past experience. Such an ability
can be important in dynamic environments which may change in ways not foreseen
by the developer, causing methods for achieving goals that worked well previously to
become inefficient or ineffective. Our work aims to improve BDI agents by introducing
a framework that allows BDI agents to alter their behaviour based on past experience,
i.e. to learn.

We have chosen a fire fighting scenario as our experimental domain. This system
simulates a city that has been affected by fire and will allow us to learn answers to
questions such as “Based on past experience, what’s the best fire extinguisher to use
now?” We do not develop new learning techniques, rather, the contribution of this paper
is to propose a model for integrating learning into BDI agents, and to experimentally
validate that this model allows agents to improve their performance over time.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 282–288, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Background

2.1 The BDI Agent Architecture and JACK

The Belief-Desire-Intention (BDI) [3] model is based on philosophical work by Brat-
man, which stresses the importance of intentions, defining the (human) agent’s current
approach, as critical in intelligent behaviour, as well as beliefs and desires. The compu-
tational model of agency developed by Rao and Georgeff [4] based on Bratman’s work
focusses on (software) agents which are situated in an environment, receiving stimulus
in the form of events and acting based on plans in a plan library.

JACK1 is a Java-based intelligent agent toolkit used to implement BDI agents. There
are four main components to a JACK system: agents, events, plans and beliefsets. When
a JACK agent receives an event, which may correspond to a goal, it will refer to its plan
library. Plan libraries act as a repository of plans. Plans consist of (i) a trigger which
indicates which event they are relevant to; (ii) a context condition which describes the
situation in which they are applicable; and (iii) a plan body. The plan body may contain
both sub goals and actions. There may be multiple plans associated with any given goal
or event. If a plan fails during execution, the agent checks to see whether other plans
are applicable. Beliefsets can be viewed as relational databases, i.e. sets of tuples.

2.2 Inductive Logic Programming and Alkemy

Inductive logic programming (ILP) is a means of computationally achieving induc-
tion [5]. Induction can be defined as: given a set of positive examples, a set of negative
examples, some background knowledge and a hypothesis language, find a predicate def-
inition represented in the hypothesis language such that all positive examples and none
of the negative examples are described.

Alkemy [6] is a symbolic inductive learner written in C++. It uses Inductive Logic
Programming to produce a decision tree (see figure 1). Each node in the decision tree
generated by Alkemy contains a higher order function that takes an Individual and
returns a Boolean. For example, consider the root node in figure 1. The composition
projIntensity . eqHigh is the function that takes an Individual and returns
true iff its Intensity is High. The whole root node expression denotes a function that
takes an Individual and returns true iff its Intensity is High and its Weather is Hot.

3 Learning in the BDI Framework

Our framework consists of four major components: the JACK system, the Learning
Formatter, the Learning Component and the Knowledge Extractor. Figure 2 shows our
conceptual model.

The flow of information begins with the JACK agent. This agent stores its experi-
ences in the History beliefset. When enough history accumulates, Learning Formatter
converts the History and Background Knowledge (provided by the agent designer) into
an input suitable for the Learning Component. Learnt data is returned and converted into

1 http://www.agent-oriented.com
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Fig. 1. Higher Order Function Tree

Fig. 2. BDI Learning Model

Virtual Beliefs by the Learning Parser which translates Alkemy’s textual output into a
binary tree. These virtual beliefs are queried by the Knowledge Extractor, allowing the
agent to reason historically.

The History stored by the agent is a set of tuples containing the state of the fire,
the outcome and a retardant. For example, the History tuple 〈windy, concrete, high,
success, water〉, represents that it was a windy day when water was successfully used
to extinguish a concrete building burning with a high intensity. Actually, in order to
experiment with different search space sizes the state of the fire varies from 3 to 11
elements.

The operation of the Knowledge Extractor involves the following steps: (1) Estimate
the accuracy of the tree produced by Alkemy; (2) If the accuracy is “good enough” (see
below) then use the recommendation produced by the tree, else explore.

Estimating the accuracy of the decision tree is done by checking the tree’s predic-
tions against the actual outcome for all of the recent fires that the agent has fought which
have not yet been used for learning. This gives a number between 0 and 1. For example,
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if there are 37 recent fires that have not yet been learned from, and for 32 of them the
decision tree correctly predicts the outcome, then the estimated accuracy of the Alkemy
tree is 32÷ 37 ≈ 0.865.

Producing a recommendation from the Alkemy decision tree is done as follows.
First, the Knowledge Extractor scans the higher order function tree to see what values
exist for the retardant variable. If none are found, then the agent has had no relevant
prior experience and will return unknown or a default value. If values are found, then
the Knowledge Extractor will record every unique value2. This forms a set potential re-
tardants to use. For each potential retardant the Knowledge Extractor uses the decision
tree to predict the outcome of using that retardant on the current fire. Those retardants
for which the decision tree predicts a successful outcome are retained as the tree’s rec-
ommendation.

Determining whether the tree’s accuracy is “good enough” is done in a number
of ways: using a static threshold (e.g. 0.5), using a dynamic threshold with analogous
reasoning, or using a dynamic threshold without analogous reasoning. When using a dy-
namic threshold, the threshold is adjusted up or down by considering the subset of the
fires previously encountered which are either the same (the “without analogous reason-
ing” case) or “similar” (the “with analogous reasoning” case). Adjusting the threshold
is done as follows: for each fire that is considered we adjust the threshold up if the fire
was successfully fought, and down if it was not successfully fought. The formula used
to calculate dynamic thresholding is:

threshold = static threshold− successful cases− failed cases
2× total cases

If analogous reasoning (also termed “Simile”) is used then a previously encountered
fire is considered to be “similar” if it was successfully fought and is harder than the
current fire (because fighting the current, easier, fire can be assumed to succeed) or if
it was unsuccessfully fought and is easier than the current fire. For example, suppose
the agent is fighting a fire in Hot weather where the building is made of Wood and the
fire is burning with a High intensity. A previously fought fire that was on a Mild day,
involved a Steel building, and was a Medium intensity fire is easier than the current fire.
If a particular retardant was unsuccessfully used on the previous, easier, fire than the
simile algorithm will reason that the retardant in question is probably a bad choice for
the current, harder, fire.

Exploration is implemented by subtracting all the previously seen retardants from
the full list of known retardants, and selecting a random retardant from the result. If the
result is empty then a random previously seen retardant that is not recommended by the
tree is chosen.

In addition to using Alkemy, we also experiment with a simpler learning mechanism
that simply computes for each retardant its effectiveness:

effectiveness =
successes− failures

total

The retardant with the highest effectiveness is then selected. There are several variants
of this depending on whether one considers all past fires, or only past fires similar to

2 As well as an additional “none-of-the-above” value
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the current fire. Note that this simpler mechanism bypasses the learning component
depicted in figure 2, since it only requires the agent’s history.

4 Experiments

Experiments were conducted within the fire fighting domain to answer the following
questions: (1) how effective are various learning mechanisms on BDI agents? (2) what
effects do dynamic thresholding and Simile have on learning? and (3) how is the per-
formance of the agent affected by the size of the search space?

Each experiment involved 40 runs, where a run involved a learning agent fighting
1000 fires using one of five retardant types. The fire fighting agent is given no initial
past experiences. Fire states were randomly generated using a random number generator
that was initialised with a different seed for each run. Alkemy is invoked every 50 fires.
The performance of the agent is measured by the percentage of fires extinguished over
a given set of fires.

To determine whether a fire is successfully extinguished, we convert every symbolic
fire state into a numeric representation and compare that value to a set of rules. In order
to do this, every variable is given its own ‘difficulty’ score. This represents how ‘hard’
a particular tuple variable is, thus the difficulty score for a entire fire is the sum of the
difficulty scores in the fire tuple. Symbolic-to-numeric conversion is done to allow us
to easily vary the complexity of the domain. The complexity of the search space is
varied from an initial 1440 possible fire states to 2,304,000 by increasing the number of
variables in the fire state from 3 through to 11.

All graphs were plotted with the mean of the 40 experimental runs. Each point on
the ‘% of Fires Extinguished’ graph represents the success rate over the most recent 50
fires.

4.1 Discussion

Clearly, learning is beneficial to the agent’s performance. For the smaller search space
(576,000) the statistical method without Simile does best, followed by the Statistical
method with Simile, then Alkemy. For the larger search space (2,304,000) Alkemy out-
performs all other learning methods by 6%-10% followed by the Statistical method
(with Simile not making much of a difference). Overall, learning in the smaller search
space yields a 10% improvement over no learning with a 27% improvement in the larger
search space.

Although not represented on the graphs, using dynamic thresholding and Simile
did not make a difference to Alkemy’s success rate. This is because the decision tree
rapidly becomes quite accurate, resulting in the slight adjustments to the threshold made
by dynamic thresholding not being significant.

Comparing the different search space sizes, as expected, the statistical method’s per-
formance degrades as the search space size increases. However, Alkemy’s performance
doesn’t appear to be significantly affected by the search space, and in fact Alkemy does
slightly better in terms of % of fires extinguished when the search space is larger. We
intend to investigate this counter-intuitive result further.
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Fig. 3. Experimental Results

With regard to the second graph (right side of figure 3), the accuracy of the Alkemy
tree as measured by the agent is quite erratic and never rises above 81%. This may be
because we convert symbolic states into numeric values and the fact that Alkemy is a
symbolic learner. We intend to explore this further.

Although Alkemy extinguishes more fires than Statistical learning by an average of
10% in the more complex domain, this comes at a time cost 4 times greater than that of
Statistical learning. The Statistical method out-performs Alkemy in the simpler domain,
highlighting the fact that complex and powerful learners such as Alkemy are not always
necessary.

For both search spaces (2,304,000 and 576,000) Alkemy took on average a little
over a minute (61-65 seconds) to induce a decision tree from 500 fires.

5 Related Work

Similar systems to what we propose include SOAR [7], a rule based agent system that
uses chunking to create plans. Chunking is executed whenever impasses occur. An im-
pass is when an agent cannot solve a problem. Our model is different in that we learn
new information regardless of problems occurring, which allows for exploratory learn-
ing.

The Case-Based BDI system in [8] is similar to our model where it considers past
cases. They use a concept hierarchy to find information on the WWW if no similar cases
are found while we assume no additional information sources and hence use Simile to
reason further on existing information. The notion of ‘easier‘ and ‘harder‘ for case
similarity is absent in [8] however their model applies case reasoning on agent beliefs
while we do not.

The system proposed by [9] uses a combination of explanation based learning (EBL)
and ILP. EBL uses only one past case to generalise a rule while our statistical method
considers all past cases. Another difference is our model uses Simile to filter cases
before an ILP system is called.
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Prodigy [10] is a planning and learning system that implements many learning algo-
rithms including case-based reasoning and induction. However, their work is not based
on the BDI framework.

6 Conclusions and Future Work

We have presented a model that introduces learning into the BDI framework. This
model allows beliefs to be generalised through inductive learning and statistical tally-
ing. We have developed and experimentally tested, two analogous reasoning algorithms
which use contextual and relative reasoning to alter agent behaviour according to past
experience.

Currently, the issue of when to learn is addressed by means of a numeric threshold
on the number of fires fought. This static technique may greatly over/under utilise a
potentially expensive3 learning process and may be improved by considering the fre-
quency of past successes/failures. We also plan to develop a more effective Simile
matching scheme.
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Abstract. With the help of real source identity in packets, network se-
curity system can intelligently protect and counteract the attacks. Packet
marking is an important method of source identification, and there are
some issues on it. For large amount of packets, analysis time and com-
plicated computation are necessary while detect marking information.
This paper focuses on this direction, and proposes a simple and effi-
cient method to mark all packets belonging to upstream traffic with a
deterministic, plain form identity. With this approach, we just need low
processing power on some specific edge routers as well as a little extra
network traffic to settle it. Furthermore, distilling mark from packets is
easy since the mark is in plain text format.

1 Introduction

Attackers routinely disguised their location using incorrectly, or spoofed IP
source address. A great amount of effort has been made upon traceback to get
the source information. Ideally, full-path traceback is a good way. But according
to [1], packets may be delivered along different path to the destination (load bal-
ancing or unwanted isolation of the network routing) sometimes, only the ingress
interface on the router closest to the source is almost same. The authors of [5]
divides traceback technologies into two categories according to tracing clues:
Traceback across stepping-stones and IP traceback. The first type is mainly for
connection trace. For against DoS or DDoS, IP traceback is useful. It focuses on
packet trace: Logging, ICMP Trace, probabilistic packet marking (PPM), Alge-
braic approach, Tunnel technologies, etc. Actually there are still some limitations
in these approaches: large amounts of packets and complicated computation are
necessary. Convergence procedure is relatively slow and background noise and
spoofing marked packets may affect their performance.

2 Related Work

Source Path Isolation Engine (SPIE) [8,9] uses hash-based technique to gain
every packet’s information for IP traceback that generates and stores audit trails
� This work was supported by University ITRC Project of MIC
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for inquery, and can trace the origin of a single IP packet delivered by the network
in the recent past. About 0.5 percent of the link capacity per unit time in storage
is needed. For realization all routers need to be controlled by specific manager.
Besides of the corporation among all ISPs, wide deployment in whole Internet
also is a big challenge. In Pi [6] is also a per-packet deterministic mechanism
that allows the victim side to filter out packets matching the attacker’s identifier
embedded in each packet. It uses the digest of path and routers IP address as the
identity. Each packet traveling along the same path carries the same identifier.
It uses 16 bits of Identity field of IP header to store mark. Since the space is not
enough for mark, tradeoff has to be adopted upon some hands, such as efficency
and reliability. Enough quantity routers along all possilbe paths are needed. The
authors had given a experience to show that the scheme is available in case of half
of all related routers along attacking path. IP Traceback-based Intelligent Packet
Filtering [7] is an integrated infrasture assembled with some approaches. And it
is based on focused on filterring out the majority of DDoS traffic to improve the
overall throughput of the legitimate traffic. With the help of PPM, the victim side
can find the attacking paths and then filters out these “infected” path traffic in
some degree. But this scheme needs rigorous conditions. Its EPM function modle
must be deployed almost on all source side routers as well as all routers on the
defence line for victim network are with PPF function. This prefigures the cost
is very high. Deterministic Packet Marking (DPM) [1] is a novel packet-marking
algorithm with all packets marked at edge routers. Like some approachs, the 16-
bit ID field and the reserved 1-bit Flag in the IP header are used to store mark.
The biggest difference is that incoming interface’s IP address (32 bits) will be
stored in two packets. The coding in the ID Field assumes that there are almost
no IP fragments in the Internet supported by empirical traffic analysis less than
0.5 percent of all packets in Internet are fragmented in [4]. But SPIE sends mark
by extra network bandwidth overhead for every traffic packet. Pi marks every
packet with path information for reconstructing attack path map without extra
network overhead. [7] inserts path identity into packet as mark in probabilistic.
DPM marks every packet at source side with plain text of IP address. We found
that the scanty space for storing mark in packet is a key reason among almost
all approaches. Our scheme is inspired from the above works and is absorbed in
finding more available space for storing mark.

3 Overview of Proposed Packet Marking Scheme

After the literature survey of popular IP traceback techniques, we claim that
complex and more restriction traceback will suffer from scalability and deploy-
ment problem. An optimal and simple scheme should be introduced with lower
processing and network traffic overhead. Our proposal draws inspirations from
DPM scheme and also marks all upstream packets at one of source side routers
belonging to edge router of subnet or domain as shown in Figure 1. If we allo-
cate the subnet a global identity (GID) number as mark directly and store the
mark in all output traffic packets, then destination receiving these packets can
detect the source easily. However, storing a global identity number need more
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Backbone 
Router
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DPM Enabled 
Edge RouterTPMTPM

TPMTPM

TPMTPM

Fig. 1. TPM marks subnet identification at incoming interface of router which is con-
nected to gateway of this subnet into all upstream traffic packets

space than 16 bits, it seem impossible that satisfy this asking from IP header
fixed part directly. This is the key reason why most of current approaches use
compression pattern for mark. In general viewpoint, there is no more space in
IP header enough to store a global identity. Fragmentation related fields may
be the last hope. Identity field is just only used for the fragmented packet, and
Offset field is the same here with a little difference. If it is certain that a packet
is not a fragment or DF is set, this field can be definitely used. In this case we
can put the global identity of subnet in 30 bits space as in Figure 2. In general

GID_1 (16bits)GID_1 (16bits)

Total LengthVer TOS(DS)HLen EC

ChecksumTTL Protocol

Source Address

Destination Address

GID_2 (14bits)D
F

T
F

Options

Fig. 2. Storing Mark of Un-fragmented
Packet in IP header fixed part

XXX10000 Length

GID (30 bits)

Define new type for TPM flag 2 bits is 
reserved

Fig. 3. Fragmented Packet Mark in Op-
tion Field

direct uses of IP address as global identity is the best and ideal choice but as
shown in figure 2, there are only 31 bits that we can use. We can ignore the last
one bit even more bits because IP addresses have only difference in last a few
bits must locate in the same subnet or domain. The underlying reason we can
perform the ignore action is that all we need to distinguish subnets instead of
hosts. Total 30 bits resource is big enough to identify all subnets in Internet.
Final receiver should know that if the packet is not fragmented. Thus we keep
the DF (do not fragmentation) as it old value. The one bit at left side of DF
is used for marking flag. For fragmented packet, instead, Option field is used.
In this scheme we define a new sub-section in Option field with a new flag for
IP traceback as shown in figure 3. Total overhead for the new sub-section is six
bytes. The marks for both un-fragmented case and fragmented case are in plain
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text form. Very easily works are needed both on marking at source side and ex-
tracting mark at destination side. The mark function is very easy to implement
on routers. One of the possible algorithms of marking and extracting function
looks as figure 4 and figure5.
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Fig. 5. Make Extracting Algorithm

4 Discussion and Analysis

As well-known, the usage of fragmentation is decided by MTU size [3]. Frag-
mentation will degrade the efficiency and performance of Internet. In order to
improve the performance of whole network, RFC1191 specifies a path MTU dis-
covery protocol. At present this protocol is widely using in Internet, so majority
of traffic do not experience fragmentation and normally DF is set. But there
still has exception. A few IP protocol stack did not support this protocol. For
instance, an un-fragmented packet (its MTU size is X, also it was not compliant
PMTU) travels through the edge ingress router into backbone network and then
pass through the downstream router. At this time if a more low speed data link
media exists at the side of destination and its MTU is smaller than X, then frag-
mentation appears. It will destroy mark even the traffic has not been disrupted.
Since the protected servers are valuable and important servers which access pat-
tern is impossible lower than Ethernet link, thus the paths from it to the edge
routers are not low bandwidth transmission media predicatively. According to
the traffic analysis of Internet, nearly all packets size is not bigger 1500 bytes. In
a word, in the paths from protected servers to marking point, the fragmentation
case does not exist even in very special situation. As shown in figure 1, in TPM
scheme it is unnecessary to add TPM function to all source side routers. Instead,
just ensures all traffic packets to be marked one times and just one times. At
the same time, instead of marking at edge router of backbone network, chooses
TPM marking point close to hosts as possible. This rule is easy to be satisfied
obviously. So that the granularity of source information can support the traffic
flow restriction while against DoS or DDoS attacks.

5 Simulation Results and Evaluation

In this section we will demonstrate the simulation of our scheme and the com-
parison with DPM scheme. Based on OPNET 8.0.c remote server version under
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MS Windows2000 professional version and Microsoft Visual C++ 6.0 compil-
ing environment, The first simulation tests the impact on introducing the TPM
function to existing routers. In our simulation, Database Access, email, http, ftp
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Fig. 7. IP Processing Delay Comparisons

0

2

4

6

8

10

12

14

16

18

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96 101

Elapse Time (sec)

Mark Detection
Rate (packet/sec)

TPM DPM
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traffic are mixed and router’s CPU background utilization is set to 30 percent
for simulating the Internet traffic as possible. As figure 6 shown in TPM case is
a very little higher than result points of without TPM case in Y-axis. Although
smaller scale has been used in Y-axis, the difference between the two cases is
too small to distinguish them easily. This means that the CPU utilization of
edge router with TPM function embedded is very little higher than the CPU
utilization of edge router without TPM function. The result in figure 7 shows
nearly the same as figure 6. In second phase we compare our scheme with DPM
scheme. Since DPM scheme must consider attacks might alternate the source
IP address, we include this factor by adding a little part (0.8 percent)of source
IP address changed. From figure 8 shown, TPM approach gains the average de-
tection speed around 13 packets per seconds. We use two independent subnets
as traffic source. Each subnet continually generates specific packets in uniform
distribution pattern with interval time 0.1 to 0.2. That is to say TPM approach
has almost detected all marks of received packets. On the contrary, the result
line of DPM approach is around 6 marks per seconds in mark detection rate.
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This is lower than half of TPM mark detection rate. There are several reasons
for this difference. At first, DPM mark detection rate at most equal the half
level as TPM approach even under ideal pre-arranged packets arriving sequence.
Because DPM approach at least need two different mark parts to assemble a
complete mark. Next is that the packets arrived in random. If the two or more
packets carry with the same half of a complete packet continually, the detection
rate must be decreased certainly. Another reason is that some packets with fre-
quent change source IP address do not contribute mark detection as we discussed
in previous part of this section.
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Therefore in figure 8 parts of marked packets could not contribute to assemble
right mark. Furthermore instable source IP address will embarrass the mark’s
availability. It leads invalid mark packets even more than mark detected rate.
figure 9 is about shows intuitionistic comparison between DPM scheme and
our scheme upon number of detection rate by simulation procedure. Figure 10 is
about the spending or cost of time for gaining the right mark. The last simulation
item intends to compare the number of extracted marks and extracted time. The
arriving packets number is reduced in order to convenient observing. Look at the
result in figure 11, Some packets with mark were not detected in DPM scheme.
Also the number of detected mark is smaller than half of TPM scheme detection.
This confirms that during the same time TPM scheme distilled more marks than
DPM scheme obviously.

6 Conclusion and Future works

In this paper we have introduced a new approach to IP traceback. This approach
effectively addresses shortcoming of existing techniques in some degree. The im-
portant contributions of TPM lie in plain text form and a complete mark existing
in every packet. It is not necessary computation to generate a different mark in
real time for each wanted marking packet as current most approaches. This is
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big difference comparing with many packet marking approaches which gener-
ate digest information as mark using Message Authentication Code algorithm
before each marking action. Marking all traffic packets can obtain the fastest
speed of detection source information at destination sides. This approach is also
efficient against various types of attacks, not only for DoS or DDoS attacks since
all packets have trustworthy source side information, furthermore mark in plain
text can be directly read and processed by security systems easily. We plan to
do more deep investigation and experiments related to Internet traffic analysis,
such as MTU size distribution, Option field using situation in Internet roundly
to gain more supporting data for TPM scheme.
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Abstract. The digital signature can be verified and disavowed only with
cooperation of the signer in undeniable signature scheme. A signed con-
fidential document of a company can be copied and delivered to a rival
company. If a conventional signature scheme is used to sign the docu-
ment, it can be confirmed as authentic by verifying the signature without
the signer’s cooperation. However, if the company doesn’t want the docu-
ment to be verified as authentic by the rival company, it is recommended
to use the undeniable signature scheme. Convertible undeniable signature
scheme has additional property that the signer can convert undeniable
signature to the ordinary one. The document signed by undeniable sig-
nature scheme that is no longer confidential can be opened to public
use by converting the signature to the ordinary one. In this study, the
efficient multipurpose convertible undeniable signature scheme based on
El-Gamal signature scheme is proposed. The proposed scheme satisfies
undeniable property and can convert undeniable signature to the ordi-
nary one. The number of public keys and signatures are less than those
of Boyar’s convertible signature scheme[4]. It also reduces the number of
communication steps of the signature confirmation protocol.

1 Introduction

Undeniable signature scheme is a method that signature can not be verified
without signer’s cooperation. Convertible undeniable signature scheme has ad-
ditional property that undeniable signature can be converted to the ordinary
one by releasing partial secret information. It has many applications where an
ordinary digital signature scheme can not be applied to.

In on-line sales of digital contents, an owner of the digital contents wants to
know whether a distributor sales the contents to customers fairly. In this case,
the owner can satisfy on-line sales model if the model provides the mechanism
which the customer can not buy the digital contents without help of the owner.
The digital copyright generated by undeniable signature scheme differs from the
ordinary copyright in that the customer can not distinguish between valid and
invalid copyright without help of the copyright owner. Only the original owner
can confirm this copyright as authentic to the customer.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 325–331, 2005.
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However, in customers’ position, they want to verify signature on the digital
contents by themselves after purchasing the contents. In this case, customers can
satisfy if the copyright owner makes the undeniable signature on the contents to
the ordinary one. Convertible undeniable signature scheme can be used to solve
above mentioned problems.

In this study, we show how to use undeniable concept of Chaum[1] and
El-Gamal signature scheme[3] to obtain new convertible undeniable signature
scheme. Modified El-Gamal signature scheme based on discrete logarithms is
proposed. The proposed scheme satisfies undeniable property[1] and can convert
the undeniable signature to the ordinary one. The size of the public key and the
signature is less than that of Boyar’s convertible scheme[4]. It also reduces the
number of communication steps between signer and verifier.

Boyar’s convertible undeniable signature scheme is described in section 2.
The proposed efficient convertible undeniable signature scheme is presented in
section 3 and analyzed in section 4. Section 5 compares the proposed scheme
with the Boyar’s scheme. conclusion and applications of our works are presented
in section 6.

2 Related Works

In this section we review existing Boyar’s convertible undeniable signature
scheme [4]. The security of Boyar’s scheme is based on the difficulty of solv-
ing discrete logarithms over GF (p). The signer selects secret keys x, z ∈ Zq,
message m ∈ Zq and generates public keys y ≡ gx (mod p), u ≡ gz (mod p).
(1) Signature Generation Prorocol
Step 1. A signer chooses random number t and makes the message M ≡ gttzm
(mod q).
Step 2. The signer generates El-Gamal signautre (r, s) on the M .

gM ≡ yrrs (mod p)

Step 3. The signer sends (gt, r, s, m) to the verifier.
(2) Signature Confirmation Protocol
The signer and the verifier generate (w ≡ gt·gt·m (mod p), v ≡ yrrs (mod p)).
Step 1. The verifier chooses random numbers (a, b) and generates the challenge
ch ≡ wagb (mod p). The verifier sends ch to the signer.
Step 2. The signer chooses random number r and generates responses (h1 ≡
chr (mod p), h2 ≡ h1

z (mod p)). The signer sends (h1, h2) to the verifier.
Step 3. The verifier sends (a, b) to the signer.
Step 4. The signer authenticates the challenge ch and sends r to the verifier.
Step 5. The verifier authenticates (h1, h2) as follows.

h1 ≡ (wagb)r (mod p), h2 ≡ (vaub)r (mod p)
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(3) Signature Conversion Protocol
The signer can transform the undeniable signatures to the ordinary ones by
releasing z. If signer wants to convert particular undeniable signature, corre-
sponding t is released. When t is released, signature verification is proceeded as
follows.

(um·gt

)t ≡ yrrs (mod p)

3 The Proposed Scheme

In this section, undeniable signature scheme based on El-Gamal scheme is pro-
posed. The proposed scheme satisfies undeniability and can convert undeniable
signature to the ordinary one.

We modify the El-Gamal signature equation as follows.

k(m + s) ≡ xr (mod p− 1) (3.1)

A signer’s private key x, public key y and message m are defined as follows.

y ≡ gx (mod p), x, m ∈ Zp−1

3.1 Signature Generation Protocol

Step 1. A signer chooses random number k and keeps it secret. k and p− 1 are
relatively prime numbers. One way hash function h is used to hash the message
m. Let the hash result mh = h(m, hpr) be a primitive root of mod p by adjusting
hash parameter hpr.
Step 2. The signer generates public parameter r ≡ mh

k (mod p).
Step 3. The signer chooses s satisfying following equation 3.2.

ks ≡ xr − kmh (mod p− 1) (3.2)

Step 4. The signer sends (mh, hpr, r, s) to the verifier.

3.2 Signature Confirmation Protocol

Step 1. The verifier chooses random numbers (a, b) and generates the challenge
ch ≡ ra(mh+s) · yrb (mod p).
Step 2. The verifier sends ch to the signer.
Step 3. The signer generates the response rsp ≡ chx−1

(mod p) and sends it to
the verifier.
Step 4. The verifier authenticates the signature (r, s) as follows.

rsp ≡ mra
h · grb (mod p) (3.3)

If the signature is invalid or the signer denies valid signature, equation 3.3 can
not be hold. Undeniability of the proposed scheme is proved in section 4. In order
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to convert undeniable signature to the ordinary one, the following additional
steps are required.
Step 5. The verifier sends (a, b) to the signer.
Step 6. The signer authenticates the challenge ch ≡ ra(mh+s) · yrb (mod p).
Step 7. The signer converts undeniable signature to the ordinary one by releasing
gk.

gk(mh+s) ≡ yr (mod p)

3.3 Disavowal Protocol

If the verifier fails to authenticate undeniable signature in step 4 of the signa-
ture confirmation protocol, he/she can perform following disavowal protocol to
identify whether the signature is invalid or the signer denies valid signature. The
security of the proposed disavowal protocol is analyzed in theorem 2 and 3.
Step 5: The verifier chooses random numbers (c, d) and generates the challenge
ch′ ≡ rc(mh+s) · yrd (mod p), ad �= bc.
Step 6: The signer sends the response rsp′ ≡ ch′x−1

(mod p) to the verifier.
Step 7: The verifier generates following discrimination equations.

R1 ≡ (rsp · g−rb)c (mod p), R2 ≡ (rsp′ · g−rd)a (mod p)

Step 8: The verifier compares R1 with R2 as follows.
R1 = R2 : invalid signature, R1 �= R2 : the signer denies valid signature

4 Security Analysis

We analyze the undeniability of the proposed scheme. Theorem 1 shows that
signer can not generate valid response for an invalid signature. Theorem 2 and
3 are proofs of the proposed disavowal protocol.

Definition 1 The valid signature (r, s) and the invalid signature (r′, s) are de-
fined as follows.

• valid signature (r, s)

k(mh + s) ≡ xr (mod p− 1), r ≡ mh
k (mod p)

• invalid signature (r′, s)

k′(mh + s) ≡ x′r′ (mod p− 1), r′ ≡ mh
k′

(mod p), x �= x′

Theorem 1 A signer can not generate valid response for an invalid signature.

Proof : The followings are challenges and responses for an invalid signature (r′, s).
We assume that (a, b) and (a′, b′) generate same challenge.

• Challenge ch and response rsp with (a, b).

ch ≡ mh
k′(mh+s)a · gxr′b (mod p), rsp ≡ mh

r′a · gr′b (mod p)
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• Challenge ch′ and response rsp′ with (a′, b′).

ch′ ≡ mh
k′(mh+s)a′ · gxr′b′ (mod p), rsp′ ≡ mh

r′a′ · gr′b′ (mod p)

The following equations are obtained since two pairs (a, b) and (a′, b′) yield
same challenge.

mh
k′(mh+s)(a−a′) ≡ gxr′(b′−b) (mod p) (4.1)

mh
r′(a−a′) ≡ gr′(b′−b) (mod p) (4.2)

Equation 4.3 is obtained by replacing the part of right side of equation 4.1
with left side of equation 4.2.

mh
k′(mh+s)(a−a′) ≡ mh

xr′(a−a′) (mod p) (4.3)

In definition 1, (r′, s) is an invalid signature and holds k′(mh + s) �= xr′

(mod p− 1). Equation 4.3 can not be hold in this case. Therefore signer can not
generate valid response for an invalid signature more than once.

Theorem 2 The proposed disavowal protocol can prove that whether signer an-
swers improperly or not for a valid signature.

Proof : The valid signature (r, s) is defined in definition 1. The verifier generates
the challenge ch ≡ ra(mh+s) · yrb (mod p).

The signer generates the response r1 improperly in order to deny valid sig-
nature as follows.

r1 ≡ cht ≡ mh
xrat · gxrbt �= mh

ra · grb (mod p)

Since the response r1 is not congruent to mh
ra · grb (mod p), the verifier

performs following disavowal protocol with new challenge values (c, d).

ch′ ≡ rc(mh+s) · yrd (mod p), r2 ≡ ch′t ≡ mh
xrct · gxrdt �= mh

rc · grd (mod p)

The verifier generates following discrimination equations with r1 and r2.

R1 ≡ (r1 · g−rb)c ≡ mh
xract · g(xrbt−rb)c (mod p)

R2 ≡ (r2 · g−rd)a ≡ mh
xract · g(xrdt−rd)a (mod p)

In the proposed disavowal protocol, if the signer answers improperly for the
valid signature then R1 is not equal to R2. The following equations show that
the signer answers improper responses.

(xrbt − rb)c �= (xrdt − rd)a (mod p− 1)

Theorem 3 The proposed disavowal protocol can prove that whether signature
is valid or not.

Proof: Invalid signature (r′, s) is defined in definition 1. The verifier generates
the challenge ch ≡ r′

a(mh+s) · yr′b (mod p).
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The signer generates the response r1 for an invalid signature as follows.

r1 ≡ chx−1 ≡ mh
k′a(mh+s)x−1 · gr′b �= mh

r′a · gr′b (mod p)

Since the response r1 is not congruent to mh
r′a · gr′b (mod p), the verifier

performs following disavowal protocol.

ch′ ≡ r′
c(mh+s) · yr′d (mod p)

r2 ≡ ch′x−1 ≡ mh
k′c(mh+s)x−1 · gr′d (mod p)

The verifier generates following discrimination equations with r1 and r2. In
the proposed disavowal protocol, if the signer answers properly for an invalid
signature then R1 is equal to R2. The following equations show that signature
is invalid.

R1 ≡ (r1 · g−r′b)c ≡ mh
k′acx−1(mh+s) (mod p)

R2 ≡ (r2 · g−r′d)a ≡ mh
k′acx−1(mh+s) (mod p)

5 Discussion

Table 1 shows the comparative results between Boyar’s scheme and the proposed
scheme. Considering the number of communication steps between the signer
and the verifier in the signature confirmation protocol, Boyar’s scheme based on
simultaneous discrete logarithms[4] requires 4 steps. Proposed scheme requires
only 2 steps as like that of Chaum’s scheme[1]. Signature size of [1] is less than
that of [4] and the proposed scheme. In order to convert undeniable signature to
the ordinary one, [4] requires one more parameter than that of our scheme.

Table 1. The Comparative Results between Boyar’s Scheme and The Proposed Scheme

Boyar’s Scheme The Proposed Scheme

Communication Steps 4 2

Signature Size(bit) 3n 2n

Public Key Size(bit) 5n 3n

Boyar’s scheme[4] has drawbacks in communication steps, signature size and
public key size compared with those of Chaum’s scheme[1]. But, [4] has property
that it can convert undeniable signature to the ordinary one and can make several
different signatures on the same message.

By modifying El-Gamal signature equation, the proposed convertible unde-
niable signature scheme can achieve good performance on communication steps
and key size compared to Boyar’s scheme[4].

Chaum’s scheme[1] can not convert undeniable signature to the ordinary one.
It always produces same signature on the same message.
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6 Conclusion

In this study, convertible undeniable signature scheme based on modified El-
Gamal signature scheme is proposed. It can convert undeniable signature to
the ordinary one and can make different signatures on the same message. The
communication steps of the proposed signature confirmation protocol is less than
that of Boyar’s scheme[4]. Public key and signature size are also less than those
of [4].

The proposed scheme satisfies undeniability and can easily be extended to the
convertible undeniable multi-signature scheme. The multi-signature scheme can
be used to computerize application where it requires many signers and designated
verifier for the security of the application. It is best suited to electronic voting
and copyright protection schemes. It can minimize the role of the trusted voting
center and can provide voter-oriented election. It also can be applied to joint-
copyright protection where many authors can share copyright on the digital
contents.
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Abstract. In applications of multimedia communication, the remote
user authentication is an important issue to protect the multimedia re-
sources. Recently, Lin-Lai proposed an improvement on the Lee-Ryu-Yoo
fingerprint-based remote user authentication scheme using smart cards
to not only keep the original advantages but also enhance their security.
Lin-Lai claimed that their scheme can withstand masquerade attacks
and secure access control in multimedia communication. However, we
have found that the scheme is still susceptible to impersonation attacks.
Accordingly, the current paper demonstrates the vulnerability of the Lin-
Lai scheme to impersonation attacks and presents an improved scheme
with better security strength and efficiency. The computational costs of
the proposed scheme are less than those of the Lin-Lai scheme.

Keyword: Security techniques, Multimedia, User authentication, Fin-
gerprint verification, Biometrics, Smart card

1 Introduction

User authentication is an important part of security, along with confidentiality
and integrity, for systems that allow remote access over untrustworthy networks
like the Internet. As such, a remote password authentication scheme authen-
ticates the legitimacy of users over an insecure channel, where the password is
often regarded as a secret shared between the remote system and the user. Based
on knowledge of the password, a user can use it to create and send a valid login
message to a remote system to gain the right to access. Meanwhile, the remote
system also uses the shared password to check the validity of the login message
and authenticate the user.

In 1981, Lamport [1] proposed a remote password authentication scheme
that uses a password table to achieve user authentication. However, one of the
weaknesses of Lamport’s scheme is that a verification table should be stored in
the remote system in order to verify the legitimacy of a user. If an attacker can
somehow break into the server, the contents of the verification table can be easily
modified. Thus, recently, many password authentication schemes have proposed
� Corresponding author: Kee-Young Yoo
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solutions using smart cards in which the verification table is no longer required
in the remote system to improve security, functionality, and efficiency.

In 2002, Lee-Ryu-Yoo [2] proposed a fingerprint-based remote user authenti-
cation scheme using smart cards. Their scheme was based on the ElGamal’s
public key cryptosystem [3] with two secret keys. In addition, their scheme
strengthened the system security by verifying the smart card owner’s finger-
print. Their fingerprint verification method is based on minutiae extraction and
matching [4–6]. That is, a different map of minutiae will be made when the input
device takes a smart card owner’s fingerprint. Then the scheme can generate a
one-time random number for the ElGamal’s public key cryptosystem by using
the map of minutiae.

In 2004, Lin-Lai [7], however, pointed out that the Lee-Ryu-Yoo scheme
can not withstand masquerade attack by using two secret keys and fingerprint
verification. Furthermore, they proposed an improved scheme to enhance the
security. Based on ElGamal’s cryptosystem and fingerprint verification, the Lin-
Lai scheme needs only to maintain one secret key, without verification tables
such as a password and identity tables. They claimed that their scheme provides
effective authentication and also eliminates the drawback of the Lee-Ryu-Yoo
scheme.

The Lin-Lai scheme, however, is still vulnerable to impersonation attacks.
Accordingly, the current study demonstrates that the Lin-Lai scheme is still
susceptible to impersonation attacks, in which an attacker can easily impersonate
other legal users to access the resources at a remote system, and then presents
an enhancement to the scheme that offers better security strength and efficiency.

The rest of this paper is organized as follows: In Section 2, we briefly re-
view the Lin-Lai scheme. In Section 3, we point out the some security flaws. In
Section 4, we improve the Lin-Lai scheme. In Sections 5 and 6, we analyze the
security and efficiency of our proposed scheme, respectively. Finally, conclusions
are provided in Section 7.

2 Review of the Lin-Lai Scheme

This section briefly reviews the Lin-Lai scheme. There are three phases in the
scheme including a registration phase, a login phase, and an authentication
phase.

Registration Phase: Let P be a large prime number and h(·) a one-way hash
function. Ui denotes a legal user. IDi and PWi denotes Ui’s identity and pass-
word, respectively. Before accessing a remote system, a new user Ui must imprint
his/her fingerprint minutiae and choose his/her identity IDi and password PWi;
then he/she offers the IDi and PWi to the registration center. The remote sys-
tem computes ID′

i = h(IDi ⊕ PWi) and PW ′
i = (ID′

i)
SK mod P , where SK is

a secret key maintained by the remote system and ⊕ is an exclusive or opera-
tion. Then, the registration center stores (h(·), P, PW ′

i ) on the Ui’s smart card
and delivers it to the user Ui through a secure channel. The smart card keeps
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the PWi and user’s fingerprint minutiae template secretly. The fingerprint in-
formation possessed by each user is be different. Ui has his/her own smart card
that can authenticate his/her ownership by matching the fingerprint from the
extracted minutiae.

Login Phase: Whenever a user Ui wants to login, Ui has to insert his/her own
smart card into the card reader and imprint the fingerprint. Then he/she types
in identity IDi and password PWi. If Ui passes the fingerprint verification, Ui’s
smart card will perform the following operation:

1. Generate a random number r using the minutiae extracted from the imprint
fingerprint.

2. Compute ID′
i = h(IDi ⊕ PWi).

3. Compute C1 = (ID′
i)

r mod P .
4. Compute t = h(T ⊕ PW ′

i ) mod (p− 1), where T is the current timestamp of
the input device.

5. Compute M = (IDi)t mod P .
6. Compute C2 = M(PW ′

i )
r mod P .

7. Send a message C = (IDi, C1, C2, T, PW ′
i ) to the remote system.

Authentication Phase: After a transmission delay, the system receives the
message C at T ′, where T ′ is the receiving timestamp of the system. The system
then performs the following operations:

1. The system checks whether the format of IDi is correct or not. If the format
is incorrect, the system rejects the login request.

2. If |T − T ′| ≥ ΔT , where ΔT denotes the expected valid time interval for
transmission delay, the system rejects the login request.

3. Verifying whether C2(CSK
1 )−1 ?= ID

h(T⊕PW ′
i )

i mod P , if being successful, the
system accepts the login request. Otherwise, the system rejects the login
request.

3 Impersonation Attack on the Lin-Lai Scheme

This section demonstrates that Lin-Lai scheme is vulnerable to impersonation
attack, in which an attacker can easily impersonate other legal users to access
the resources at a remote system. Suppose that an attacker has eavesdropped
a valid message C = (IDi, C1, C2, T, PW ′

i ) from an open network. In the login
phase, the attacker can perform the impersonation attack as follows:

1. Get (PW ′
i )

r by computing C2(ID
h(T⊕PW ′

i )
i )−1 mod P .

2. Compute t∗ = h(T ∗ ⊕ PW ′
i ) mod (p − 1), where T ∗ is the attacker’s the

current date and time for succeeding with Step 2 of the authentication phase.
3. Compute M∗ = (IDi)t∗ mod P .
4. Compute C∗

2 = M∗(PW ′
i )

r mod P .
5. Send a message C∗ = (IDi, C1, C

∗
2 , T ∗, PW ′

i ) to the remote system.
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When the remote system receives the message C∗, it will go into the authen-
tication phase and performs the following checks.

1. It checks the format of the IDi. Of course, it is correct.
2. Then, it checks the time is valid or not. Because |T ∗−T ′| ≥ ΔT , where T ′ is

the received timestamp of message C∗, the system will accept this check.
3. Finally, it compares

C∗
2 (CSK

1 )−1 ?= ID
h(T∗⊕PW ′

i )
i mod P. (1)

This is to see that the forged message C∗ will pass the checking of Eq. (1) in
the authentication phase.

C∗
2 (CSK

1 )−1 = M∗(PW ′
i )

r((ID′
i)

r·SK)−1

= M∗(PW ′
i )

r((PW ′
i )

r)−1

= M∗

= (IDi)t∗

= ID
h(T∗⊕PW ′

i )
i mod P.

Therefore, the system accepts the attacker’s login request, making the Lin-
Lai scheme insecure.

4 Proposed Scheme

This section proposes an enhancement to the Lin-Lai scheme that can with-
stand impersonation attacks. The security of the proposed scheme is based on
a one-way hash function and the discrete logarithm problem [8], and consists
of a registration, login, and authentication phase. The registration phase in the
proposed scheme is the same as in the Lin-Lai scheme. The proposed scheme is
illustrated in Figure 1 and works as follows:

Login Phase: Whenever a user Ui wants to log-in, Ui has to insert his/her own
smart card into the card reader and imprint the fingerprint. Then he/she types
in identity IDi and password PWi. If Ui passes the fingerprint verification, Ui’s
smart card will perform the following operation:

1. Generate a random number r using the minutiae extracted from the imprint
fingerprint.

2. Compute ID′
i = h(IDi ⊕ PWi).

3. Compute C1 = (ID′
i)

r mod P .
4. Compute C2 = h((PW ′

i )
r⊕T ), where T is the current timestamp of the input

device..
5. Send a message C = (IDi, C1, C2, T ) to the remote system.
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Authentication Phase: After a transmission delay, the system receives the
message C at time T ′, where T ′ is the receiving timestamp of the system. The
system then performs the following operations:

1. The system checks whether the format of IDi is correct or not. If the format
is incorrect, the system rejects the login request.

2. If |T − T ′| ≥ ΔT , where ΔT denotes the expected valid time interval for
transmission delay, the system rejects the login request.

3. Verifying whether C2
?=h(CSK

1 ⊕ T ) mod P , if being successful, the system
accepts the login request. Otherwise, the system rejects the login request.

Shared Information: h(·),P .
Information held by User: IDi,PWi,PW ′

i .
Information held by Remote System: SK.

User Ui Remote System

Registration Phase:
Select IDi,PWi

(IDi, PWi)−−−−−−−−−−−−−−−−→
ID′

i ← h(IDi ⊕ PWi)

PW ′
i ← (ID′

i)
SK mod P

Store (h(·), P, PW ′
i ) in Smart Card

(Smart Card)←−−−−−−−−−−−−−−−
Login Phase:
Input IDi,PWi

Generate r, T
ID′

i ← h(IDi ⊕ PWi)
C1 ← (ID′

i)
r mod P

C2 ← h((PW ′
i )

r ⊕ T )
C = (IDi, C1, C2, T )−−−−−−−−−−−−−−−−→

Authentication Phase:
Verify IDi and T

Verify C2
?
= h(CSK

1 ⊕ T ) mod P
If it holds, accepts the login request

Fig. 1. Fingerprint-based remote user authentication scheme

5 Security Analysis

This section provides the proof of correctness of the proposed scheme. At first,
we define the security terms [8] needed for security analysis of the proposed
scheme as follows:
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Definition 1. A weak secret (user’s password PWi) is a value of low entropy
w(k), which can be guessed in polynomial time.

Definition 2. A strong secret (systems’s secret key SK) is a value of high en-
tropy s(k), which cannot be guessed in polynomial time.

Definition 3. A secure one-way hash function y = h(x) is one where given x
to compute y is easy and given y to compute x is hard.

Definition 4. The discrete logarithm problem (DLP) is as follows: given a
prime p, a generator g of Z∗

p , and an element β ∈ Z∗
p , it is hard to find the

integer α, 0 ≤ α ≤ p− 2, such that gα ≡ β mod p.

According to the above definitions, the following analyzes the security of the
proposed scheme:

1. It is difficult for an attacker to derive the remote system’s secret key SK from
PW ′

i = (ID′
i)

SK mod p because the complexity of computing SK from PW ′
i

is the discrete logarithm problem.
2. By the timestamp T , the remote system can check the correct time frame

and prevent a replay attack. If an attacker modifies T into T ∗, Step 2 in the
authentication phase will fail.

3. No one can forge a valid C = (IDi, C1, C2, T ). Because C1 = (h(IDi ⊕
PWi))r mod P , an attacker has to get the PWi in order to compute C1.
However, it is difficult for an attacker to get the PWi, because the com-
plexity of computing PWi from C1 is a one-way property of a secure one-
way hash function and the discrete logarithm problem. Additionally, because
C2 = h((PW ′

i )
r ⊕ T ), an attacker has to get the PW ′

i in order to compute
C2. However, it is difficult for an attacker to get C2 without knowing the
user’s password PWi and the system’s secret key SK. Therefore, the pro-
posed scheme can resist impersonation attacks.

6 Efficiency Analysis

The computation costs of the Lin-Lai scheme and the proposed scheme in the
registration, login, and authentication phases are summarized in the Table 1.
The symbols in the Table 1 are as follows: TEXP is the computation time for a
modular exponentiation; TH is the computation time for a one-way hash function;
TM is the computation time for a multiplication operation; and TXOR is the
computation time for an exclusive or operation.

In the registration, login, and authentication phases, the Lin-Lai scheme re-
quires a total of 6 exponentiations, 4 hashes, 2 multiplications, and 4 bitwise
exclusive or operations, but the proposed scheme requires only 4 exponentia-
tions, 4 hashes, and 3 bitwise exclusive or operations. Therefore, the proposed
scheme is more efficient than the Lin-Lai scheme.
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Table 1. Comparisons of computation costs

Lin-Lai scheme Proposed scheme

Registration phase 1TEXP + 1TH + 1TXOR 1TEXP + 1TH + 1TXOR

Login phase 3TEXP + 2TH + 1TM + 2TXOR 2TEXP + 2TH + 1TXOR

Authentication phase 2TEXP + 1TH + 1TM + 1TXOR 1TEXP + 1TH + 1TXOR

7 Conclusion

The current paper demonstrated that an attacker can easily impersonate legal
users to access the resources at a remote system in the Lin-Lai scheme. Thus,
an enhancement to the Lin-Lai scheme was proposed that can withstand an
impersonation attack. The proposed scheme removes the security flaw of the
Lin-Lai scheme; moreover, it is more efficient than the Lin-Lai scheme.
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Abstract. Multilayer perceptrons trained with the backpropagation al-
gorithm are derived for gun fire control system for miss distance cor-
rection and are compared to optimum linear filter based on minimum
mean square error[1][2]. The structure of the proposed neural controller
is described and performance results are shown.

1 Introduction

The dynamic control of aiming error by means of a derived feedback signal is
at least a partial solution for a broadband spectrum of gunnery problem. Also,
the principle of adjusting input controls on the basis of output performance
(feedback control) is well known. Although it is a deceptively simple concept,
new applications continue to occur, due not only to improvements in our under-
standing and modelling of physical systems, but also to the numerous analytical
techniques developed in recent years. Many contributions have come in the area
of stochastic optimal estimation and neural approach: techniques enabling the
extraction of useful information from error-corrupted data, and the subsequent
improved control over many systems subject to random disturbances.

The problem to be addressed involves the on-line derivation of gun fire control
adjustments to minimize the measured miss distance between a target and the
projectiles from the naval gun. The class of errors to be minimized are those
which cannot be removed either in the gun design phase or by precalibration
exercises.

Gun process errors in operational systems arise from many sources. Examples
are ship’s motion, cyclic meteorological conditions, gun jump, aerodynamic vari-
ability among projectiles, and rising gun temperature and bore erosion during a
continuous firing sequence.

It is well known that above mentioned errors exist, but little has been done
to remove them, primarily since they are a fairly complex stochastic process, and
the procedures for extracting and using information from such processes have
not, as yet, been applied [1][2]. In the following, the mathematical model of the
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error process will be presented, the neural control law for such a system devel-
oped, and numerical examples presented to compare the performance between
optimal control and neural control quantitatively.

2 System Concept

The gun system is comprised of the target tracking radar, the gun fire control
system, and the gun itself. By adding a miss distance measuring capability -
which is practical - the feedback control concept that is to be considered is
shown in Fig. 1. The modified system incorporates prediction of gun error and
includes this prediction in the gun orders from the fire control system. It is noted
that the radar, fire control, and gun constitute an open loop fire control system;
the new components provide closed loop gun fire control of gun error, but the
total system remains an open loop control system with respect to the basic gun
fire control operation.

Fig. 1. The closed loop gun fire control system using the measured miss distance

3 Optimal Correction Solution

3.1 Gun Process

A mathematical model of gun system performance is a vector valued discrete
random process for which the components of the vector represent the different
components of performance, and the successive discrete values of time correspond
to the successive projectiles in a firing sequence. The gun process {Xn; n =
1, 2, . . . } can be represented as the sum of two processes: an aiming process that
will be denoted αn; and a ballistic process that will be denoted βn. Each will be
a discrete random process, giving

Xn = αn + βn. (1)
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The α-process will in general be a correlated process and could represent such
systematic and time dependent effects as gun temperature and wear, air density
and wind variability, and all such phenomena that ideal representation and ideal
processing by a perfect fire control system could nullify. The α- process can be
modelled as a linear combination of the previous variate and a new random
variable, θ, that is orthogonal to all preceding variates, as follows,

αn = Cnαn − 1 + Knθn, (2)

where Cn and Kn are scalars that could depend on n, and θn is the nth random
variable in the sequence {θn; n = 1, 2, . . .}, specified by⎧⎨

⎩
E{θn} = 0, n = 1, 2, . . .

E{θnθm} =
{

σ2
θ ; n = m

0 ; n �= m
(3)

The β-process has no correlated component and represents performance vari-
ability among the individual projectiles. The mean value E{.} is specified by⎧⎨

⎩
E{βi} = 0, i = 1, 2, . . .

E{βiβj} =
{

σ2
β ; i = j

0 ; i �= j
(4)

Note that the variance is independent of i (that is, time) and that no as-
sumption is made regarding either the density or distribution functions for the
β-process.

3.2 Mathematical Description, X-Process

The required description of the typical channel, one of the three components in
the projectile space, can be described by a scalar random process as following :

xn ≡ αn + βn + γn + un, (5)

where αn, βn, γn are prediction, aiming and ballistic errors at time n respec-
tively and un is the closed-loop error-correction term. The closed-loop error
corrections are determined from measurements of the miss between the intended
impact points and actual impact points. Referring to (5), the miss distance xn is
measured, and the correction un to the gun orders for the shell to be fired next
is computed. The model for the gunnery errors is represented in this way :

dk = yk − uk, (6)
yk = xk + ηk, (7)

and

xn = s
′
n − sn,

= dn + un. (8)
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where sn and s′n denote the target and the spotting position at time n ,ηk

represents the measurement error and dn � αn + βn + γn. The closed-loop error
correction system configuration is shown in Fig. 2.

The purpose of the error correction filter is to ensure E[xn] � E[dn] and
var[xn] � var[dn]. Corn[2] assumed that the aiming error is a second order
Markov process, and the ballistic error is a white gaussian noise with N(0, σ2

b ).
Then the mean and variance of the errors for Corn’s correction predictor[2]
become

E[xn] = 0, (9)
var[xn] = σ2

θ + σ2
b − ρ2p(σ2

θ − Vn−p)2, (10)

Vn =
σ2

θ(1 − ρ2) + ρ2Vn−1

σ2
θ(1− ρ2) + σ2

b + ρ2Vn−1
σ2

b , ∀n ≥ 2, (11)

where ρ and Vn−p are the correlation coefficient of xn and the Kalman filter vari-
ance in estimating αn−p respectively. We can see the effect of the error predictor
from the variance of dn,

var[dn] = σ2
θ + σ2

b . (12)

However, in general, the gun error dn cannot be assumed as a linear combi-
nation like (5). Here we propose a new CLFC system based on a neural network
controller, which is more robust over the non-linear, high-order system[3].

However, in general, the gun error dn cannot be assumed as a linear combi-
nation like (5). Here we propose a new CLFC system based on a neural network
controller, which is more robust over the external disturbances.
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Fig. 2. An error model of the CLFC system
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4 Neural Solution

As shown in Fig. 3 the architecture for the proposed neural network controller
consists of two Multi-Layer Perceptrons(MLP). The first network predicts miss
distance at time step k by using the past data from dk−1 to dk−4, and the
second network predicts the miss distance at time step n by using the previous
predictor’s output and past data from dk−1 to dk−4. Here, we can see that the
controller is a high order system since the first and the second networks have
delayed inputs. In case of Corn[2], error prediction at time n is calculated by
linear transformation at time k . But the neural network not only uses all possible
past data but also does not effect the nonlinear properties of gun error processes.

The operation of this neural controller has two modes: learning and working
modes. When the controller is in the learning mode, output error is back prop-
agated through the network and internal weights are updated. And in the real
working mode, the network produces the output. The network shown in Fig. 3
will be easily expanded to the three dimensions for representing the projectile
in real space.

D D D
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Unit Step Predictor
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D D D

+

(n-k)  Step Predictor
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(n-k) delay

Error Correcton System

ky
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1−kd 1−kd
2−kd 2−kd3−kd 3−kd4−kd

4−kd
+

_

+ + + +

ku

Fig. 3. Error correction system using MLPs

5 Performance Evaluations

The feasibility of the proposed neural controller to correct the miss distance is
evaluated by the computer simulation. The considered target is at a constant
speed(300m/s) and nonmaneuvering, and flies directly at the gun. The 30 mm
gun is represented by a constant rate of fire(600 RPM) and an error model con-
sisting of a range-dependent bias, a serially correlated error, and an uncorrelated
error in azimuth and elevation, with azimuth and elevation components of er-
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rors assumed independent. The projectile is modelled by an exponential fit to
range-table data of the 30 mm gun:

T = C(eKR − 1). (13)

where T is the time of intercept, R is the range, and C and K are constants for
the projectile. And the projectile velocity is used by 900 m/s. The maximum and
minimum intercept ranges are 4,000 m and 500 m each. The number of rounds
to be fired is determined from these intercept ranges, the gun’s firing rate, and
projectile’s and target’s dynamics. Firing will start when the first round is to
intercept the target at maximum intercept range and end when the last round
is to do so at minimum intercept range. The proposed neural network consist
of input and output layer and two hidden layers whose layer has 20 nodes each.
Also, error back-propagation algorithm is used for training and the number of
training is two times. And the time of unit delay D is calculated by gun’s firing
rate. Fig. 4 shows the total rms miss distance as a function of rounds in meter
scale for each algorithms, and Table 1 shows the mean and the variance. As shown
in the experimental results, our neural controller for error correction system is
superior to Corn’s filter[2] and the Kalman predictor[1]. Thus, it is clear that
the neural approach for CLFC holds considerable promise for achieving accurate
gun fire control and, furthermore, the technology for implementing these control
policies is available.

Table 1. Comparison of the mean and the variance

Filter Type Mean [m] Variance [m]

OLFC 19.93 11.91
CLFC with Neural 3.03 3.64
CLFC with Kalman 7.49 8.39

6 Conclusions

In this paper, we propose a neural network controller for closed loop gun fire
control system. In addition to the derivation, the potential improvement to be
expected from the application of such configuration to gun fire control systems
has been evaluated. The simulation results show that the rms errors in mean and
variance can be reduced significantly to around 3 meters. Also, the specification
of a hardware design indicates that such a controller can be implemented on
either a new or existing system for a relatively small investment.

Although the error processes analyzed in this paper are for gun fire control
system, it is expected that the elements of neural scheme presented will find
application to a wide range of subjects.
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Fig. 4. Total miss distance in rms value [m]
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Abstract. Precision is definitely required in medical treatments, how-
ever, most three-dimensional (3-D) renderings of medical images lack for
required precision. This study aimed at the development of a precise 3-D
image processing method to discriminate clearly the edges. Since con-
ventional Computed Tomography (CT), Positron Emission Tomography
(PET), or Magnetic Resonance Imaging (MRI) medical images are all
slice-based stacked 3-D images, one effective way to obtain precision 3-
D rendering is to process the sliced data with high precision first then
to stack them together carefully to reconstruct a desired 3-D image. A
recent two-dimensional (2-D) image processing method known as the en-
tropy maximization procedure proposed to combine both the gradient
and the region segmentation approaches to achieve a much better re-
sult than either alone seemed to be our best choice to extend it into
3-D processing. Three examples of CT scan data of medical images were
used to test the validity of our method. We found our 3-D renderings
not only achieved the precision we sought but also has many interest-
ing characteristics that shall be of significant influence to the medical
practice.

Keywords: segmentation, wavelet, edge detection, entropy maximiza-
tion.

1 Introduction

Physicians need 3-D renderings to help them to make diagnosis, conduct surgery,
and provide other treatments that 2-D images and other conventional test meth-
ods cannot offer. Without precise segmentation, renderings could lead to mis-
leading results. The aim of this study is to provide a precise 3-D rendering
method to achieve what physicians demand. Two basic approaches in existing
works on image segmentation are: the gradient-based approach and the region-
based approach. Gradient-based edge detection methods [1,2] rely on the local
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differences in the gray scale values of an image. They focus on the differences and
transitions of the intensity of an image. The disadvantage in these methods is
that they almost always result in broken and false edges. Region-based segmen-
tation techniques include region-growing, region-splitting, and region-merging
algorithms, etc. focused on the homogeneity of spatially dense localized features
and other pixel statistics. They have a common problem of over-segmented, and
hence produces poorly localized region boundaries. To resolve their weaknesses
and to combine their strengths of the gradient-based approach and the region-
based approach, Staib and Duncan proposed an idea to combine both of them
in the maximum entropy manner to achieve a better result [3,4]. And recently
Duncan et al. [5] have some successful applications in its extented works. More-
over, some authors paid more attention in this field with different methods in
progress [6].

In this study, our objective is to apply the Staib and Duncan method [3,4] to
combine various segmentation approaches with an entropy maximization proce-
dure and extended the idea into 3-D area. This allows us to utilize all available
information to achieve the most robust segmentation results for 3-D image pro-
cessing. We then apply our combined segmentation method to medical images to
test the validity of our method. We aim to show our combined 3-D segmentation
method is indeed superior in terms of required precision, also the sliced-base
approach we proposed is quite efficient, and many features generated by our 3-D
segmentation method shall be of referential values to the physicians.

2 Wavelet Edge Detector

No doubt the Wavelet method is known to be one of the best gradient segmenta-
tion methods due to its multi-scale and multi-resolution capabilities. We briefly
discuss some of its property in this section. We shall name S2j [.] and D2j [.]
as the low pass signal (or the approximated signal) and the high pass signal
(or the detailed signal) of f (x) at resolution 2j, respectively. And S2j [n] is the
projection coefficient of f (x) on subspace Vj , D2j [n] is the projection coefficient
of f (x) on subspace Oj .We can define an orthogonal complement subspace of
Vj as Oj , in space Vj+1. The scaling function φ (x) and wavelet function ϕ (x)
have the orthogonal properties. From the properties of multiresolution analysis,
we can easily see that signals can always be decomposed into higher resolutions
until the desired result is obtained. A 2-D filter for edge detection is generated
by a 2-D discrete periodic wavelet transform (2-D DPWT) [4], applying separa-
ble algorithms, the 2-D DPWT can be written in a matrix form. And we now
extend the wavelet transform into two dimensional manners. So we can define
the four operators [4,7] of 2-D DPWT as follows: (Reader can refer to the detail
description in the reference [8] which proposed by Mallat in 1989.)

WLL = [h(i) · h(j)]i,j∈Z (1)
WLH = [(−1)3−jh(i) · h(3− j)]i,j∈Z (2)
WHL = [(−1)3−jh(3− i) · h(j)]i,j∈Z (3)
WHH = [(−1)i+jh(3 − i) · h(3 − j)]i,j∈Z (4)
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where, WLL, WLH , WHL and WHH are the four subband filters; and the ⊗
denoted a convolution operation; and h(i) =< φ2−1 (u) · φ (u− i) >. Clearly, as
the length of the coefficients of the filter is d, the operator of 2-D DPWT formed
a d× d matrix. We now use the coefficients of the four filters given by Eq. 1 to
Eq. 4 to generate a wavelet edge detector. Let fh(i, j) be the horizontal high-
pass filter function and fv(i, j) be the vertical high-pass filter function. These
two high-pass filters are obtained from the four operators of 2-D DPWT

fh(i, j) = WLL(i, j)⊗WLH(i, j) (5)

fv(i, j) = WLL(i, j)⊗WHL(i, j). (6)

We then apply the different length coefficients of Daubechies wavelet transform
to generate the multi-scale masks (filters)[4,7,8].

Therefore, let the original image pass through these masks to produce a series
of multi-scale images with different gradient strength scales. In order to avoid
distortions caused by noise and to define exact edge points, an edge thinning
technique is then used to make effective combinations of the images [9].

3 Concepts of Maximum Entropy Processing

By boundary estimation we meant to find optimum values of the boundary pa-
rameters as the information of image data were given. Let us define the optimiza-
tion of the entropy function by maximizing its a posteriori probability (MAP)
[3,10]. Assuming that Ib(x, y) is the image that depicts some object and tp̂(x, y)
is the image template corresponding to the parameter vector p̂. We maximize
P (tp̂|Ib), the conditional probability of the template given the image, to obtain
the best estimate of p̂. By Baye’s rule, the function P (tp̂|Ib) can be written as
follows:

arg max
p̂

P (tp̂|Ib) = argmax
p̂

P (Ib|tp̂)P (tp̂)
P (Ib)

(7)

where P (tp̂) is the a priori probability of the template and P (Ib|tp̂) is the condi-
tional probability of image Ib, which depicts some object with template p̂. The
denominator of Eq. 7 is not a function of p̂ and hence can be ignored. Taking
logarithm of Eq. 7 we have:

argmax
p̂

M(Ib, tp̂) = argmax
p̂

[lnP (tp̂) + lnP (Ib|tp̂)] (8)

To estimate the parameter vector p̂ we maximize the entropy function M(Ib, tp̂).
Clearly, the first term of Eq. 8 represents the a priori information and the second
term represents the data-driven likelihood term. After rearranged the equation
by Baye’s rule, we find the boundary estimation problem becomes

argmax
p̂

ln[P (p̂|Ig, Ir)] ≡ arg max
p̂

[lnP (p̂) + lnP (Ig|p̂) + lnP (Ir|(Ig, p̂)] (9)

Clearly, the first term is the a priori information, the second term contains the
gradient-based information Ig, and the last term is the region-based informationIr
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conditioned on parameter vector p̂ and the gradient-based information Ig. We
argue that we shall ignore the dependence on Ig since the information of gradient-
based information is already obtained by the second term. Then Eq. 9 becomes

arg max
p̂

M(p̂, Ig, Ir) ≡ argmax
p̂

[Mprior(p̂) + Mgradient(Ig, p̂) + Mregion(Ir , p̂)]

(10)
For each slice, the input consists of the original image I and the region-

classified image Ir which is the result of region-based segmentation as discussed
above. Next a gradient-based approach is added and it uses the gradient image
Ig. As described by Staib and Duncan [3,10], we shall use the magnitude of the
gradient vector at each voxel location. Ig can be obtained from I either by con-
volving the input image I with the multiple wavelet edge detection operators
and then computing Ig to be the magnitude of the above resulting vector image.
Hence the input to the system is the gradient image Ig and the region-classified
image Ir . Only when slice processing is completed, we use linear interpolation
algorithm along the slices direction to form 3-D surfaces. We argue that, our sur-
face estimation method using both gradient and region homogeneity information
is still in the maximum a posteriori framework. We have suitably incorporated
a priori shape information when region-of-interest (ROI) is available.

4 Medical Images Applications and Results

The goal of our precise image segmentation is to partition an image into disjoint
regions of desired objects as accurate as possible. Among the proposed segmen-
tation methods, region-growing has been the most popular one due to its speed
and great flexibility. We use symmetric seeds [11] to initiate the segmentation
to avoid a single seed may fall into a noise region too easily. Then we combine
the region-growing segmentation with the gradient-based segmentations, namely
the wavelet edge detector. The following are precision 3-D renderings generated
by our combine-information segmentation applies to medical images of distinct
characteristics and medical importance.

4.1 Medical Image Experiment 1

A set of CT scan, slices of a human chest which we want to process only a
particular region of medical interests. This also demonstrated the great capability
and flexibility of our combine-information segmentation method.

We find the edges by following the boundary-finding procedure. The gradient-
based information is obtained first by using the wavelet edge detection method,
and the region-based information is obtained from the region-growing method
initialized with symmetric seeds. The entropy function Eq. 10 completes the
combination in maximum sense. As we have discussed earlier, when we process
the gradient-based information only, the first two terms are used as entropy
functions. As we process the image with the region-based information only, we
used the first and the third terms as entropy functions. Finally, all three terms
are used as entropy functions to complete the combination. We shall perform the
segmentation first slice by slice. Since we aim to extract the right lung for feature
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(a) (b) (c)

Fig. 1. (a) Segmented contour by the region-growing method. (b) Segmented contour
by the wavelet method. (c) Segmented contour by the combination method

(a) (b) (c)

Fig. 2. (a) Segmented result of the region-growing method.(b) Segmented result of the
wavelet method. (c) Segmented result of the combination method

(a) (b) (c)

Fig. 3. (a) 3-D rendering by the region-growing method. (b) 3-D rendering by wavelet
method. (c) 3-D rendering by the combination method

extraction in this case hence it becomes our natural ROI. Fig. 1 (a) shown the
region-growing contour, Fig. 1 (b) is the wavelet contour, and Fig. 1 (c) is the
combined contour. Figs. 2 (a) (b) and (c) present the segmentation results of
Figs. 1 (a) (b) and (c) respectively. On close inspection of these figures, short-
comings from either segmentation although were obvious but seemed harmless.
However, as 3-D renderings were form, they become serious errors, and shall not
be tolerated if precision renderings were sought.

Fig. 3 (a) shows the 3-D rendering from the region-growing segmentation. Fig.
3 (b) shows the 3-D rendering from the wavelet segmentation. Fig. 3 (c) shows
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the 3-D rendering from the combined segmentation. If we look at them closely,
we found that the 3-D renderings either by the region-growing segmentation, or
by the wavelet segmentations, although seemed both acceptable, but they both
have problems that at times a single slice will be very different from the others
at some particular point, perhaps due to noise and/or other disturbances, which
makes the corresponding 3-D renderings appeared with wrinkles. Clearly human
lungs should be continuous and smooth in all directions always, hence we may
conclude that both the region-growing method and the wavelet method fail to
reconstruct the object precisely.

As expected, the maximum entropy combination results in a 3-D rendering
with much better quality. Hence we can conclude that the combined method is
indeed superior to each individual processing alone, and our purpose of seeking
precision has been achieved.

4.2 Medical Image Experiment 2

Next we shall test the accuracy of localization of our method. By the use of
coloring and a so-called transparency technique, not only we can identify the
problem area precisely, but also its relative position to other critical organs. The
test data were the CT scan of a female patient with a pituitary tumor in her
brain. The pituitary gland is about the size of a pea in the center of our brain
just at the back of our nose. The choice of treatment uniquely depends on the
position of the tumor.

Fig. 4. 3-D renderings of the tumor and the head in two colors, four angles, and
transparent effect

Here we emphasize the importance of precision. With a target so small and
so vital, only position of the tumors can be pin down with the highest precision,
treatments can then be effective, and ordinary brain cells shall not be damage.

In order to identify the tumor clearly, we first segmented it out with great
precision and then 3-D renderings of the pituitary tumor are then constructed.
The tumor can now be clearly inspected by checking the Fig.4. The figures
clearly demonstrated the power of our segmentation, capable of providing an
outstanding positioning of the tumor, which has not been achieved by other 3-D
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renderings previously. The size and shape of the tumor, its orientation with the
brain, and the position relative to the head are all now clearly seen.Its various
angles are shown in the Figs. These 3-D renderings can be rotated to any angle
and with different colors for physicians to inspect closely. Transparency effect is
now introduced which shall be most useful for radiation therapies.

4.3 Medical Image Experiment 3

Finally we shall present the 3-D renderings for a common orthopedic decease
happens to both genders for senior citizens. Human stands on two feet and the
joint between our legs and our pelvis solely supports our weight. In medical
terms, it is the femur connecting to the acetabulum supporting our weight. Over
years of overly use, the joint becomes rough and causes pain. If it is not taken
care of properly, fragment shall occur. How were the joint over used, what are
the damages, in present days orthopedic surgeon either depends on CT scan or
inspect by endoscopes. However, endoscopes inspection is time consuming; CT
slices although were the best X-ray scan able to provide, really did not fully
expose the problem.

(a) (b) (c) (d)

Fig. 5. (a) 3-D rendering of the pelvis. (b) (c) 3-D renderings of the right joint in
different angle. (d) The pelvis with transparent effect in different angle

(a) (b) (c) (d)

Fig. 6. (a) 3-D rendering of the acetabulum in pelvis. (b) The acetabulum in pelvis in
a different angle. (c) (d) 3-D renderings of the femur in different angles

With the reconstruction techniques we have developed, precision 3-D render-
ings of all angles, enlargements, distinct part of the joint, can all be visualize
much clearly allowing physicians to make correct decisions. Fig. 5 (a) shows the
pelvis only for physicians to inspect in detail. Fig. 5 (b) (c) shows the complete
right joint of the pelvis in different angles. Figs. 5 (d) showed its different angle
with transparent effect to simulate various movements of the joint. Figs. 6 (a)
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and (b) are the close look of the acetabulum. Fig. 6 (c) (d) shows the different
angle of the femur. With the help of these 3-D renderings, physicians shall be
able to make diagnosis more efficiently and effectively.

5 Conclusion

On all examples of medical images we processed, not only desired precision had
been achieved, we are also able to create rotation of the objects to obtain its 3-D
images of different angles. The 3-D renderings we created will allow physicians
to conduct surgery or treatment much more accurately and effectively. Many
images of interest that physicians unable to visualize, but have to compose a
3-D image by their imaginations, all become possible after our 3-D processing.
Features are now clearly identified, locations pinned down exactly, and relative
orientations are now well understood. These are all vital for medical treatments.

Therefore we may conclude that our 3-D rendering method that combines the
gradient-based and the region-based information in the maximum entropy sense,
not only proved to be a superb image processing techniques but also very useful
in practice for medical images. We believe that our precision 3-D renderings shall
play its role in future medical applications.
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Abstract. It is a very important issue to quickly retrieve semantic in-
formation from a vast multimedia database. In this paper, we propose a
statistic-based algorithm to retrieve the videos that contain the requested
object motion from video database. In order to speed up our algorithm,
we only utilize the local motion embedded in the region-of-interest as
the query to retrieve data from MPEG bitstreams. Experimental results
demonstrate that our fast video retrieval algorithm is powerful in terms
of accuracy and efficiency.

1 Introduction

Due to the popularity of the Internet and the computing power developed in
the past few years, efficient processing/retrieval of multimedia data has become
an important issue. Among different types of media, video contains the most
amounts of data and is relatively hard to be dealt with due to its complexity. In
order to efficiently manage video data, a compact video representation scheme
and an efficient retrieval algorithm are indispensable. A number of features have
been proposed to represent the content of compressed video (MPEG 1/2) such
as color, shape, motion, etc.. Many researchers use the motion vector as a feature
to describe a video. Unlike color or texture, the motion feature can be extracted
directly from the MPEG bitstreams. Therefore, there is no need to decompress
a video and then extract features in the original domain. Conventional motion
feature-based video retrieval algorithms [1–3] usually based their search strategy
on the overall motion embedded in a video clip. However, in most cases only
parts of the region in an image sequence are really “moving”. Therefore, if the
whole area of a frame is considered, some irrelevant regions in a frame which
are actually not “moving” are also considered as useful features and used in the
retrieval process. In this paper, we propose a region-of-interest (ROI) based video
retrieval algorithm to solve the above mentioned problem. Using the proposed
ROI-based approach, we are able to improve the efficiency as well as the accuracy
of the retrieval results.
� This work is supported by the Ministry of Economic Affairs under contract no.

93-EC-17-A-02-S1-032
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In this paper, the preprocessing and the description of local motion will be
introduced in Section 2 and Section 3, respectively. How to realize the concept of
ROI and then incorporate it into our system will be described in Section 4. Then,
we shall introduce the matching metric which can be used in the retrieval process
in Section 5. Finally, experimental results will be reported and the conclusions
will be drawn in Section 6 and Section 7, respectively.

2 Preprocessing

Since a shot is the most primitive unit with semantic meaning that can be used
for video retrieval, a powerful shot change detection algorithm is indispensable.
We use two powerful gradual shot change detection algorithms [5, 6] to divide
video into shots. First, we use the camera model [4] to remove unreliable motion
vectors and try to filter out the effect caused by camera motions. For a complete
shot, it is possible to cover several GOPs (group of pictures). Under the circum-
stances, the original design of an MPEG bitstream cannot be used directly for
computing the local motion (object motion) between every consecutive anchor
frame pair (anchor frame means I- and P- frames). For the above mentioned dis-
continuity problem that does exist between two consecutive GOPs, we propose
to use the motion vectors of the B-frame which is located right after the last
P-frame in each GOP to solve the problem (shown in Fig. 1).

Fig. 1. Consecutive motion vector

3 Local Motion Extraction

In this study, we observed that the boundaries of a frame are relatively motionless
and therefore should not be considered in the feature extraction process. In
addition, the place in which the captions usually appear should also be discarded.
Under these circumstances, we only use the central portion of a frame as valid
area. Now, we are ready to discuss how to calculate the statistics of motion from
a valid macro block sequence located in a shot. Using this statistics, we are able
to conduct quantitative comparison between two distinct shots. The left hand
side of Fig. 2 illustrates a typical shot consisting of n anchor frames. From this
shot, we can derive n − 1 local motions between any two consecutive anchor
frames. Since a local motion vector derived from two consecutive macro blocks
in a shot may be large in magnitude, we have to transform it into a smaller
domain and, in the mean while, quantize it to facilitate the motion statistics
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calculation process. For a motion vector (x, y) located in the XY plane, we can
transform it into the UV plane by the following equation:

u = �x/I + 0.5�
v = �y/I + 0.5�

(1)

where I is an integer that can be used to control the degree of quantization. The
quantization procedure is able to group the motion vectors that are close to each
other into one bin.

Fig. 2. An example showing how the motion vectors extracted from a macro block
sequence are projected onto the UV plane

For calculating the statistics of motion from a valid macro block sequence
(as indicated in Fig. 2), we have to do the following. First, let mi,j be the set
of motion vectors of a valid macro block sequence. The first macro block of this
macro block sequence begins from the i-th row, j-th column of the valid macro
block region. The probability that the quantized (or transformed) motion vectors
of this macro block sequence falls into the bin (u, v) can be calculated as follows:

p(LM = (u, v)|LM ∈ mi,j) =
#{LM |LM = (u, v)}

L
(2)

where LM represents a motion vector after transformation (or quantization)
and L is the total number of quantized motion vectors in this valid macro block
sequence. The #{LM |LM = (u, v)} means the number of quantized motion
vectors that fall into the (u, v) bin. Fig. 2 illustrates how to transform n − 1
motion vectors into the normalized probability distribution map located in the
UV plane. In the example, the range of U and V are both from -2 to +2.

4 Regions of Interest

In this section, we shall describe how to extract the regions that contain the
most amount of motion as the region-of-interest (ROI). Based on the formula-
tion described in Section 3, the motion vectors of a macro block sequence can
be projected onto the UV plane and then form a 2D motion histogram. It is
reasonable to select those macro block sequences that have more non-zero bins
as the members of the ROI. A macro block sequence that contains more non-zero
bins means the activity inside this macro block in intensive.

In order to locate the ROI, we count the total number of non-zero bins from
each valid macro block sequence as follows:

NROI
mi,j

= #{ p (LM = (u, v) | LM ∈ mi,j) > 0 } (3)
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where NROI
mi,j

denotes the number of non-zero bins located in the macro block
sequence. For those valid macro block sequences that with NROI

mi,j
value larger

than 1, we consider them as the constituents of the ROI. Fig. 3 is an example
showing the distribution of the number of non-zero bins with respect to a valid
macro block region. The aggregation of the two regions shown in Fig. 3 will form
the ROI in this case.

Fig. 3. An example showing how the ROI is formed

5 Matching Procedures

For comparing two distinct shots, the comparison is of the form of comparing two
probability distribution functions. Here, we shall use the so-called Bhattacharyya
distance [7] to do the job. The Bhattacharyya distance is a well-known metric
which is defined for measurement of the correlation between two arbitrary sta-
tistical distributions. For any two arbitrary distributions p(x|ω1) and p(x|ω2)
of classes ω1 and ω2, respectively, the continuous form of the Bhattacharyya
distance is defined as [7]:

D(ω1, ω2) = − ln
∫

(p(x|ω1)p(x|ω2))1/2dx (4)

However, in the previous section we have described that the distribution
of motion vectors in a shot is formulated as the discrete format. Therefore, we
need a discrete Bhattacharyya distance to perform the shot comparison task. Let
mi,j and m′

i,j be the set of motion vectors extracted from the valid macro block
sequence at (i, j) location of two distinct shots (the two shots may have different
lengths). Then, based on the definition made in Eq. (4), we can define a discrete
Bhattacharyya distance for the above two distinct macro block sequences as
follows:

d(mi,j , m
′
i,j) =

∑
u,v

(p(LM = (u, v)|LM ∈ mi,j)

p(LM ′ = (u, v)|LM ′ ∈ m′
i,j))

1/2

(5)

For calculating the distance between two shots, we use the example shown in
Fig. 4 to explain how the Bhattacharyya distance works. Fig. 4 illustrates two
shots having different lengths. The number of anchor frames for the upper shot
and the bottom shot are n and p, respectively (n �= p). Taking a valid macro
block sequence at the same position from the two different shots, we shall have
n− 1 and p− 1 motion vectors, respectively, extracted from the upper shot and
the bottom shot.
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Fig. 4. An example showing how the motion vectors that belong to two macro block
sequences of two distinct shots are extracted and mapped onto the UV plane. The
thick-line at first frame of video sequence show the ROI. The correlation between the
two macro block sequences is calculated by multiplying bin-to-bin probabilities and
then summing them up

After transformation (quantization), we are able to quantize both motion
vector sets onto the UV plane as indicated on the right hand side of Fig. 4. The
comparison using the Bhattacharyya distance shown in Eq. (5) can be carried
out as follows. Eq. (5) is the Bhattacharyya distance designed to measure the
similarity between two macro block sequences located at the same position but
from different shots. In order to calculate the overall Bhattacharyya distance
of the ROI between two arbitrary shots, one has to accumulate the measured
distance from all macro block sequence pairs located in the ROI. The equation
for calculating the overall similarity, D(S, S′) is as follows:

D(S, S′) = − ln(

∑
ROI d(mi,j , m

′
i,j)

N
) (6)

where S and S′ represent two distinct shots, and N represents the total number
of valid macro block sequences existing in the ROI of a shot.

6 Experimental Results

In order to show the effectiveness of the proposed method, we have tested our
algorithm against a 1682 - shot video database. First, we used the gradual shot
change detection algorithms proposed in [5, 6] to extract 1682 complete shots
from six digital videos. For each constituent shot in the database, we used the
same method as described in this paper to calculate its statistics of motion
(off-line). The length of the six digital videos were 55 minutes (503 shots, docu-
mentary, video #1), 52 minutes (405 shots, documentary, video #2), 29 minutes
(241 shots, commercial, video #3), 38 minutes (193 shots, news, video #4), 38
minutes (283 shots, sports news, video #5), 17 minutes (57 shots, home video,
video #6), respectively. The reason why we chose these videos was due to their
variety. Fig. 5 and Fig. 6 show two retrieval results from our experimental re-
sults. In Fig. 5, we randomly chose a video shot which was one of the database
shots as the query and retrieved the top five hits from the database. Fig. 6 shows
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Fig. 5. Retrieved results of query shot (video #4 shot #1)

Fig. 6. Retrieved results of outside testing query shot

another retrieval results that used another video shot which was not one of the
members of the database as the query.

In order to show that the ROI strategy is indeed useful in improving the
retrieval outcome, we also conducted the same experiments by using the all-
region motion as the query. Table 1 illustrates how the ROI concept improves
the efficiency of the algorithm.

Table 1. The computation reduction rate for inside query and outside query with
ROI-based method in comparison to Full-region-based method

Computation Reduction Rate

Query I 65%

Query II(ABC news) 65.6%

7 Conclusions

We have proposed a fast video retrieval algorithm which could retrieve shot
efficiently and accurately. The proposed approach used the statistics of motion
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extracted from a shot as the search features. By using automatic selection ROI
to query shots, the procedure also can reduce the interference from other non-
ROI macro block sequences to increase performance of query results. And the
algorithm returned the accurate result in mini-seconds. Experimental results
have demonstrated that the proposed fast video retrieval algorithm is indeed
powerful.
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Abstract. A new scheme for vector quantization (VQ) is proposed in
this paper. We employ side-match and classified criteria for designing
VQ codebooks to combat blocking effects induced from high compres-
sion rates, and then we use the proposed algorithm to improve the recon-
structed image quality. Simulation results demonstrate the better image
quality to compare with that produced from conventional schemes ob-
jectively and subjectively, at the cost of reasonable encoding complexity.

1 Introduction

People easily retrieve digital images through the Internet, multimedia databases,
or wireless networks nowadays. Due to the myriad amounts of image file sizes,
compression is inevitable in storing and transmitting images. Unlike data com-
pression to reduce redundancy and to pursue lossless compression, most image
compression schemes belong to the lossy compression category to search for the
reduction in entropy by discarding the less important portions, which are less
likely to be perceived by human eyes. The reconstructed image quality is sup-
posed to be under the just noticeable distortion (JND) region [1]. Therefore, the
reconstructed image is an approximation of its original counterpart with a much
lower file size. In addition, lossy compression of images often employ the human
visual system (HVS) to make subjective tests and examine the effectiveness and
feasibility of the relating algorithms.

Vector quantization (VQ) [2, 3], like transform coding or subband coding,
is one of the useful compression schemes for images. In this paper, we propose
an improved version of VQ algorithm, called combination of classified and side-
match vector quantization, to look after the subjective and objective quality of
the compressed image, and the encoding time of the algorithm.

This paper is organized as follows. In Section 2 and describe the fundamental
concepts of VQ, and the basic ideas of classified VQ (CVQ) and side-match
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VQ (SMVQ). In Section 3 we address the redesign of VQ codebook algorithm,
which is a combination of CVQ and SMVQ. Simulation results are presented in
Section 4. Finally we summarize and conclude our major findings in Section 5.

2 Fundamental Concepts

We give some fundamental concepts in VQ in Sec. 2.1. Then, we introduce two
variations in VQ, namely, classified VQ in Sec. 2.2, and side-match VQ in Sec. 2.3,
which are served as the building blocks of the proposed algorithm.

2.1 Basics of VQ

Vector quantization, as an extension to scalar quantization, works on vectors
of raw data. A vector can be a small block of image data, for example, the
grey-level values of a 4 × 4 pixel image block forms a 16-dimensional vector.
All the blocks are encoded independently; however, there are many inter-block
correlations among neighboring blocs. How to use information of adjacent blocks
to further reduce the bitrate or filesize is the main concern in Secs. 2.2 and 2.3.
Fig. 1 gives a block diagram for vector quantization compression.

Xk
� Codeword

Search

�
Codewords

{c0, c1, · · · , cL−1}

�Index i Codeword

Search

�
Codewords

{c0, c1, · · · , cL−1}

�X ′
k

Fig. 1. A block diagram for vector quantization. All the L codewords form a codebook
with length L. Xk means the vector, and X ′

k is the reconstructed vector

The original image X is composed of the combination of all the input vectors,
Xk, ∀ k. In the sender end, the codeword search process looks for a “nearest
codeword,” ci, from the codebook for the given input vector Xk. The codebook
C with length L is composed of L elements C = {c0, c1, · · · , cL−1}. Euclidean
distance is employed in the search process to measure the distance between the
two vectors, the codeword ci and the input vector Xk, as indicated in Eq. (1),

i = arg min
j

D (Xk, cj) , j = 0, 1, 2, · · · , L− 1, (1)

where D (•, •) denotes the Euclidean distance.
The index of selected codeword i is then transmitted to the receiver end.

With the same codebook C, the decompression process can easily reconstruct
vector X ′

k by simple table look-up, as depicted in Fig. 1. All the reconstructed
vectors, X ′

k, ∀ k, make up the reconstructed image, X ′.
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The codebook plays an essential role in VQ. The codebook size is a tradeoff
between the reconstructed image quality and the compression rate. The code-
words in the codebook decide the resultant compression distortion. A dedicated
procedure is required for the generation of appropriate codebook. Among other
alternatives, LBG algorithm [3] is widely used in various applications.

2.2 Backgrounds for Classified VQ (CVQ)

Human eyes are sensitive to local contrasts between bright and dark lumi-
nance [4]. In CVQ, it employs multiple codebooks, and each each one has its
own characteristics, for example, horizontal edges, vertical edges, or diagonal
edges. By using smaller codebooks, each is designed for some specific character-
ics of each block, CVQ leads to less complexity and less computation time to
compare to conventional VQ schemes such as those in Fig. 2.

Fig. 2 shows the 28 binary edge classes [4]. For every 4×4 block in an image,
the threshold T0 is determined by

T0 =
4∑

i=1

4∑
j=1

w(i, j)
W

g(i, j) (2)

where

W =
4∑

i=1

4∑
j=1

w(i, j) (3)

and w(i, j) is the weighting factor associated with the grey value g(i, j). By using
thresholding such that

g(i, j) =
{

1, if g(i, j) ≥ T0,
0, otherwise, (4)

it becomes a data reduction process which separates the block into two classes of
objects. Each shade block is based on the weight w(i, j). For a preset threshold
Ts, if any w(i, j) ≥ Ts, it is considered non-shade; otherwise, it is considered a
shade block. Once the block is considered non-shade, it is transformed into its
binary representation, and it is classified into one of the 28 classes in Fig. 2. With
CVQ, each class has its own codebook, which produces effective reconstruction
with better image quality. More details about CVQ can be found from [4].

2.3 Backgrounds for Side-Match VQ (SMVQ)

Side-match VQ (SMVQ) is a well-known class of finite state vector quantization
(FSVQ), which is adopted for low-bit rate image coding. It exploits the spatial
correlation between the neighboring blocks to select several codewords that are
very close to the encoding block from the master codebook.
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Fig. 2. Binary edge classes

SMVQ uses the master codebook C to encode blocks in the first column and
the first row in advance, and the rest of blocks are recovered by side match. For
a codeword y ∈ C, we calculate the side-match distortion (smd) between the
current k × k block, and its upper-adjacent block u and left-adjacent one l, by

smd(y) =
k−1∑
i=0

(
u(k−1,i) − y(0,i)

)2 +
k−1∑
i=0

(
l(i,k−1) − y(i,0)

)2
. (5)

Then, it sorts the master codebook C according to side-match distortions of all
codewords therein, and selects the first Ns codewords to form the state codebook,
SC, with the smallest side-match distortions. With SMVQ, it can obtain a better
compression capability.

3 Proposed Algorithm with CVQ and SMVQ

For VQ compression, every block in an image is independently encoded with
VQ. Due to the inter-block correlations and spatial redundancies, with high
compression ratios, the raggedness within one block and the blocking effect in-
troduced among adjacent block would become perceptually noticeable that need
to be conquered. Hence, we combine both the advantages of CVQ and SMVQ
to propose our algorithm demonstrated in Figs. 3 and 4.

In Fig. 3, by pre-setting the thresholds for CVQ, THc, and SMVQ, THs, we
can obtain the state codebook and block classifier. In Fig. 4, we encode each
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Fig. 3. The flow chart of the proposed algorithm

O X O X · · · · · · O X

X O X O · · · · · · X O

...
...

...
...

. . .
...

...

...
...

...
...

. . .
...

...

O X O X · · · · · · O X

X O X O · · · · · · X O

O X O X · · · · · · O X

X O X O · · · · · · X O

Fig. 4. Encoding orders with our algorithm. Each square means a 4 × 4 block. Blocks
with X means encoding by CVQ, while those with O means encoding by SMVQ

block with CVQ and SMVQ alternatively. By doing so, we hope to obtain a
tradeoff among compression ratio, computation complexity, and reconstructed
image quality.

4 Simulation Results

In our simulation, we take the test image, Lena, with size 512 × 512, as the
original source. It is divided into 4× 4 block for VQ compression. By following
Sec. 3, parameters employed are stated as follows. In SMVQ, we set the state
codebook size Ns = 16, THs = 500, and the size of the master codebook is
29 × (the number of non-shade blocks). In CVQ, Ts = 9, and the non-shade
codebook size is 29× 6 in Sec. 3.

Three objective metrics are employed to examine the effectiveness and ad-
vantage of the proposed algorithm. These are:
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1. Reconstructed image quality. Reconstructed image quality is measured by
Peak Signal-to-Noise Ratio (PSNR) between X′ and X . The objective qual-
ity of watermarked image is better if we have the larger PSNR value.

2. Compression ratio. We calculate the compressed bit rate, represented by ‘bit
per pixel,’ in our simulations. Because the original image is 8-bit/pixel, we
can easily calculate the compression ratio by dividing the two amounts.

3. Consumed computation time. We record the time consumed in compress-
ing the images with different algorithm. It indicates that the longer time
consumed, the more complexity introduced.

Simulation results with our scheme are presented in Fig. 5 for subjective
comparisons, and in Table 1 for objective evaluations.

(a) (b)

Fig. 5. Comparisons of subjective image quality. (a) The original image lena with size
512 × 512. (b) The reconstruction generated from the proposed algorithm in Sec. 3

Table 1. Comparisons of the existing scheme and the schemes proposed in this paper

Schemes Proposed CSMVQ [5] VCSMVQ [6]

PSNR (dB) 33.74 32.07 31.49

bit/pixel 0.62 0.61 0.63

Compression ratio 12.90 13.11 12.70

Computation time (sec) 23.9 0.7 77.59

After evaluating the metrics above, the reconstructed image quality with our
proposed algorithm outperform those with existing algorithm in [5] and [6]. The
compression ratios, represented by bit per pixel, are very similar with the three
algorithms. The computation time with [5] is the smallest due to its simplicity
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in encoding, while the one with [6] is the largest due to its complexity. The
computation time with our algorithm is in the middle of the two.

To sum up, we conclude that the image quality with our algorithm out-
performs those from other algorithm, with somewhat longer computation time
consumed to compare with the one with the least computation time. This means
the effectiveness of the proposed algorithm.

5 Conclusion

We proposed an improved scheme for VQ compression in this paper. By com-
bining the advantages of CVQ (better reconstructed quality) and SMVQ (better
compression capability), we proposed an improved VQ compression algorithm
with better subjective image quality. Also, simulation results presented that un-
der similar compression ratios, the image quality with our algorithm outperforms
those from existing algorithms, with a reasonable computation time consumed.
Further studies, such as error resilient transmission of VQ compressed images
in [7], will be exploited in the future.
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Abstract. This paper presents an artistic rendering system for gener-
ating 3D images of Chinese paintings using graphics hardware. The user
can adjust suitable parameters flexibly to generate different brush styles
as his/her hobby, and see rendering results in real time. In this system,
we propose a hardware-accelerated method to draw Chinese painting
strokes efficiently along visible silhouettes. Three-dimensional texture
and multi-texture from normal graphics hardware is used to speed up
generating various brushes with Chinese painting stylized strokes. The
features of the traditional Chinese painting such as ink diffusion and
moisture effects are simulated. Several examples of aesthetically pleasing
Chinese-paintings rendered from 3D models are demonstrated using the
proposed method.

1 Introduction

In the past, most non-photo-realistic rendering (NPR) researches focus on the
western painting styles such as pen-and-ink, watercolor, hatching and so on.
However, few works in NPR are about Chinese paintings and most of them focus
on simulating delicate effects of brush, black ink and papers. Furthermore, most
of them are 2D Chinese drawing works and computationally expensive for real-
time applications. These researches are interested in its simulated quality rather
than in its processing time. However, when generating the scene of Chinese
painting style in games or virtual environment, the real-time performance is
required and we cannot use these previous works directly. In this paper, we
present a real time NPR system for generating 3D Chinese paintings. The system
pipeline consists of four stages and it is illustrated in Fig. 1.

Fig. 1. System overview. (a) Input model, (b) visibility testing, (c) visible segment
linking, (d) stroke placement and (e) interior shading. In (c), we color each linked
segment

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 456–462, 2005.
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2 Related Work

Strassmann models hairy brushes in his 2D oriental black-ink painting system [1].
This work represents each stroke with a cubic spline and renders the stroke using
polygons with texture. Lee [2] designs a 3D brush model with elastic bristles
that respond elastically to the force exerted by an artist against the paper. To
simulate realistic diffuse effects of blank-ink paintings, Guo et al. consider the
sorbency of paper, the liquid density and flow [3]. Zhang et al. [4] propose to use
cellular automation-based simulation of ink behavior to render 3D trees in sumie
style. Way et al [5] propose a method of synthesizing rock texture in Chinese
landscape painting. Later, they further develop methods to simulate 3D Chinese
painting trees using silhouettes with texture strokes [6]. Chan et al. [7] exploit
existing software packages such as Maya and RenderMan to create 3D Chinese
painting animation. Chu et al. [8] develop a system utilizing Haptic input device
to track 3D brush movement to give more accurate brush simulation. Yeh et al.
[9] propose a set of algorithms to render 3D animal models in Chinese painting
style. To shade the interiors of animals, several basic image processing techniques
such as color quantization, ink diffusion and box filtering are used.

3 Stylizing Silhouettes with Brush Strokes

3.1 Stroke Paths and Widths Generation

The idea for drawing view-dependent silhouettes of 3D model with stylized
strokes is popular in NPR. We adopt Isenberg et al.’ approach [10] to find visible
silhouettes and concatenate silhouette segments into long stroke paths. Before
applying stylizations onto stroke paths, control points along paths need to be
interpolated using cubic spline to smooth the curvature of stroke paths. To make
a stylized stroke path, we need to grow various widths at control points. In tra-
ditional Chinese painting, the brush width starts with thin stroke and gradually
grows to thick stroke, and turns back to thin stroke as the brush stroke pro-
gresses. Yeh et al. [9] assign stroke width based on the order of control points
only and potentially generate less smooth transition between different brush
stroke widths when a long brush path contains fewer control points. To solve
this problem, we consider distance between control points as another parameter
to control the width of brush stroke. We use Eq. (1) and (2) to compute the
width. In Eq. (1), ncp represents the total number of control points on a given
stroke path. Eq. (2) represents the width of the stroke at a given control point i,
which is 0 at both starting and ending points of the brush path. Eq. (1) returns
the width to add or to subtract given the condition at the ith control point,
where Vlength[i] is distance between the ith and the (i-1)th control points and
width step is a predetermined width step value. We demonstrate an example to
compare [9] and our approach in Fig. 2. The proposed approach yields better
visual stroke appearance than [9].
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(1)

(2)

Fig. 2. Different stroke widths generated by different methods. Left: stroke generated
by [9] Right: stroke generated by our system

3.2 Brush-Strokes in Chinese Painting Style

A brush consists of many bristles. In a microscopic view, when a single bristle
draws on the paper, the effects it can produce different ink shades such are
dark, light, dry and wet when ink diluted with water; with different pressure,
direction in brush stroke, different ink tones can produce millions of variations
of touches on the paper. Various brush-strokes are usually used to represent
different texture of the subjects in Chinese painting. To simulate different shades
of ink, we define the term ”pattern” to refer to the ink traces on the paper left
by a bristle. The pattern setup is illustrated in Fig. 3 by combining an intensity
map and an opacity (i.e., alpha) map. We can use 2D texture to store each
pattern. When painting an absorbent paper, an artist can control the water
content in the brush to make ink look sear, soggy or wet. The opacity map is
used to control water content and therefore it is called a moisture map, too. The
intensity map is used to control ink shades such as dark and light. With different
combinations of bristle patterns, different style of brush strokes can be produced;
Fig. 4 shows example of our simulated brush strokes in the style of flying-white
(fei-bei) technique and slanted brush technique in Chinese painting. To efficiently
generate the brush stroke patterns in real time, the hardware-accelerated 3D
volume texture and multi-texture techniques are used in our system. Intensity
changes are mapped to a 3D texture level to encode intensity change into the

Fig. 3. Brush stroke setup on paper
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Fig. 4. (a) flying-white (fei-bei) brush path (Left). (b) slanted brush stroke path. (c)
3D texture representing intensity and moisture maps for brush strokes

Fig. 5. By placing light, stroke brightness distribution can be controlled(Middle).
Brush moisture effect(Left)

third dimension of 3D texture. Moisture changes are also mapped to another 3D
texture level to account the moisture change in the third dimension as well. See
figure 4(c) for a visual representation of this idea. The user just needs to prepare
two sets of predetermined intensity and moisture maps. Then, we load these two
sets into 3D volume texture. At running time, when an arbitrary intensity value
is specified, corresponding 2D texture pattern can be interpolated efficiently from
two neighboring intensity value automatically by the graphics hardware, thus a
intensity map of the brush at the given intensity value is obtained. Similarly,
the moisture map of a given moisture value can be computed in this hardware
accelerated manner. With OpenGL extension [11], it allows us to enable multi-
texture technique to combine the two maps into a new brush pattern. In this
way, the system can deliver brush pattern with desired intensity and moisture
value very fast using hardware accelerated 3D volume texture and multi-texture
techniques. Next, we will give details about how to provide both intensity and
moisture value at running time.

In Section 3.1, control points along every stroke path contain its original 3D
coordinates and normal vector. Given a light source, we can compute a light
vector from a control point to a light source. The intensity value of each control
point is computed by the dot product of these two vectors and this dot product is
normalized to the range of (0,1), so that all paths have different intensity values
and are influenced by the lighting condition; distribution of bright and dark
stroke can be gathered by giving different configuration to lighting as illustrated
in Fig. 5. When an artist actually draws on paper, the moisture of the brush
changes from wet to dry from the beginning of a stroke to the end of it. In order to
simulate this effect, the control points in the beginning of each path are assigned a
predetermined amount of moisture, and the moisture level in consequent control
points drops as the distance from the first control point increases. See Fig. 5(c)
for an example of the moisture effect. After the intensity and moisture value are
found at each point along a brush path, we can use them as the third dimension of
3D volume texture to fast compute corresponding intensity and moisture stroke
”pattern”.
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Table 1. Performance breakdown for Fig. 6

4 Interior Shading

In this section, we present a method to draw colors in the interior area of models.
The goal of this method is to fast simulate ink color change from dark to light
like ink diffusion in Chinese painting. We use Eq. (3) to simulate this change in
the interior of models.

(3)

Where θ is the angle between a vertex normal and a light vector from a vertex to
light, A, n and W are constants to control shape of this function. To implement
this simulation, the fragment shader provided by Nvidia’s CG language [12]
is used to do per pixel opacity value calculation using Eq. (3). By using the
calculated opacity values and user-defined ink intensity for shading the object,
the change of brightness can be seen after we enable blending. The brightness
change can be seen as ink diffusion in Chinese ink painting. To avoid the dull
appearance of uniform color distribution, noise functions such as Perlin noise
can be used to add some randomness. In the next Section, several interesting
results will be demonstrated to verify the proposed method for interior shading.
In contrast to other ink diffusion approach [3, 4], the proposed method computes
very fast but it yields not bad results.

5 Experimental Results

The experimental setup in this paper is a program written in C++ and OpenGL
using Microsoft Visual C++ 6.0 compiler running on an Intel Pentium 4 R
2.2Ghz machine with Microsoft Windows 2000. Graphics card is Nvidia GeForce
FX5900 with 256MB frame buffer. In Table 1, three models are used to test ren-
dering speed measured in frame per second (fps) at 800x 600 screen resolutions.
Because our system is implemented in four different stages, we list the frame
rate (i.e., fps) at different stages. We can see the current performance bottleneck
is limited by the stroke placement stage. The rendering performance we achieve
is fast enough for user interaction in real time. Fig. 6 shows rendered results for
Table 1. More results are demonstrated in Fig. 7.
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Fig. 6. We show three rendered results used in Table 1

Fig. 7. More rendered results

6 Conclusion and Future Work

This paper presents a real-time NPR rendering system to generate traditional
Chinese ink paintings for 3D models. The proposed method is accelerated by
the normal graphics hardware. This method consists of four main steps: 1) vis-
ibility testing, 2) path linking, 3) stroke placement and 4) interior shading. For
the stroke placement, the 3D volume texture and multi-texture techniques are
used to fast compute ink and moisture information. We also attempt to simu-
late ink diffusion effect to paint the interiors of the models. As a result, many
aesthetically pleasing Chinese-paintings rendered in real-time from 3D models
are demonstrated using the proposed method. There are many possible future
work can be further explored based on our current work. For example, we plan
to consider motion issue in NPR such as sparrow jumping or waving its wings
created by using bone and skin deformation techniques. In this situation, we
need to consider the stroke coherence problem. Without treating well this issue,
it is very easy to create popping effect during animation or deformation. An-
other our research direction is to how to express model metamorphosis [13, 14]
or human face [15] in Chinese painting style or in western painting style [16].
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Abstract. Significant number of parameterization methods has been
proposed to perform good quality of texturing 3D models. However, most
methods are hard to be extended for handling the texture mapping with
constraints. In this paper, we develop a new algorithm to achieve the
matching of the features between the model and texture image. To min-
imize the distortion artifacts from the matching algorithm, a L2 stretch
metric is also applied to optimize the u,v map defined in parameteriza-
tion domain.

1 Introduction

In computer graphics, texture mapping is a very common technique to enhance
the visualization of 3D meshes. Texture mapping adds the detail of pictures to
the 3D meshes and let the 3D meshes looks more vividly. Surface parameteri-
zation is a common solution to the texture mapping problem. Parameterization
commonly maps 3D meshes to a 2D domain that defines the (u, v) texture coordi-
nates in parameterization domain. There is no isometric parameterization to map
a general surface patch to a plane [1] and many previous methods [2–10, 16, 21]
have been proposed to minimize various kind of distortion for achieving an ac-
ceptable visual effect. Most of them do not take feature matching into account.
They only provide general solutions to texture mapping without constraints.
However, without the correspondence of features, a 3D model with texture coor-
dinates would look strange as shown in Figure 1. For example, the eyes on both
texture and model do not match. Therefore, we need to find a method to deal
with this constraint issue.

2 Related Work

Many papers have addressed issues in surface parameterization. Surface parame-
terization can be used for texture mapping. Tutte [15] introduces the barycentric
map which guarantees the existence of a one-to-one mapping, i.e., foldover free,
for parameterizing a model into the u,v domain. Eck et al. [4] minimize the
harmonic energy to approximate the harmonic map and this method can be
solved efficiently by a linear sparse matrix. Floater [16] develops the mean value

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 469–475, 2005.
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Fig. 1. Texture mapping using a naive non-constrained surface parameterization

coordinates to mimic the discrete harmonic map and this mapping is bijective.
Hormann and Greiner [6] derive a formula that measures the distortion of the pa-
rameterization and is also invariant for affine transformation. This method does
not require the boundary vertices to be fixed on the convex 2D polygon. How-
ever, the optimization of solution is slow due to the non-linear property. Sander
et al. [3] define a geometric stretch metric for surface parameterization. This
approach uses a relaxation approach similar to MIPS [6] to iteratively flatten
3D surfaces. Some papers address the feature correspondence problem between
model and texture coordinates. Such topic is called constrained texture map-
ping. Levy [17] minimizes the distortion and matches features in a least square
sense. This approach doesn’t exactly match the constrained positions of features
and may produce folded triangles in texture domain. Eckstein et al. [18] uses
the graph theorem to meet the position constraints, but the method seems too
complicated to handle any general case. Kraevoy et al. [19] describes a match-
ing algorithm to align the position of features. This method uses a brute-force
approach to satisfy the constraints.

3 Parameterization with Feature Points

In this paper, we develop a novel approach to texture mapping with constraints.
Initially, a user only needs to specify several feature correspondences between the
model and the texture and then the algorithm would automatically do anything
without user-interaction.

3.1 Initial Parameterization

We concentrate the feature-correspondence problem in this paper. The topology
of the input 3D mesh is homeomorphic to a disk. If objects are not belonging to
this type, it is easy to use extra cutting to form an open disk-like surface, i.e.,
surface with a boundary [10]. Then, we can use any parameterization method
mentioned in the related work. At the current implementation, we adopt the
mean value coordinates [16] with a convex boundary in uv domain (see Figure
2 and Figure 3 (c)). Figure 2 shows the weights of the mean value coordinates
for each vertex of the model. If the feature points are specified on the border
of models, a virtual boundary (Figure 3(d)) can be added to the outside of the
parameterized surface boundary to keep all features in the interior of the u,v
map. This arrangement can facilitate our method described in Section 3.2.
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Fig. 2. vj is the one-ring neighbor of vi for triangulation mesh

3.2 Feature Matching Using a Partitioning Approach

This section is the core of this paper. The matching idea is mainly based on the
procedure of the recursive partitioning in uv domain. In our setup, all compu-
tation of the matching stage is performed between the uv map and the texture.
After initial parameterization, each vertex of the 3D model has an initial (u, v)
coordinate. But the feature vertices don’t be matched with corresponding posi-
tions on the texture. We wrap the feature vertices to their desired positions by
the partitioning approach.

Partitioning. For each partitioning step, we can group the feature vertices
into two disjoint sets as follows. First, feature vertices are sorted by the u (or v)
coordinate on the texture domain and then the median um (or vm) is computed.
Let the line segment Lt: x = um (or y = vm) be the partitioning line on the
texture domain to separate the feature vertices into two groups G1 and G2 (see
Figure 4 (a)). Then we perform the path finding algorithm in the next section
to find a path P to isolate the counterparts of G1 and G2 in the uv domain
(Figure 4 (b)). A path P has the same starting and ending positions as those
of the line Lt. Then, after partitioning by a path P, we can have two disjoint
sub-patches SP1 and SP2 in the uv domain. In the next step, we align the path
P with the line Lt, i.e., straightening the path P, and then re-parameterize the
sub-patches SP1 and SP2 (see Figure 4 (c)). A partitioning step ends. We will
iteratively above partitioning tasks on the uv map until each patch contains only
one feature point, say f. Finally, we will align each feature f in uv domain with
its counterpart f’ in the texture domain by a quad-partitioning of each patch as
shown in Figure 5. For this purpose, we move a vertex f to a new position f’, i.e.,

Fig. 3. (a) and (b): feature correspondence between a 3D model and a texture im-
age; (c) and (d): the uv map of the mean value coordinates with and without virtual
boundary
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Fig. 4. Each partitioning step determines two separate groups of features in texture
and uv domains
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Fig. 5.

correct corresponding position in texture domain. Then, we straighten all paths
connecting f and four corners and re-parameterize these four sub-patches.

Finding a partitioning path in uv domain. First, we apply a constrained
Delaunay triangulation to the u,v map considering the feature vertices, S, and E
(Figure 6 (b)). Both S and E are the starting and ending points for a partitioning
path. Second, we compute the minimal spanning trees (MST) for the group G1
and G2 (Figure 6 (c)), respectively. If a MST does not exist, we will apply 1-to-4
subdivision on this triangulation map to have additional paths for finding MSTs.
After finding MSTs, we find all edges, i.e., marked by X, in which one of the end
points belongs to G1 and the other belongs to G2. When connecting the middle
points of these edges, we can form a connected path P like Figure 6 (d). Finally,
the starting and ending points of P connect to S and E by the shortest paths L1
and L2 to determine the final partitioning path. This partitioning path divides
features into two disjoint groups in uv domain.
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Fig. 6. Finding a partitioning path in u,v domain
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3.3 UV Optimization

After matching features, the uv map is distorted to some extent. The uv op-
timization is a process to improve the uv map as the smoothing stage in [19].
It is an iterative version of parameterization. It moves each vertex except for
features within the range of one ring at each iteration to gradually minimize the
distortion of uv map. We use the L2 stretch metric [3] instead of the harmonic
map in [19]. In our experiment, the L2 stretch metric generally produces better
results than the harmonic map (Figure 7).

4 Preliminary Results

We demonstrate some preliminary results using the proposed method. Figure
7 gives the comparison between harmonic map and L2 stretch metric for the
smoothing the u,v map. In Figure 7, (c) yields better visual effect than (b).
In Figure 8, the positions of corresponding features for an old man and a bear
image are very different. The proposed method produces a not bad result. Note
that in this example, we specify the features on the border of texture image,
therefore we need to add virtual boundary for the u,v map. Finally, we show
another interesting example in Figure 9. In this case, we do not require virtual
boundary. We perform the experiments on a PC with Pen-tium IV 2.4 GHz and
512 MB RAM. On the average, it takes a minute to finish a texture mapping for
these examples.

5 Conclusion

In this paper, we have presented a new algorithm for the constrained texture
mapping. Preliminary results show that this new method is very promising. We

Fig. 7. Smoothing u,v map. (a):original texture, (b):smoothed with a harmonic map
and (c):smoothed with L2 stretch metric

Fig. 8. Texturing an old man with a bear image
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Fig. 9. Texturing a monkey face with a lion image

can successfully handle texture mapping with constraints well. In future, there
are many works to be done. For example, there is also a need for matching
correspondence in 3D metamorphosis application and consistent surface param-
eterization. We will plan to explore the possibility of our approach to these
important applications. Furthermore, in the current method, we need many re-
parameterizations of the patches and therefore the computation cost can be ex-
pensive as the features are increased drastically. We would like to find a better
approach to reduce the number of re-parameterization in near future. Another
interesting and our ongoing research is to compute progressive texture transfer
between two models in metamorphosis applications [22, 23].

Acknowledgement

This paper is supported by the National Science Council, Taiwan, Republic of
China, under contract No. NSC-93-2213-E-006-026 and NSC-93-2213-E-006-060.

References

1. L. V. Ahlfors and L. Sario; Riemann Surfaces; Princeton University Press, Prince-
ton, New Jersey, 1960

2. J. Maillot, H. Yahia, and A. Verroust; Interactive texture mapping ; Proceedings of
SIGGRAPH, 1993, pp. 27-34

3. P. Sander, J. Snyder, S. Gortler and H. Hoppe; Texture mapping progressive
meshes; Proceedings of SIGGRAPH, 2001, pp. 409-416

4. M. Eck, T. DeRose, T. Duchamp, H. Hoppe, M. Lounsbery, and W. Stuetzle;
Multiresolution analysis of arbitrary meshes; Proceedings of SIGGRAPH, 1995,
pp. 173-182

5. M. S. Floater; Parametrization and smooth approximation of surface triangula-
tions; Computer Aided Geometric Design, 14(3):231-250, 1997

6. K. Hormann and G. Greiner; Mips: an efficient global parameterization method ;
Curve and Surface Design: St. Malo 1999, pages 153-162, Vanderbilt University
Press, 2000

7. Sorkine, D. Cohen-Or, R. Goldenthal, and D. Lischinski; Bounded-distortion Piece-
wise Mesh Parameterization; IEEE Visualization, 2002, pp. 355-362

8. G. Zigelman, R. Kimmel, and N. Kiryati; Texture mapping using surface flattening
via multidimensional scaling; IEEE Transactions on Visualization and Computer
Graphics, Vol. 8, No. 2, pp. 198-207, 2002



Feature-Constrained Texturing System for 3D Models 475

9. G. Piponi and D. Borshukov; Seamless Texture Mapping of Subdivision Surfaces
by Model Pelting and Texture Blending ; Proceedings of SIGGRAPH, 2000, pp.
471-478

10. X. Gu, S. J. Gortler, and H. Hoppe; Geometry Images; Proceedings of SIGGRAPH,
2002, pp. 355-361

11. C. Gotsman, X. Gu, and A. Sheffer; Fundamentals of Spherical Parameterization
for 3D Meshes; Proceedings of SIGGRAPH, 2003, pp. 358-363

12. T. Y. Lee and P. H. Huang; Fast and Institutive Polyhedra Morphing Using SMCC
Mesh Merging Scheme; IEEE Transactions on Visualization and Computer Graph-
ics, Vol. 9, No. 1, pp. 85-98, 2003

13. Sheffer and E. D. Sturler; Smoothing an Overlay Grid to Minimize Linear Dis-
tortion in Texture Mapping; ACM Transactions on Graphics, Vol. 21, Issue 4, pp.
874-890, 2002

14. U. Pinkall and K. Polthier; Computing discrete minimal surfaces and their conju-
gates; Experimental Mathematics, 2(1):15-36, 1993

15. W. Tutte; Convex representation of graphs; In Proc. London Math. Soc., volume
10, 1960

16. M. S. Floater; Mean value coordinates; Computer Aided Geometric Design,
20(1):19-27, 2003

17. B. Levy; Constrained Texture Mapping for Polygon Meshes; ACM SIGGRAPG
2001, 417-424

18. I. Eckstein, V. Surazhsky, and C. Gotsman; Texture Mapping with Hard Con-
straints; Computer Graphics Forum 20, 3, 95-104

19. V. Kraevoy, A. Sheffer, and C. Gotsman; Matchmaker: constructing constrained
texture maps; ACM SIGGRAPH 2003, 326-333

20. J. Pach and R. Wenger; Embedding planar graphs with fixed vertex locations; Pro-
ceedings of Graph drawing ’98. Lecture Notes in Computer Science 1547, Springer-
Verlag, 1998, 263-274

21. Tong-Yee Lee and Shaur-Uei Yan; Texture Mapping on Arbitrary 3D Surfaces;
Lecture Notes on Computer Science 3024, Springer-Verlag, pp. 721-730, 2004

22. Tong-Yee Lee and P.H Huang; Fast and Institutive Polyhedra Morphing Using
SMCC Mesh Merging Scheme; IEEE Transactions on Visualization and Computer
Graphics, Vol. 9, No. 1, pp. 85-98, 2003

23. Chao-Hung Lin and Tong-Yee Lee; Metamorphosis of 3D Polyhedral Models Using
Progressive Connectivity Transformations ; IEEE Transactions on Visualization
and Computer Graphics, Jan./Feb. Issue, Vol. 11, No.1, pp. 2-12, 2005



yaronghou@sohu.com 





≤≤>=<
≤≤=

ε

≤≤>=<

≤≤=

ε++=

≤≤=

≠≤≤≤≤Φ=
≤≤→

=

≤≤Φ=

=

≤≤ ≤≤ ≠ Φ=

=
≤≤=

=
=



≤≤=

≠≤≤≤≤Φ=
≤≤>=<

≤≤>=<
≤≤→

≤≤=

≤≤=

=

=

ε

=

≤<≤∀∀ ≤

=

≤≤Φ=
Φ≠∧Φ≠

( )=′ ′



++
−′+

=′

′
′ ′

′

ε

Φ=







mei_hui@sohu.com 

≤≤

≤≤

≤≤

=



−+=
π

−−+=−+
= =

−−×
−

=
+ −=

−−−
−

++

≠
= =

∈



= + − + = +

σ
=

=ℜ
=

+

−−−−++

≠
= =

++= +−∈

=
πσ

∏=ℜ−
−

∈
σ

∏
∈

×=∝

σ ∈ ∈

− ℜ =
∝ − ×∏ ∏

σ
−

∈

∈

− ℜ =
−∝

×

∏

∏



=

∏
∈

−−+=

= ∝ = ∏
∈









⊕
⊕

= ⊕ +=
⊕ + += +=

⊕
⊕ +

• •

⊕
⊕

= ⊕ +

= ⊕ += ⊕

+ += +=
=

⊕ ⊕ += ⊕ ⊕

+



+

⊕
⊕ ⊕

⊕
= ⊕

+= ⊕ + += += ⊕

⊕
⊕ +

⊕ +



<
∗ ∗→

•

∈
∗ = × = = =

∗= +

∈ = = = +

=
= = × = − +

=

=

× × + =





=

= −

=
=

+ +

=







Speech Authentication
by Semi-fragile Watermarking

Bin Yan1, Zhe-Ming Lu1, Sheng-He Sun1, and Jeng-Shyang Pan2

1 Department of Automatic Test and Control, Harbin Institute of Technology
P. O. Box 339, 150001 Harbin, P.R. China

yanbinhit@hotmail.com, zhemingl@yahoo.com
2 Department of Electronic Engineering

National Kaohsiung University of Applied Sciences
415 Chien-Kung Road, Kaohsiung 807, Taiwan

jspan@cc.kuas.edu.tw

Abstract. This paper proposes a semi-fragile speech watermarking
scheme by quantization of Linear Prediction (LP) parameters, i.e. the
inverse sine parameters. The watermark decoding performance is an-
alyzed by modelling the parameters estimation error as Laplace dis-
tributed noises. The watermark detection threshold is derived according
to the requirement of error probability and expected Signal to Noise Ra-
tio (SNR). Experiments show that the proposed watermarking scheme is
robust against amplitude scaling and semi-fragile to white noise addition,
and thus suitable for speech authentication.

1 Introduction

In network environment, the multimedia contents transmitted through Inter-
net may be intercepted and modified by adversaries; intruders may modify the
multimedia database connected to Internet. If some decisions are to be made
based on these multimedia contents, the decision maker must ensure that the
information is authenticated. In military commanding systems, every received
speech command should be authenticated. Fragile watermark has provided us
such mechanisms [1]: a secure mark is embedded into the host media, modifica-
tions or substitution of the multimedia content will be identified by checking the
existence of the mark after reception. Fragile watermark can also be combined
with a robust watermark to form a multipurpose watermark [2]; the fragile wa-
termark indicates whether there are modifications while the robust watermark
provides the copyright information. Current speech watermarking techniques can
be classified as:

– Altering phase information [3, 4]: These schemes uses the fact that the
human auditory system is less sensitive to the changes in phase than in
amplitude, all-pass filters are used to alter the phase information.

– Spread spectrum [5]: The watermark information is modulated using Di-
rect Sequence Spread Spectrum/Binary Phase Shift Keying and then em-
bedded into the residual of the speech signal after inverse filtering.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 497–504, 2005.
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– Parametric modelling [6, 7]: The human articulatory system can be mod-
elled as AR model driven by the stimulating signal. Gurijala et al. [6] pro-
poses modifying the AR model parameters indirectly to embed the robust
watermark, non-blind detection is required. Hatada et al. [7] proposes em-
bedding watermark using vector quantization of LSP (Line Spectrum Pair)
parameters.

In authentication applications, a fragile watermark should be embedded. Wu
et al. [8] presented a fragile watermarking scheme by quantization of DFT co-
efficients in log scale. In [9], Lu et al. combined watermarking with the CELP
(Code Excited Linear Prediction) speech coding process for authentication of
compressed speech by CELP-typed coders, this authentication scheme is appli-
cable only to compressed speech. The work presented here is the extension work
in [9], and it aims at providing authentication of speech signal that is robust
against amplitude scaling. The fragility of the watermark can be controlled by
specifying the detection threshold according to the expected SNR.

2 Basic Embedding and Decoding Scheme

Watermarks are embedded into speech signal by modification of its parametrical
representation, this work is different from Gurijala’s parametrical scheme in
that here the inverse sine parameters derived from LP coefficients are directly
modified, so that the stability of the AR model can be guaranteed. In addition,
for the purpose of authentication, the original speech signal is not required.
Basic structure of the proposed watermarking system is shown in Fig. 1. Let
c[n] be the speech sample with index n, Rc be the short-term autocorrelation
matrix and rc = (rc[1], rc[2], · · · , rc[P ])T , where rc[η] = L{c[j]c[j − η]} and
L(·) denotes the time average of one realization of the WSS ergodic stochastic
process. The host speech signal is first segmented into non-overlapping frames,
here we consider only one frame of speech with Lf samples, the estimated LP
coefficients are a = −R−1

c · rc , where a = {ai}P
i=1. The residual signal of this

frame is

e[n] = c[n] +
P∑

k=1

a[k]c[n− k] (1)

where P is the order of AR model. These estimated LP coefficients cannot be
quantized directly because the pole locations of AR model can’t be controlled by
LP coefficients, so the stability of watermarked AR model can’t be guaranteed.
In speech coding, the LP coefficients are usually transformed into Log Area
Ratio (LAR) or Inverse Sine (IS) parameters to guarantee the stability and to
reduce the spectral sensitivity. The LP coefficients are first transformed into
Reflection Coefficients (RC) {κi}P

i=1 and then the IS parameters {gi}P
i=1 by

gi = 2
π sin−1 (κi) , i ∈ {1, 2, · · · , P}. The modification to the IS parameters are

based on odd-even modulation [1]

ĝi =
⌊

gi+(1−wi)Δi)

2Δi

⌋
× 2Δi + wiΔi, i ∈ {1, 2, · · · , P} (2)
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where �·� denotes the floor function, Δi is the quantization step for the i-th IS
parameter, wi ∈ {0, 1} is the watermark bit to be embedded. The modified IS
parameters {ĝi}P

i=1 are inverse transformed into LP coefficients â = {âi}P
i=1. The

residual from the LP analysis stage (1) is used to synthesize the watermarked
speech signal ĉ[n] = −

∑P
k=1 â[k]ĉ[n − k] + e[n]. In the watermark decoding

process, the watermarked and possibly attacked signal c̃ = {c̃i}Lf
i=1 is analyzed

to get ã = −R̃−1
c · r̃c. Decoding of watermark bits are performed according to

w̃i =
⌊

g̃i

Δi

+
1
2

⌋
(mod 2) , i ∈ {1, 2, · · · , P} (3)

where {g̃i}P
i=1 are IS parameters from ã. Tamper Assessment Function (TAF) is

calculated according to TAF(w, w̃) = 1
Nf×P

∑P
i=1

∑Nf
j=1 wij ⊕ w̃ij [1], where Nf

is the number of speech frames involved in authentication. The detection statistic
is chosen as D = Nf × P −

∑P
i=1

∑Nf
j=1 wij ⊕ w̃ij . Based on the Probability

Density Function (PDF) of {g̃i}P
i=1, an appropriate threshold T is selected, if

D > T , then we can conclude that the speech signal is not modified.

Fig. 1. Watermark Embedding

3 Decoding Performance Analysis

Due to their statistical nature, the estimated LP coefficients {ãi}P
i=1 are differ-

ent from the watermarked LP coefficients {âi}P
i=1 even though there were no

attacks. The estimation error of IS parameters can be modelled as additive noise
on ĝ, it is found through the experiment and distribution fitting that Laplace
distribution is appropriate to model the estimation error. Let gE = g̃ − ĝ be
the estimation error of IS parameters, the histogram and empirical PDF of gE

are shown in Fig. 2. Let U0 , U1 be the codebooks to embed watermark bit 0
and 1 respectively. Without loss of generality, we assume ĝ = 0 and ĝ ∈ U0, the
noise variance σ2 is also assumed to be independent of the quantization step Δ.

The PDF of g̃ is p(g̃) = 1√
2σ2 exp

(
−
√

2
σ2 |g̃|

)
. The cumulative distribution func-

tion and its complement are F
(
g̃; σ2

)
= 1

2

(
1 + sgn(g̃)

[
1− exp

(
−
√

2/σ2 |g̃|
)])
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Fig. 2. Histogram of gE and Laplace PDF with parameters estimated from gE using
Maximum Likelihood estimation

and QL

(
g̃; σ2

)
= 1 − F

(
g̃; σ2

)
. When watermark bit w = 0 is embedded, the

probability distribution of g̃ is

p(g̃|w = 0) =
∑

k

p (g̃|u0,k) · P (u0,k) (4)

=
∑

k

1
√

2σ2
exp

(
−
√

2
σ2
|g̃ − u0,k|

)
· P (u0,k) (5)

where u0,k is the k-th codeword in codebook U0. Similar expression under con-
dition w = 1 can also be obtained. The decoding process is based on Maximum-
Likelihood decoding [10]: ŵ = arg max

w∈{0,1}
p(g̃|w). Here we use the fact that

p(g̃) ≈ 0 for |g̃| > 2Δ, such that only adjacent cells are involved in this compar-
ison, under this assumption the decoding error probability is:

Pe = Pr {g̃ ∈ R1|ĝ ∈ R0} ≈ 2×
[
QL

(
Δ

2
; σ2

)
−QL

(
3Δ

2
; σ2

)]
(6)

= exp
(
− 1

√
2

Δ

σ

)
− exp

(
− 3√

2
Δ

σ

)
, (7)

where R0 and R1 are cells associated with codebook U0 and U1 respectively. For
Δ = 0.0156 and σ ≈ 0.0047, Pe is calculated to be 9.5% according to (6), the
experimental results is on average TAF = 8.1%, the small difference is due to
the inaccuracy of the probability model and the randomness of the watermark
sequence used in each experiment.

4 The Effects of Attacks

Amplitude Scaling. It is desired that speech authentication algorithms should
be robust against amplitude scaling, unfortunately almost all quantization wa-
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termarking based authentication schemes have suffered from this, the reason is
that amplitude scaling will cause the mismatch of quantization steps between
the watermark embedder and decoder. In the proposed scheme, the algorithm
works on the model of vocal tract, the power of the speech signal is left to
be controlled by the power of the glottal excitation. In the vocal tract model
H(z) = 1/

(
1 +

∑P
i=1 aiz

−i
)
, we don’t need to consider the power term. When

the amplitude of the speech signal is amplified by a factor α, the estimated ai re-
mains unchanged, while the amplitude of the residual signal will be amplified by
the factor α. An experiment is designed to test the above stated property, scaling
factors from 0.1 to 2 are used to scale the amplitude of the watermarked speech
signal, the extracted IS parameters are identical to the case without amplitude
scaling.

Addition of White Gaussian Noise. Figure 3 shows the effects of WGN
attack on TAF values. The underlying mechanism is that WGN affects the es-
timation accuracy of LP parameters and hence the IS parameters, especially in
unvoiced regions. In current scheme, we don’t consider the difference between
voiced and unvoiced speech. Actually, the long tails in the empirical distribu-
tion of gE was due largely to the estimation error in the unvoiced region. If
the application requires the algorithm to tolerate more WGN attacks, then the
watermarking algorithm should be modified to consider embedding watermark
only in the voiced region. The experimental results in Fig. 3 will be used to de-
termine the watermark detection threshold. In applications where the expected
WGN power is large, the detection algorithm should lower its detection threshold
to lower the detection error.
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Fig. 3. Tamper assessment function for white Gaussian noise attack

5 Watermark Detection and Content Authentication

The extracted watermark bit sequence is fed into the watermark detector. The
detection threshold is derived according to the application requirements where
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the detection error probability and expected SNR are specified. The TAF value
gives us the estimate of Pr{ŵ �= w}, where ŵ is the extracted watermark bit.
In the presence of WGN attacks, the relation between TAF and SNR as shown
in Fig. 3 can be well approximated by a straight line where the SNR ranges
from 25 dB to 45 dB. Let this function be TAF = g(SNR). Then we have
Pr{ŵ = w; with watermark} ≈ 1 − g(SNR). When parts of the speech signals
are replaced, we have Pr{ŵ = w; no watermark} = 0.5. Let the hypothesis
be H0 : No watermark; and H1 : Watermarked withw. Then the probability
that k corresponding bits are identical between original and extracted water-
mark sequences is P (k|H0) = B (Nw, 0.5), and P (k|H1) = B (Nw, 1− g(SNR)),
where B(·) denotes binomial distribution, Nw is the length of the watermark
sequence. For sufficient large Nw, binomial distribution can be approximated by
Gaussian distribution, so we have P (k|H0) = N (Nw/2, Nw/4), and P (k|H1) =
N (Nw (1− g(SNR)) , Nw (1− g(SNR)) · g(SNR)), where N (μ, σ2) denotes
Gaussian distribution with mean μ and variance σ2. Then the false alarm and
missed detection probabilities are

PFA =
∫ ∞

T
P (k|H0) · dk = Q

(
T −Nw/2
√

Nw/2

)
= α

PMD =
∫ T

−∞
P (k|H1) · dk = 1−Q

(
T −Nw(1−g(SNR))√

Nw(1−g(SNR))·g(SNR)

)
= β (8)

where Q(x) =
∫∞

x
1√
2π

exp (− t2

2 )dt is Q-function, k is considered as continuous
variable. The detection threshold and authentication length are

N∗
w =

[
Q−1(1−β)

√
g(SNR)·(1−g(SNR))−0.5Q−1(α)

g(SNR)−0.5

]2

T ∗ =
N∗

w

2
+
√

N∗
w

2
Q−1(α) . (9)

In the cases when any modification to speech should be identified, the term
g(SNR) should be replaced with Pe in (6). Note that due to the non-stationary
nature of speech signals, the relation P (w �= ŵ) ≈ g(SNR) is estimated from
a long speech segment, so (9) is valid only for very small α and β, which is
the case in practical applications. The security of the proposed watermarking
system relies on the watermarking key K, which consist of (1) the watermark
sequence w, (2) the IS parameters selection key Ks, (3) the order of LP analysis
P , and (4) the quantization steps for each IS parameter. Without knowledge
of the watermarking key, the attackers are difficult to watermark the replaced
speech segments. Figure 4 shows the histogram of detection statistic, which are
well separated. In this experiment, 50 frames of a speech signal are involved
in speech authentication, the detection threshold is T = 435 according to (9).
Several frames of the original speech signal and watermarked speech signal are
plotted and compared in Fig. 5. The informal subjective listening test indicates
no audible distortion between the original and watermarked speech signals.
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Fig. 5. Speech waveform without and with watermark

6 Conclusion and Future Work

This paper presented a semi-fragile watermarking technique for speech authen-
tication. The proposed scheme is robust against constant amplitude scaling. The
estimation error of IS parameters causes the watermark decoding error in the ab-
sence of attack, which can be compensated by statistical detection. The fragility
of the watermark can be controlled by the watermark detection threshold, which
is derived from probability of error requirement and expected SNR.

The quantization step of IS parameters Δ is selected by trail and error and
subjective listening test. The algorithm on determining Δ using systematic ap-
proach is under test, A modified bit allocation algorithm can be used to achieve
the ‘transparency’ requirement. Further research will also be focused on how
to reduce the IS parameter estimation error, an Analysis by Synthesis (AbS)
framework is adopted as a preliminary solution.
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Abstract. We proposed a technique for using multiagent technology
in data mining intended for two or more text databases. In this paper,
we discuss data mining method based on text (text mining), but our
proposed method is not a method of specializing in text mining. First,
we proposed data mining technique using multiagent technology. The
proposed technique is applied to document databases, and discuss its
results. In this paper, proposed data mining using multiagent was applied
to information integration system on Web, and the effectiveness was
verified. In the proposed method, the part of the database access agent
was changed to the Web access agent. Also, mining agent was changed
to the information extraction agent from the HTML file.

1 Introduction

In KES2003 and KES2004, we proposed a technique for using multiagent tech-
nology in data mining intended for two or more text databases. [1, 2] We applied
our proposed approach to data mining from the document database, and dis-
cuss its problems. To apply proposed approach, we constructed only a minimum
mounting which runs only UNIX local machine with process communications as
agent communication and file system as black board model. It was confirmed
to be able to switch the database and the data mining algorithm that used the
constructed data mining system. We discussed data mining method based on
text (text mining), but our proposed method is not a method of specializing in
text mining.

In this paper, proposed data mining using multiagent was applied to infor-
mation integration system on Web, and the effectiveness was verified. In the
proposed method, the part of the database access agent was changed to the
Web access agent. Also, mining agent was changed to the information extrac-
tion agent from the HTML file. The information integration on the Web page
can be thought just like the information integration from the database. Similarly,
it can be thought that the information extraction operation is one of the text
mining algorithms.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 513–519, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Section 2 describes proposed data mining approach that uses multiagent
techniques, and our proposal approach is applied to data mining from document
databases. Chapter 3 describes the Web information integration system with
multiagent data mining. Section 4 describes conclusion and enhancing in a future.

2 Multiagent Data Mining with Databases

In KES2003, the multiagent technology is defined as a technology that pro-
cessed information by cooperatively operating two or more independent pro-
grams (agent). [1]

Generally, multiagent technology is discuss with an autonomous control of
an individual agent, but in this paper, we do not discuss it mainly.

A communication between agents between one to one, one to multi, multi
to multi. In this paper, we use one to one communication by UNIX process
communication, one to multi by Black board model.

2.1 Agent Definitions

The definition of agent which is used for data mining in this paper is defined as
follows.

Query agent: Query agent receives used the database and the data mining
algorithm from a user, and generates other agents. Query agent is generated
at each demand of a user.

Mining agent: Mining agent generates DB-access agent, acquires data from
DB-access agent, and applies data mining algorithm. Mining agent is gener-
ated of each applied mining algorithm.

DB-access agent: DB-access agent acquires data from the database, and sends
it to mining agent. DB-access agent is generated of each database and of each
mining agent.

Result agent: Result agent observes a movement of mining agents, and obtains
result from mining agents. When result agent obtains all results, result agent
arrangement/integrates, and shows it to a user.

Black board(BB): Place where results from data mining agent is written.

2.2 Flow of System

A flow of proposed system is defined as follows. (Fig. 1 shows flowchart of pro-
posed system.)

1. A user generates Query agent, with setting the used database and the used
data mining algorithm as its parameter.

2. The place of black board(BB) is set with Query agent.
3. Query agent generates Mining agent, and the place of BB is transmitted.
4. Query agent generates Result agent, and the place of BB is transmitted.



Distributed Web Integration with Multiagent Data Mining 515

5. DB-access agent is generated, and Mining agent is accessed to the database.
6. DB-access agent gets data from the database.
7. Mining agent receives data from DB-access agent, and applies the data min-

ing algorithm.
8. Mining agent writes the result of data mining on BB.
9. Result agent checks BB, and if all results are written, arranges the results

and presents to the user.
10. All agents are eliminated.

User

Query agent

Black board

Result agent

Mining agent
DB-access
         agent DB

Mining agent
DB-access
         agent DB

Fig. 1. Flowchart of Proposed System

2.3 Feature of Proposed Method

The proposal method has the following features.
The result of data mining can be made for more meaning result by building

in the thesaurus agent as Mining agent, and making it can access the thesaurus
database.

Query agent generates two or more Mining agent, it becomes possible to
execute data mining algorithms in parallel. Moreover, it becomes possible that
constructing the system and the access to the database and the processing of data
are divided by separating DB-access agent accessed the database with Mining
agent that processes data.

It becomes possible that the processing of each data mining algorithm and
its arrangement/integration are separately thought by setting the agent which
arranges the result. Moreover, it becomes easy to build arrangement/integration
according to user’s purpose into the system.

The system user comes to be able to construct the system corresponding to
the purpose by recycling DB Agent and Mining Agent, and do tuning of Query
agent and Result agent.
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In this paper, the black board model with the file was handled with the
interprocess communication on UNIX, but it can be easily enhanced to the
communication on TCP/IP. Then, it is possible to enhance proposed approach
to application to database that has been distributed on Internet. The problem
of proposed approach is not using interprocess communication on UNIX but
using black board model. Writing in the black board becomes a problem when
the number of databases and data mining algorithm used increase, then the
entire operation is influenced from the operation of the slowest agent. Therefore,
the access to database and the processing of the data mining algorithm can be
run parallel, but processing stops when checking results in the blackboard. It is
necessary to consider that the maximum time is set to the black board writing
check, and the system can show the result after each agent process.

3 Construction of Experimental Environment

We constructed an experimental environment which has multiagents with data
mining algorithms to verify our proposed approach.

In this paper, proposed data mining using multiagent was applied to infor-
mation integration system on Web, and the effectiveness was verified. In the
proposed method, the part of the database access agent was changed to the
Web access agent. Also, mining agent was changed to the information extrac-
tion agent from the HTML file. The information integration on the Web page
can be thought just like the information integration from the database. Similarly,
it can be thought that the information extraction operation is one of the text
mining algorithms.

The constructed experimental environment was following.
We proposed following operation in the system that constructs with multia-

gent (Fig. 2). In this system, company information can be obtained by inputting
URL of the company that wants to examine it is in the Web site that the user
specified. The system has two main part of system.

One system is the system that retrieves company information by user’s input
and extracts information, and another one is a system that integrates company
informations.

The system works by the flow from the following 1 to 5. The location of each
operation is as shown in Fig. 2.

1. Read URL that the user input, and the Web page is preserved.
2. Information is extracted on the preserved Web page, and it preserves it in

the XML file.
3. Two or more extracted XML files are integrated into one XML file.
4. The index is calculated from the integrated XML file, and added to the

integrated XML file.
5. The result from XML file is displayed by Web a browser.

Essential information, the financial situation, employment information, and
the index of the company are displayed as a result of this system. It is thought
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Fig. 2. Web Integration System

that more detailed information can be obtained by using not only basic infor-
mation but also the index that can judge the company in the third person about
the company.

3.1 Information Retrieve and Extract

In this system, at first, input information from Web browser, and the site on
Web is preserved, and the system retrieves, and extracts necessary information
from the preserved HTML file. In this operation, the text part of the corporate
information is extracted from the tag of HTML by using the class of the pattern
match of Java. Information on the extracted each item is put in the tag of
specified XML. The XML file of each referred site is made by this operation.

3.2 Information Integration

In the information integration, necessary information is extracted from the Web
site by using the Java program, and each Web site is brought together in one
XML file. In this research, it thought information was extracted from the Web
site of various forms, and XML that was able to correspond to a lot of file
formats was used. The XML file that extracts information on each tag in XML
by using the Java program when information is integrated, extracts information
from each Web site, and makes it individually is brought together in one XML
file as information on one company.

3.3 Index Calculation

This system evaluates the company that uses the index as a material judged
from a position the third person to know more detailed information about the
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corporate information. The index for the valuation of business enterprise is cal-
culated by using extracted information, and it adds it to the XML file of the
corporate information.

3.4 Show Results

The XML file that matches the index calculation result of making from the
corporate information and such an index calculation is converted into the HTML
form, and the corporate information is displayed. At this time, information such
as the content of the work of the enterprise, the salaries, and branch offices is
displayed in the form of the text besides the calculated index.

Fig. 3. Show Results

Information that cannot be used for a corporate name and making to the
index in year of establishment etc. is displayed in the form of the text as shown
in Fig. 3. Moreover, the index is shown in figure and the table like Star-chart for
instance.

3.5 Experimental Results

In this paper, We confirm the operation of the information integration, and the
index calculation in the system were done and verify the operation proof as
the system that offered the valuation of business enterprise of the information
extraction,
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Three kinds of experiments of (1) information extraction (2) information
integration (3) index calculation and the result display were done in confirming
the operation in each part. The program operated in each experiment without
trouble as the result.

4 Conclusion

In KES2003 and KES2004, we proposed a technique for using multiagent tech-
nology in data mining intended for two or more text databases.

In this paper, proposed data mining using multiagent was applied to infor-
mation integration system on Web, and the effectiveness was verified. In the
proposed method, the part of the database access agent was changed to the
Web access agent. Also, mining agent was changed to the information extrac-
tion agent from the HTML file. The information integration on the Web page
can be thought just like the information integration from the database. Similarly,
it can be thought that the information extraction operation is one of the text
mining algorithms.

We constructed distributed Web integration with multiagent data mining for
company information integration, and We verified its system. Three kinds of
experiments of (1) information extraction (2) information integration (3) index
calculation and the result display were done in confirming the operation in each
part. The program operated in each experiment without trouble as the result.

There is XBRL for sharing the corporate information. [3] We want to examine
integration with such data format in the future.
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 Program Depth Reference 
1: public class EvenOrOdd { 0 0 
2:   public static void main(String[] args) { 1 1(Def.1) 
3:     int Evev = 0;  1 1(Def.1) 
4:     int Odd = 0;  1 1(Def.1) 
5:     for(int i=0 ; i<=100 ; i++){ 1 4(Def.2, Set2) 
6:       if(i % 2 == 0){ 2 1(Set1) 
7:         Even = Evev+1; 3 2(Def.1, Set1) 
8:       }else{ 2 0 
9:         Odd = Odd+1; 3 2(Def.1, Set1) 
10:       } 2 0 
11:     } 1 0 
12:     System.out.println(" Number of Even : "+Even); 1 1(Set1) 
13:     System.out.println("Number of Odd"+Odd); 1 1(Set1) 
14:    } 0 0 
15: } 0 0 





=

Chr. 
0 
1 
0 
0 
1 
1 
0 
1 
0 
1 
0 
0 
0 
0: 

Line Num. Program 
1: public class EvenOrOdd { 
2:   public static void main(String[] args) { 
3:     int Evev = 0;  
4:     int Odd = 0;  
5:     for(int i=0 ; i<=100 ; i++){ 
6:       if(i % 2 == 0){ 
7:         Even = Evev+1; 
8:       }else{ 
9:         Odd = Odd+1; 
10:       } 
11:     } 
12:     System.out.println(" Number of Even : "+Even); 
13:     System.out.println("Number of Odd"+Odd); 
14:    } 
15: } 
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Abstract. In the previous paper, we have shown the conventional ca-
pacity of higher order associative memory of sequential patterns. The
definition of the capacity permits that some of the elements of the pat-
tern are not recalled correctly. If we want to recall the patterns more
correctly, then the definition is not always valid. The absolute capacity
is known as the severe definition that almost all the elements of the pat-
tern are recalled correctly. In this paper, we show the absolute capacities
of higher order associative memory of sequential patterns. Further, the
absolute capacities are compared with the conventional ones. Specifically,
the relation between the capacity and the correlation are shown.

1 Introduction

Associative memory of sequential (time-series) patterns is an important problem
in the cases where we construct associative memory system as a model of the
brain and associative memory of sequential patterns is desired to apply to various
type of applications[1–3]. In the previous papers, we have proposed generalized
higher order associative models of sequential patterns and shown the capacities
of them[4, 5]. In this case, the capacity is defined as the probability that re-
calling of each neuron is successful, but not as one that almost all the neurons
are recalled correctly. The former is known as the conventional capacity and the
latter is called the absolute capacity[1–3]. We have already shown the conven-
tional capacities of higher order associative memory of sequential patterns[4, 5].
If we want to recall the patterns more correctly, the former is not sufficient.
However, the absolute capacities of higher order associative memory of sequen-
tial patterns have been never obtained yet. In this paper, the absolute capacities
for the correlation and differential correlation models are shown and compared
with the conventional ones. Further, the relation between the capacity and the
correlation are shown.

2 Higher Order Associative Memory
of Sequential Patterns

Let us consider the conventional model consisting of N neurons mutually con-
nected. The output for each neuron is given by

ui(t) =
∑
[lk]

vi[lk]xl1(t) · · ·xlk(t) + bxi(t)− θi, (1)
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∑
[lk]

=
∑
l1

∑
l2

· · ·
∑
lk

, (2)

la−1 + 1 ≤ la ≤ N − k + a, (3)

xi(t + 1) = sgn(ui(t)) =

{
1 ui(t) > 0
−1 ui(t) ≤ 0,

(4)

where xli(t) is output of the li-th neuron at step t, ui(t) is the internal potential
of the i-th neuron at step t, sgn(u) is the output function, vi[lk] is the weight for
products of input to the i-th neuron, b is the weight for self-loop of each neuron,
θi is the threshold of the i-th neuron, i = 1, · · · , N , t = 0, 1, · · · , a = 1, · · · , k,
l0 = 0, and k is the order (dimension) of the products of the network.

In this paper, two associative memory models are considered. Let us consider
sequential patterns as follows:

S1 → S2 → · · · → SP → S1 → · · · , (5)

where Sμ = (sμ
1 , · · · , sμ

N )T (μ = 1, · · · , P ) and sμ
i = +1 or −1. Each element of

the patterns is selected randomly. For sequential patterns, each weight of higher
order associative memory models is defined as follows:

vi[lk] =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1

(N
k)

∑P
μ=1(s

μ+1
i − a)(sμ

l1
− a) · · · (sμ

lk
− a)

The correlation model
1

(N
k)

∑P
μ=1(s

μ+1
i − sμ

i )(sμ
l1
− sμ−1

l1
) · · · (sμ

lk
− sμ−1

lk
)

The differential correlation model ,

(6)

where a is constant.
In order to get the transition properties of the models, four assumptions for

the models are made as follows:

1. Each element sμ
i of the sequential patterns is as follows:

Pr{sμ
i = −1} = p, (7)

where Pr{·} is the probability of the event {·}. If p �= 0.5, each pattern is
correlative to each other.

2. P and N are sufficiently large.
3. All states sμ

i ’s with different values of i and μ are mutually independent.
4. Let θi = 0 and b = 0 for the correlation model and θi = 0 and b = 1 for the

differential correlation model.

Let s̄ = 1 − 2p. The value s̄ means the rate of correlation. For example, if
p = 0.5, p = 0.4 and p = 0.3, then s̄ = 0, 0.2 and 0.4, respectively. Let a = s̄ in
the correlation model. Let the pattern ratio be defined as follows:

rk =
P(
N
k

) , (8)
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Table 1. The absolute capacity for the correlation model (k = 1)

N \ s̄ 0 0.05 0.1 0.15 0.20

10 0.217 0.196 0.176 0.157 0.139

102 0.109 0.098 0.088 0.078 0.069

103 0.072 0.065 0.059 0.052 0.046

104 0.054 0.049 0.044 0.039 0.035

105 0.043 0.039 0.035 0.031 0.028

106 0.036 0.033 0.029 0.026 0.023

where k is dimension, P is the number of sequential patterns, and N is the num-
ber of neurons. The pattern ratio means the ratio of the number of memorized
patterns per one weight. The storage capacity of the model is defined as critical
pattern ratio. It means how many patterns are memorized in the model.

The distance (similarity) between two patterns Sμ+t and X(t) is defined as
follows:

dt =
1
N

N∑
i=1

sμ+t
i xi(t), (9)

where Sμ+t = (sμ+t
1 · · · , sμ+t

N ), X(t) = (x1(t), · · · , xN (t)). Then d0 means the
distance between the pattern X(0) and the memorized pattern Sμ and, d1 means
the distance between the pattern X(1) and the memorized pattern Sμ+1 and so
on. In this paper, the variable t as step is neglected if there does not exist any
misunderstanding.

3 Storage Capacities of the Models

3.1 The Capacities for the Correlation Model

First, let us show the internal potential ui under the assumptions 1, 2, 3 and 4.
Let X(0) be an input pattern similar to the memorized one Sν . Then, we can get
the results by computing the internal potential of X(1), which is the transition
pattern of X(0). The following relation holds for the internal potential ui[4]:

ui = (1 − s̄2)k
{
(sν+1

i − s̄)dk
0 + (1− s̄2)

1−k
2
√

rkh
}

, (10)

where h is distributed according to the standardized normal law N(0, 1).

The Absolute Stability. The storage capacity Rk in the meaning of the ab-
solute stability is defined as the critical capacity rk satisfying in the following
equation: (

Prob
{
xi(1) = sν+1

i

})N ≥ pe (11)

where pe is the positive number and nearly equals 1, such as pe = 0.98. It means
all the elements are recalled correctly. In order to get rk satisfying the Eq.(11),
let us compute the term Prob{xi(1) = sν+1

i }.
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Prob
{
xi(1) = sν+1

i

}
= Pr

{
sν+1

i = 1
}
× Pr

{
ui > 0|sν+1

i = 1
}

+ Pr
{
sν+1

i = −1
}
× Pr

{
ui ≤ 0|sν+1

i = −1
}

=
1 + s̄

2
G

(
(1− s̄)√

(1 − s̄2)1−krk

)
+

1− s̄

2
G

(
(1 + s̄)√

(1− s̄2)1−krk

) (12)

where G(u) = 1
2π

∫ u

−∞ exp(−t2/2)dt. The following relation holds as u →∞:

G(u) ← 1− 1
2
√

π
exp(−u2

2
)/

u√
2

(13)

From the Eqs.(11), (12) and (13), the following result holds:

log N <
(1− s̄)2

2(1− s̄2)1−krk
(14)

Then let Rk be the maximum number satisfying the Eq.(14).

Proposition 1.

Rk =
(1− s̄)2

2(1− s̄2)1−k log N
(15)

If s̄ = 0, then

Rk =
1

2 log N
(16)

Table 1 shows the result. Results for k = 2 and k = 3 are neglected as they are
very similar to the case of k = 1. It holds P = 106 from the Eq.(8) for R2 = 0.033,
N = 104, s̄ = 0.20 and k = 2, although the results are very low. The absolute
stability is a strong criterion. If we do not require absolutely precise recalling of
sν+1

i , but require only recalling that is sufficiently close to the memorized Sν+1,
we have another definition of the capacity. It is usually used as the definition of
the capacity[1–5]. We will call it the conventional capacity.

The Conventional Capacity. The storage capacity Rk in the memory of the
conventional capacity is defined as the critical capacity satisfying the Eq.(17).

dt ≥ pe for t = 1, 2, · · · , (17)

where pe ≈ 1.
It is difficult to get dt for any t, so we will predict Rk using d1.
By using the Eq.(10), we can compute the distance d1 between two patterns

X(1) and Sν+1. The following relation holds for d1[4].

Proposition 2.

d1 =
1
2

∑
α∈{−1,1}

(1 + αs̄)× Φ

(
(1− αs̄)dk

0√
(1− s̄2)1−krk

)
, (18)

where Φ(u) is the Gaussian function with the variable u.
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Fig. 1. Theoretical results and numerical simulations for correlative model (k = 1)

Therefore, Fig.1 shows numerical simulations and theoretical results for the
cases of N = 2000, r1 = 0.1, 0.104, 0.12 and s̄ = 0. The results in numerical
simulations are in fairly general agreement with the theoretical ones. Let us
predict the storage capacity for higher order correlation model by using the Eq.
(18). First, let us assume that the case where d1 for d0 = 0.98 is greater than 0.98,
is successful in recalling. Furthermore, let us define that the storage capacity is
rk for the critical case in these successful cases. Then, the storage capacities,
r1 = 0.177 for k = 1, r2 = 0.170 for k = 2 and r3 = 0.163 for k = 3, are obtained
for s̄ = 0. The storage capacities by numerical simulations, r1 = 0.149 for k = 1,
r2 = 0.124 for k = 2 and r3 = 0.129 for k = 3 are obtained for s̄ = 0[4]. Table 2
is obtained from the Eq.(18).

3.2 The Capacities for the Differential Correlation Model

Likewise, let us compute the capacities for the differential correlation model. The
same definitions of the capacity are used as the case of the correlation model.
We have shown the following result for the internal potential ui[5].

ui =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1− s̄2)k
[{

2sν+1
i − (sν+2

i + sν
i )
}
dk
0

+
√

(1 − s̄2)1−krk2k+1h
]

+ xi(0) if k is odd,

(1− s̄2)k
[
(sν+2

i − sν
i )dk

0

+
√

(1 − s̄2)1−krk2k+1h
]

+ xi(0) if k is even.

(19)

The Absolute Stability. By using the same method as the Eqs.(11), (12),
(13) and (14). we can get the following result:
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Table 2. The conventional capacity for the correlation model applying Eq.(18)

k \ s̄ 0 0.05 0.1 0.15 0.20

1 0.177 0.172 0.163 0.150 0.133

2 0.170 0.165 0.155 0.140 0.123

3 0.163 0.160 0.147 0.133 0.113

Proposition 3. Let Rk be the maximum number satisfying the Eq.(11).

Rk =

{
2(1− s̄2)k − 1

}2

2k+2(1− s̄2)1−k log N
. (20)

If s̄ = 0, the following relation holds:

Rk =
1

2k+2 log N
. (21)

Table 3 shows the result. The result shows that the capacity in the absolute
stability approaches to 0 gradually as N increases.

The Conventional Capacity. Let us compute the conventional capacity as the
same as the correlation model. We have already shown the following results[5].

Proposition 4.

d1 =
1
8

∑
α,β,δ∈{−1,1}

(1 + αs̄2)(1 + βs̄2)(1 + δd0)

× Φ

(
{2− α(1 + β)}dk

0 + b̄αδ√
(1− s̄2)1−krk2k+1

)
, if k is odd,

(22)

where b̄ = 1/(1− s̄2)k.

d2 =
1
4

∑
α,δ∈{−1,1}

(1 + αs̄2)(1 + δd0)

× Φ

(
(1− α)dk

0 + b̄αδ√
(1− s̄2)1−krk2k+1

)
if k is even,

(23)

Here, let us predict the storage capacity for higher order correlation model by
using the Eqs.(22) and (23). Then, the storage capacities, r1 = 0.059 for k = 1,
r2 = 0.023 for k = 2 and r3 = 0.014 for k = 3, are obtained for s̄ = 0. The
relation among d1, s̄ and rk has been shown in the previous paper[5].

4 Conclusions

In this paper, we have shown that the absolute capacities for higher order as-
sociative correlation and differential correlation models of sequential patterns
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Table 3. The absolute capacity for the differential correlation model

(a) For k = 1 (b) For k = 2

N \ s̄ 0 0.05 0.1 0.15 0.20
10 0.054 0.054 0.052 0.050 0.046
102 0.027 0.027 0.026 0.025 0.023
103 0.018 0.018 0.017 0.017 0.015
104 0.014 0.013 0.013 0.012 0.011
105 0.009 0.009 0.009 0.008 0.008
106 0.036 0.033 0.029 0.026 0.023

N \ s̄ 0 0.05 0.1 0.15 0.20
10 0.027 0.027 0.025 0.022 0.019
102 0.014 0.013 0.012 0.011 0.009
103 0.009 0.009 0.008 0.007 0.006
104 0.007 0.007 0.006 0.006 0.005
105 0.005 0.005 0.005 0.004 0.004
106 0.005 0.004 0.004 0.004 0.003

(c) For k = 3

N \ s̄ 0 0.05 0.1 0.15 0.20
10 0.014 0.013 0.012 0.010 0.007
102 0.007 0.007 0.006 0.005 0.004
103 0.005 0.004 0.004 0.003 0.002
104 0.003 0.003 0.003 0.002 0.002
105 0.003 0.003 0.002 0.002 0.001
106 0.002 0.002 0.002 0.002 0.001

are (1−s̄)2

2(1−s̄2)1−k log N
and {2(1−s̄2)k−1}2

2k+2(1−s̄2)1−k log N
, respectively. It means that the capac-

ity approaches to 0 gradually as N increases. Further, it was clarified that two
models have few affection for the low correlation.

References

1. Hertz, J., Krogh, A., Palmer, R.G., Introduction to the Theory of Neural Compu-
tation. Perseus Books Publishing (1991)

2. Amari, S.: Statistical Neurodynamics of Various Versions of Correlation Associative
Memory. Proceedings of IEEE conference on Neural Networks I (1988) 633–640

3. Okada, M.: Notions of Associative Memory and Sparse Coding. Neural Networks 9
(1996) 1429–1458

4. Hamakawa, Y., Miyajima, H., Shigei, N., Tsuruta, T.: On Some Properties of Higher
Order Correlation Associative Memory of Sequential Patterns. Journal of Signal
Processing 8 (2004) 225–234

5. Miyajima, H., Shigei, N., Hamakawa, Y.: Higher Order Differential Correlation As-
sociative Memory of Sequential Patterns. IJCNN 2004 II (2004) 891–896



{Geoff.Poulton,Ying.Guo}@csiro.au 

wtlu159@cse.unsw.edu.au 



• 

• 

• 

• 
• 

• 



+=

+=













{Peter.Vamplew,Robert.Ollington}@utas.edu.au 





for each learning episode 
 clear all eligibility traces 
 while (! end of the episode) 
  observe the current state of the environment 
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    δTD = r + γQt - Qt-1 
    update weights for each network to minimise δTD 
    recalculate network activations  
  Qt-1 = output of network a 
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Abstract. In KDD procedure, to fill in missing data typically requires a very 
large investment of time and energy - often 80% to 90% of a data analysis pro-
ject is spent in making the data reliable enough so that the results can be trust-
ful. In this paper, we propose a SVM regression based algorithm for filling in 
missing data, i.e. set the decision attribute (output attribute) as the condition at-
tribute (input attribute) and the condition attribute as the decision attribute, then 
use SVM regression to predict the condition attribute values. SARS data set ex-
perimental results show that SVM regression method has the highest precision. 
The method with which the value of the example that has the minimum distance 
to the example with missing value will be taken to fill in the missing values 
takes the second place, and the mean and median methods have lower precision. 

1   Introduction 

Because of the "garbage in, garbage out" principle, data quality problems can be very 
expensive - "losing" customers, "misplacing" billions of dollars worth of equipment, 
misallocated resources due to glitches forecasts, and so on. Solving data quality prob-
lems typically requires a very large investment of time and energy - often 80% to 90% 
of a data analysis project is spent in making the data reliable enough so that the results 
can be trustful. 

Data in the real world are often plagued by missing, ambiguous values that can 
greatly hinder some types of analysis. There are many schemes for guessing the iden-
tity of such values, for example, using logistic regression [1], by assuming that the 
missing points are the same as their nearest neighbors or the same as the most abun-
dant data type within some radius.  

Complete-case analysis [2], where cases with missing values are discarded, is often 
conducted because its simplicity and the comparability of univariate statistics. How-
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ever, discarding incomplete cases may lead to a considerable loss of information and, 
moreover, to serious biases in estimates [2]. Means and regression imputation [2,3,4] 
are widely used, due to their quickness and simplicity and lack of easy-to-use soft-
ware packages that implement more advanced methods, such as EM imputation 
[2,3,4]. For example, numbers describing the central tendency (for example mode, 
median or mean) have often been used in machine learning studies to treat missing 
values. 

Recently, K-Nearest Neighbor (KNN), sample mean imputation (SMI) [7-9], mul-
tivariate regression [10-12], mixture of principal component analyzers (MPCA) and 
variation Bayes (VB) etc data mining methods have been introduced to carry out the 
imputation of missing data. 

In this paper we propose a SVM regression based algorithm to fill in missing data, 
i.e. set the decision attributes (output or classes) as the condition attributes (input 
attributes) and the condition attributes as the decision attributes, so we can use SVM 
regression to predict the missing condition attribute values. The SARS data experi-
ments show that our methods are available. 

2   Support Vector Machine [5] 

Support Vector (SV) machines comprise a new class of learning algorithms, moti-
vated by the results of the statistical learning theory. SV regression estimation seeks 
to estimate functions 

 (1) 

based on data 

 (2) 

by minimizing the regularized risk functional 
2

emp/ 2 C Rε+ •W . (3) 

where C is a constant determining the trade-off between minimizing the training 
error, or empirical risk 

emp
1

1
( )

l

i i
i

R y f
l

ε

ε=

= −∑ x
 

and the model complexity term
2

W . Here, we use the so-calledε  -insensitive loss 

function 

{ }( ) max 0, y- ( )y f fε ε− = −x x
 

The main insight of the statistical learning theory is that in order to obtain a small 
risk, one needs to control both training error and model complexity, i.e. explain the 
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data with a simple model. The minimization of Eq. (3) is equivalent to the following 
constrained optimization problem (Vapnik, 1995): 
minimize                           

2(*) *

1

1 1
( , ) ( )

2

l

i i
i

C
l

τ ξ ξ ξ
=

= + +∑w w  (4) 

subject to the following constraints 

(( ) )i i ib y ε ξ• + − ≤ +w x  (5) 

*(( ) )i i iy b ε ξ− • + ≤ +w x  (6) 

(*) 0,iξ ≥              0ε ≥  (7) 

As mentioned above, at each point ix we allow an error of magnitude ε  Errors 

above ε  are captured by the slack variables  *ξ (see constraints (5) and (6)). They 

are penalized in the objective function via the regularization parameter C  chosen a 
priori (Vapnik, 1995). 

In the ν -SVM the size of ε  is not defined a priori but is itself a variable. Its value 

is traded off against model complexity and slack variables via a constant (0,1]ν ∈  

minimize 

2(*) *

1

1 1
( , , ) ( ( ))

2

l

i i
i

C
l

τ ξ ε νε ξ ξ
=

= + • + +∑W W  (8) 

subject to the constraints (5)–(7). Using Lagrange multipliers techniques, one can 
show (Vapnik, 1995) that the minimization of Eq. (4) under the constraints (5)–(7) 
results in a convex optimization problem with a global minimum. The same is true for 
the optimization problem (8) under the constraints (5)–(7). At the optimum, the re-
gression estimate can be shown to take the form 

*

1

( ) ( )( ) .i i i
i

f bα α
=

= − • +∑x x x
�

 (9) 

In most cases, only a subset of the coefficients *( )i iα α− will be nonzero. The 

corresponding examples ix  are termed support vectors (SVs). The coefficients and 

the SVs, as well as the offset b ; are computed by the ν -SVM algorithm. In order to 
move from linear (as in Eq. (9)) to nonlinear functions the following generalization 

can be done: we map the input vectors ix  into a high-dimensional feature space 

Z through some nonlinear mapping, : i iΦ →X Z chosen a priori. We then solve the 

optimization problem (8) in the feature space Z . In that case, the inner product of the 

input vectors ( )i •x x in Eq. (9) is replaced by the inner product of their icons in 
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feature space Z , ( ( ) ( ))iΦ • Φx x  The calculation of the inner product in a high-

dimensional space is computationally very expensive. Nevertheless, under general 
conditions (see Vapnik, 1995 and references therein) these expensive calculations can 
be reduced significantly by using a suitable function k  such that 

( ( ) ( )) ( ),i ikΦ • Φ = •x x x x  (10) 

leading to nonlinear regression functions of the form: 

*

1

( ) ( ) ( , )i i i
i

f k bα α
=

= − +∑x x x
�

 (11) 

The nonlinear function k is called a kernel (Vapnik, 1995). In our work we use a 
Gaussian kernel 

2 2
kemel( , ) exp(- /(2 ))k σ= −x y x y  (12) 

3   Algorithm for Filling Missing Data 

(1) Select the examples in which there are any not missing attribute values. 

(2) Set one of condition attributes (input attribute), some of whose values are missing, 
as the decision attribute (output attribute), and the decision attributes as the condition 
attributes by contraries. 

(3) Use SVM regression to predict the decision attribute values. 

4   Experiment and Results 

The experiments are done using the LIBSVM [6] software package on SARS data. 
The SARS data are obtained from the analysis of microelements Zn Cu Fe Ca Mg K 
Na in one’s body. The category or class labels are 1 and 0, where 1 denotes that the 
patients are infected by SARS, and 0 not infected. Some examples of the whole data 
set are in Table 1 and the experiment results are given in Table 2, Table 3, Table 4. 
 

Table 1. Some examples of whole SARS data set 

Class  Zn  Cu   Fe    Ca    Mg    K    Na     Class  Zn    Cu    Fe    Ca    Mg    K    Na 
1   164  22.2  35.5  2212  281  153  549        0   166  15.8  24.5  700  112  179  513 
1   173  8.99  36.0  1624  216  103  257        0   185  15.7  31.5  701  125  184  427 
1   202  18.6  17.7  3785  225  31.0  67.3      0   193  9.80  25.9  541  163  128  642 
1   182  17.3  24.8  3073  246  50.7  109       0   159  14.2  39.7  896  99.2  239  726 
1   211  24.0  17.0  3836  428  73.5  351       0   226  16.2   23.8  606  152  70.3  218 
1   246  21.5  93.2  2112  354  71.7  195       0   171  9.29   9.29  307  187  45.5  257 
1   164  16.1  38.0  2135  152  64.3  240       0   201  13.3   26.6  551  101  49.4  141 
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Table 2. Experiment results of filling in attribute Ca’s values 

      Supposing that attribute Ca’s values              results of guessing Ca’s values based on 
                          are missing                                                    SVM regression 
Ca      Zn    Cu   Fe  Class  Mg  K     Na              Ca      Zn   Cu    Fe   Class Mg  K      Na 
2157 209  6.43  86.9   1  288  74.0  219.8      2158.23  209  6.43  86.9    1  288  74.0  219.8 
3870 182  6.49  61.7   1  432  143  367.5       3869.39  182  6.49  61.7    1  432  143   367.5 
1806 235  15.6  23.4   1  66    68.9  188         1483.64  235  15.6  23.4    1  166  68.9  188 

Table 3. Experiment results of filling attribute Mg’s values 

      Supposing that attribute Mg’s values            results of guessing Mg’s values based on 
                          are missing                                                 SVM  regression 
Mg    Ca   Zn    Cu    Fe  Class  K   Na               Mg     Ca     Zn   Cu     Fe  Class  K    Na 
288  2157 209  6.43  86.9   1  74.0  219.8       287.17  2157  209  6.43  86.9  1   74.0  219.8 
432  3870 182  6.49  61.7   1  143  367.5        431.80  3870  182  6.49  61.7  1   143  367.5 
166  1806 235  15.6  23.4   1  68.9  188          166.10  1806  235  15.6  23.4  1   68.9  188  
 
In Table 1, attribute “class” is the output attribute or decision attribute, “1” denotes 

the patient suffers from SARS. We can use standard SVM to estimate a new exam-
ple’s class which it belongs to.  

However, if there are some missing values in an input attribute (condition attrib-
ute), the SVM method cannot be used directly. So we set the input attribute as the 
output attribute or decision attribute, and set the original output attribute as one of the 
input attributes. Finally, use SVM regression to predict the missing values. 

Table 4. Comparative results of filling in attribute Mg’s and Ca’s values with different methods 

Real values   Method (1)            Method (2)         Method (3)   Method (4)          Method (5) 
Mg    Ca        Mg        Ca            Mg     Ca            Mg    Ca       Mg       Ca           Mg    Ca 
288    2157    287.17   2158.23   113.4    2511.1   108   2220    215.5    1882.5    354    2112 
432    3870    431.80   3869.39   113.4    2511.1   108   2220    202.8    1546.8    428    3836 
166    1806    166.10   1483.64   113.4    2511.1   108   2220    209.1    1714.6    216    1624 

 
In Table 2, the original output attribute is the “class”. If we suppose that attribute 

Ca’s values are missing, the attribute “class” should be set as one of the input attrib-
utes, and the attribute “Ca” be set to be the output attribute, so we can use the SVM 
regression method to predict the missing values of attribute Ca. 

In Table 4, the left two columns are real values. Method (1) denotes the SVM re-
gression methods proposed in this paper. In Method (2), the mean of all the values of 
the same class will be taken to fill in the missing values. In Method (3), the median of 
all the values of the same class will be taken to fill in the missing values. In Method 
(4), the mean of the two closest neighbor values (natural order) will be taken to fill in 
the missing values. In Method (5), for the example with the missing value we select 
the example that has the minimum distance to it, and take the value of the same at-
tribute which the missing value belongs to to fill the missing value, i.e., value of the 
example that has the minimum distance to the example that contains the missing value 
will be taken to fill in the missing value. 
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In Table 4, obviously, the SVM regression method has the highest precision, 
Method (5) takes second place in precision, and the other methods have lower preci-
sion. 

5   Discuss and Future Works 

(1) The experimental results indicate that the SVM regression based algorithm for 
filling in missing data is available. 

(2) Since the support vectors influence greatly the results of regression, the training 
data set had best be selected to be complete, i.e., we should select enough complete 
examples where there are not missing data as the training data set. If there are not 
enough complete examples in the training data set the regression accuracy will be 
influenced.   

(3) The regression methods give a comprehensive and average guess for the missing 
data, the data, which have been filled in, reflect or embody the holistic information 
hidden in the whole data set, and the local information may be ignored or be sub-
merged. This is in contrast to methods such as by assuming that the missing points are 
the same as their nearest neighbors where the local information is taken into account, 
and the holistic information ignored, resulting in bigger errors.   

(4) Our future works will be the followings: (1) comparative research on different 
algorithms for filling in missing data such as EM, ANN etc. (2) implement the ex-
periment on large data set. 
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Abstract. This paper presents a system for recognizing sketched logic
circuits in real-time and graphically simulating them afterwords. It has
been developed for use in university and school education. Circuit gate
symbols are recognized using a multilayer perceptron network. The sim-
ulation is fully controlled by hand-drawings, and the inputs to circuits
can be defined by writing numbers next to them. In addition to the sim-
ulation of simple circuits, recursive circuits can also be handled by the
system. Furthermore, clock elements can be added for the purpose of
synchronization, and circuits can be stored to be reused as sub-circuits,
allowing the user to build arbitrary complex configurations. The usability
of the system has been tested in a small video-taped laboratory test.

1 Introduction

In this paper a system for recognizing and simulating sketched logic circuits is
presented. The tool has been developed for use in university and school teach-
ing. It is used within a lecture recording system based on a chalkboard as user
interface, called E-Chalk [4, 5]. With the E-Chalk application a lecturer can do
freehand writing and drawing using a pen-based input device. In the context of
the presented system, drawings of logic circuits can be recognized on-line, and
the circuits can be graphically simulated for the audience.

A number of systems using sketched inputs for other types of applications
have been developed recently. For example DENIM [13] allows to build web pages
by drawing, SketchySPICE [9] is a simple-circuit CAD-tool, Tahuti [7] is used for
creating UML diagrams by sketches, and ASSIST [1] is a sketched-based CAD-
tool. For the E-Chalk system mentioned above, applications for animations of
algorithms [3], simulating biological and pulse-coded Neural Networks [10, 11],
and interpretation of handwritten Python scripts using the Microsoft Handwrit-
ing recognizer [10] have been realized in our previous work. Most of them are
used in education for visualizing complex processes.

It is also useful to visualize the processes of logic circuits with simulation
engines, like it is done in [8, 12]. These systems rely on drag-and-drop inter-
faces or textual circuit definitions for input. Previous approaches for recognizing

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 588–594, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Screen shot of the circuits sim-
ulator chalklet

Chalklet

StrokeQueue

E−Chalk System
Board GUI

chalklet strokes

user drawn strokes + undos

input

user

chalklet strokes

Fig. 2. Illustration of the E-Chalk in-
terface

sketched circuits have also been developed. In [15] a system for off-line recog-
nition focusing on tracing connection lines and their intersections is described.
To the knowledge of the authors no integrated system for recognizing sketched
logic circuits and simulating them afterwords exists. This would be applicable
during lectures with a pen-based interface for education.

The rest of the paper is organized as follows. In Sect. 2 the functionality of
the logic circuit simulator is presented, and an overview of the interface to the
e-learning system is given. Section 3 describes the recognition for the sketched
circuits and Section 4 presents the graph-based simulator. Finally, Sect. 5 draws
some conclusions and gives an outlook for future work.

2 User Interface

The system for recognizing and simulating logic circuits provides many func-
tionalities to the user. Several functionalities can be accessed by using special
colors or by drawing small strokes within a given region, which is interpreted as
activating an element. If the user draws a background colored stroke on a pre-
viously sketched element, for instance, it is completely removed by the system.
Figure 1 shows a screen shot of the graphical user interface. The system has
been produced for processing pen-based on-line data. This data can be acquired
with a digitizer tablet, with a digitizing whiteboard, or by using a Tablet PC.

The system is designed as a plug-in, a so called chalklet, for the E-Chalk
system [10]. All strokes drawn by the user into the chalklets area are sent to it.
The chalklet receives the strokes and reacts for instance by writing strokes into
the area to work as a real-time engine. An illustration of the interface to the
E-Chalk system is given in Fig. 2. The stroke data consists of a time stamped
point sequence, a stroke color, and a drawing width. The color information allows
us to define different input modes and the drawing width is used for measuring
distances between drawn elements.

The system described in this paper recognizes the five logic symbols for and,
or, not, multiplexer, and demultiplexer. The symbols for the gates follow the
notation of the hades system [8], which is also widely used in literature. Examples
for these symbols are given in Fig. 3. The user has to start drawing symbols from
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Fig. 3. Gates which are recognized by the system (from left to right): and, or, not,
multiplexer, and demultiplexer ; the visual feedback of the system is illustrated in black

one of the ending points at the input side of the gate, and the symbol can be
drawn into four directions, i.e. the input side can be on the left, at the top, at
the bottom or on the right.

One predefined color is reserved for drawing wires and gates. The system
detects the type of the elements and gives a visual feedback at the center of its
bounding box. For an example see the five gates in Fig. 3. Each gate can be
used with an arbitrary number of inputs and outputs. The leftmost of the three
buttons at the bottom of the panel shows the number of inputs and outputs of
the circuit, see Fig. 1. For a detailed description of the recognition process see
Sect. 3.

For simulating the sketched logic circuit there are two possibilities. First, a
simulation can be started by drawing a one (high) or a zero (low) in the color
reserved for logic level input. The system then sets the nearest input of the circuit
to the corresponding state. The result is visualized by repainting the stroke in
the color of the corresponding logic level. As described in Sect. 4 the states of all
connected wires are updated immediately. Note that the state of an input can
be changed anytime by drawing a new input value. The second possibility for
starting the simulation is to activate the button with the caption “Run” shown
in Fig. 1, i.e. to draw a small stroke inside the button area. Then all possible
combinations of the uninitialized inputs of the circuit are simulated sequentially.

The simulator also allows the user to synchronize the gates with a timer. A
clock symbol, drawn in a third reserved color, can be connected to the desired
gates of the circuit, see Fig. 4. The connected gate retains its output until one
clock cycle elapsed, as if a D-Flip-Flop is connected to the outputs of the gate.
A clock can be started and stopped by activating the clock symbol.

Figure 4 also illustrates another feature of the chalklet, namely displaying a
state-timing diagram, which can be switched on before starting the application.
For every clock cycle the states of the inputs and outputs of the circuit are then
illustrated in the diagram. If no timer is present all circuit states are added to the
diagram for each change of the circuit input. For clarity the inputs and outputs
are numbered from top to bottom in the state-timing diagram, see for example
the RS-Flip-Flop shown in Fig. 4 where input I1 is used for resetting and input
I2 for setting the output O1.

Another feature is the possibility to save a circuit with a self-defined symbol
and to reload it in future sessions. The symbol of the circuit can be drawn in the
input and output displaying box mentioned above, see Fig. 4. By activating the
button labeled “Save” the graph and the symbol of this circuit is stored into a
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state-timing diagram
O1
O2

I1
I2

clock symbol

Fig. 4. RS-Flip-Flop and a state-timing diagram

repository of circuits. In later sessions it can be loaded by drawing a rectangle
in place of the stored sub-circuit with a fourth reserved color. All symbols of the
repository are drawn in the right part of the chalklet area. The user selects the
circuit by activating the corresponding symbol box. The system then marks the
drawn rectangle with the symbol and the inputs and outputs. See Fig. 5 for an
example of integrating a previously defined RS-Flip-Flop into the circuit.

To test the system for usability a small video-taped laboratory test [2] has
been conducted. Eight users with different background knowledge about logic
circuits received a 15 minute introduction. They were asked to solve exercises and
were interviewed afterwards. As a results distance thresholds have been relaxed
because some test persons experienced difficulties connecting the elements.

3 Recognition

The recognition of a drawn circuit element is performed whenever a stroke in the
color for gate and wire elements is received. First, the system has to determine
if a logic symbol or a wire has been drawn. Gates are assumed to be closed, i.e.
the distance from the start of the stroke to the end must be below a predefined
threshold. Next, the function of the drawn element is detected. In the case of a
gate a multilayer perceptron network is applied for classification. In the case of a
wire the connections to gates and other wires are identified. Figure 6 illustrates
the steps for recognizing a drawn circuit element.

Before the recognizer can be applied to classify the symbols, some prepro-
cessing steps are needed to normalize the input data. Most preprocessing steps
are adopted from [6]. First, the stroke is rotated and mirrored so that it starts
in the upper left corner and then moves to the right. This normalization proce-
dure reduces the number of possible ways to draw the symbol, one for laying it
out with horizontal and one for laying it out with vertical inputs and outputs.
The normalization is completed by scaling the stroke to fit into the unit square.
Then the data is smoothed by averaging the point coordinates with its previous
and next neighbors using the window (0.25, 0.5, 0.25). After that the stroke is
interpolated and re-sampled to a fixed number n of equidistant points. Tests on
the validation set described below showed n = 20 to be a good choice.
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1. user draws a box
2. user selects gate on the right
3. application draws the loaded gate

Fig. 5. Loading a previously saved RS-Flip-
Flop into the chalklet
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Fig. 6. The recognition process
for drawn circuit elements

From the sampled point sequence si = (p0, p1, . . . , pn) the following local
features are calculated as input for the classifier: the position (x, y) of each point
pi and the sine and cosine between the line (pi, pi+1) and the x-axis. In addition
to the local features of each point, some global features are introduced. First,
to avoid data loss during re-sampling, the coordinates of the points obtained in
the first five interpolation steps of the recursive algorithm, are used as features.
Next, twelve further points are used. These are the nearest points to the corner
points of the bounding box using three different metrics:

δα (p, q) = α ∗ |px − qx|+ |py − qy| (1)

For the first metric α is set to one. For the second metric α is five and for the
third metric it is set to 0.2. The described twelve points help to differentiate
between the and and the multiplexer symbol. Additional local features proposed
in [6] turned out not to be useful for the recognition of logic symbols in the
experiments on the validation set described below. For further details see [14]

The classifier we use is a fully connected multilayer sigmoid perceptron net-
work. The network has a single hidden layer. It has been trained using the
backpropagation algorithm RProb. For further informations on the training al-
gorithm see [16].

The training data consists of 700 drawn symbols, i.e. 70 samples for each
circuit element and both possible orientations. These symbols have been drawn
by five persons. It was assured that symbols representing extreme cases have
been added. The data was split into 500 samples for training the network and
200 samples for validating the number of perceptrons in the hidden layer. The
optimum was found at eleven elements in the hidden layer.

For wires, three different kinds have to be distinguished: inputs, outputs, and
connectors. For classification, it is first analyzed whether it touches the input
or output side of a gate. Then any connection via a touching wire is recursively
considered.
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Wire Output PinAnd

Input Pin

Input Pin

Fig. 7. Graph representation of an and with two inputs
and one output - the input and output pins are not
visible in the GUI

Fig. 8. The output state of
the and remains undefined
because it is not stable

4 Simulation

For the simulation an internal graph representation of the circuit is created. This
representation is motivated from the graph representation in [8]. The edges of
the graph are the connection points of wires and gates or between two wires. For
an example graph representation for an elementary circuit see Fig. 7. For the
connection of gates and wires the direction of the signal flow is defined by the
direction of the gate symbol. For all other connections the direction is calculated
recursively by using the information of the neighboring wires. This direction
determines if a wire end serves as input or output of the circuit.

As described in Sect. 2 the engine can simulate the logic circuits asyn-
chronously and time synchronously. The asynchronous simulation starts immedi-
ately after each change of the inputs of the circuit. The new signal is transmitted
through the wire to all neighboring elements. For each neighbor the new output
states of the corresponding elements are computed. If any state changes, the
new signal is further transmitted until a stable state is reached. A wire’s state
is set to undefined if no stable state exists, see for example Fig. 8. If the signal
of two symbols is transmitted by a gateless connection to one wire, the connec-
tion behaves as an or and transmits the new signal to all neighbors. In time
synchronous simulation, all changed connections are stored in a queue. At the
end of each clock cycle all output changes are transmitted to the corresponding
wires.

5 Conclusions and Future Work

The system presented in this paper is able to recognize and simulate sketched
logic circuits in real-time. All user interaction can be handled with a pen-input
device. The main functionalities are recognizing and simulating wires and gates
with an arbitrary number of inputs and outputs, synchronizing the gates with a
timer, displaying a state-timing diagram, and saving circuits with user-defined
symbols for using them as sub-circuits in a more complex configuration. The
system has been developed for use in education.

In the future we plan to enhance the logic circuit recognition system with
more functionalities. The number of recognized gates will be enlarged. We also
want the user not having to change the color and switch between different modes,
to make the creation and simulation of complex circuits even faster. Part of the
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methods in this work are also suitable in other areas of sketch recognition, such
as a molecule recognizer for education in chemistry or an interactive assistant
for geometric proving in mathematics.
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Abstract. Current techniques for automated composition use a single algorithm,
focusing on one aspect of musical generation. In our system we make use of
several algorithms, distributed using an agent oriented middleware, with each
specialising on a separate aspect of composition. This paper describes the archi-
tecture and algorithms behind this system, with a focus on the agent framework
used for implementation. We show early results which encourage a future appli-
cation of this framework in automated music composition and analysis.

1 Introduction

Traditionally, algorithmic music composition has aimed to create independent pieces
of music using rule-based techniques. These techniques do not have to be handled by
a computer - they have been used as far back as 1026 when Guido d’Arezzo assigned
pitches to vowel sounds [1] and, more recently, when Ron Pellegrino created music
using light hitting wall-mounted photoresistors. However, as computers are now suffi-
ciently powerful, algorithms are often carried out in software.

The burst of computational composing algorithms began with Arnold Schönberg at
the start of the 20th century, with Webern and his successors forming serialism from
these roots. Iannis Xenakis was a pioneer who, from his ‘succès du scandale’ Metas-
taseis in 1955, produced multimedia creations based on probability, sonic phenomena,
texture, and random generation, and this work contributed to the stochastic approach of
composition [2]. Further approaches, such as Voss and Clarke’s fractal techniques [3],
McAlpine’s cellular automata method [1], and Burton’s genetic algorithm systems [4]
followed, and these make up a collection of ‘stock’ composition methodologies.

Until recently, however, music composition has concentrated on using single algo-
rithms to control individual elements of the generation process. For example, an algo-
rithm is used to create chord patterns, while the melody, rhythm, and keys are set a
priori. Our new distributed approach aims to treat the existing algorithmic techniques
as building blocks for the creation of a music composition system, where different al-
gorithms can be plugged in for evaluation.

The distributed composing framework is further bolstered by its strong ties to other
media. Rather than generating music with no prior information, a composer model[5]
is used to provide a priori information for the algorithms, and a script representation
allows for the alteration of these parameters at pertinent points in the bound medium.

This paper is split into two halves. The first provides a technical background to the
Light Agent Framework, which is at the core of our system, while the second describes
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how this framework is used for distributed music composition, with some preliminary
results given. Finally, we suggest how we will take advantage of the system for future
agents.

2 The Light Agent Framework

The main intention behind our agent framework was simple - that it should be light-
weight. To maximise uptake it had to be intuitive for a user to package algorithms, both
existing and original, and furthermore it had to be undemanding on the host computer,
hence providing the maximum possible resources to the agent.

However, while a streamlined approach was appealing, it was decided to allow for
the possibility of adding extra features without disturbing the original interface. This
is especially true of the router, which is covered in more detail later in this section.
Balancing features and simplicity was key to the development of our system, and we
believe it is therefore suitable for a wide variety of applications.

2.1 Agent Design

At the core of every agent in the LAF system is an engine. This was initially designed
as a separate module, but was later subsumed into the agent class, partly for ease of
threading, and partly to reduce the files required to design an agent. The engine can
only be activated by one client at a time (to preserve atomicity) but this is complicated
when several parameters are passed at dissimilar times. As such two messages, LOCK
and UNLOCK, were created.

When any agent connects to a router, it sends a ‘stub’ of information. This includes
the agent type, the creator name, a description, a version number, and any inputs or
outputs that can be accommodated. If a client then wishes to lock an agent, it requests
that the router select an unlocked agent, return a unique name, and then prevent other
clients from interacting while the agent is locked. Once the client is finished, or if it
disconnects unexpectedly, the router can unlock the locked agent to let other clients
make use of it. Most importantly, when an agent is locked, only the locking client can
alter the input and output parameters. To all other clients, the agent appears immutable.

Ports. The modeling of the agent parameters uses a further design feature of the light
agent framework - ports. Ports have unique names, with a loose hierarchy provided by
‘.’s. Five port subcategories are defined:

1. agent.identity.*
The identity ports are a structured representation of the stub described in the pre-
vious section, with name, type, creator, description, and version fields. The name
is not set by the user; instead the router generates a unique name from the type
when the agent connects. As with port names, type names are hierarchical in na-
ture, with dots delimiting. For example, ‘string.concat’ is a valid type, as is ‘mu-
sic.composing.genetic’.
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2. agent.input.* and agent.output.*
The input and output ports are responsible for passing data between agents and
clients. The input ports are immutable, whereas the output ports can be altered to
indicate the results of a process. Agents can be configured to require certain ports,
while others can be set as optional. This further allows for the chaining of agents,
with execution triggering when all compulsory ports are initialized.

3. agent.state
The agent.state port is the simplest in the framework, and contains a string repre-
senting the state of the agent. This can have one of four values, namely ‘waiting’,
‘ready’, ‘running’, and ‘exiting’. The agent enters the waiting state on connection,
the ready state when all compulsory ports are set, the running once executed, and
the exiting state when disconnected. If monitored for changes, clients can use this
to give a high level status indication.

4. agent.call.*
When running larger tasks, it is useful for clients to be able to monitor the progress
of jobs. The call ports facilitate this and provide a lower level alternative to the
state ports. Four ports are provided: percent, time.current, time.total, and status.
agent.call.percent provides the percent of the job complete as a double value,
agent.time.current and agent.time.total provide the duration of the current job and
the time that the agent has been locked, while agent.call.status is a string describing
the state of the agent. The percent and time.* ports are most likely to get updated
often, so these are typically polled at set intervals. The status, however, is more
suitable for an interrupt approach.

Ports are typed, but these types can be defined by the agent author. The standard
base types are provided - Boolean, integer, string, double - and these include validation
functions to ensure that no incorrect parameters get passed through to the engine.

Remote Agents. To ease the usage of agents by clients, a remote agent interface is
provided. This acts as a proxy, and allows for methods to be called on an agent as if the
instance was local. All communications are handled via an agent session, connected to
the router, and when an agent is locked a remote agent is returned to the client. Only
a select few methods are provided, including call (to commence executing the agent),
port set and retrieval methods, and functions to request information on the locked agent,
such as its port and IP address. Once a remote agent is finished with, it can be unlocked
via an agent session method, thus eliminating the need to communicate with the router
directly.

2.2 Router Design

As mentioned previously, the LAF router is modular in design. Several plugins were
implemented for the Java router, including a logging plugin, a monitor plugin, an iden-
tification plugin, and a state plugin. The first three of these correspond to the LOG-
GER/LOG, MONITOR/NOTIFY, and IDENTITY/IDENTIFY messages. Respectively,
these message pairs allow for the transmission of logging information, notification
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information on a port change, and agent stub details. The abstraction of these mes-
sages into removable components allows for a very lightweight router for circumstances
where resources are limited. Finally, the state plugin is responsible for keeping an ac-
curate representation of the state of the router, such as which agents are connected and
the states of these agents. This is primarily for debugging and audit trails, but can also
be useful for web-based status monitoring.

Further to these plugins, the router implementation uses a ‘selector’ module. This
specifies which agent should be selected when a client requests a type. The base model
in LAF is that of the locking selector. This handles the LOCK/UNLOCK messages,
and locks the next available unlocked agent in order of their subscription. This could be
extended to allow for resource or platform checks. The latter case is especially suited
for the launching of agents on machines with sufficient resources.

In summary, the basic router only handles subscription messages, disconnect mes-
sages, and routing itself. It is through the use of plugins and selectors that features can
be added and as such the router can be tailored to suit the application.

3 Agent-Based Composition

To create our composing system, the process of composition was split into individual
tasks. This keeps the system analogous to the traditional approach for music writing.
Each of these tasks was then implemented as an agent, allowing for the production of an
agent graph connecting them together. Furthermore, this gave the ability to rearrange
the system to test different combinations of agents. This section details the standard
features in our composition agents, then focuses on the operation of these agents.

3.1 Agent Structure

The agents in our composition system all follow the same model. Each is in the ‘mu-
sic.composing.’ hierarchy to distinguish from other agents, and each has 2 inputs and 2
outputs. The landmark port and the MusicXML [6] port are the two inputs to the agents,
and modified versions of these arguments are provided on the output.

The landmark file contains sets of meshes and mappings, placed at key points in the
source medium. In film, a key point may be where the location changes or a character’s
personality alters. This information is used to prime the algorithms within the individual
agents, with the output port containing modified parameters if necessary (for example,
to include the beat information). The file is split into segments, to allow for scenes and
shots, and these sections can be defined in frames or seconds.

Where the landmark is used for input, the MusicXML port is the output. MusicXML
is used as the music transfer format, as it is both easily parsed and able to contain a
high level of detail. Where MIDI represents only ‘note on’ and ‘note off’, MusicXML
contains structures to describe a wide range of musical attributes, such as note length
and articulation. We store the music in a part-wise approach, as each agent can then
work on individual parts.

To handle the two inputs, each agent has an initial parsing step. This parses the
landmark and MusicXML values into component objects. Once execution has com-
pleted there is a final parsing step, where the landmark and MusicXML structures are
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altered to include the results of the operation, and then they are serialised and the output
ports are set. This standardised structure, as shown in Figure 1, simplifies the intercon-
necting of several agents via the agent graph system, and eases debugging - as only two
parsers are required.

! "#$%&’( )

* +%+) , ’, %-. , / $0, %

1 , 23"’-45/ $0, %

6+50) +%72 8 32&/ 98 6

6+50) +%72 8 32&/ 98 6

Fig. 1. The standard structure used to represent a musical agent

3.2 Agent Implementation

At present, seven agents have been implemented in the SBS system - namely tempo,
pulse, instrumentation, key, chord, rhythm, and melody. Of these seven, six use genetic
algorithms to produce the final results, while the other (tempo) only uses a genetic ap-
proach when no tempo is provided or when a tempo cannot be easily calculated from
event information. These agents, as well as the remaining agents that are under devel-
opment, are connected to one another in the arrangement shown in Figure 3 using the
agent graph system.

The landmark file, described earlier, provides the means for the agent fitness func-
tions to evaluate the population during composition. The musical element is stored in a
chromosomal representation; for example, the melody agent stores pitch values within
each gene. The tempo, pulse, instrumentation, and rhythm agents use a histogram-based
parameter which specifies the probability of each alternative occurring. Taking instru-
mentation as an example, stringed instruments may have a high probability of occurring,
whereas trumpets might have a low probability. In these cases it is trivial for the genetic
algorithm to evolve the population in such a way that the most likely combination of
options is produced.

The other cases (namely key, chord, and melody) are more complex, as these use a
Markov model approach to fitness evaluation. The Markov model specifies the proba-
bility of moving from one state to another, with probabilities defined by the composer
representation. This state-based approach is essential to these agents, with key changes,
chord progressions, and scales being central to the creation of satisfactory music. Again,
however, it is not difficult for the genetic algorithm to employ these parameters as con-
straints in the fitness function. The fitness of the chromosome can be calculated by step-
ping through the genes, totalling the probabilities of moving from one state to another,
with higher results suggesting that the chromosome is more suitable.

The design of the SBS system is such that each stage adds detail to the prior stage:
for example, the tempo agent determines the location of beats within the music (and



A Distributed Approach to Musical Composition 647

hence the speed), which the pulse agent then supplements with strength information to
indicate barline placements. Figure 2 shows the results of this process, with a generated
pulse augmented by rhythm and melody.

Fig. 2. The creation of a musical phrase using three connected agents. First a pulse is generated,
which is then used to generate a suitable rhythm. Finally, a melody is generated and overlaid on
the rhythm

The majority of the stages can also be parallelized to increase efficiency: a film can
be split into scenes, and each scene can be handled by a separate collection of agents.
There is a need for consistency however, so future work will include sharing musical
themes between agents. The Light Agent Framework is ideal for this implementation,
as a single router can ensure that messages are passed efficiently between the various
agents, as well as selecting available agents to process the landmark representations.

4 Conclusions

The Light Agent Framework is a very elegant approach to a difficult problem - the dis-
tribution of applications using multiple components. While typical systems can require
extensive configuration, our framework allows for applications to be coded away from
the API and then simply dropped in as agents. The framework is also very portable,
with versions available in Java, C++, and Python, all using the same user-side function
prototypes.

When applied to music composition, LAF is the ideal solution to allow for the task.
Though current approaches to music composition are largely sequential the generation
of music is by its nature distributed, and our implementation of genetic algorithms en-
capsulated within individual composing agents proves this fact. Our system moves away
from the typical monolithic approach to automated composition, and also allows for the
direction of the music by existing temporal media. Furthermore, the framework pro-
vides the facilities necessary for the parallelisation of many of the composition tasks,
hence reducing processing time.

Two further agents, one for music validation and one for music rendering, are al-
ready at the design stage, so we hope to obtain complete generated scores for further
testing. The validation stage is particularly suitable for the agent framework, as we plan
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Fig. 3. A structure for the distributed composition of music. Future agents have dashed borders

to generate a large number of possible scores and use these as the bootstrap for a ge-
netic algorithm. This will require tens, if not hundreds, of melodies, and hence will
involve many melody agents communicating with several accumulation agents, with
these communicating with the validation agent.
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5. Jewell, M.O., Nixon, M.S., Prügel-Bennett, A.: CBS: A concept-based sequencer for sound-

track composition. In: WEDELMUSIC. (2003)
6. Good, M.: MusicXML: An internet-friendly format for sheet music. In: XML Conference

and Expo. (2001)



his@kisti.re.kr 





π ρν

ρ

• = =
• =
• = =
• =
• = ×

ν
=

• =

π
× ×= = =

×= =

×= × = =

=

=



( )
=

= + + + + + +

=

( )

( )

= + + + + +

=

= + +

=

=
=

=
=
= =

≤ ≤

=

( )

×=

+×=

×=



+×=

+×=

+=

++=

− =

+×+×=

+×+×=

=





darije.ramljak@hr.ibm.com 

maja.matijasevic@fer.hr 



• 
• 
• 





− 
− 
− 
− 
− 









jjn10@korea.com, rera@im.inha.ac.kr, pkrhee@inha.ac.kr 



∇

Δ=
∂
∂

∂
∂=∇

+=



= ≥





++
+++++=



{ }
≤≤

=

{ }
≤≤



=





nasw@dgu.ac.kr 

gm1004@kookmin.ac.kr 















Integrated Management of Multi-level Road
Network and Transportation Networks

Jun Feng1, Yuelong Zhu1, Naoto Mukai2, and Toyohide Watanabe2

1 Hohai University, Nanjing, Jiangsu 210024 China
fengjun-cn@vip.sina.com

2 Nagoya University, Nagoya, Aichi 464-8603 Japan

Abstract. The issue of how to provide location-based service (LBS) for
transportation users has attracted many researchers. In a country wide
system, there are needs for processing geographic information of road
network in different scales and transportation information at the same
time. In this paper, we propose an integrated method for representing
multi-level of transportation information in addition to multi-scale of
road map. Based on the datasets generated by this method, queries in
LBS applications can be responded efficiently.

1 Introduction

In a country-wide Intelligent Transportation System (ITS), there is a need for
processing the map and transportation information in many levels of details. This
is due primarily to the desire of the user to use (/see) relevant information only;
too many details may hinder rather than help [1]. Because the generalization
of map information cannot be realized automatically [2], various methods have
been proposed for maintenance of scaleless maps or multi-scales of maps [1–3].
However, queries in ITS applications often require certain classes of attributes
that may not be presented in road maps: e.g., traffic constraints. In the tra-
ditional method of representing transportation network, which travel junctions
are represented with nodes and links, the traffic constraints are represented by
adding new nodes and arcs. The total number of nodes and links in the dataset
is multiplied [4, 5], and results in a lower efficiency of processing on the datasets.

In this paper, we extend our representation method for transportation net-
work [6] to represent multi-level transportation network and talk about the
search method based on it. This paper is organized as follows. The represen-
tation methods of transportation networks and multi-level road networks are
presented in Section 2 and Section 3. The integrated management of multi-levels
traffic conditions and spatial information about road network is proposed in Sec-
tion 4. Section 5 talks about spatial search and Section 6 makes a conclusion on
our work.

2 Representation of Transportation Information

In this section, we depict a representation method for integrating traffic infor-
mation and spatial information about road network.
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A road network with nodes and links representing the crosses and road seg-
ments can be regarded as a un-directed graph G, G = (V, L), where V is a set
of vertices { v1, v2, ...vn}, and L is a collection of edges { l1, l2, ...lm}. Traffic
information on the road network is regarded as a directed graph G′, G′ = (V, A),
where V is a set of vertices { v1, v2, ...vn}, and A is a collection of arcs { a1,
a2, ...ap}.

(1) (2)

Fig. 1. Cross node with constraint

The typical road junctions with constraints are given in Fig. 1. In Fig. 1(1),
road junctions are represented by using [5]’s model. In the graph, each edge
depicts a one-way road and each node corresponds to a junction. Two-ways roads
can be presented as a pair of edges: one in each direction. This model permits
easy modelling of one-way roads and limited access junctions. However, it keeps
the topology relations among vertices, and ignores the spatial relations among
them. Extra nodes should be added to the graph when there are any access
limitations (here, left-turn-forbidden). In other words, one cross node on the road
network may be represented with several vertices corresponding to the junctions,
and they are independent with each other. Considering the shortcomings of this
simple model, we propose a super-node representation method for integrating
junctions (including traffic cost and traffic constraints) and road network.

A super-node can be defined as a node in road network with multiple corre-
sponding junctions: for example, vk in Fig. 1 (2). The information of the super-
node contains the following parts (for simplicity of explanation, road junctions
in Fig. 1 (2) is used as an example):

1) Cost-arc: The arc, which final vertex is vk, is called in-arcs, denoted as ini,
and similarly the arc, which initial vertex is vk, is called out-arc, denoted as
outj . The number of these arcs are called as in-degree (e.g. 4) and out-degree
(e.g. 4), respectively. Every outi is defined as a Cost-arc consists of the final
vertex and the traffic cost for travelling through this arc. Cost-arcs of vk in

Fig. 1(2) are

⎡
⎢⎣

out1(v1, costk1)
out2(v2, costk2)
out3(v3, costk3)
out4(v4, costk4)

⎤
⎥⎦ .
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2) Constraint-matrix : The constraints on the super-node can be represented

with an n × m matrix CM : CM(vk) =

⎛
⎜⎜⎜⎝

out1 out2 . . . outm

in1 C11 C12 . . . C1m

in2 C21 C22 . . . C2m
...

...
...

. . .
...

inn Cn1 Cn2 . . . Cnm

⎞
⎟⎟⎟⎠.

And Cij =
{

1 there is restriction from ini to outj;
0 there is a junction from ini to outj .

More details of this method is given in [6]. This method decreases the re-
dundancies in the database by adopting a complex node representation. It is
easy to integrate the traffic information and the basic road network. For the ba-
sic road network, the additional information for traffic information is managed
on every node. When the number of nodes and traffic arcs is unchanged, the
modification of the traffic information does not injure the stability of the spatial
index structure for road network. Therefore, a kind of queries in ITS application,
which refer to the spatial information, can be solved by taking advantages of the
spatial index.

3 Management of Multi-level Road Networks

Contrary to those structures proposed based on the most detailed map, multi-
resolution data models provide ways of describing the world at various levels of
detail. The importance of such data models in the context of spatial information
is widely acknowledged, and there are several studies of their formal foundations
[7–9]. Under these models, to realize the sharability among multi-levels or rapid
access to multi-levels of maps, map objects are arranged in multi-levels based on
a compromise between storage and computation. Although the size of storage,
the speed of map zooming or effective spatial process on multi-levels of maps
were studied in these works, they share the same complex process to keep the
consistency among multi-levels of map information. To solve this problem, an
access method, called Multi-levels Object-Relation (MOR-tree) structure, which
possesses the ability of the followings, is proposed [3]:

(1) The ability of handling spatial data efficiently: the most of operations on
maps are the processing of spatial queries, so the retrieval of data items
quickly according to their spatial locations is needed;

(2) The ability to provide integrated access to multi-scale maps: multi-levels of
maps could be accessed directly and efficiently;

(3) The ability of arranging the relations among multi-levels of maps: these
relations are indispensable for keeping consistency among maps.

MOR-tree is proposed based on M2 (Multi-level / Multi-theme) map infor-
mation model [10] for managing multi-levels (of scale) of maps. Under M2 model,
map objects are divided into different levels of scales in regard to the display
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needs of map [11]. Road objects are assigned to multi-level datasets without rep-
etition: the dataset in the lower level is a supplement of the dataset in the upper
level. An example is given in Fig. 2(1), Fig. 2(1)a depicts the road networks in
the upper level and Fig. 2(1)b is for that in the lower level. a1-2 and b1-3 are
road segments in level 1 (upper level) and level 2 (lower level), respectively.

na3

a1

a2

na3

b1

b2

b3

A1 MBR(a1) a11 MBR(a2) a21 MBR(B1) B12

MBR(b1) b12 MBR(b2) b22

b1

b2

B1

a1

a2

MBR(b3) b32

b3

Dataset of level 1 Dataset of level 2

Fig. 2. (1)Multi-level road networks; (2) MOR-tree for multi-level road networks: A1 :
internal nodes of main hierarchy; B1 : leaf nodes of main hierarchy; ai , bi : composition
hierarchy; nai , nbi : Composition-entries; i (1 or 2): flag of Object-entries or Tree-entries

The MOR-tree for the road networks in Fig. 2(1) is given in Fig. 2(2). There
are three kinds of entries with the following forms:

(1) Object-entry has the form (MBR, flag, comp-ptr), where MBR is the mini-
mal bounding rectangle of the composition hierarchy; flag is a natural num-
ber that indicates the importance level; and comp-ptr contains a reference
to a composition hierarchy;

(2) Tree-entry has the form (MBR, flag, child-ptr), where child-ptr contains a
reference to a subtree. In this case MBR is the minimal bounding rectangle
of the whole subtree and flag is the smallest importance value of the child-
nodes.

(3) Composition-entry has the form (comp-id , n-ptr , nl-ptr), where comp-id is
the identifier of object’s composition; n-ptr contains a reference to the next
composition of the parent node object: e.g., the object is a road segment,
the first composition of it is one of the end points, n-ptr points to the next
point on the same object; and nl-ptr contains a reference to the composition
of the parent node object in the lower level: e.g., the intersection between
the upper-level road and lower-level road.
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However, MOR-tree cannot be applied to transportation information directly,
as the transportation information on road network is more complex than the
original map. In this paper, an integrated representation method for multi-level
transportation network is proposed.

4 Integrated Representation
of Multi-level Transportation Networks

Basically, the transportation information is managed on every node of the map,
however, the node which connects with road segments in different levels should
be processed specially.

Considering the multi-level transportation networks with constraints given in
Fig. 3(1), which basic road maps is those in Fig. 2(1): there are road segments:
(na3 , na1 ) and (na1 , nb3 ), however, because there is constraint on na1 , there
is no transportation arc from na1 to nb3 .

A1 MBR(a1) a11 MBR(a2) a21 MBR(B1) B12

B1
MBR(b1) b12 MBR(b2) b22

b1

b2

a1

a2

MBR(b3) b32

b3

Dataset of level 1 Dataset of level 2

na12, na22…

na3

a1

a2

na3

b1

b3

b2

Fig. 3. (1)Multi-level transportation networks; (2) Extended MOR-tree for multi-level
transportation networks

Therefore, though in Fig. 2(2), the road segments between nodes of different
levels can be recorded in the pointer of nl-ptr in composition hierarchy, such
pointers cannot assure that there are transportation arcs between these nodes.
Moreover, the constraint on the same node maybe different according to different
level’s usage. Consider that the path search in level 1 is based on the arcs in level
1 and the the search in level 2 is based on a different arc set. For the search in

level 1 , Cost-arcs of node na1 are:
[

outa1(na2, cost1)
outa2(na3, cost2)

]
. while for that in level

2 the Cost-arcs of node na1 are:
[

outa11(nb1, cost11)
outa2(na3, cost2)

]
.
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The Constraint-matrix of node na1 in level 1 and level 2 are: CM(na1)1 =

( outa1 outa2

ina1 1 0
ina2 0 1

)
; CM(na1)2 =

⎛
⎝

outa11 outa2

ina11 1 0
ina2 0 1
inb3 0 1

⎞
⎠.

Because 1) the information in the lower level (level 2 ) is not to be used by
the operation in level 1 ; and 2) the original MOR-tree is not consistent with the
transportation situation, we split one node in the upper level (level 1 ) into two
nodes belonging to two levels: one is the original node in the upper level, another
is a transportation-node in the lower level, which contains transportation infor-
mation of the lower level about the original node. In MOR-tree for road network,
nl-ptr contains a reference to the composition of the parent node object in the
lower level, here, we redefine nl-ptr as a pointer which contains a reference to a
transportation-node of the parent node object in the lower level. The extended
composition hierarchy is given in Fig. 3(2). The nodes na1 , na2 in level 1 possess
the transportation information referring to level 2 , so the transportation-nodes
for them is created in level 2 . For the composition hierarchies of level 1 , nl-ptrs
refer to the corresponding transportation-nodes in level 2 . And so the search or
operations referring to only the upper level can be done just as using the original
MOR-tree, and the operations referring to the two levels can be done by using
the information managed in the lower level.

The nodes which only connects with transportation arcs on the same level
can be represented with a super-node directly.

5 Spatial Search and Path Search

MOR-tree supports not only the spatial search on multi-level maps but also the
path search on multi-level transportation information.

Spatial search to multi-level maps can be realized by accessing objects until
a specific level via MOR-tree. Because MOR-tree takes the advantages of spatial
index structure, spatial queries, such as region query, can be realized by accessing
to the internal nodes and composition hierarchies until a specific level of MOR-
tree. The zoom in/out operations can be realized by accessing the nodes under
a specific internal node of MOR-tree.

Path search on the transportation information on different levels can be re-
alized by using an “inkblot” search method. For example, the path search from
A city hall to B city hall in different states, the search starts from A city hall
inside city A based on city level and be divided into three parts: two parts of the
inter-city search, which are based on the transportation information on the city
level inside city A and B, and one part of cross-state search, which is based on
the information on one level upper than the city. The changeover points are those
nodes on the road network which possess original node and transportation-node
on multiple levels.
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6 Conclusion

In this paper, we proposed a method for representing multi-level transportation
networks and road networks. Our method adopts a spatial index structure for
managing map objects in multiple levels and uses an integrated method for
representing the traffic constraints. Based on the datasets generated by this
method, queries in ITS applications can be responded efficiently in different
levels of details. In our future work, the evaluations of the creation, modification
and processing of the datasets created by our method will be made.
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Abstract. Knowledge-based video retrieval is able to provide the re-
trieval result that corresponds with conceptual demand of user because
of performing automatic indexing with audio-visual data, closed-caption,
and so on. In this paper, we present the automatic indexing method of
Korean closed-caption for knowledge-based video retrieval and the re-
trieval scheme using the indexed database. In the experiment, we have
applied the proposed method to news video with the closed-caption gen-
erated by Korean stenographic system, and have empirically confirmed
that the proposed method could provide the retrieval result that corre-
sponds with more meaningful conceptual demand of user.

1 Introduction

Digital multimedia data still have been grown. The large amount of data needs
efficient management and utilization. The information retrieval system is defined
as a system that retrieves data user wants to find by extracting features from
the collected data and storing the features. Main interest of this system is to
retrieve data quickly that correspond with the user’s demand. The main subjects
of information retrieval have been changed from text to image and video because
of popularization of internet and infrastructure with superhighway network.

Information retrieval technique has been changed from keyword-based text
retrieval, which extracts keyword by using text processing, to content-based
image retrieval [1], which extracts low-level features such as color, shape, and
texture of image. It is hard to provide the retrieval result that corresponds with
conceptual demand of user by only the content-based retrieval using low-level
features. A knowledge-based retrieval [2], full-contents-based retrieval, uses all
contents included in video, such as moving picture, audio, closed-caption, and so
on. The knowledge-based retrieval method is able to obtain the retrieval result
corresponded with conceptual demand of user.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 694–703, 2005.
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In this paper, we present the automatic indexing method of Korean closed-
caption for knowledge-based video retrieval and the retrieval scheme using the
indexed database. To use the close-caption, the time-alignment method synchro-
nizing the closed-caption with voice in video is essential. The time-alignment of
closed-caption is directly performed by assigning the received time as a unit of
word in the caption decoder. The alignment method is able to minimize the
false synchronization error. Basic search, which performs the video retrieval on
keyword included in the closed-caption, is able to provide the retrieval result by
using only the time-alignment of closed-caption. In order to obtain the retrieval
result that corresponds more with conceptual demand of user, the morpholog-
ical analysis and the disambiguation of the result need to be performed to the
closed-caption. Then processing of unknown-word, complex-noun, and stopword
are performed to select the final index term. The stopword is useless as an in-
dex term. Advanced search provides more precise result by using the indexed
database, and also supports the content-based image retrieval using the color-
structure descriptor of MPEG-7.

2 Caption: Useful Data for Video Retrieval

Because the closed-caption includes not only voice of speakers in video but also
distinction of speaker, spatial position of speaker in visual screen, and descrip-
tion of circumstance status, video retrieval system using the closed-caption is
effective.

Captions in video are divided into the open-caption and the closed-caption.
The closed-caption needs to be decoded by the caption decoder, whereas the
open-caption is displayed on screen without the decoder. Fig. 1 shows the open-
caption and the closed-caption on TV screen.

(a) open-caption (b) closed-caption

Fig. 1. Captions in video

The closed-caption service has been launched for the hearing impaired-people.
Because the close-caption reflects voice of speaker in video, this caption is the
best appropriate data to present the meaning of video. Note that the closed-
caption, consisted of the standard code for character without any other recogni-
tion, is obtained by the caption decoder as shown in Fig. 2. This closed-caption
is directly used for basic search or inputted to the morphological analysis system
for advanced search after synchronized with the voice in video. In the case of
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news video used as test-set in this paper, as shown in Fig. 2, it can effectively be
used for segmentation of video because the closed-caption is tagged with anchor,
reporter, and interview. In the case of closed-caption in movie or drama, also, it
can effectively be used for searching because the caption includes not only voice
of speaker but also description about visual and sound data.

Anchor tag

Reporter 
tag

Interview 
tag

Closed-caption received by 
caption decoder

Anchor tag

Reporter 
tag

Interview 
tag

Closed-caption received by 
caption decoder

Fig. 2. Schematic diagram of the closed-caption extraction and tags in the caption

3 Time-Alignment of Closed-Caption

The time-alignment, synchronization between closed-caption and voice in video,
is essential for information retrieval using the closed-caption. In the Informedia
project [2, 3], using the closed-caption, the time-alignment is performed by voice
recognition. Although this method successfully performs time-alignment of the
closed-caption, processing time is longer because of voice recognition, and there
is drawback affected by environment in which voice is recorded. Especially, there
are many noises in reporter’s voice that is recorded at the outside of studio and
the voice includes other’s voice as background. Therefore, it is difficult to resolve
false synchronization error with the time-alignment using voice recognition. In
this paper, we analyze the stenographic system generating Korean closed-caption
and propose the more accuracy and faster the time-alignment of closed-caption.

3.1 Overview of Korean Stenographic System

Fig. 3 illustrates a schematic diagram of Korean stenographic system. A steno-
graphic system consists of two teams, and each team has two stenographers.
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Fig. 3. Schematic diagram of Korean stenographic system

For more accurate input, each team alternatively performs input and correc-
tion at the interval of 3 seconds in order to keep stenographers concentrating on
the work. In a team, one inputs text, and the other edits inputted text for correc-
tion. The completed text is transmitted from a server to a broadcasting station.
As shown in Fig. 3, the Korean stenographic system needs three computers
and four stenographic terminals. One of three computers is for transmission to
broadcasting station, and the others for the input and correction. Note that the
Korean stenographic system, the real-time system inserting the closed-caption
on live broadcasting, is estimated that the accuracy is about 99.5% to 99.9%,
and the delay time is 2∼3 seconds. After each 3 seconds amount of closed-caption
generated by stenographers in the system is transmitted to broadcasting station,
audience can see the caption on TV screen 2∼3 second later at home.

3.2 Time-Alignment

As mentioned above section, the closed-caption generated by the real-time steno-
graph system has 2∼3 seconds of delay time, compared with voice in video. In
Korean stenograph system, namely, there is a regular interval between time
stenographers input and correct on and time stenographers transmit on. There-
fore, we are able to obtain the closed-caption synchronized with voice of video
by assigning the received time to the closed-caption and subtracting an amount
of the delay time from the received time. In the case of a general filmed broad-
casting, because the closed-caption is produced in advance, we are able to syn-
chronize the closed-caption with the received time without additional processing
to delay time. This time-assignment method, processing in real-time, not only
does not need other processes such as voice recognition, but also obtains the
closed-caption aligned to synchronized time with voice accurately and quickly.

The time-alignment of closed-caption is performed to the unit of a word
of Korean. A consideration, when the additional processing is performed for
synchronizing, is that the time-alignment must not be assigned later than the
voice in video. The reason is that we loss the start point where voice-visual
data must be played at. Therefore, the additional processing must be performed
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by maximum delay time, 3 seconds. Fig. 4 shows data stored in database after
performing the time-alignment as a unit of a word. The recorded unit of received
time is a 1/100 second.

Korean word

Received time 
by caption decoder

Fig. 4. Closed-caption in database after time-alignment

Using this closed-caption synchronized with voice in video, we are able to
effectively retrieve the video with basic search.

4 Automatic Indexing Scheme

When the time-alignment of closed-caption is completed, basic search is able to
be performed by string matching of the closed-caption with query. However, after
video segmentation, the language processing to the closed-caption is needed in
order to retrieve the high priority scenes.

In this paper, we use news video including the closed-caption generated by the
real-time Korean stenographic system. Because the video segmentation is per-
formed logically and voice data represented by the closed-caption have a large
amount of information in news video, it is proper way to confirm the perfor-
mance of information retrieval system using the closed-caption. Fig. 5 illustrates
a schematic diagram from video to the proposed indexing system.

Fig. 5. Schematic diagram from video to the automatic indexing system
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4.1 Video Segmentation Using Closed-Caption

In general, news video consists of articles, which have an anchor part, a reporter
part, and an interview part. Fig. 6 shows a general structure of news video.

Fig. 6. Structure of news video

In order to use structural characteristic in news video as shown in Fig. 6, pre-
vious news retrieval system extracts frames having shape of anchor. The anchor
frame is the beginning of article in news video. Using the anchor frame, the pre-
vious system successfully segments news video into articles [4]. However, if the
frame similar to the anchor frame exists and the false anchor frame is extracted
from news video, the previous system has low performance of segmentation of
news video. Besides, because the system processes all frames in video, a large
amount of processing time is required.

In order to discriminate who speaker is, the closed-caption includes tags that
does not exist in voice data. In the case of news video in Korea, the closed-
caption has ‘ ’ (anchor), ‘ ’ (reporter), and ‘ ’ (interview) tags.
The proposed method segments news video by using the anchor tag, whereas the
previous method segments news video by using the anchor frame. Note that the
proposed method is able to resolve the segmentation error resulted from false
extraction of anchor frame.

4.2 Keyword Extraction

The keyword is extracted from the closed-caption of articles, after news video is
segmented into articles. First of all, in order to extract the keyword, the closed-
caption is inputted to the Korean morphological analysis system as the unit of
word.

Fig. 7 illustrates a schematic diagram of keyword extraction system. Because
the results of morphological analysis still have ambiguity, secondly, disambigua-
tion rule in [5] is applied. If stopword list is applied to the nouns extracted
from the disambiguation result, the nouns which are not stopword can be used
as keyword. However, for more precise keyword extraction, we added processes
required in Korean automatic indexing. In the results from the disambiguation
process, unknown-words, which are not in electronic dictionary, are estimated.
Then parsing and combination of complex-noun are performed, candidate nouns
are selected, and stopwords of candidate nouns are removed. As a result, we se-
lect the nouns of the final result. Note that the nouns are keywords for retrieval.
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Fig. 7. Schematic diagram of the keyword extraction system

Eq. (1) is the modified equation of the inverted document frequency. The
weight of selected keyword is computed by Eq. (1).

Wik = (fik/AF )× log2(n)− log2(AF ) + 1 (1)

where Wik denotes weight of keyword k in i-th article, and fik denotes frequency
of keyword k in i-th article. AF denotes frequency of article containing the spe-
cific keyword k in news video in processing, and n denotes the number of all
articles in news video in processing. The reason why the number of all articles
in the news video is used instead of the number of total articles in database, is
because news articles are daily inserted to database. Eq. (1) is the normalized
relative frequency in consideration of the number of all articles, the size of an ar-
ticle, and the frequency of keyword. Especially, in Eq. (1), the inverted document
frequency in [6] and [7] is divided by the article frequency in order to assign large
weight to keyword which has the high discriminating power. By this weighted
indexing, the retrieval results about user’s query can be ranked in descending
order of the weights. After keyword is selected and weighted, inverted file which
includes televising date, identification number of article, weight, news title, and
name of broadcasting station of article having each keyword, is created.

4.3 Extraction of Color Feature in Representative Frame

For effective video browsing, we extract the frame which is able to represent
an article after news video is segmented into articles. In this paper, we extract
the frames synchronized with the first anchor, reporter, and interview tags as
the representative frame. In order to perform the content-based retrieval to this
representative frames, we extract feature vectors by using the color-structure
descriptor of MPEG-7, and store these vectors in indexing database. Therefore,
user is able to retrieve the frame in video by using not only keyword but also
query by example. The color-structure descriptor (CSD) is a feature descriptor
that captures both the color content and the structure of the content [8].
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5 Video Retrieval System

The reuse of the large amount of video data is very important. The retrieval
system searching faster and more accurately is required [9]. We design retrieval
method, which consists of basic search and advance search. Basic search re-
trieves data by the position matched with string between the user specified query
and the closed-caption. Advanced search retrieves data by extracting keyword
from the closed-caption and performing weighted indexing. Also we are able to
perform the content-based retrieval to representative frames of each segmented
articles.

5.1 Basic Search

Basic search retrieves the voice-visual section synchronized with keyword that
user queries. First, after query is input, the time synchronized with voice in
video is achieved from database in Fig. 5. The start frame number for playing
of voice-visual section is computed by Eq. (2).

Fstart = (t− r)×m (2)

where Fstart denotes the start frame number, t denotes the time synchronized
with voice in video, and m denotes frame rates. r denotes the delay time of
the closed-caption. r set to 3 in live broadcasting running with the real-time
stenographic system, and r set to 0 in filmed broadcasting because caption is
already synchronized with voice without the delay time.

In basic search, it is possible to search articles, which includes the query.
First of all, searching the unit of article seeks the adjacent anchor tag that
is received early than keyword matched with query. Then, the start position of
article having the query is computed with the time synchronized with the anchor
tag by Eq. (2). Also time indexed search, which plays from the time that user
wants to search at, is included in the retrieval method. Fig. 8 illustrates a user
interface of basic search.

5.2 Advanced Search

In the case of news video used as test-set in this paper, a large number of articles
are created daily. In order to search the articles effectively, extraction for key-
words having high discriminating power and weight-assignment of keywords are
required, and also the use of metadata having the reporter’s name, the televising
date, and so on is required. Note that advanced search provides results ranked in
descending order of keyword weight. User is able to perform basic search again
within searched articles by the advanced search. Using the inverted file, searching
by both favorite broadcasting station or news and the televising date is possible.
Also, if user is data-manager in broadcasting station, information of anchor or
reporter can effectively be used for searching article.

Fig. 9 shows an interface to search representative frames by query-by-example
by using color-structure descriptor in MPEG-7. If user selects the representative
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Fig. 8. User interface of basic search Fig. 9. Content-based retrieval using
the color-structure descriptor

frame, user can retrieve metadata related to articles matched with the represen-
tative frame. Also user can play from the representative frame as a start frame
or play all section of the article included in the representative frame.

6 Conclusion

In this paper, we have proposed the automatic indexing method of Korean closed-
caption for knowledge-based video retrieval and the retrieval scheme using the
indexed database. The time-alignment method has analyzed accuracy and de-
lay time of the closed-caption generated by Korean stenographic system and
synchronized voice data with the closed-caption successfully. The automatic in-
dexing system has performed the morphological analysis and the disambiguation
of the results. After processing of unknown-word, complex-noun, and stopword,
the keywords have been selected as final index terms for retrieval.

Basic search of the proposed retrieval method has been easily able to search
the voice-visual section synchronized with query and has played articles includ-
ing key-word. Advanced search has been able to perform the search by using
names of broadcasting, news, reporter, anchor, and televising date. The results
of advanced search have been ranked in descending order of the weights of the
matching key-words between query and articles. Also we have been able to per-
form the content-based retrieval to image frames, such as representative frames.

In experiment result, we have empirically confirmed that the closed-caption
expressing voice naturally has been used for video retrieval. However, there is
only 10∼20% broadcasting having the closed-caption for the hearing impaired-
people recently in Korea. For not only welfare for the hearing impaired-people
but also effectively storing and retrieving broadcasting data, the rate of closed-
caption service needs to be increased regardless field of broadcasting.

In the future work, we are going to extend into documentary video, which
includes a large amount of information of voice, and then apply to drama or
movie. Also, we will apply speech recognition to the our system.
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Abstract. In order to browse the news video effectively, classification
and skimming of news articles are positively essential. In this paper, we
propose the classification and skimming of articles for an effective news
browsing. The classification method uses tags to distinguish speakers in
the closed-caption. The skimming method extracts the representative
sentence from the part of article introduced by the anchor in the closed-
caption and the representative frames consisting of anchor frame, open-
caption frames, and frames synchronized with high-frequency terms. In
the experiment, we have applied the proposed classification and skim-
ming methods to news video with Korean closed-captions, and have em-
pirically confirmed that the proposed methods could support effective
browsing of news videos.

1 Introduction

As computing power and electronic storage capacity have grown, the main re-
trieval subjects users are reaching are from text and image to video. Video data is
massive and various. For obtaining the precise retrieval results of queries, we are
researching on indexing, storing, querying, and showing retrieval results [1]. The
first thing we have to consider here is to analyze the user’s demand and represent
it in the language of indexing. However, most of the researches on multimedia
information retrieval are focusing on using some features which are extracted
automatically from images. In these researches, the forms of user queries are
restricted. If the application scope in an information retrieval system (IRS) is a
specific one like trademark retrieval, a user’s query may be used more effectively.
However, in the case of general video retrieval, knowledge-based retrieval [2] re-
quires understanding the meaning of video data. Especially, the news video used
in this paper can effectively be retrieved by using the knowledge-based query

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 704–712, 2005.
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approach. This paper analyzes the meaning of news articles by using useful in-
formation extracted from the closed-captions. Also, we present classification and
skimming methods for news articles using the closed-captions.

2 Classification

For classification, first, news video needs to be segmented into articles. Because
the article is not a physical unit but a logical one, segmentation is difficult.
This paper proposes a video segmentation method using closed-captions. The
proposed method segments news video into articles by using tags in the closed-
captions and extracts the reporter’s name and the tags from the segmented
articles. Then, the method successfully classifies those articles by using only the
reporter’s post database.

2.1 Segmentation of News Video Using Closed-Caption

The closed-caption has tags which are not contained in voice data. The tags
are needed to discriminate who the speaker is. Generally, news video has three
kinds of tags: ‘ ’ (anchor), ‘ ’ (reporter), and ‘ ’ (interview)
tags as shown in Fig. 1. If we use the tags and structural characteristics of news
video, we can achieve good performance in segmenting news videos with only
the closed-captions.

Fig. 1. Tags in closed-caption: anchor, reporter, and interview

2.2 Classification of Articles Using Reporter Post Database

For an effective browsing of news articles, classification according to a category
for the article is required [3]. In this paper, for classification, we extract the
reporter’s name in the closed-caption and match the name with records in the
database having information of the reporter’s posts. Consequently, the articles
are classified into 7 categories.
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We make the reporters post table - the lists of reporters in Munhwa Broad-
casting Corporation (MBC) on Feb. 2003. Note that the news article is classi-
fied into one of 7 categories - politics, economy, society, unification, information
science, culture, and international affairs - that are the same as classification
categories in the MBC homepage. News articles consist of anchor, reporter, and
interview parts. A position in the closed-caption, where the reporter’s name
appears, is fixed.

In Korea, news article is composed as follows; an anchor introduces the ar-
ticle briefly, and identifies the reporter’s name. The reporter ends the article
by referring to his or her name. By using that characteristic, we extract the
reporter’s name and query the reporter database. The search result of the query
is the information of the reporter’s post, which is able to indicate the category
of the article. Fig. 2 is a flow-chart of the classification method using reporter’s
name that is extracted from the closed-caption of the article. In Fig. 2, two re-
porter’s names are extracted from the two parts in an article. Two names are
used for querying the reporter database. The results are names of the reporter’s
post. If the two names are the same, the article is classified into the category
corresponding to the name of the reporter’s post. However, if the results are
different, we prefer the reporter’s name that is extracted from the anchor part.
Because there is no external noise in the broadcasting studio, the part from the
anchor has less possibility of stenographic system error. Note that we prefer the
part from the anchor.

Fig. 2. Flow-chart of the proposed classification method

Before information retrieval of the news articles, we make the inverted file
that is composed of information, such as broadcasting station, televising date, a
start position for play, an end position, reporter name, and classified category.

3 Skimming

Playing all the news articles in order to confirm the validity of retrieval results
is definitely a waste of time. In this paper, we propose the skimming method
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that summarizes the article with minimum loss of information. The result of the
proposed skimming system consists of the representative sentences and the film-
strip having the anchor frame, the open-caption frames, and so on. At the same
time, since the summarized result of the skimming system contains a filmstrip
and text information, the distortion of the meaning can be minimized.

3.1 Extraction of Representative Frame

In this paper, the representative frames shown to users are the anchor frame,
the open-caption frames containing the main contents of articles, and frames
synchronized with high frequency terms. The anchor frame not only informs the
starting location of an article but also has lots of the possibility to contain the
window-caption. Therefore, an anchor frame is valuable as summary information.
The previous research has already introduced the algorithm for extracting the
anchor frame [4]. However, it needs many comparing operations. In this paper,
we reduce operation times in extracting the anchor frame by using the anchor tag
contained in the closed-caption. The anchor frame is continued over 10 seconds.
If we extract the frame synchronized with the occurrence time of the tag, the
extracted frame must be the anchor frame because the closed-caption and voice
are completely synchronized. The time to extract the anchor frame is computed
by the sum of the time at which the anchor tag appears and 3 seconds, as shown
in Eq. (1).

FA = (TA + 3)×R (1)

Here FA and TA denote the frame number and the assigned time of the anchor
tag respectively, and R denotes the frame rate. When the gradual scene change
occurs, the previous article is continued with the anchor frame. Therefore we
add 3 seconds in order to exclude the possibility of extracting the anchor frame
in gradual scene change and extract the anchor frame including the window-
caption.

This method of extracting frames synchronized with the closed-caption doesn’t
need the comparison-operation. If the synchronized frame is decoded, the frame
is the accurate anchor frame. Fig. 3 shows the anchor frame extracted by the
proposed method using the anchor tag in the closed-caption.

Fig. 3. Extraction scheme of the anchor frame using the anchor tag

In summarizing articles of news video, it is hard to convey the meaning of
articles while only having general image data. However, if it extracts a frame con-
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taining the open-caption in the lowest part, the frame has sufficient information
[5–8]. Note that the frame is chosen as a representative frame. As shown in Fig.
4, the open-caption has the sentence representing the article, the related place,
the related person, or the name of the reporter. In this paper, for extracting the
frame containing the open-caption effectively, we choose the I frames from the
MPEG-1 video which is compressed data. With only I frames, it is enough to
extract frames having open-captions because the open-caption is displayed for
1∼2 seconds. The feature of characters does not have hue information, so we
use only luminance to extract features from MPEG data. We use the character-
istics of the high frequency in the caption region. Besides, we exclude the DC
coefficients to be robust regarding the illumination variation.

In order to extract the open-caption frame as the representative frame, we
focus on the lowest part of frame as shown in Fig. 4.

Fig. 4. Searching area for extraction and DCT coefficient

For the feature extraction, we use the block DCT coefficients in the search
area and consider only five elements of the low frequency in the Zig-Zag scanning
order. If we consider only lower frequencies ([1,0], [0,1]), some errors can be occur
because general frames contain a lot of ingredients. That’s why we select five
elements. In this paper, we decide whether frames have the open-caption or not,
using five elements ([1,0], [0,1], [1,1], [2,0], [0,2]) of low frequency in 8 × 8 block
DCT coefficients. We describe the algorithm as the function Hn,m which decides
the feature of open-caption. Also we use a unit step function u(c) to express the
feature of character as a conditional formula.

For increasing the difference between the open-caption frame and common
frames, we assign weight value αi. To consider only coefficients, which is success-
fully able to reflect the characteristic of text, in DCT coefficients, we use two
kinds of threshold values Thigh and Tlow. In this paper, we set Thigh to 300, and
Tlow to 150 (experimentally determined).

Hn,m =
α1 [u(C10 − Thigh)× u(Tlow − C01) + u(C01 − Thigh)× u(Tlow − C10] +
α2 [u(C11 − Thigh)× u(Tlow − C20)× u(Tlow − C02] +
α3 [u(C20 − Thigh)× u(Tlow − C02) + u(C02 − Thigh)× u(Tlow − C20]

(2)
Fig. 5 shows the space meaning of each term in Eq. (2). (A) and (B) show

the amount of low frequency’s horizontal and vertical ingredient respectively,
and (C) shows the amount of diagonal ingredient. Also, (D) and (E) express the
amount of ingredients, such as the horizontal and vertical straight line of 8 × 8
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block. n, m are block’s index. That is, in the case that Hn,m computed from the
(n, m) block is over threshold, we consider that (n, m) block has the property of
characters. It extracts only five elements of low frequency from DCT coefficients
of each block in the lowest part of frame. Then, these coefficients are applied to
Eq. (2).

(A) (B)

(C)

(D) (E)

(A)

(B)

(C)

(D)

(E)

Fig. 5. Space meaning of each term in Hn,m

Each result from all blocks of a frame is accumulated. If the accumulated
value is bigger than threshold ρ as shown in Eq. (3), we decide that the frame has
the open-caption. Weights and threshold that we use are α1 = 1, α2 = 3, α3 = 5
and ρ = 35 (experimentally determined).

N∑
n=0

M∑
m=0

Hn,m ≥ ρ (3)

We are able to decide whether a frame is the open-caption frame or not
without scanning all frames. In order to prevent extracting frames which have
the same caption, the accumulated value Hn,m in the frame decided as the
open-caption frame is stored, and the accumulated value is compared with one
computed from the next frame. As shown in Eq. (4), if the difference between
the i-th frame and j-th frame is not over the limitation φ, we decide that two
frames have the same open-caption. In this paper, we set φ to 5 (experimentally
determined). ∣∣∣∣∣

N∑
n=0

M∑
m=0

Hi
n,m −

N∑
n=0

M∑
m=0

Hj
n,m

∣∣∣∣∣ < φ (4)

The proposed skimming system extracts 6 representative frames of an article.
If the anchor frame and the open-caption frames are 5 frames below, the rest
of the 6 frames are extracted by using term frequency. Extraction based on the
term frequency, first, selects keyword from articles and computes frequency of
each keyword. Then, higher ranked terms to fill the filmstrip are selected. When
frames synchronized with the selected terms are extracted except for frames in
the anchor’s part, the first frame synchronized with the term in the reporter’s
part is extracted because the frame synchronized with the term in anchor’s part
is the anchor frame.
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3.2 Extraction of Representative Sentence

In this paper, for effective browsing, the sentence which represents the article
and the filmstrip which consists of representative frames are provided. The rep-
resentative sentence, which is the best suitable, is the part where the anchor
introduces the article. As shown in Fig. 6, we confirm that the anchor part
conveys the abbreviated contents of the article.

Fig. 6. Extraction of representative sentence

4 Experimental Results

For the experiment, we use the news video broadcasted by MBC of Korea on
Feb. 2003. The news video includes the closed-caption generated by Korean
stenographic system. Fig. 7 shows the user interface for making a query and the
retrieval result from the classified database. Before confirming content details of
the article, user is able to check basic bibliographical information with metadata.

(a) (b)

Fig. 7. User interface for query (a) and search result (b)

Fig. 8 shows a skimming result consisting of representative frames and rep-
resentative sentence. We are successfully able to browse news articles by using
the skimming result as shown in Fig. 8.
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Fig. 8. Example of skimming result

In order to justly evaluate the performance of the classification of news ar-
ticles, we compare the classified results provided by MBC news VOD server
(http://imnews.imbc.com) with the classified results of our proposed system
about 259 articles, and calculate the precision ratio as shown in Table 1. The
reason of the principal error shown in Table 1 is short articles which don’t have
the reporter’s name. If short articles are excluded, the precision is 95%.

Table 1. Precision ratio of the classification method

The number of total articles T 259

The number of articles having post information D 246

The number of correctly classified articles C 235

Precision ratio for all articles C/T 90.7%

Precision ratio for articles having post information C/D 95.0%

In order to evaluate the proposed skimming system, we want to verify the
methods for selecting representative sentence and frames. The extraction method
of the anchor frame, frames synchronized with the frequently appeared terms,
and the representative sentence is straightforward. Therefore, we confirmed the
performance of the module which extracts the open-caption frame using the
proposed algorithm. Table 2 shows the precision of extraction of open-caption
frames with 66 open-caption frames.

Table 2. Precision ratio of extraction of open-caption frames

The number of total open-caption frames 66

The number of the extracted frames F 62

The number of correctly extracted frames H 52

The number of false-alarm frames 5
The number of false-dismissal frames 4

The number of duplicative extracted frames 1

Precision ratio H/F 83.9%

Even though there were two causes of error that the lowest part has some
characters which are not the open-caption, and the extracted frame has the same
open-caption as the previous frame, the result shows precision of 83.9%. Note
that, as a result, it is suitable for the skimming system.
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5 Conclusion

In this paper, for effective browsing technique, we have proposed the classifi-
cation and skimming method of articles for an effective news browsing. The
experimental result of the classification method is almost the same with the re-
sult of the handmade classification. The skimming method is able to provide
the filmstrip and representative sentences which are able to reflect meaning of
a news article, so we have confirmed that the proposed method is suitable for
knowledge-based retrieval which can reflect the user’s demand. The proposed
methods overcame the drawback that previous techniques could hardly convey
the meaning in content-based retrieval using the features of color, shape, tex-
ture, and so on. Moreover, since the processing mechanism in this paper is easy
and runs quickly, it is believed that the result can be employed in on-line appli-
cations. We are now working on extracting the representative frames by using
information, such as the camera motion, and so on. Also we are now working on
abstracting representative sentences by the natural language processing of the
closed-caption.
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Abstract. This paper focuses on a response-driven Web-based assess-
ment system enhancing learning. The system responds to students’ needs
as they progress through the system. A structured environment, suitable
for producing automatic help through logic-based and qualitative rea-
soning mechanisms guiding students in their navigation, is provided.
To decide when to recommend a student to solve another problem, it is
necessary to assess the student’s knowledge and the level of confidence
she has in her answers. This is achieved in an automatic way allowing
students to work without a human tutor.

1 Introduction

Gathering and interpreting information about student learning is an important
part of any educational process. An intelligent Web-based assessment system uses
such information to diagnose the strengths and weaknesses of student learning
and then provides further guidance. If the results of a test demonstrate that
a student does not understand a concept, the system provides supplementary
material to re-teach the concept.

Making high-quality assessment tests supporting learning requires an under-
standing of how students learn [6] and what is important for them to learn. There
is a need for tests assessing the level of students’ ability to use knowledge in an
interrelated way when analyzing and solving authentic problems. Questions in
such tests will ask students to compare different methods, draw together several
concepts, evaluate consequences, and handle new situations. Research suggests
that traditional methods of instruction produce greater success in domain spe-
cific areas [8] than those that assist students in developing techniques that they
can use in multiple-topic areas.

This paper describes a response-driven Web-based assessment system (RD-
WBAS) enhancing learning. The system contains tests assessing recall of facts,
high-level thinking, asking students to evaluate consequences and draw con-
clusions, and various quizzes. RDWBAS responds to students’ needs as they
progress through the system. This is incorporated by providing a structured
learning system environment, suitable for offering automatic help through logic-
based and qualitative reasoning mechanisms and guiding students in their navi-
gation. Previous research indicates that interactive-engagement classes can

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 749–755, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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achieve at higher levels than more didactic classes, and that students in active-
engagement computer-based physics classes outperform students who receive
traditional instruction [12].

A RDWBAS assessing a student’s knowledge asks her to attach the level of
confidence she has in her answers and then gives recommendations on how to
progress through the system. Assessment is most effective when it is ongoing
and reflects an understanding of learning as multidimensional, integrated, and
revealed in performance over time. RDWBAS enables a lecturer to assess, plan,
deliver and manage students’ learning by delivering the right learning to the
right audience in the right method and thus achieve the right results.

2 Goals

Our main objectives are to provide a simple but effective way of assessing learn-
ers’ progress by

– tracking every student’s progress
– increasing students’ perceptions of control
– providing individual instructions for every student
– improving students’ problem solving abilities and build higher-level skills
– fostering excellence in the development of new knowledge
– using the results of the assessments to improve student learning
– motivating students

3 Related Work

Research-based good practice addressing the pedagogical, operational, techno-
logical, and strategic issues faced by those adopting computer-assisted assess-
ment is described in [11] and [10]. Integrating assessment and instruction is
discussed in [7].

A level-based instruction model is proposed in [14]. A model for student
knowledge diagnosis through adaptive testing is presented in [5]. An approach for
integrating intelligent agents, user models, and automatic content categorization
in a virtual environment is presented in [15]. A computer system generating
interactive dialogs in a mathematics teaching application is described in [13]. A
model for detecting student misuse of ITS is presented in [1].

Permutational multiple choice question tests have been used for assessing
high-level thinking [3]. Usually the student is asked to consider two similar con-
cepts, or two complementary taxonomies. A question is answered correctly if each
stem (questions or incomplete sentences) is matched up with the appropriate key
(correct option). This implies only one correct answer and no differentiation is
made between a wrong answer caused by miscalculation, a wrong answer caused
by lack of conceptual thinking, or application of a wrong method.

A grading system that does not make a distinction between a question fol-
lowed by a wrong answer and a question that is not answered implies that a
student is 100% confident in her answer. Being able to properly judge the con-
fidence of one’s answers is an important part of being knowledgeable [4].
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4 A Learner-Centered Approach

Student knowledge is critical for individualizing the instructional process. RD-
WBAS provides different tests with respect to levels of difficulties. At any level
RDWBAS presents students with positive examples reinforcing understanding
and negative examples establishing conceptual boundaries.

Each level has tutorial material generated for it; since it is important to target
tutorial tasks at the student’s ability, this is seen as being of more educational
benefit than offering the same tutorials to all students and then assigning a stu-
dent to a level based upon the grade the student achieves [9]. It is incorporated
by including different help functions. Intelligent agents provide different students
with different pages according to their needs. Additional explanations and ex-
amples helping to clear current difficulties and misconceptions are provided by
RDWBAS without human tutors.

4.1 Assessing High-Level Thinking

Students’ conceptual thinking can be assessed by presenting them with tests
where all the correct answers should be chosen and/or answers require integra-
tion of several components or approaches [2] and [3].

A test where the set of putative answers may contain several correct an-
swers and several wrong answers allows for very detailed feedback since it pro-
vides increased accuracy, reliability, and usability. Each one of the unique answer
combinations to every question implies a different level of knowledge about the
topic. There is no restriction on the number of correct and wrong alternatives,
which prevents students from ’intelligent’ guessing about the number of correct
answers following each question.

Tests are designed to assess critical thinking applying Bloom’s Taxonomy.
Such tests contain stems asking students to identify the correct outcome of a
given circumstance, map the relationship between two items into a different
context, respond to what is missing or needs to be changed within a provided
scenario, and evaluate the proposed solution based upon criteria provided.

4.2 Web Interface

User navigation in an intelligent tutoring system should consider both preventing
the user from becoming overwhelmed with information and losing track of where
she is going, while still permitting her to make the most of the facilities the
system offers.

To decide when to recommend a student to solve another problem, it is
necessary to assess the student’s knowledge. This is achieved in an automatic way
allowing students to work without a human tutor. This is realized by including
a number of tests, whose role is to judge the student’s level of knowledge and
understanding of a subject.

A subject is a collection of elements (E1, E2, ..., En). The order of the ele-
ments indicates that understanding of an element with a higher number requires
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understanding of the elements with lower numbers. Suppose a student is working
with an element Ei (Fig. 1). At a place chosen by the instructor, she receives a
request to take a multiple choice test. The student is asked to mark all the correct
answers to every question and to attach a level of confidence (20%, 40%, 60%,
80%, 100%). The system then provides a diagnostic report detecting miscalcu-
lations, misconceptions, and lack of knowledge. Based on the recommendations
of this report the student is advised to proceed with the next element, take an-
other test on the same element, or work with a selection of previous elements.
The system guides the student downwards according to her/his mistakes and
brings her/him upwards using the same path without a human tutor. However,
students have an opportunity, based on their own judgment, to place themselves
in any of the elements. By tracking the student’s path automatically in response
to the student’s answers, the system helps the student to learn from her/his
mistakes. The system provides information about the level of knowledge of each

Element
  E

Test T

diagnoseReport on Test T
Full Score

Report on Test  T
Simple miscalculations

Report  on Test T   
 Basic misconception

New Element

Show statements, explanations,
 hints, and examples. 

Suggest related lower level element(s)

Element 
E

Element
 E Elements

no

yes

i+1

i-j

i

i

i 
   

i

i

Fig. 1. The system
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registered user on every particular element, as well as information on the amount
of students going back to a particular problem or/and statement. This helps con-
tent developers to improve certain parts by including further explanations and
better examples.

5 System Architecture

The system framework is composed of three main software components.
Web server: Apache Web server is used to provide users with dynamic contents,
test Web forms and the user’s navigational structure.
DBMS: PostgreSQL relational database is used to store the assessment system
structural definition in XML data, elements metadata, tests metadata, user ad-
ministration, user status, and user profile.
Script program modules: Python is used to provide a server-side scripting envi-
ronment for dynamic contents, database integration, intelligent diagnostics and
integration between system components.

Internet

Database

Users
 Authenticator

Intelligent
Diagnostics

Users
Stack Profiler

Dynamic
Page

Publisher
Learning Units

Core System Modules

Web Server

Core System Datastores
Web Clients

Student

Instructor

Administrator

Fig. 2. System architecture

The assessment system structure is defined by pedagogical requirements. This
structure defines dependencies among elements, levels and relationships between
tests options, and inference rules used in the diagnostic sub-systems. This struc-
ture is crucial in providing the learner with a personalized learning work-flow
for efficient learning. Each element is a self-contained learning unit with a set of
tests assigned to it. The user’s responses to Web-based tests provide the system
with necessary data. The intelligent diagnostic sub-system analyzes these data
using the programmed inference rules and provides the learner with an immedi-
ate recommendation on how to proceed. The test score and user status are saved
in the database.

In the recommendation on how to proceed, a user can choose to subscribe to
one or more suggested elements. The user’s element subscribtions are placed in
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a stack-like structure in the user profile data. The system presents the user with
the top most element in each new learning session.

Initially, the profile stack contains a sequential ordering of elements in a given
subject. A user can choose to skip any presented element and go to the next one
at any time. A user is considered to have completed a course when her/his profile
stack is empty and she/he has passed all compulsory tests assigned to the course.

All element names taken by the user during the course and scores of the tests
are saved in the user audit-trail. Such audit-trail data is used for billing purposes
while global analysis of the course and feedback data is used to improve contents
and tests for each subject.

6 Experience Using RDWBAS

Course grades for two groups of undergraduate engineering students in calculus
have been compared. The control group had no access to Web-based assessments.
The experimental group had access to Web-based assessments. The control group
contained 96 students enrolled in the course during the Fall semester 2003. The
experimental group contained 93 students enrolled in the course during the Fall
semester 2004. The results for the experimental group were consistent with their
performance in the course, where those who scored high overall results on the
final exam also scored high marks for their Web-based tests.

7 Conclusion and Future Work

A central problem of learning at any moment is to determine what the student
knows and does not know, and to offer appropriate help based on that knowledge.
The presented RDWBAS responds to students’ needs as they progress through
the system. A structured learning system environment capable of altering some
part of the instructional process on an individual basis by the use of individual
student profiles is provided.

In deciding when to recommend another question for a student, it is necessary
to assess the student’s knowledge and the level of confidence she has in her
answers. If a student fails a test, she is provided with a diagnostic report showing
her weaknesses. This is achieved in automatically allowing students to work
without a human tutor.

The results obtained guarantee the usefulness of a full-scale implementation
of a Web-based assessment model in the future. Both lecturers and students
expressed a desire to expand their usage of computer technology.

The formal evaluation elicited useful perceptions concerning the effectiveness
of the way in which Web-based assessments were integrated into lectures and
tutorials.

As a future work, recommendations arising from this formal evaluation will
be used for redesigning features in the next version of these assessments. In our
next phase of experiments we will evaluate the suitability of the rules already
implemented and the effectivity over time of the system.
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Abstract. This paper discusses a general algorithm for the discovery
of motif combinations. From a large number of input motifs, discovered
by any single motif discovery tool, our algorithm discovers sets of motifs
that occur together in sequences from a positive data set. Generality
is achieved by working on occurrence sets of the motifs. The output of
the algorithm is a Pareto front of composite motifs with respect to both
support and significance. We have used our method to discover composite
motifs for the AlkB family of homologues. Some of the returned motifs
confirm previously known conserved patterns, while other sets of strongly
conserved patterns may characterize subfamilies of AlkB.

1 Introduction

Motif discovery in DNA and protein sequences is an important field in bioin-
formatics. Unique motifs found in a set of related sequences are often associ-
ated with the biological activity of the sequences. Motifs representing active site
residues in enzymes (proteins) or transcription factor binding sites in genomes
(DNA) are typical examples. Such motifs can also be used for classification of
novel sequences or sequences outside the original training set. Both probabilistic
and deterministic approaches are used. Arguably, deterministic approaches give
the most easily interpretable results, as they represent motifs e.g. by subsets of
regular expressions that either match a given sequence or not.

There are many different algorithms for motif discovery, including manual
approaches. The earliest algorithms had very limited expressibility and could
only discover substrings of amino acid symbols. PROSITE[1], a database of
manually annotated motifs, in many ways set the standard for expressibility
of deterministic motifs for proteins. In addition to exact symbols, PROSITE
patterns also consist of fixed gaps, flexible gaps and ambigous symbols. Most
automated motif discovery tools are only able to discover motifs consisting of a
subset of these components.

The discovery of motif combinations is an area of active research, for which
both probabilistic and combinatorial approaches are used. Gibbs sampler[2] and
PRINTS[3] are two well-known probabilistic approaches. Most combinatorial
approaches discover spaced dyads[4][5] or ordered sets of motifs with strong
distance constraints[6]. Brazma et al.[7] are among the few methods that discover
unordered sets of motifs.

A set of single motifs is a general starting point for composite motif discovery.
Many advanced methods exist for the discovery of single motifs, and none are
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superior in all respects[8]. We have therefore chosen to develop an algorithm for
the discovery of motif combinations that can use single motifs generated by any
deterministic motif discovery tool.

GCMD (Generalized Composite Motif Discovery)1, exhaustively identifies
the most significant combinations of a set of precomputed motifs. It can be set
to discover both ordered and unordered motifs, with or without distance con-
straints. In addition to being flexible with regards to both single and composite
motif model, and exhaustive in search for combinations, two properties clearly
distinguish our algorithm from previous approaches: we model the problem as
a two-goal optimization with the optimal Pareto front as output, and we auto-
matically discover potential subfamilies.

GCMD is here discussed mainly in terms of protein sequence motifs. However,
the tool itself is general and can also be applied to motifs from DNA sequences.

2 The Generalized Composite Motif Discovery Tool

In broad terms, GCMD takes as input a set of single motifs and exhaustively
discovers the optimal motif combinations with respect to both support and sig-
nificance. This is more thoroughly explained in the following sections.

2.1 Vocabulary

The set of sequences that have at least one occurrence of a given motif, is called
the occurrence set of the motif. The cardinality of the occurrence set is referred
to as support.

We use the term single motifs to denote the motifs that are input to the
GCMD algorithm, and composite motifs to denote the discovered motifs that
are sets of single motifs. The term component is used to denote one of the single
motifs that makes up a composite motif.

We also use the terms Pareto domination and Pareto front in multiple criteria
optimization. A motif is Pareto dominated if there exists another motif having
equal or higher values of both support and significance, where one of the values
is strictly higher. Since support is a discrete value, this means that a motif is
Pareto dominated if there exist another motif with equal or higher support,
and strictly higher significance. The Pareto front is the set of all non-dominated
motifs. In our case this is the most significant motif for each value of support.

2.2 Motif Representations

The first step in using GCMD is to discover deterministic single motifs with
a separate motif discovery tool. For tools that discover probabilistic motifs, a
threshold may be used to make them deterministic. A bitstring is then con-
structed for each motif, where the i’th bit is 1 if the motif has an occurrence in

1 The code is available upon request to first author
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the i’th sequence, and 0 otherwise[7]. A composite motif occurs in a sequence if,
and only if, every single motif in the set occurs in the sequence. This leads to a
basic representation of a composite motif as a set of indexes to its component
motifs, as well as an occurrence set calculated by taking the intersection of the
occurrence sets of all component motifs.

2.3 Significance Evaluation

Significance of motifs is measured as negative log-likelihoods, using the same
calculations as the motif discovery method Splash[9]. More specifically, the sig-
nificance of a single motif is the negative log-likelihood of observing the motif
in a random background sequence with the same amino acid distribution as the
input sequences. As single motifs usually are short compared to sequence length,
the log-likelihood of a composite motif is in general well approximated as the
sum of log-likelihoods of its components.

2.4 Significance vs Support

Both significance as well as support is important when evaluating motifs, and
it is not easy to make the right trade-off between these properties when doing
automated motif discovery. Most algorithms require a threshold on support,
and this threshold is often user specified. Using a very strict value may lead to
loss of significant motifs that are characteristic of subfamilies of sequences. On
the other hand, a too permissive threshold may lead to searches dominated by
motifs with high statistical significance in subsets of sequences, and one may lose
less significant motifs representing weak commonalities characteristic of larger
sequence families.

By formulating the motif discovery problem as a two goal optimization, we
can explore a very large search space of interesting motifs, and return information
about this in a condensed form as a Pareto front. The user gets a diverse set of
motifs, and can readily see the tradeoff between significance and support as the
number of sequences taken into consideration increases. This removes the need
to set explisit thresholds on support or significance.

2.5 Pruning of Search Space

GCMD traverses the search space exhaustively and returns the set of Pareto
optimal composite motifs. The size of the search space is

(
n
c

)
, where n is the

number of single motifs used as input to GCMD, and c is the desired number
of components in the composite motifs. Many algorithms exist for the mining
of frequent item sets. Brazma et al.[7] uses the algorithm of Toivonen[10] to
discover unordered sets of motifs. As this algorithm do pruning only based on
support, it can not handle the large number of input motifs and low values of
support that we are interested in.

We have developed a branch-and-bound algorithm, tailored to our two goal
optimization problem, that is very efficient on real biological data. Since our
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goal is to find an optimal Pareto front with respect to support and significance,
we need to determine upper bounds on both of these values. An upper bound
on support is simply the minimum support of the current components of the
composite motif. To introduce an upper bound on significance, we ensure that
when a composite motif is expanded, the new component has a lower significance
value than all other components of the motif. Note that this does not reduce the
set of composite motifs we are able to discover, it only excludes all but one of the
n! permutations that corresponds to the same combination of n single motifs.
For a given motif ci, this leads to a straightforward upper significance bound on
any expansions of ci with n components :
s(cn) ≤ s(ci) + (n− i) ∗ s(ci(i)), where ci is a motif with i components, ci(i) is
the i’th component of motif ci, and s(c) is the significance of motif c.

With these upper bounds in place we can make a recursive function that takes
as parameter a composite motif c that is to be expanded. For each single motif
s with significance lower than all current component significances of the motif,
we check whether the resulting upper bounds on support and significance are
dominated by the current Pareto front. If not, a new composite motif is formed
from c, with the single motif s as an added component. The resulting motif is
stored in the Pareto front if it has reached the desired number of components,
otherwise it is again expanded recursively.

In order to reduce the number of explored composite motifs even further,
we explore the expansions of a given composite motif in order of decreasing
significance of single motifs. Note that the support of the composite motif before
any new expansion is an upper bound on support. As the upper bounds are
monotonically decreasing, we can stop exploring new expansions of a composite
motif as soon as the upper bounds on support and significance are dominated
by the Pareto front.

2.6 Automated Subfamily Discovery

The Pareto front of composite motifs for a family may contain significant motifs
with relatively low values of support. It is natural to ask whether such a motif
characterize a subfamily of the data set. One may therefore try to discover new
motifs in the sequences that are not in the occurrence set of the first composite
motif. Since the goal is to find motifs that are common to as many sequences
as possible, we have restricted automated subfamily discovery to only two sub-
families and also demand that one of the motifs belong to the Pareto front of
the whole family. Significance values of motifs are log-likelihoods, and a two-
subfamily-motif occur in a given sequence if either of the one-subfamily-motifs
occur in the sequence. Therefore, the significance of a 2-subfamily-motif c is well
approximated as: s(c) = log2(2s(ca) + 2s(cb) + 2s(ca)+s(cb)), where ca and cb are
the one-subfamily-motifs.

3 Results and Discussion

The family of AlkB homologues (ABHs) was used as a test case for composite mo-
tif discovery. The ABHs are members of the 2-oxoglutarate and Fe2+-dependent
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(2OG-Fe(II)) oxygenase superfamily[11]. They have been shown to be involved
in repair of methylation damage of DNA and RNA through a direct reversal
mechanism, where the methyl group is oxidised and spontaneously released as
formaldehyde[12]. Recent screening of databases using sensitive search methods
has shown that ABH-like sequences are widespread in bacteria and eukaryotes,
see Drabløs et al.[13] for a review.

The degree of sequence conservation in the ABH family seems to be very
low, basically just a H.D motif, an isolated H and a R.....R motif (using single-
letter amino acid symbols) is completely conserved in most ABH alignments.
All except the final R are involved in coordination of the Fe2+ ion, the final R is
probably involved in substrate binding as it seems to be relatively unique to the
ABH family of this superfamily[11]. However, there may be subfamilies within
the ABH family with more extensive conservation, and there may be additional
conserved patterns in sequence regions that are difficult to align correctly by
traditional methods. The ABH family is therefore an interesting test case with
practical implications.

A set of 82 AHB-like sequences, previously investigated in [13], was used for
the analysis. Teiresias[14] was used to generate 50.000 single motifs from the
input sequences, and GCMD was used to identify the Pareto front for compos-
ite motifs with 2 and 4 components, using chemical equivalence sets for residue
types (Fig. 1(a)). The significance of the composite motifs is higher for most
support values compared to single motifs. However, here GCMD is used mainly
to identify interesting composite motifs and correlate this with biological sig-
nificance. The dominating single motif, which is used in most of the composite

(a) Pareto front of single and compos-
ite motifs for ABH. Significance is the
negative log2-likelihood of a motif

(b) ROC of the discovered motifs for
ABH. Recall is TP/(TP + FN) and
precision is TP/(TP + FP ))

Fig. 1.

motifs, is [ILMV]..H.[DE]. This corresponds to the first Fe2+ binding motif in
the ABH sequences. In particular for composite motifs with high support this
is mainly combined with variants of the motif [KR]..[ILMV]..[KR], which cor-
responds to the Fe2+ and possibly substrate binding R groups. This shows that
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the most interesting motifs identified by GCMD also have biological relevance,
and that GCMD is able to identify such motifs from a large and complex set of
input data.

However, it is evident that there are subfamilies of ABH-like sequences in
the data set, and depending on the selected threshold for support several such
subfamilies may be identified. One example is the composite motif
(L..G.[ILMV][ILMV].M....[QN]) & ([FY]....[DE].[ILMV]..H.D), which
seems to be characteristic of the hABH2/hABH3 subfamily (human ABH type
2 and 3). This subfamily has been extensively studied experimentally[15]. As
the detailed 3D structure of the ABH family still has not been experimentally
determined, a detailed investigation of the biological relevance of these motifs
probably has to be postponed until such data are available. However, this test
shows that the GCMD method is able to identify biologically interesting sub-
families in a complex data set.

Although GCMD has not been developed as a classification tool, the classi-
fication performance may still serve to validate that the discovered motifs are
indeed characteristic for a given family. Fig. 1(b) shows the receiver operating
characteristic with respect to recall and precision when using the set of motifs
in the Pareto front for classification. The introduction of subfamily motifs leads
to a significant improvement in recall, and a larger fraction of the motifs have a
high precision, compared to general composite motifs.

The performance of GCMD was also tested on 5 selected families from the
PROSITE database. These PROSITE families are assumed to be difficult test
cases, as the existing PROSITE patterns give low values for precision and recall.
We used TEIRESIAS for single motif discovery. The Pareto front of composite
motifs showed an average log-likelihood improvement of 20.4 compared to single
motifs. The composite motifs in the Pareto front were used to classify the full
set of SWISS-PROT[16] entries. For two of the five families (PS00485, PS00690)
we were able to improve both precision and recall as compared to PROSITE, for
two families we got comparable performance (PS00732, PS01048), and for the
last family the PROSITE motif performed better (PS00187).

4 Conclusion

In our work we have built directly on previous work and focused on finding
interesting combinations of single deterministic motifs discovered by separate
motif discovery tools. Tests show that our tool is able to identify unique and
biologically relevant composite motifs in very large data sets of single motifs.

Future directions of research include expanding the expressibility of deter-
ministic motifs even further, as well as using the tool on other motif discovery
problems, like for instance the discovery of transcription factor binding sites.
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Abstract. There have been published some studies of genetic program-
ming as a way to discover motifs in proteins and other biological data.
These studies have been small, and often used domain knowledge to im-
prove search. In this paper we present a genetic programming algorithm,
that does not use domain knowledge, with results on 44 different pro-
tein families. We demonstrate that our list-based representation, given a
fixed amount of processing resources, is able to discover meaningful mo-
tifs with good classification performance. Sometimes comparable to or
even surpassing that of motifs found in a database of manually created
motifs. We also investigate introduction of gaps in our algorithm, and it
seems that this give a small increase in classification accuracy and recall,
but with reduced precision.

1 Introduction

Motifs, described by different subsets of regular expressions, are important tools
in biology used to describe conserved regions in biological sequence data. They
can describe important regions with similar function and common ancestral back-
ground, and have the virtue of being easy to read and understand. Therefore the
automatic discovery of conserved motifs has received quite a bit of attention in
the last two decades. Prosite is a database of homologous relationships between
proteins, where most of the relationships are described with local motifs [6]. The
motifs are manually created and curated by skilled biologists.

The motifs in Prosite contain conserved regions, character classes, and wild-
cards. Regions of wildcards can have fixed or flexible length as in the following
example: E[XA]...M.{1,3}P{LE}. The residues in braces represents “one of”,
and the residues in the curly braces represents “not one of”.

In this study, we investigate a Genetic Programming (GP) algorithm using
a linear genome (ListGP), and its capabilities to discover interesting motifs in
unaligned proteomic data. Including fixed and flexible wildcards in the search
increases the resources needed for evaluation of the motifs. Therefore we also
investigate how the inclusion of fixed and flexible wildcards affects the results.

To evaluate the population of individuals we employ a piece of specialized
hardware called the “Pattern Matching Chip” (PMC) [1]. This yields nearly
a fifty-fold speedup in our experiments, compared to running regexp matching
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software like “grep” on an “off the shelf computer” with an Athlon 2700+ CPU
and 512Mb of RAM.

In Section 2 we discuss related works and contrast it to our approach. The
algorithms we use are described in Section 3. We give results and discussions
of experiments in Section 4, and finally some concluding remarks are given in
section 5.

2 Previous and Related Work

There has been quite a bit of work performed on motif discovery. Brazma and
Jonassen give a good survey of methods based on enumeration and other search
methods, and give a view on the different problems in the domain [3]. Evolu-
tionary Algorithms (EA) have been applied to the problem of motif discovery
on a few occasions [5, 7]. The experiments have usually been small, present-
ing results for only a limited number of protein families (usually around two to
six.) In addition, they have performed some kind of pre-shaping of the training
sets. Either pre-calculated alignments of subsets of the families have been used
[8], particularly difficult sequences have been selected for training to simplify
search [7], prior knowledge has been used in the shaping of terminal sets [5], or
randomly generated data only have been used as negative samples [5, 9].

Koza et al evolved motifs without gaps [7]. In their work the patterns are
represented with the standard GP-tree structure, using automatically defined
functions (ADFs) for character classes in the motifs.

Hu did some work where he first evolved motif candidates, followed by a local
search refinement [5]. He also used a list based genome, where he evolved groups
and residues but found the appropriate wildcard regions by a greedy optimization
procedure afterwards. Also, as opposed to Koza et al., who evolved the character
classes, he stored an index containing classes of residues with similar chemical
properties provided by a domain expert. He also used almost the full range of
the Prosite language. He reported good results, with motifs very similar to the
target Prosite motifs for a few families.

Ross have reported on some experiments for motif discovery in proteins using
GP and stochastic regular expressions in both prealigned and unaligned protein
sequences [9]. He reports some results for six different protein families. Notably,
he has a very small number of positive training samples and he uses the majority
of his data points for testing. Like Hu, Ross uses randomly generated sequences
as negative training data, instead of sequences or sequence segments from the
Swiss-Prot database.

Heddad et al. have very recently used GP to evolve classifiers for the protein
targeting problem [4]. They performed experiments using both a grammatical
approach to evolve motifs with the full expressibility of the Prosite language, as
well as a linear approach to evolve short motifs without gaps but with ambiguous
positions. Their motifs were combined to a classifier with different arithmetic
expressions. They argued that results might indicate that to solve the protein
targeting problem, short conserved motifs of fixed length might be sufficient for
building good classifiers.
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3 Algorithms and Representations

ListGP is a variant of Genetic Programming [2], a generation based search algo-
rithm. For each generation, a new population of individuals is created through
selection, mutation and crossover. We will not elaborate on the mechanics of the
algorithm here, as all of it is found in the book by Banzhaf et al. [2]. In this
section it therefore suffice to describe the details of our representation, and the
crossover and mutation operators performed upon the representation.

In ListGP one individual is represented by a list of nodes, and each node
represents either an amino acid residue, a character class (e.g. allowing one
position in the motif to match two or more different amino acids) or a wildcard.
The initial population of candidates was created by, for each individual, first
picking a length sampled from a normal distribution with expected length 8 and
standard deviation 4. Afterward each list-element was filled. The length of the
motifs found with ListGP was limited to a maximum length of 64 residues (also
counting the residues in character classes.)

When creating new nodes (either when initializing or when mutating a po-
sition in the list-representation) a single residue is created 60% of the time,
whereas character classes are created 40% of the time. When creating a charac-
ter class, the size of the group is first chosen between two and six. The group
is thereafter filled with different random amino acid residues selected uniformly
over the alphabet of twenty different amino acids.

To allow for easy handling of contiguous and flexible wild-card regions in
our GP-individuals, we introduced two new terminals. Dots,., represented fixed
wildcards, and s represented an optional wildcard. If R represent any group
or residue terminal, a motif with flexible gaps is represented with strings like
RRR...s.s..RRR . This example string can then be translated to a regular ex-
pression containing a flexible gap with at least 6 and at most 8 wild-cards by
counting the number of different types of contiguous wild-cards there are in an
individual: RRR.{6,8}RRR

The crossover operator in our experiments is a two-point crossover operator,
where the crossover points are selected uniformly over the list in both genomes.
Mutations consists of the string edit operations; deletion, replacement or inser-
tion. The operations were selected with width equal probability, and the two
latter operations requires the creation of a new node. As for crossover, the po-
sition of a mutation is selected uniformly over the genome after an individual is
selected for mutation through tournament selection.

All runs of ListGP were done with a population of 1500 individuals for 100
generations. New generations was created by 70% from crossover and 30% by
mutation. These parameters were not changed during the experiments. After a
run, the motif found with the best score on the training data was evaluated on
the test-data.

3.1 Evaluation of Motifs

We used the Matthews correlation coefficient as given in Equation 1 as a fitness
measure. In this formula, TP is the number of true positives, TN the true
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negatives, FP false positives and FN false negatives. C falls in the interval
[−1, 1], where a −1 indicates perfect negative correlation and a 1 indicates a
perfect positive correlation. If the data have no correlation at all, C equals zero.
The Matthews correlation coefficient is a special case of the Pearson correlation
coefficient, and a well established measure in biology. It’s usage as a fitness
measure was inspired from other works [7].

C =
TP ∗ TN − FN ∗ FP√

(TN + FN)(TN + FP )(TP + FN)(TP + FP )
(1)

4 Experiments and Results

We selected the protein families to investigate according to two criteria: We
wanted the family to contain at least 200 proteins, and the family in Prosite
should not be perfect (e.g. it should have more than zero false negatives or false
positives.) The first criterion ensured enough positive examples in our test sets,
while the second criterion ensured that it was possible to improve on the Prosite
motifs. After removing duplicates, 44 different protein families remained. For
each family, we labeled all proteins found in the family as positive, and all other
proteins in the Swiss-Prot database was labeled as negative.

Fig. 1. Comparative view of the different performance measures for the different lan-
guage subsets

In Figure 1, the evolved motifs are plotted against each other with values
sorted in ascending order, showing performance differences for none, fixed and
flexible gaps1. These plots give a visual indication of the relative quality of the
1 Precision is the ratio of positive classifications being positive, and recall is the ratio

of correct classified positives. Both are widely used measures for data mining and
machine learning
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classifiers evolved in the different languages. As can be seen for the correlation
plot and the recall plots, there do not seem to be any significant differences even
though the motifs with wildcards have marginally higher values. In the precision-
plot on the other hand, the patterns with no wildcards are clearly better. This
should come as no surprise, as introducing wild-cards in a motif should increase
the number of false positives.

Figure 2 show correlations for evolved expressions on the test sets for the
different families, indexed from 1 to 44. In this plot, points with the same index
represent the same protein family. As can be seen, for most families the differ-
ences are very small and the results are strongly correlated (calculated Pearson
correlations are higher than 0.8 for all possible combinations.) Thus the added
expressibility gained from gaps and flexible gaps might seem unimportant for
most families. After reviewing the plots in Figure 1 we might be tempted to con-
clude that the introduction of gaps, fixed or flexible, gives a benefit. For no gaps,
fixed gaps and flexible gaps the summed correlation values over all of SwissProt
is 27.4, 28.8 and 29.3 respectively. So the biggest overall benefit is gained from
adding fixed wildcards.

Fig. 2. Correlation coefficients of evolved classifiers on the test sets. Lines are a reading
aid, and do not indicate temporal relationships

4.1 Hits and Near Misses

When we compare our results with those of the patterns in the prosite database,
we see that on our test-sets we get better precision and recall on the TUBULIN,
PA2 ASP and CYTOCHROME C families. Summing all hits and misses both
on the training and testsets, we improve on the Prosite motifs for TUBULIN,
PA2 HIS and CYTOCHROME C. The data for these four different families are
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Table 1. Our “hits and near misses.” Numbers are rounded to three significant digits,
first number is precision and second number is recall

Family Test Total Prosite

TUBULIN 1,1 0.962, 0.997 0.941, 0.986

PA2 HIS 0.963, 0.963 0.964, 0.985 0.946, 0.967

PA2 ASP 0.941, 0.941 0.923, 0.923 0.931, 0.924

CYTOCHROME C 0.723, 0.991 0.693, 0.993 0.423, 0.989

shown in Table 1. The motif for TUBULIN was found without using wildcards in
the terminal sets; the others were found when allowing for fixed size wildcards.

The improved motifs are compared to their Prosite counterparts in table 2.
As one might expect, the motifs we find is indeed comparable to those found in
the prosite database, and our improvements seem to be only refinements of the
original motifs. The CYTOCHROME C and TUBULIN patterns is actually sim-
plifications of the original patterns. This shows, again, that genetic programming
is able to find biological significant motifs.

Table 2. The motifs found by our ListGP algorithm, with comparable performance to
those found in the Prosite database. Similar regions of the motifs are printed in bold
fonts

Family ListGP Prosite

CYTOCHROME C C{PC}{PC}CH C{CPWHF}{CPWR}CH{CFYW}
TUBULIN GGTG[AS]G [SAG]GGTG[SA]G

PA2 ASP D..D.CC.....C [LIVMA]C{LIVMFYWPCST}CD.....C

PA2 HIS {NHR}...CC..H{FWP}.C CC..H..C

5 Concluding Remarks

We demonstrate that ListGP is capable to find motifs with good classification
capability, over a range of 44 different families. This is done without any usage
of domain specific knowledge, pushing state of the art further and supports the
applicability of genetic programming as an alternative tool for biologists. To our
knowledge, no researchers in the GP-community have reported experiments on
motif discovery in so many protein families before — possibly because searching
large populations in large sets of strings is a time-consuming task.

Even though our goal with this paper is not to indulge in a race of improved
classifiers for Prosite families, we were able to improve the classification quality
for three protein families.
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Abstract. In many social dilemmas, individuals are each better off act-
ing in their own best interest. Social norms provide a mechanism by
which group level order can emerge. Often the enforcement of a social
norm requires some altruistic punishment. In this paper I explore the role
of social structure in the emergence of group level order, in a variation of
n-person Prisoners Dilemma played out on a network. The results from
this study show that clustering plays an important role in the formation
of cohesive groups.

1 Introduction

As individuals, we are each better off when we make use of a common resource
without making any contribution to the maintenance of that resource. However,
if every individual acted in this manner, the common resource would be depleted
and all individuals would be worse off. Social groups often display a high degree
of coordinated behaviour that serves to regulate such conflicts of interest. When
this behaviour emerges without the intervention of a central authority, we tend
to attribute this behaviour to the existence of social norms [1]. A social norm
is said to exist within a given social setting when individuals act in a certain
way, and are punished when seen to be not acting in accordance with the norm.
Dunbar [2, 3], suggests that social structure, and group size play important roles
in the emergence of social norms, and cooperative group behaviour.

Like many complex systems, the behaviour of social systems is governed by
the organisation of its underlying elements. In this paper I explore the role that
community structure plays in the evolution and enforcement of social norms.
The remainder of this paper is organised as follows. Section 2 outlines models
of social dilemmas, and the norms game that this study is based upon. Section
3 describes the simulation configuration and study results. Section 4, provides a
discussion of results and the wider implications of this study. Finally section 5,
provides some closing comments and possible future directions.

2 Models of Social Dilemmas

All social dilemmas are marked by at least one deficient equilibrium [4]. It is
deficient in that there is at least one other outcome in which everyone is better

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 806–812, 2005.
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off. It is equilibrium in that no one has an incentive to change their behaviour.
Prisoners Dilemma is the canonical example of such a social dilemma. Prisoners
Dilemma is a 2 × 2 non-zerosum, non-cooperative game, where “non-zerosum”
indicates that the benefits obtained by a player are not necessarily the same as
the penalties received by another player, and “non-cooperative” indicates that
no per-play communication is permitted between players. In its most basic form,
each player has two choices: cooperate or defect. Based on the adopted strategies,
each player receives a payoff. Fig 1 shows some typical values used to explore the
behaviour of Prisoners Dilemma. The payoff matrix must satisfy the following
conditions [5]: (1) Defection always pays more; (2) Mutual cooperation beats
mutual defection; and (3) Alternating between strategies doesn’t pay. Fig 1 also
shows the dynamics of this game, the vertical arrows signify the row player’s
preferences and horizontal arrows the column player’s preferences. As can be
seen from this figure, the arrows converge on the mutual defection state, which
defines a stable equilibrium.

Cooperate Defect

Cooperate

Defect

Player B

P
la

ye
r 

A

+1

+3

+3

−1

0

0

+1

−1

Fig. 1. Prisoners Dilemma. The Payoff structure of Prisoners Dilemma. The game
has an unstable equilibrium of mutual cooperation, and a stable equilibrium of mutual
defection, this is shown by the arrows, moving away from mutual cooperation to mutual
defection

While the 2 person Prisoners Dilemma, has been applied to many real-world
situations, there are a number of problems that cannot be modelled. The Tragedy
of the Commons is the best known example of such a dilemma [7]. While n-
person games are commonly used to study such scenarios, they generally ignore
social structure, as players are assumed to be in a well mixed environment [6].
However in real social systems, people interact with small tight cliques with loose
long distances connections to other groups. Also traditional n-person games,
don’t allow player’s to punish individuals that do not conform to acceptable
group behaviour, which is another common feature of many social systems. To
overcome these limitations I will introduce the Norms and Meta-Norms games,
which are variations upon the n-person Prisoners Dilemma, which can easily
be played out on a network and allows players to punish other players for not
cooperating. Fig 2, shows the general structure of the Norms and Meta-Norms
games. The following sections describe the games in some detail, and the small
world network model, used as a model of social structure.
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i gets P=−9

j gets E=−2

j gets H=−1

i get T=3

k gets E=−2

j gets P=−9

i does not defect

i defects

for each i

j sees i

j does not punish i
S<B i

S

k sees J

k does not see j

k does not punish j

k punishes j

1−S

1−S

S

n−Person Prisoners Dilemma

The Norms Game

The Meta−Norms Game

each j connected to i

each k connected to i & j

Fig. 2. The Architecture of the Norms and Meta-Norms Games (After Axelrod 1986).
Both games start with a variation on the n-person Prisoner’s Dilemma. The Norms
Game allows, players to punish those players caught defecting. The Meta-Norms Game,
allows players to punish those players who do not punish defectors

2.1 The Norm Game

The Norms game and Meta-Norms games [1] are described in Fig 2. It begins
when an individual (i) has the opportunity to defect. This opportunity is accom-
panied by a known chance of being observed defecting (S) by one of i’s nearest
neighbours. If i defects, he/she gets a payoff T (temptation to defect) of 3, and
each other player that is connected to i, receives a payoff H (hurt by the de-
fection) of −1. If the player does not defect then each player receives a payoff
of zero. To this point the game is equivalent to an n-person Prisoners Dilemma
played upon a network [6]. However should i choose to defect, then one of his n
neighbours may see the act (with probability 1−S), and may choose to punish i.
If i is punished he receives a payoff of P = −9. However the individual who elects
to punish i also incurs an expense associated with dealing out the punishment
of E = −2. Therefore the enforcement of a social norm –to cooperate– requires
an altruistic sacrifice.

From the above description it can be seen that each player’s strategy has two
dimensions. The first dimension of player i’s strategy is boldness (Bi), which
determines when the player will defect. Defection occurs when S < Bi. The
second dimension of i’s strategy is vengefulness (Vi), which is the probability
that a player will punish another player if caught defecting. The greater the
vengefulness the more likely they are to punish another player.

2.2 The Meta-norm Game

The Meta-Norms game is an extension of the norm game. If player i chooses to
defect, and player j elects not to punish i, and i and j have a common neighbour
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k, and k observes j not punishing i then k has can punish j. Again j receives the
penalty P = −9, and like the norm game, k receives the expenses for punishing
of E = −2.

Like the Prisoners Dilemma, the Norms Game and Meta-Norms Game, have
unstable mutual cooperation equilibrium and a stable mutual defection equilib-
rium. The altruistic punishment, is also an unstable strategy, as punishing an
individual also requires a self-sacrifice. The stable strategy is mutual defection
with no punishment for defectors. However the global adoption of this strategy
means that the population as a whole is worse off, than if the unstable equilib-
rium strategy of mutual cooperation, with punishment for defectors is adopted.

2.3 Model of Social Structure – Small World Networks

Many complex networks including, ecosystems, neural networks, electrical cir-
cuits and even social systems, have been shown to possess a number of common
statistical features [8]. Small world networks are typified by two key statisti-
cal properties: (1) a higher degree of clustering, than that found in random
graph; and (2) an average shortest path length that is approximately the same
as that found in random graphs. As a model of small worlds, [9], introduced a
one parameter model that simulates many of the characteristics of social net-
works. The model starts with n nodes (players), connected to their m (for this
study m = 3) nearest neighbours. Each link is then visited and rewired to point
to another node with a probability p. This rewiring procedure introduces long
distance connections, reducing path-length characteristics and clustering. This
model captures two important aspects of social systems, but it does not capture
any system specific properties.

3 Simulations and Results

The two variables (B and V ) that make up a strategy, are each allowed to take
on a value between [0, 1]. The variables represent the probability of defecting and
punishing respectively. The variables are each encoded as a 16 bit binary number
(as per [1]). The evolution of player’s strategies proceeds in following fashion. (1)
A small world network of 100 players with a degree of randomness p is created;
(2) Each player is seeded with a random strategy; (3) The score or fitness of
each play is determined from a given player’s strategy and the strategies of the
players in their immediate neighbourhood; (4) When the scores of all the players
are determined, a weighted roulette wheel selection scheme is used to select the
strategies of the players in the next generation. (5) A mutation operator is then
applied. Each bit has a 1% chance of being flipped; (6) Steps 3–5 are repeated 500
times, and the final results recorded; (7) Steps 2–6 are repeated 10, 000 times.
(8) Steps 1–7 are repeated for p values between 0 and 1 in increments of 0.01.
The above experimental configuration was repeated for both the Norms Game;
and the Meta-Norms Game. Fig 3, shows the results of these simulations.

From the simulation results we can see that regardless of the social structure,
the first order altruistic punishment isn’t enough to enforce the social norm of
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Fig. 3. Simulation Results. (A) Average values for boldness and vengefulness over social
networks with varying degrees of randomness for the Norms Game. (B) Average values
for boldness and vengefulness over social networks with varying degrees of randomness
for the Meta-Norms Game. (C) Comparison of the fitness values for the Norms Game
and Meta-Norms Game. (D) Tradeoff between Boldness and Vengefulness

mutual cooperation. Fig 3(A), shows that regardless of the social structure, the
vengefulness decreases to zero, and boldness increases toward one. Essentially
all players are attempting to exploit the shared resource, with no fear of being
punished. However, for the Meta-Norms game, with second order punishment,
there is a distinct set of circumstances when the population as a whole will not
exploit the common resource. Fig 3(B), shows that when the social structure
is regular, and highly clustered, players boldness decreases, but as the social
structure becomes more random (and clustering breaks down), the boldness of
a given player increases, and each individual attempts to exploit the common
resource. However the level of exploitation is lower than that observed in the
Norms game. These differences in system behavior are also seen in the average
payoff received by a player (Fig 3(C)). The average payoff per player in the Meta-
Norms game is always higher that that received in the Norms game. The average
payoff for the Meta-Norms game maximizes just before the transition to a state
of global exploitation. Statistical analysis of the network structure reveals that
this maximum payoff point coincides with the breakdown of clustering within
the network. Finally Fig 3(D), depicts the trade-off between vengefulness and
boldness. The Norms game converges to a strategy of low vengefulness and high
boldness. While the Meta-Norms game produces a range of behaviors. From the
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figure it can be seen that there is a trade-off between boldness and vengefulness.
The Meta-Norms game produces a wide variety of strategies. These strategies
are governed by the topology of the underlying social network. The trade-off
surface can be thought of as the set of viable strategies, as nonviable strategies
(such as high boldness and vengefulness) are selected against.

4 Discussion

The results from the previous section provide a number of interesting insights
into the emergence of social norms and group behaviour. Social structure and
second order interactions seem to play an important role in the evolution of group
behaviour. In the wider literature, there are many recorded instances where these
two factors have been observed to influence group behaviour. In the remainder
of this section I will explore three examples:

1. Animal Innovation. Japanese Macaque were among the first primates ob-
served by humans to display innovation and diffusion of new novel behaviours
to other group members [11]. While many individual animals invent new
behaviour patterns, most new behaviours (even if they are beneficial), are
unlikely to become fixed within the community. Reader and Laland [10] have
shown that there is a link between the social structure of primates and the
frequency with which new technologies are uptaken. Populations that tend
to be more cliquish are more likely to adopt a new behaviour as members of
the clique help to reinforce the novel behaviour.

2. Social Cohesion. Dunbar [2], has shown that there is a correlation be-
tween neocortex size, and the natural group size of primates. Also correlated
with neocortex size, is the cliquishness of the social structure. Dunbar [3]
conjectures that the increase in neocortex size, may mean that individuals
can manage and maintain more group relationships. The ability to maintain
more complex relationships may allow individuals to locally enforce social
behaviour. It has also been observed that when primate groups grow too
large, social order breaks down, and the troop split into two or more smaller
troops, where social order is re-established [3].

3. Control of Social Behaviour. The notion of Meta-Norms is widely used
in denunciation in communist societies. When authorities accused someone
of doing something wrong, others are called upon to denounce the accused.
Not participating in this form of punishment is itself taken as a defection
against the group and offenders are punished

5 Closing Comments

In this paper I have explored the emergence and enforcement of social norms
through the use of two variations on the n-persons Prisoners Dilemma. The sim-
ulation results suggest that a combination of second order interactions, altruistic
punishment and social structure, can produce coherent social behaviour. Such
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features have been observed in a number of social systems to enforce norms.
The results from this study open a number of interesting future directions: (1)
As conjectured by Dunbar [3], social order in primate troops breaks down when
the troop becomes too large. This raises the question, what is the relationship
between link density, number of nodes and other network statistics, and how
do these statistics influence the behaviour of evolutionary games like those de-
scribed in this paper. (2) Coalitions and factions form and dissolve through time.
How do the general results here change if the underlying network is allowed to
evolve? (3) Several studies (see [4]) have shown that concepts such as the Nash
equilibrium does not hold when human players are substituted for rational play-
ers. Do the patterns and tradeoffs described in this paper hold when rational
computer players are replaced by human decision makers? All these questions
require further experimentation but can be explored in the context of the frame-
work proposed here.
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Abstract. With recognition of warfare as a complex adaptive system,
a number of agent based distillation systems for warfare have been de-
veloped and adopted to study the dynamics of warfare and gain insight
into military operations. These systems have facilitated the analysis and
understanding of combat. However these systems are unable to meet the
new needs of defence arising from the deeper understanding of warfare
and the emergence of the theory of network centric warfare. In this pa-
per, we propose a network centric model which provides a new approach
to understand and analyse the dynamics of both platform centric and
network centric warfare.

1 Introduction

Traditionally, defence uses human-based warfare simulation to assess risks, opti-
mize missions, and make operational, tactical and strategic decisions. However,
this approach is extremely expensive and does not enable analysts to explore all
aspects of the problem or repeat simulations.

Recent research [1, 2] shows that warfare is characterized by nonlinear be-
haviors and that combat is a complex adaptive system (CAS). This has attracted
attention from researchers and military analysts and a number of agent–based
simulation systems [1–4] have been developed to understand and gain insight
into military operations. However, with deeper understanding of warfare and
the emergence of the theory of network centric warfare (NCW), people have
found that it is hard to use these systems to understand and verify the new the-
ory and concepts in warfare, because all existing agent-based distillation systems
were built on platform centric warfare and existing agent architectures. In this
paper, we propose version II of Warfare Intelligent System for Dynamic Opti-
mization of Missions (WISDOM) [5] which is built on a novel agent architecture,
called “network centric multi-agent architecture (NCMAA)”. With such agent
architecture, WISDOM version II (WISDOM-II) allows people easily to study
dynamics in warfare, especially for NCW.

The rest of the paper is organized as follows. We first introduce NCMAA
architecture following by the description of WISDOM-II. Then, scenario analysis
is conducted. Conclusions are finally drawn.
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2 Network Centric Multi-agent Architecture

NCMAA is purely based on network theory. The system is designed on the
concept of networks, where each operational entity in the system is either a
network or a part of a network. The engine of the simulation is also designed
around the concept of networks.

In this architecture, each type of relationship between the agents defines a
network. To design a system, the developer needs first to define an influence
diagram of concepts and then develop a finite state machine to control the sim-
ulation engine. The influence diagram is a directed graph of concepts defining
the interdependency of concepts in the concept space. It provides the basis for
establishing a meta-level reasoning system. The finite state machine is a collec-
tion of states, each representing the state of a network in the system. The finite
state machine represents the sequence of executing each network in the system
and the control of the system clock.

NCMAA adopts a two–layer architecture. The top layer, influence network
based on the influence diagram, defines the relationship types and how one type
of relationship influences other types. Each of these relationship types is reflected
in the bottom layer by a set of agents who interact using that relationship.

3 WISDOM Version II

WISDOM-II is developed on NCMAA. It not only uses the spirit of CAS in
explaining its dynamics, but also centres its design on fundamental concepts in
CAS.

3.1 Architecture

There are 5 concept networks(figure 1) which make up the top layer of the
NCMAA in WISDOM-II. Each concept network may have one or more instances
which are constituted on blue or/and red agents with their interactions. These
instances make up the lower layer of the NCMAA.

Situation Awareness Network

Vision Network Communication Network

Engagement Network

Command & Control Network

One
Time Step

Delay

Fig. 1. Influence Network in WISDOM

............

Force Level

Team Level

Group Level

General Commander

Team Leader

Group Leader

Fig. 2. C2 Hierarchy in WISDOM
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– Command & Control (C2) network – defines the command and control hier-
archy within one force. Each force has its own commander & control struc-
ture. Figure 2 depicts the C2 hierarchy in WISDOM-II. Each group may
have a number of agents with different characteristics. We first introduce
heterogeneous agents at group level.

– Vision network – a single instance defines the agents which can be seen.
– Communication network – defines the agents which can be communicated

with. Communication only occurs within the same force in WISDOM-II.
These communication networks could carry two types of information: situa-
tion information and commands.

– Situation awareness network – defines the enemy and friend which can be
aware of through vision and communication.

– Engagement network – defines the agents being fired at based on the firing
agent’s situation awareness.

3.2 Agents in WISDOM-II

There are four types of agent in WISDOM-II: combatant agent, group leader,
team leader and general commander.

Team leader and general commander are the virtual agents which are sitting
in the team bases and force headquarters. The only thing they can do is to
communicate with other agents. Combatant agents and group leaders have nine
characteristics: health, skill, probability to follow command, visibility, vision,
communication, movement and engagement.

Each combatant agent has its own vision which is defined by vision range,
detection, correctness function. Communication between agents occurs through
a virtual communication channel, which is modelled by noise level, reliability, la-
tency and communication range. Weapon is defined by fire power, fire range and
damage radius. WISDOM-II supports point and explosive weapon, and direct
and indirect weapon.

Personality is the parameter, called “force”, which measures the influence of
other agents on the movement of affected agent. Force is a vector quantity which
is specified by its magnitude and its direction. Its magnitude is the strength of
the influence which is between 0 (no influence) and 1 (strongest influence). The
direction of force defines at which direction the influence occurs. There are eight
directions, defined by a value between 0 and 1. For each agent, all agents detected
or communicated with influence its movement.

3.3 Tactic Decision Making Mechanism

The movement of each agent is determined by its situation awareness and per-
sonalities. Only a healthy or wounded agent which is in the battle field can move
to a new location. A movement function as in Equation 1 is constructed on the
force vectors and an agent moves in the direction of the resultant force vector.
The movement algorithm in WISDOM-II is different from that implemented in
any other ABD.
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RF denotes the resultant force of evaluated agent. n denotes the total number
of agents aware of through sensor. −→F v

i denotes the influence force from agent i,
aware of through sensor. m denotes the total number of agents aware of through
communication. −→F c

j denotes the influence force from agent j, which is aware of

through communication. −→F t
denotes the influence force from its target. If the

evaluated agent is a group member, then the target is its group leader. If the
evaluated agent is the group leader, then the target is the group way point. D
denotes the distance between the agent and the influencing agent.

3.4 Strategic Decision Making Mechanism

Strategic decision is made by the general commander of each force based on the
common operation picture (COP). Three type of decisions can be made for each
group based on their missions: advance, defend and withdraw. There are three
type of missions in WISDOM-II: defend, occupy and surveillance. The general
commander abstracts the whole environment into n× n (n is predefined by the
user.) super cells and calculates the total fire power of the hostile and own force
for each super cell, and the total fire power of each group.

For each group with the mission of occupy, the general commander calculates
the force power ratio for each of surrounding super cells. The way point will be
the super cell with lower hostile fire power ratio. For each group with the mission
of surveillance, the way point is the surrounding super cell with highest hostile
force power. In order to maximize the information collected, no more than one
group will be assigned to the same super cell. No command will be sent to the
group with the mission of defend.

The group leader may misunderstand such a command. We introduce two
parameters: the probability of misunderstanding and the variance of misunder-
standing. The probability of misunderstanding means at which percentage the
group leader may misunderstand the command. The variance defines the degree
of misunderstand. In other words, it defines the degree of a received way point
deviating from its correct location.

3.5 Recovery

One of the most important aspects in military operation is the logistics, where
medical treatment system is one of the key components. The model of the artifi-
cial hospital is first introduced in WISDOM-II. Each team may have a hospital
in the team base, which is defined by the number of doctors and the recovery
rate. If the team has a hospital, the wounded agent will move back to the hospi-
tal for treatment. Each doctor can treat only one wounded soldier at each time
step and the health of that treated soldier will be increased by the recovery rate.
If all doctors are already treating, the wounded soldier will be put in the queue
to wait for treatment. When the agent is fully recovered, it will move back to
the battle field.
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3.6 Visualization and Reasoning

One drawback of current ABDs is that they only provide limited information to
the analysts during simulation. WISDOM-II fills this gap. Two kinds of infor-
mation are visualized in WISDOM-II: information about entities in the battle
field and information about the interaction between entities.

The architecture of NCMAA makes it possible and easy to conduct real-time
reasoning during the simulation. The reason BDI (belief-desire-intention) [6–10]
agents do not scale well is because all reasoning is at the individual level. To
overcome this, WISDOM-II conducts reasoning at the network (group) level.
Two kinds of reasoning are conducted in each time step: time series analysis and
correlation analysis.

Time series analysis allows analysts to capture the dynamics over time during
the simulation. It includes the damage of each force over time, average degree
of each network over time, average path length of each network over time and
clustering coefficient of each network over time. When any network collapses,
the user may immediately capture it according to these network measures.

Correlation analysis may allow analysts to understand which interaction is
playing the key role in damaging their enemy. In each time step, a number of
correlation coefficients are calculated, such as correlation coefficient between the
damage of their enemy and average degree, average path length of communi-
cation network, between the damage of their enemy and situation awareness in
agent or force level, and etc.

Based on real-time reasoning, WISDOM-II provides an English-like interface
to interpret what happens in the simulation to the user. Following are some
examples of output from the reasoning component.

– The red team causes more damage to the blue team. The damage ratio is
1:2.

– With no loss, the blue team causes damage of 16 to the red force.
– The agents in the blue team are coordinating their firing to achieve maximum

damage in the red team.
– An average damage of 4 occurred in the red team over the last 5 time steps

is probably caused by the activities in the communication network of the
blue team and the blue force’s situation awareness of enemy on force level.

4 Scenario Analysis

A simple scenario has been built to verify our model. Red force is a traditional
force with a large number of soldiers and traditional weapons while blue force is
a networked force with a small number of soldiers and advanced weapons. There
are two surveillance agents in blue force, which do not have any weapon but
they are invisible to red force. The scenario settings for each force are shown in
table 1.

Figure 3 presents the damage of each force over time. The damage of red
force is much larger while there is much less damage of blue force during the
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Table 1. Scenario settings

Blue Force Red Force

Number of Agents 11 50

Vision 9 short, 2 long 50 medium

Communication Networked medium range

Weapon 2 No weapon, 8 P2P, 1 explosive 50 P2P
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Fig. 3. Damage of each force over time
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communication network over time

simulation. Red force has over four times number of agents than blue force. This
suggests that communication plays a very important role in combat. Two blue
surveillance agents collect information and send them back through communica-
tion. Based on COP, the blue agent with powerful weapon, which is long range
and explosive weapon, may then shoot their enemies. However, the red agents
only have local information. They do not know where their enemy is. Therefore,
they cannot win the game. Figure 4 presents the average degree blue and red
communication network over time. It supports our intuitive view above. The
average degree of the blue communication network is always larger than that
of the red communication from about the time step 35. This implies that the
information cannot be transmitted efficiently and effectively among red force.
They know much less than blue force. So they always get fired upon.

Our scenario demonstrates that fewer number of the networked blue agents
can overtake a large number of the red agents. Obviously, one cannot generalize
from a single run when using stochastic simulation. However, the objective of
this paper is to introduce a new model for warfare and it is not our objective to
provide a detailed analysis of warfare simulations.

5 Conclusion

WISDOM-II is much different from other existing ABDs in the sense of archi-
tecture, functionality and capability. Since it is developed on NCMAA archi-
tecture, it can overcome limitations discussed above. With the help of network
measures, WISDOM-II may easily validate the underlying structure. If certain
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network collapses, the user can immediately detect it through network mea-
sures. WISDOM-II conducts real-time reasoning on the network (group) level.
Such reasoning captures the domain specific interaction between networks, a
natural language interface provides the analyst with online reasoning. Since ev-
erything in WISDOM-II is a network or a part of a network, the theory of
NCW can be easily modelled, analysed and verified by using WISDOM-II. The
use of a network as the representation unit in WISDOM-II also facilitates ef-
ficient parallelism based on the network structure, and grounded modelling. In
WISDOM-II, a rule based algorithm is used to make strategic decisions, which
guides a semi-reactive agent to make tactical decisions. Therefore, the inter-
action between tactics and strategies is easily captured. The concepts such as
information misunderstanding, communication, level of information fusion, etc
can now be studied in a unified framework. So WISDOM-II is a promising ABD
system. It creates a new approach for analysts to understand the dynamics of
and gain insight into warfare.
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Abstract. While others have attempted to determine, by way of math-
ematical formulae, optimal resource duplication strategies for random
walk protocols, this paper is concerned with studying the emergent ef-
fects of dynamic resource propagation and replication. In particular, we
show, via modelling and experimentation, that under any given decay
(purge) rate the number of nodes that have knowledge of particular re-
source converges to a fixed point or a limit cycle. We also show that even
for high rates of decay - that is, when few nodes have knowledge of a
particular resource - the number of hops required to find that resource
is small.

1 Introduction

The study contained in this paper presents a mathematical model of random
search, and documents the results of experiments performed with the proto-
type implementation of the Superstring resource discovery protocol [4–6]. The
expected results provided by the theoretical model are compared to the results
from the experiments.

Section 2 provides a survey of previous work aimed at modelling resource
discovery protocols. An overview of the Superstring resource discovery protocol
is given in Section 3. In Section 4, a mathematical model of the propagation of
resource descriptions through a network is introduced. Results gathered from ex-
periments using the Superstring prototype and their comparison to the behaviour
predicted by the mathematical model are presented in Section 5. Conclusions are
presented in Section 6.

2 Related Work

A wide variety of resource discovery protocols currently exists. Each utilises a
different method for discovering resources on the network. Some resource discov-
� The work reported in this paper has been funded in part by the Co-operative Re-

search Centre for Enterprise Distributed Systems Technology (DSTC) through the
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ery protocols utilise random walks, the focus of this paper, to search for resources
that match a provided description [2, 6]. These random walk-based protocols can
choose to replicate discovered resources (or their descriptions) along the path
back to the querier, thereby increasing the chance and speed with which future
queries will discover the resource. This can be termed path replication, since
replication occurs along the return path to the querier. Lv et al. [3] study such
protocols, and a variant that uses K simultaneous random walks, in unstruc-
tured peer-to-peer networks. Specifically, they study the question “how many
copies of each object should there be so that the search overhead for the object
is minimized ...?” [3, page 12]. They find that the optimal number of replicas
for each resource is proportional to the square root of the relative popularity of
the resource (assuming that nodes cannot store replicas of each resource in the
system due to storage capacity constraints).

The work reported in this paper describes the replication behaviour of the
resource discovery protocol known as Superstring, though the results may apply
to other similar protocols. Specifically, we answer the questions how is knowl-
edge of a resource propagated through a network under path replication and what
emergent properties arise from this replication strategy?

3 Superstring

Superstring is a resource discovery protocol designed to operate in heteroge-
neous computing environments. It achieves this by defining two underlying rout-
ing layers - one for structured, stable environments and one for mobile ad hoc
(unstructured) environments - and a single API through which the applications
utilise the protocol features.

The structured routing layer utilises a distributed hash table for queries and
advertisements. On the other hand, the unstructured routing layer is based on
the concept of ant foraging. The unstructured layer is the focus of this paper.

Stigmergy is a method of indirect communication commonly found in na-
ture, which has been thoroughly studied by biologists and complex systems sci-
entists [1, 7, 8]. Ants use stigmergy when foraging for food. After an ant locates
a food source, it lays down a pheromone trail on its way back to its nest. Other
ants can follow this pheromone trail to the food source. Superstring’s unstruc-
tured layer query resolution process uses pheromone trails to guide queries to
nodes that are likely to be able to resolve those queries.

The following model and experiments make some simplifications to the Su-
perstring unstructured routing layer. Normally, Superstring will prune resource
descriptions as they propagate further away from the resource itself, and keep
pointers towards the resource, thereby mimicking a pheromone trail and making
efficient use of the limited storage on each node. Pruning is not used in this
analysis. Instead, entire descriptions are propagated in responses to successful
queries. In the world of ants, this is analogous to replicating the entire food
source along the path back to the ant nest.

In addition, the model makes several assumptions: (1) that from any node,
it is equally probable to forward a message to any other node in the network;
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(2) that the number of nodes in the network does not exceed the hop limit for
a query; (3) that the network is seeded with a solitary resource, and all queries
issued match this single resource, so that the model describes the way in which
knowledge of the existence of this single resource spreads through the network;
and (4) that queries are issued at a constant interval, and the interval is greater
than the time taken for any query to be resolved and returned.

4 A Theoretical Model of Data Distribution

With these simplifications and assumptions in mind, the protocol behaviour can
be represented by a mathematical expression. Essentially, the problem is that
of calculating a dynamically changing expected value, where the expected value
represents the number of nodes in the network that are aware of a particular
resource. The nodes that are aware of a resource are said to be covered by that
resource.

4.1 Coverage Equation

Let χ represent the number of covered nodes. Initially, χ = 1, indicating that only
one node has knowledge of the resource to begin with. We distinguish between
subsequent values of χ by introducing a subscript, q, so we can rewrite the above
as χ0 = 1.

After q queries, the maximum possible number of nodes that can be visited
before the resource is found is equal to the number of uncovered nodes plus
one (n + 1− χq), where n is the number of nodes in the network. The coverage
increases as successful queries create pheromone trails, replicating the resource
description along the path between the querier and the query resolver. After the
first query, more nodes will be aware of the existence of the resource, thereby
increasing the probability that the resource will be located in fewer hops for the
next query. Therefore, the probability that a particular number of nodes must
be visited before the resource is found is dependent upon the current cover.

Differential equations or their discrete analogues, recurrence equations, are
often used to model dynamic systems. The recurrence equation shown below
provides a way to calculate the expected cover of the network.

χq+1 = �χq

n
+

n+1−χq∑
i=2

i× (
i−2∏
k=0

n− χq − k

n− k
)× χq

n− i + 1
+ χq − 1− χqδ� (1)

In general, the probability function is constituted by the chance of picking an
uncovered node for all except the last hop, in which a covered node is chosen. This
is represented by the probability function in Equation 1. The dissipation of the
pheromone trail, or in other words, the purging of stale replicated descriptions
from nodes along the query route, is represented by the decay factor δ. A decay
factor of 0.75 means that during the space of time it takes to issue and resolve
four queries, three cache timeouts should occur. Thus, if one query is issued
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every minute, δ = 0.75 means that the lifetime of a description is eighty seconds.
Similarly, a decay factor of 0.25 means that one timeout should occur for every
four queries issued, and so on.

The derivation of Equation 1 can be found in [4].

4.2 Model Results

Figures 1 and 2 show the way in which coverage evolves over time, according to
the mathematical model, for varying network sizes and varying rates of decay.

Fig. 1. Change in coverage over time for a 10 node network and varying rates of decay

Each network size and decay pair is associated with a particular cover at-
tractor. An attractor is a point or pattern to which a system evolves. There are
several kinds of attractors, including point attractors, periodic attractors and
strange attractors. Figures 1 and 2 show the attractors for various combinations
of network size and decay. For example, in the fifty node network (Figure 2), with
δ = 0.25, the system is attracted to a single cover value (13), and is therefore
classified as a point attractor. On the other hand, when the decay rate is 1.0 or
0.75, the system settles into a simple cycle between two values, and is therefore
properly classified as a periodic point attractor. This shows that order can be
achieved in a resource discovery protocol whose foundation lies in a stochastic
process. The results for a greater range of network sizes (including networks of
up to 100 nodes) can be found in [4].

Expected cover translates into an expected route length, where route length
is defined to be the number of nodes traversed en route to a node covered by
the resource. Clearly, there is a trade-off between coverage and route length: a
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Fig. 2. Change in coverage over time for a 50 node network and varying rates of decay

high coverage leads to shorter route length, while a low coverage leads to longer
route length. Figure 3 graphs the attractors for cover and route length with
varying rates of decay on a 100 node network. The graph shows that as the rate
of decay increases, the expected path length increases much more slowly than
the coverage decreases. This suggests that route lengths stay fairly short even
for large values of δ.

This analysis, in conjunction with the extended analysis provided in [4], shows
that, even in networks on the order of hundreds of devices and where no pro-
active advertising is performed (an advertisement radius of zero), the number of
hops required by a query to discover a matching service is not large, meaning
that queries are processed in a timely manner.

5 Experimental Results

The experiments for the local-area protocol were conducted on a stable network
of ten nodes. In each experiment, twenty queries were issued at a constant in-
terval of fifteen seconds. Thus, each experiment lasted for approximately five
minutes.

Figure 4 depicts the evolution of coverage where resources are purged at
each time step (15 seconds) with a probability equal to the decay rate. The
results shown in Figure 4 resonate strongly with the results obtained via the
mathematical model, shown in Figure 1.

Although node disconnection has not been explicitly modelled or incorpo-
rated into the experiments, the idea of node disconnection can, to some extent,
be factored into the decay rate. A high rate of disconnection is synonymous with
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Fig. 3. Cover and route length attractors for increasing decay

Fig. 4. Prototype results. Resource descriptions were purged with a probability equal
to the decay rate in each experiment

a high rate of decay (or short cache lifetimes). In fact, in environments where
the rate of disconnection is similar to the rate of node connection (that is where
the churn rate is high, but the network size stays fairly constant), the decay rate
encapsulates the churn rate.
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6 Conclusions

The results presented in this paper show that biological processes, notably stig-
mergy, are applicable to resource discovery in modern computing environments.
Specifically, the natural emergence of order from the stochastic random walk
protocol allows the protocol to resolve queries in an efficient manner that is
biased towards popular queries. The results also show that a high level of repli-
cation is not required to achieve fast and efficient query resolution in random
walk protocols.
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Abstract. Supporting adaptive learning is one of the key problems for
hypertext-based learning applications. This paper proposed a timed Petri
Net based approach that provides adaptation to learning activities by
controlling the visualization of hypertext information nodes. Simple ex-
amples were given while explaining ways to realize adaptive operations.
Future directions were also discussed at the end of this paper.

1 Introduction

Students on Web expect to receive personalized instruction as what they experi-
enced in conventional lectures. Several approaches in this direction are currently
under investigation, ranging from learning management systems (IMC, 2005) and
(Blackboard, 2005), which focus on course delivery and administrative aspects,
and adaptive web-based educational systems (Brusilovsky, 1998)(Henze, 2001)
and (Weber, 2001) which offer personalized access and presentation facilities to
learning resources for specific application domains (Peter et al, 2004).

Inspired by ideas presented in (Dietrich, 1997)(Frank, 1994)(Rodrigo, 1991)
and (Andrew,1994) , a model of hypertext learning state space is proposed (Gao,
2002). Inside of a hypertext learning space, there are many related learning
states, each of which consists of a group of knowledge nodes connecting tightly
with each other. Transition between states is achieved by calculating states’
transition thresholds. A successful transition means all the knowledge nodes of
the destination learning state are visible to students. By adjusting the transition
thresholds, students’ learning paths are controlled.

Given the similarity between learning state space model and Petri Net model,
a high level timed Petri Net based approach is proposed to interpret the browsing
semantics of a learning state space. By manipulating the time attributes of each
state, the adaptation and personalization problem of e-learning activities could
be solved.

The paper is organized as follows: an overview of high level timed Petri Net is
given as background knowledge in the next section, followed by the description
of the proposed timed Petri Net model and its various adaptive operations on the
semantic structure of hypertext learning state space. Future research directions
will be discussed in the conclusion part.
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2 P-Timed Petri Nets

P-timed Petri Net is an extension of traditional Petri Nets (Tadao, 1989) when
used to describe the temporal behavior of a target system. For instance, in a
P-timed Petri Net, if one time attribute is associated with place, the firing rules
are that a transition is enabled after tokens deposited in its input places take
a fixed, finite amount of time. During that time, the tokens are not available.
After the time delay, the transition becomes enabled. If fired, tokens are moved
into the output places of that transition.

If two time attributes are adopted, one is defined as the minimum delay dmin

and the other as maximum delay dmax, the firing rules are that a transition is
enabled after dmin; it remains enabled in (dmin, dmax) interval; if after dmax,
the enabled transition has not been fired, it is forced to do so, moving tokens
from its input places to output places. If the transition can not fire, the token
becomes unavailable. This “dead end” should be avoid by setting appropriate
(dmin, dmax) and adjusting them dynamically.

3 P-Timed Petri Net Based Adaptation Model

In a hypertext learning state space, each state includes attributes such as con-
tents and numbers of knowledge nodes, recommended learning time, and linkage
relation with other states, etc. Different students have different capability, which
results in different learning paths and time consumed. To provide personalized
learning instructions, a good way is to adjust state attributes to adapt to indi-
vidual’s learning behavior using personal agent, for instance, displaying supple-
mentary materials after assessment, or reducing readings if students are found
doing very well. While providing dynamics, the underlying structure should be
kept intact. In other words, students are only presented to personalized interfaces
with the original underlying structure unchanged.

As discussed above, P-timed Petri Net can be used to model temporal events.
If we build a P-timed Petri Net based learning model to control learning activities
of students, we can be benefiting from dymanic executive semantics of the Petri
Net and consequently obtain a powerful adaptation model.

3.1 P-Timed Petri Net Based Adaptation Model

To build a P-timed Petri Net based adaptation model (P-TPN) for a hypertext
learning state space, we first map learning state to place, which is quite straight-
forward. The second step is to convert outside linkage relation to transitions in
P-timed Petri Net model, at the same time remaining the prerequisite constraint
and browsing flexibility of hypertext learning state space.

There are several typical structures to consider, for instance, sequence, merg-
ing and forking, etc. Due to page limits, detailed transformation will not be
discussed here. Interested readers could refer to (Gao, 2005) for further informa-
tion.
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(a) An example space structure (b) An example P-timed Petri net based model
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Fig. 1. An example structure of learning state space and its P-timed Petri Net model

After considering these structures and allocating recommended learning time
attributes for each place, a P-timed Petri Net model for a given 7-hypertext
learning state space in Figure 1(a) is constructed, as visualized in Figure 1(b).
Each of the learning states may include multiple interconnected nodes. Each
timed Petri Net place has a delay pair (dmin

i , dmax
i ).

3.2 Firing Rules of P-Timed Petri Net Based Adaptation Model

In a P-TPN model, when a place contains a token, its knowledge node contents
are accessible to students. Before dmin, the outside link is not click-able or visible.
Students need to concentrate on current learning state. A transition t is enabled
only after all of its input places p have at least one token and are still within
(dmin, dmax) delay interval. In the (dmin, dmax) interval, students are free to
select visible links and browse other related states. If none of links is selected
by dmax, an enabled transition will be chosen automatically. The predefined
transition priorities usually reflect teachers’ teaching preference.

For instance, in Figure 1, place p1 is visible because of the token deposited
in it. Its three links t1, t2, and t3 are immediately click-able due to the 0 value
of dmin

1 . If t3 is selected, p1 remains visible and p4 becomes visible consequently.
Student can stay in p4 for at most 20 time units before forced to leave for p6. At
p6, students are required to spend at least 6 time units. To activate t5, students
should also access p2 and p3 in (6, 100) interval. Only when all the three input
places p2, p3 and p6 have tokens and are in their valid intervals, could transition
t5 be enabled. After the smallest delay of dmax

2 , dmax
3 and dmax

6 is taken, t5 is
forced to fire.

If delay pairs are set inappropriately, there might be no overlapping existing
in related delay intervals, consequently resulting in “dead end”. This problem
could be solved by agents which monitor students’ status and adjust delay pair
values dynamically.

3.3 Timing Control in P-Timed Petri Net Adaptation Model

Timing control for pi can be easily achieved by setting attributes pair (dmin
i , dmax

i )
particular values, as shown in Table 1.

Different delay pair settings result in different learning activities. Students
are required to study for some time defined by dmin

i ; leaving time defined by
dmax

i is used to provide flexibility of focusing on detail or leaving. Learning can
even be skipped with (0, 0).
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Table 1. Place timing control

Timing requirement Delay pair setting Example

Normal access time dmin
i < dmax

i (20, 40)

No maximum constraint dmin
i �= dmax

i , dmax
i = ∞ (20,∞)

No time constraint dmin
i = 0, dmax

i = ∞ (0,∞)

Leaving skipped dmin
i = dmax

i = 0 (0, 0)

Strict access time dmin
i = dmax

i �= 0 (20, 20)

Learning blocked dmin
i = dmax

i = ∞ (∞,∞)

4 Adaptive Operations
of P-Timed Petri Net Based Model

Generally, to provide personalized instructions, a P-timed Petri Net model should
set attributes of place, transition, net structure, etc. as variables. While students
learning, agents running in the background collect information and adjust these
attribute values based on a teaching model to adapt dynamics. As discussed
above, different learning process can be achieved by setting different time pairs.
We now introduce several simple adaptation by this means.

4.1 Content Adaptation

Content adaptation corresponds to displaying or hiding places. In a P-TPN
model, a place is skipped by setting its time pair to (0, 0), which is called learning
skip. When a token flows into the place, no delay is permitted and it enters one
of its successors instantaneously. If no such a successor exists, students can try
other paths, or accept agents’ advise. On all accounts, students are not able to
see any contents contained in that place.

Figure 2 (a) illustrates a simply case where the target place p1 has only one
successor place. For a more complex situation like (b), target place p1 has several
successors with different delay pairs. In this case, token would be removed to
p2 because of its smaller dmax

2 value 50. How to choose an enabled transition
depends on the settings of the teaching model or policy. For instance, if faster
learning is preferred, the place with smaller dmin would be the best candidate.
dmax is the next variable to consider if all dmin are the same, like dmin

2 and dmin
3

in case (b).
A place comes to life after changing (0, 0) to its original value pair.

4.2 Link Adaptation

Link adaptation corresponds to deleting or adding transitions. An out-of-date
learning state can be removed by adjusting the delay pairs of its output places
to (∞,∞). According to the executive semantics of P-TPN model, when it flows
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Fig. 3. Link adaptation

into a place with (∞,∞) delay, a token could only leave after ∞ time units.
Such “dead-end” transition would never be activated, so does its corresponding
link.

Without setting the extreme value ∞, a link could also be removed by choos-
ing the largest dmax

i of its parallel places and setting its output places’ delay pairs
to (dmax

i + 1).
Figure 3 demonstrates how deletion of a transition (or link) can be realized.

Case (a) is a simply case where the target transition t1 has only one output place.
For a more complex situation like (b), target transition t1 has another parallel
transition t2 coming from the same input place p0. Value (∞,∞) definitely makes
t1 never be chosen. However, value (51, 51) for p1 also works given dmax

2 = 50.
A transition would recover after changing the related delay pairs back to its

original values.

4.3 Timing and Priority Adaptation

Timing adaptation can be achieved by dynamically adjusting delay pair values.
When authoring educational hypertext, timing attributes are set by default.
Examination timing could be reasonable, however, predefined timing for some
learning state might not be appropriate. For instance, students devote too much
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time on some details and do not finish browsing before dmax. Under such kind
of circumstances, adjustment is necessary.

Changing delay pairs affects the transition sequence (or learning path). A
place has higher priority if its dmin set to the smallest among its parallel places.
Its priority degrades when granted a larger dmin. Figure 4 illustrates this kind
of situation.

2p

(10,50)1p

3p

2p

(7,50)1p

3p

(b) After(a) Before

),8( ∞ ),8( ∞

2p

(10,50)1p

3p

2p

(7,50)1p

3p

(b) After(a) Before

),8( ∞ ),8( ∞

Fig. 4. Priority adaptation

p3 has a higher priority of being chosen because its dmin
3 = 8 is less than

dmin
3 = 10. Things are reversed after dmin

2 is changed from 10 to 7 which is less
than dmin

3 = 8.

5 Discussion and Conclusion

In this paper, we use a P-timed Petri Net to model a hypertext learning space
and allocate a time delay pair (dmin, dmax) to each learning state or Petri Net
place.

Some kinds of adaptations, like content, link, priority and timing, become
possible by adjusting (dmin, dmax) conditionally. Some simple examples are given
to illustrate the adaptation operations.

There are many situations in which this adaptation mechanism can be ap-
plied, for instance, temporal activity coordination in cooperative working envi-
ronment. Also T-timed Petri Net (David, 1991) can be used to receive equivalent
executive effect by linking time delay with transition.

Besides of timed Petri Net, colored Petri Net is an ideal tool to describe mul-
tiuser behavior in event-driven environment, where different users are granted
different colored tokens. Transition enabling and firing is decided by classified
colors held by place and color consuming function defined for each arc. In our
case, if students at different levels are represented by different colored tokens,
their access control becomes a matter of color allocation and token consumption.

In the future research, we are interested in applying colored timed Petri Net
in the learning state space, also planning to introduce timed Petri Net based
adaptation to collaborative environment.
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Abstract. Entrainment, a physical phenomenon in which one individ-
ual’s expressed information synchronizes with another’s and vice versa,
can be observed between two communicators who are in smooth inter-
action. In this study, we focused on the “rate of utterances” as commu-
nicators’ expressed information, and then conducted an experiment to
observe whether entrainments exist in the rate of utterances in speech
dialogs between users and an auto response system. Specifically, par-
ticipants were asked to read given dialog scripts with an auto response
system that replied with different rates of utterances. The results re-
vealed that 1) when the system’s rates of utterances were faster, the
participants produced faster rates of utterances, 2) when the system’s
rates were slower, participants spoke at slower rates. These results sug-
gest the existence of entrainments of rates of utterances in speech dialogs
between participants and an auto response system.

1 Introduction

Entrainment, a physical phenomenon in which one individual’s expressed in-
formation synchronizes with the another’s and vice versa, can be observed be-
tween two communicators who are in smooth interaction[1,2]. Recently, many
researchers have developed various interactive robots designed to use entrain-
ments to create smooth interactions with users [3,4].

For example, Ono et al.[5] focused on the role of the body (or gesture) en-
trainments in the communication between robots and users. Specifically, they
conducted an experiment to observe how the entrained gestures of participants
responded to the expressed gestures of a route direction robot and whether the
participants could reach the destination. Their research revealed that most par-
ticipants could reach the destination to which the robot guided them if their
entrained gestures synchronized with those of the robot’s. Watanabe et al.[6] de-
veloped a humanoid robot that can express nods and eyewinks in response to the
user’s speech. They reported that the users spoke in synchronization with the
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robot’s nods and eyewinks. They concluded that the participants and this robot
created smooth interactions by means of entrainments between users’ speech and
the robot’s nods and eyewinks.

Heretofore, most studies that have focused on entrainments have investi-
gated synchronization of body actions (e.g., gestures or nods) between users
and artifacts; on the other hand, some studies have focused on entrainments
in synchronization of speech sounds that users can easily exploit. For example,
Nagaoka et al.[7] reported that the speakers in cooperative speech communica-
tions shared synchronized back-channel feedback or duration of utterances with
their partners. Although this study was focused on the non-verbal information
in speech dialogs, few studies have focused on the verbal information, such as
speaking rate. In this study, we conducted an experiment to observe whether
entrainments of “rates of utterances” exist in speech dialogs between users and
artifacts. We focused on an auto response system (i.e., a telephone ticket reser-
vation system) as an artifact with which users would interact.

2 Experiment

2.1 Participants

Participants were 27 Japanese (16 men and 11 women; 19–24 years old). Hearing
test established that no participants had any hearing problems.

2.2 Setting and Procedure

First, an experimenter informed the participants that this experiment was to
evaluate an auto response system and that the participants’ task was to read
given dialog scripts with this response system. We prepared three different
scripts. The first script (Script Number 1) is about ordering train tickets (Ms.
A is a traveler and Mr. B is a station officer, see Figure 1); the second script
is about typical chatting between a high school girl and boy (like the dialog
skits used in language schools), and the third is about ordering hamburgers at a
fast-food shop (Ms. A is a customer and Mr. B is a shop clerk). The participants
were asked to read Mr. B’s part, while the response system played the speeches
of Ms. A.

The auto response system used in this experiment just plays previously
recorded speeches of Ms. A just 0.5 of a second after detecting the end of the
human participants speech. This “0.5 second” was fixed so that the duration of
turn-taking was constant throughout this experiment. As Ms. A’s speeches, we
used the recorded speech of only one female who read all three dialog scripts.

We used the sound authoring software “Cool Edit 2000” to prepare three
different rates for Ms. A’s utterances by expanding or contracting their dura-
tions without any modification of pitch values. Specifically, we prepared an 80%
duration as the “High Speed” rate of utterance (H condition), 100% duration
(no expansion or contraction of recorded sound) as the “Middle Speed” rate (M
condition), and 120% duration as “Low Speed” rate (L condition).
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Fig. 1. Dialog script used in this experiment (Script Number 1)

Each participant experienced in nine dialogs (3 different scripts x 3 different
rates for Ms. A’s speech). We could then observe 243 dialogs (27 participants
x 9 dialogs). In this paper, “the rate of utterances” was defined as the number
of syllables in one speech divided by speech length [syllable/s]. These “rate of
utterances” values were manually calculated from the recorded dialog sounds
and dialog scripts.

2.3 Results

Analyzing 243 Dialogs. We divided the total 243 dialogs into three condi-
tions (H, M and L) and calculated the participants’ average rates of utterances
in 81 dialogs for each condition (regardless of the kind of dialog script). The
system’s average rates of utterance were 11.533 [syllable/s] in H condition (81
dialogs), 8.83 [syllable/s] in M condition, and 7.74 [syllable/s] in L condition.
While the human participants’ average rate of utterance was 9.643 [syllable/s]
in H condition; the average rate in M condition was 9.533 [syllable/s], and the
rate in L condition was 9.188 [syllable/s] (Figure 2). Here, the results revealed
that there were significant differences in these three conditions (F(2,160)=28.43,
p<.01(**)). The Newman-Keuls test revealed a significant difference between
H and L conditions (F(1,80)=45.67, p<.01 (**)) and between M and L condi-
tions (F(1,80)=31.34, p<.01 (**)). This test also showed significant tendencies
between H and M (F(1,80)=3.40, p<.0687(+)).

In sum, the participants adapted their rates of utterances to follow the sys-
tem’s rates of utterances so that this result suggests the existence of entrainment
of the rate of utterances in speech dialogs between human participants and the
auto response system.
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Fig. 2. Participants’ rates of utterances in three different conditions (H, M, and L)

Analyzing 81 Dialogs in Script Number 1. As described above, we analyzed
the 243 dialogs’ average rate of utterances in each conditions regardless of the
kinds of dialog scripts. Next, we observed whether the different scripts show
different entrainment patterns.

At first, we will focus on Script Number 1 which is a dialog script about
“buying a train ticket”. The 81 dialogs performed using Script Number 1 were
divided according to the three different conditions (H, M and L), and the average
rates were calculated (Figure 3). The system’s average rate of utterance were
11.356 [syllable/s] in H condition, 9.562 [syllable/s] in M condition, and 7.913
[syllable/s] in L condition.

The human participants’ average rate of utterances when speaking with this
system under the H condition was 9.562 [syllable/s], 9.441 [syllable/s] in M
condition, and 9.011 [syllable/s] in L condition (Figure 3). This result revealed
significant differences in speaking under these three conditions (F(2,52)=17.21,
p<.01 (**)), and the Newman-Keuls test []indicated significant differences be-
tween H and L conditions (F(1,26)=45.67, p<.01 (**)), and between M and L
(F(1,26)=16.59, p<.01 (**)). However, this test revealed no significant differ-
ences between H and M conditions (F(1,26)=1.83, n.s.).

Analyzing 81 Dialogs of Script Number 2. The 81 dialogs for Script Num-
ber 2, which is a dialog script of “everyday chatting between students,” were
divided according to the three conditions and the average rate of utterances for
each was calculated. The system’s average rate of utterance were 12.124 [sylla-
ble/s] in H condition, 9.942 [syllable/s] in M condition, and 7.989 [syllable/s] in
L condition.

The participants’ average rates were 10.096 [syllable/s] in H condition, 9.953
[syllable/s] in M condition, and 9.548 [syllable/s] in L condition. These results
indicated significant differences among these three conditions (F(2,52)=12.45,
p<.01 (**)). The Newman-Keuls test revealed significant differences between
the H and L conditions (F(1,26)=21.95, p<.01 (**)) and between the M and L
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Fig. 3. Participants’ rates of utterances for three different conditions of performing
Script Number 1

Fig. 4. Participants’ rates of utterances in different three conditions of Script Number 2

(F(1,26)=14.38, p<.01 (**)), but revealed no significant differences between H
and M conditions (F(1,26)=1.57, n.s.).

Analyzing 81 Dialogs in Script Number 3. The 81 dialogs in Script Num-
ber 3, which is a dialog script about “ordering hamburgers at a fast food shop,”
were divided according to the same three conditions and the average rate of
utterances for each was calculated. Here, the system’s average rate of utterance
were 10.724 [syllable/s] in H condition, 9.001 [syllable/s] in M condition, and
7.060 [syllable/s] in L condition.

The participants’ average rates were 9.272 [syllable/s] in H condition, 9.205
[syllable/s] in M condition, and 9.007 [syllable/s] in L condition. Similarly to
Scripts 1 and 2, the results indicated significant differences among these three
conditions (F(2,52)=3.48, p<.05 (*)). The Newman-Keuls test revealed that
there were significant differences between H and L conditions (F(1,26)=4.80,
p<.05 (*)) and between M and L (F(1,26)=4.38, p<.05 (*)), but revealed no
significant differences between H and M conditions (F(1,26)=.25, n.s.).



Entrainment of Rate of Utterances 873

Fig. 5. Participants’ rate of utterances in different three conditions of Script Number 3

3 Discussion and Conclusions

To sum up, the results of these experiments revealed that when the system’s
rates of utterance were faster (H condition), human participants produced higher
rates of utterances, and when the system’s rates were slower, humans used slower
rates. This suggested the existence of entrainments of the rate of utterances in
speech dialogs between human participants and the auto response system.

In the three different dialogs, although the significant differences in rate of
utterances were found between 1) M and L conditions, and 2) H and L conditions,
these differences were not found between H and M conditions. The reason for
this last phenomena seemed to be that Ms. A’s recorded utterances (used as M
condition utterances) were originally faster; so that participants did not have
sufficient “margin” to adapt their rate of utterance to the system’s faster rates,
but did have enough “margin” to adapt to the system’s slower ones.

Figure 3, 4, and 5 showed that different dialogs have different average rates
of utterances, i.e., the average rate of utterance in three conditions in Script
Number 2 were generally fastest rates and in Script Number 3 produced lowest
rates. The total of 243 dialogs were then divided into three scripts and the
average rates of utterance for each script was statistically analyzed. We found
significant differences among three dialogs (F(2,80)=35.40, p<.01 (**); Script
2 (fastest) > Script 1 > Script 3 (lowest)). The reasons for these phenomena
are still unclear; however, we have at least three candidate explanations for this
phenomena, and subsequent studies would be required to clarify these issues.

1. The recorded speeches (Ms. A’s speeches) originally had different rates in
each dialog, e.g., Ms. A spoke faster in Script 2 and slower in Script 3.

2. The effects of the “content” of each script were different, e.g., while the
content of Script 2 facilitated the participants’ faster rates of speech, the
content of Script 3 did so for the lower rates.

3. Some possibilities are that this study’s definition of the rates of utterances
cannot handle the participants’ bloopers. To resolve this issue might require
introducing the number of morae instead of the number of syllables to cal-
culate the rates of utterance.
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In addition, we are planning a subsequent study to observe how participants
can adapt their rates of utterance to the system’s rates that change drastically,
e.g., the system plays the H condition recorded sound, and then in turn plays
the L condition sound. If participants could change their rates of utterances to
follow the system’s drastically changing rates at every turn, we could strongly
argue the existence of entrainment of the rate of utterance in speech dialogs
between users and an auto response system.
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Abstract. This paper describes techniques to present human action informa-
tion on an avatar-based interaction system, using real-time motion sensing and
human action symbolization. Avatar-based interaction systems with computer-
generated virtual environments have difficulties in acquiring user’s information,
i.e., enough information to represent the user as if he/she were in the environ-
ment. This mainly comes of high degrees of freedom of human body and causes
the lack of reality. Since it is almost impossible to acquire all the detailed infor-
mation of human actions or activities, we, instead, recognize, or estimate, what
kind of actions have occurred from sensed human motion information and other
available information and re-generate detailed and natural actions from the esti-
mated results. In this paper, we describe our approach, Real-time Human Proxy,
especially on representing human actions. Also we present experimental results.

1 Introduction

There are several researches on virtual environments for distant interaction. In these
researches, a 3-D virtual space is reconstructed, in which each participant is represented
as an avatar by computer graphics techniques. Through the reconstructed virtual space,
each participant sees and hears other participants’ activities from the position where
his/her avatar is represented. Therefore, it is called avatar-based interaction.

In avatar-based interaction, an avatar is expected to reflect activities of a participant
into a virtual space as if he/she were there. Nevertheless, legacy input devices, such as a
keyboard and a mouse, are not sufficient to acquire participant’s activities in aspects of
quality and quantity. Using such devices, a participant has to intentionally keep feeding
their own activities into a system by hand, and acquired information may be neither pre-
cise nor rich. To solve this problem, as an input device, we use a vision-based motion
capture system (MCS)[1]. Using the MCS, we can acquire rich information of partici-
pants without compelling them to do annoying operations.

According to the above idea, we have proposed a concept of Real-time Human
Proxy (RHP), which acquires, symbolizes, transfers and represents human information
for avatar-based interaction[2]. As the first step of RHP, we focus on nonverbal, or
body movement information of humans. In this paper, we discuss Real-time Human
Proxy, especially presentation of human action information, i.e., an avatar generation
mechanism of RHP.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 883–889, 2005.
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Fig. 1. The concept of RHP

2 Real-Time Human Proxy

Real-time Human Proxy (RHP) is a new concept for avatar-based interaction, which
makes avatars act more meaningfully, or expressively, referring to action information
acquired by a motion capture system. As the first step, we currently focus on acquisi-
tion and representation of human action, or nonverbal information. In the acquisition
process, we symbolize the human action information under a given communication en-
vironment, such as classroom. In the presentation process, the symbols acquired are
presented, or visualized, which are augmented based on the knowledge of the environ-
ment. Figure 1 shows a concept of RHP.

The important considerations behind the symbolization are summarized as follows:

– The important aspect of avatar-based communication is that an avatar, or an ap-
pearance of a human, can be changed depending on the purpose of communication,
attendance, etc. However, only with raw data of human motion, such as motion vec-
tors of body parts, which are acquired by a motion capture system, only an avatar
with the same physique as an observed human can be presented. It is quite difficult
to present avatars with different physique or avatars with different body structure.

– By a motion capture system, very detailed motion information can not be extracted
such as hand postures, face expression at the same time. Such details often express
intention and are important for communication. Therefore, here, we interpret, with
the aid of knowledge of the purpose communication, limited motion information
into intentions of communication, i.e., symbols. In presenting the symbols, we can
visualize an avatar so as to express the intentions efficiently, i.e., generate detailed
motions which are not acquired by a motion capture system.

– The symbolization is also quite helpful to compress the amount of data transfer and
to improve QoS (Quality of Service).
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Symbolization. On RHP, we ac-
quire human actions instead of hu-
man motions. We categorize motion
sequences into pre-defined actions,
expressing them as symbols. Each
symbol is formed by a label of an
action and its parameters, such as
“walking (px, py, νx, νy)” where px

and py are the position, νx and νy

are the velocity of a participant. Af-
ter recognizing human actions from
captured motion data, the system
transfers the symbols to the repre-
sentation side of a virtual space.

Avatar with Pre-defined Knowl-
edge. We define that an avatar is an
object which is participant’s substi-
tute in a virtual space. An avatar has pre-defined knowledge to generate its motion
and appearance from symbols. But it is time-consuming job to construct or modify the
knowledge. Therefore the pre-defined knowledge is to be described in a reusable and
extensible form. The details of the knowledge are described in section 3.

Representation of Virtual Space. Generated appearance is represented in a virtual
space. A participant is able to see the virtual space in which any participants, including
him/herself, are represented as avatars.

3 Avatar Generation

As described in the previous section, RHP allows avatars to be designed beyond con-
straints of physical structure. To achieve this goal, and to make the avatar generation
mechanism general, we have employed a layered structure of the pre-defined knowl-
edge. We divide the pre-defined knowledge into three layers (see Figure 2), and we
make them independent as much as possible in order that we can easily modify physi-
cal structure of an avatar.

The three layers are behavior model, motion model and figure model. An avatar
plans the next action based on behavior model, generates a motion corresponding to the
next action based on motion model, and generates the avatar’s appearance with motion
based on figure model. Here, motion means posture sequences of an avatar’s body parts.

3.1 Behavior Model and Action Planning

Action planner generates avatar’s next action (action plan) such as “walking” and “rais-
ing hand” based on received symbols, behavior model and mental parameters1. Action

1 In this paper, we do not discuss the mental parameters because of page limitation
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plans are highly independent of avatar’s physical structure. This allows model construc-
tors to modify or replace behavior model with taking little care of relations between
behavior model and other models.

Action Planning. A human can perform multiple actions at the same time if these ac-
tions do not require the same body part. For example, “walking (an action using right
and left leg)” and “raising hand (an action using right or left arm)” are not mutually ex-
clusive. Therefore, the action planner should generate such multiple actions at the same
time. Moreover, on RHP, symbols necessary for interaction depend on the kind of inter-
action. and it is desirable that behavior model can be modified easily, i.e., it should be
as simple as possible. From the above considerations, the action planner plans an action
referring to behavior model, which consists of two kinds of actions; (1)outward action
is an action transiting from the neutral posture to a specified posture, (2)Homeward
action is an action transiting from a specified posture to the neutral posture.

The neutral posture is the base posture of starting action. For instance of a human
avatar, the posture is a standing posture with his/her arm taking down.

In general, the outward action can be planned in case that the posture of avatar’s
body parts when a symbol is received is the same as the neutral posture. On the other
hand, in case that the posture of avatar’s body parts when an action is planned is differ-
ent from, or collides with, the neutral posture, the action can not be planned. However,
if the collided posture is in the homeward action, then it can be planned, it is because
avatar’s posture is to be the neutral posture soon. A homeward action can be planned
after the corresponding outward action was planned.

An action is mainly planned according to a received symbol. However, an avatar
often freezes if the avatar acts only when symbols are transmitted, since no symbols
are transmitted when a participant does not make any pre-defined actions. Needless
to say, such avatar’s behavior does not seem natural. To solve this problem, the action
planner plans some actions spontaneously such as “folding arms” or “sticking hand into
a pocket”, which have no influence on interaction. These actions are planned according
to the mental parameters. Therefore, during no symbols are transmitted, an avatar can
represent actions according to the participant’s mental state. To realize it, the system
must understand the participant’s mental state correctly, which is one of our important
future works.

Importance of Action. Each action has a degree of importance for realizing such a
function that important actions, or actions according to symbols can be planned more
preferentially than others. An example is given below in case when an outward action
with a higher degree of importance is selected when an outward action with a lower
degree of importance is presented. At first, the homeward action with a lower degree
of importance is planned. Then, the outward action with a higher degree of importance
is planned immediately. In the opposite case, an action with a lower degree of impor-
tance is ignored. Fundamentally, an action according to a symbol is given the highest
importance, because the symbol explicitly presents an intention of the participant. On
the other hand, an action unrelated to an interaction is given lower importance.
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3.2 Motion Model and Motion Generation

There is a motion generator in an avatar which generates the motion based on the
planned action, motion model and mental parameters. Motion model stores detailed
motion information corresponding to each planned action.

Motion Generation. Motion model is represented as a table of correspondence be-
tween an action generated by the action planner and motion information which consists
of the following information.

1. Keyframe sequence:Q1, Q2, · · · , QN

2. The number of frames in the motion:M
3. Frame numbers of keyframes:p1, p2, · · · , pN

4. Interpolation function : f(i)|i = 0, 1, · · · , M

The motion generator generates a motion, or posture sequence, corresponding to a
received action. Keyframes expressed with Quaternions are key postures in a motion.
Quaternion Q is defined using a rotation axis (Vx, Vy, Vz) and a angle θ as equation (1),

Q = (Vx sin
θ

2
, Vy sin

θ

2
, Vz sin

θ

2
, cos

θ

2
). (1)

Then, a motion is generated by interpolating between keyframes by using of inter-
polation function f(i) where i is a frame number in a motion. f(i) is represented in a
Bezier function. The process of interpolation between Q1 and Q2 is described below.
The difference between Q1 and Q2, called Qdiff , is calculated with equations (2), (3),
(4) and (5),

Q = (x, y, z, w) (2)

Q̄ = (−x,−y,−z, w) (3)

QAQB = (vA × vB + wAvB + wBvA,−vA · vB + wAwB) (4)

Qdiff = Q2Q̄1, (5)

where QA = (xA, yA, zA, wA) = (vA, wA) and QB = (xB , yB, zB, wB) = (vB , wB).
(Vx diff , Vy diff , Vz diff) and θdiff , which are the rotation axis and the rotation angle be-
tween Q1 and Q2, can be calculated using equation(1). The motion Qin(i) (p1 ≤ i ≤
p2) for moving from Q1 to Q2 is calculated with the equation(6), using (Vx diff , Vy diff ,
Vz diff), θdiff and f(i).

Qin(i) = (Vx diff sin
θin

2
, Vy diff sin

θin

2
, Vz diff sin

θin

2
, cos

θin

2
) (6)

θin = θdifff(i) (7)

In this example, we describe about a motion using only one body part. In the case of
using multiple body parts, it is just to do these operation for every body part. And the
motion generator change the interpolation function by moving control points according
to the mental parameters. Therefore a motion can be changed according to the mental
states at that time.
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Motion Buffer. The motion buffer is a kind of queue. Basically, newly generated mo-
tions by the motion generator are added to the tail of the motion buffer, and the oldest
motion at the head of the motion buffer is removed to generate avatar’s appearance by
the appearance generator. However, in case that a generated motion does not collide
with an already stored motion, the generated motion is not added to the tail but unified
motion is stored where the old stored motion was. This is because that these two mo-
tions can be represented simultaneously. For example, when a motion “walking (using
right and left leg)” is already stored and a motion “pointing with right finger (using
right arm)” is generated, these motions do not collide with each other. So they can be
represented simultaneously, then they are unified and turn into one motion “walking
pointing with right finger(using right and left leg and right arm),” which is stored where
the motion “walking” was.

Motion Fusion. As described before, we restrict actions planned by the action planner
to only two kinds of actions which are outward actions and homeward actions. This can
reduce animator’s job, and make action planning simple. On the other hand, our aim
is avatar-based interaction, so an action according to a symbol has to be represented
immediately. Therefore such a system does not meet our aim that can not represent an
outward action until a colliding homeward action has finished. Moreover, it is unnatural
that all actions start from the neutral posture. To solve this problem, the motion gener-
ator fuses a homeward action and an outward action which collide with each other, in
concrete, interpolates two motions.

The process of fusing two motions is described below. To make the explanation
simple, both motions are single body part motions and the numbers of frames of both
motions equal to M Motion of the homeward action is Qh(i) and motion of the out-
ward action is Qo(i) (0 ≤ i ≤ M − 1). Difference between these motions, called
Qdiff(i), is calculated with equation (5) using Qh(i) and ¯Qo(i). Using Qdiff(i), rotation
axis (V(i)x diff , V(i)y diff , V(i)z diff ) and angle θdiff(i) for moving from Qo(i) to Qh(i) are
calculated with equation(1), and the fused motion, called Qc(i), is calculated with equa-
tion(6) using an interpolation function f(i). The interpolation function is important in
order to fuse two motions smoothly. We have succeeded in obtaining results like Figure
3 using a linear function f(i) = i/(M − 1). In case of using multiple body parts, it is
just to do these operations for every body part.

3.3 Figure Model and Appearance Generation

Figure model stores avatar’s geometry data and physical structure. The appearance gen-
erator generates avatar’s appearance using the posture from the head of the motion
buffer and figure model.

4 Conclusion

In this paper, we propose a concept of real-time human proxy for avatar-based inter-
action systems, especially we describe the details of avatar generation. According to
the new method, we can easily construct the pre-defined knowledge keeping avatar’s
behavior natural.
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Fig. 3. Fusing Motion: the motion of a homeward action, that of an outward action and the fused
motion are shown in the top row, the middle one and the bottom one respectively
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Abstract. We present a corpus-based approach for the automatic anal-
ysis and synthesis of email responses to help-desk requests. This ap-
proach can be used to automatically deal with repetitive requests of
low technical content, thus enabling help-desk operators to focus their
effort on more difficult requests. We propose a method for extracting
high-precision sentences for inclusion in a response, and a measure for
predicting the completeness of a planned response. The idea is that com-
plete, high-precision responses may be sent directly to users, while in-
complete responses should be passed to operators. Our results show that
a small but significant proportion (14%) of our automatically generated
responses have a high degree of precision and completeness, and that our
measure can reliably predict the completeness of a response.

1 Introduction

Email inquiries sent to help desks are often repetitive, and generally “revolve
around a small set of common questions and issues” (http://customercare.
telephonyonline.com/ar/telecom next generation customer/C). This means that
help-desk operators spend most of their time dealing with problems that have
been previously addressed. Further, a significant proportion of help-desk re-
sponses contain a very low level of technical content, corresponding, for example,
to inquires addressed to the wrong group, or insufficient detail provided by the
customer about his/her problem. Organizations and clients would therefore ben-
efit if the efforts of human operators were focused on difficult, atypical problems,
and an automated process was employed to deal with the easier problems.

In this paper, we present an initial report of our corpus-based approach to
achieving this objective. This approach consists of automatically generating re-
sponses to users’ “easy” requests on the basis of similar responses seen in a corpus
of email dialogues (easy requests have a low level of specific technical detail).
Our approach is essentially that used for extractive multi-document summariza-
tion, in that similar documents (email responses) are first identified, followed by
the automatic extraction of important sentences. However, there is an impor-
tant difference between our task and traditional multi-document summarization.
Normally, the inclusion of an irrelevant information item in a summary does not
invalidate the summary. In contrast, in our application, a response email that

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 890–897, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Request:
Return label was not under the shipping tag and I have been waiting nearly two weeks
for a label after reporting it not attached to the box.
Complete response:
I apologize for the delay in responding to your issue. Your request for a return airbill
has been received and has been sent for processing. Your replacement airbill will be
sent to you via email within 24 hours.

Request:
Hi There, I acquired a HP T3000 1.6G/3.2G Colorado Tape Drive from a friend and
would like to know how I go about setting it up for use with WinXP. XP does not
seem to detect the drive at all. HELP?
Incomplete response:
Thank you for contacting Hewlett-Packard’s Customer Care Technical Center. We are
only able to assist customers with in warranty products through our email services. At
the present time, we have the following numbers to contact technical support for your
out of warranty product. Please call PHONENUM. This facility will be available from
Monday to Friday between 9.00 AM to 5.00 PM. For additional information, please
visit the link given below: WEBSITE.

Fig. 1. Request with a complete response (top) and request with an incomplete re-
sponse (bottom)

contains even one incongruous sentence may alienate a user. As a result, the
responses generated by our system must have very high relevance (often at the
expense of completeness).

To generate such responses, we have developed a procedure that selects high-
precision sentences from a cluster of similar responses, and a measure that pre-
dicts the completeness of the resultant responses from the features of their source
cluster. The idea is that high-precision responses with a high predicted degree of
completeness may be sent directly to users, while incomplete responses should
be passed to an operator. For example, the top part of Figure 1 shows a request
and a complete response automatically generated by our system; the bottom
part shows a request and an incomplete response (the additional information
in the operator’s response and the extra plural in “numbers” in our system’s
response have been italicized).

Our corpus consists of 30000 email dialogues between users and help-desk
operators at Hewlett-Packard. These dialogues deal with a variety of user re-
quests, which include requests for technical assistance, inquiries about products,
and queries about how to return faulty products or parts. As a first step, we
have automatically clustered the corpus according to the subject line of the first
email. This process yielded 38 topic-based datasets that contain between 25 and
8000 email dialogues. Owing to time limitations, the procedures described in this
paper were applied to approximately 40% of the data.
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2 System Description

Our system analyzes email responses in a particular topic, and then synthesizes
responses in two modes: generic or user-driven, as shown in Figure 2. Generic
synthesis involves generating model responses, that is, responses that are repre-
sentative of all the responses seen in the corpus. User-driven synthesis involves
generating the most appropriate response for a given user request.

In the analysis phase sentences are first extracted from the help-desk re-
sponses, and represented by means of binary vectors of size N (number of fea-
ture words in the dataset), where element j is 1 if word wj is present in the
sentence, and 0 otherwise. A clustering program is used to group the sentences
into Sentence Types (STs). The responses are then represented in terms of the
sentence types that they contain. This is achieved by inspecting all the sentences
in a response, and assigning a value of 1 for a sentence type if there is a sentence
that belongs to this sentence type, and 0 otherwise. This binary representation
is used to cluster the responses into Response Types (RTs).

The Semantic Compactness (SemCom) of each response type is then cal-
culated. This is a measure that predicts whether it is possible to generate a
complete, high-precision response from this response type. It calculates, for each
response type RTj, the proportion of highly cohesive and frequent sentence types
among the sentence types that have some presence in that response type:

SemCom(RTj) =
∑m

i=1[ Cohesion(STi) > 0.9 ∧ Propj(STi) > 0.75 ]∑m
i=1 Propj(STi) > 0.1

where Propj(STi) corresponds to the proportion of responses in RTj that use
sentence type i, m is the number of sentence types discovered in the analysis
phase, and Cohesion(STi) is a cohesion score calculated for each sentence type:

Cohesion(STi) =
1
N

N∑
k=1

[ Pr(wk ∈ STi) ≤ 0.01 ∨ Pr(wk ∈ STi) ≥ 0.99 ]

where Pr(wk ∈ STi) is the probability that word wk is used in sentence type i,
and N is the number of words in the dataset. The rationale for this cohesion
measure is that a cohesive group of sentences should agree strongly on the words
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they use and the words they omit. Hence, it is easier to find a sentence that
adequately represents a cohesive sentence type than a non-cohesive one1.

Overall, SemCom provides a level of confidence that the generated response
will be representative of the responses actually used by the help-desk operators.
If its value is high, the response type is deemed semantically compact, which
means that it is a good candidate for automatic response generation. As the
value decreases, so does the confidence of automatically generating a complete
response from the response type in question. Before generating a response from
a response type, the system compares its semantic compactness with an empir-
ically determined threshold, in order to determine whether an operator should
participate in the composition of the reply. In Section 3, we evaluate the semantic
compactness measure, and suggest a value for its threshold.

After clustering the responses into response types, a decision tree is trained
to predict the response type from features of a user’s request. The features
currently extracted from the requests are the words that they contain. For each
user request in the dataset, the response type is set to the one that the actual
response in the corpus belongs to (recall that a response type is a cluster of
responses). Thus, user requests are paired with response types and these pairs
act as supervised examples for the decision tree.

The synthesis phase involves generating a responses from response types.
For this purpose we use a modified version of the adaptive greedy algorithm
proposed in [2] for sentence selection. When selecting sentences for inclusion in a
response, the system favours sentences that are representative of sentence types
that (a) have a high probability of appearing in the response type in question,
and (b) are highly cohesive. The generic synthesis mode involves generating a
response for each response type, while the user-driven mode involves generating
a single response from the response type predicted by the decision tree for a
particular user request.

Examples

The example at the top of Figure 1 is generated from a dataset about product re-
placements. This dataset contains 1205 email dialogues, and the response emails
contain 3598 individual sentences. These sentences are encoded into binary vec-
tors of size 76 (the number of feature words) and clustered into 25 sentence
types2. Then, the response emails are encoded as vectors of size 25 (the number
of sentence types) and clustered, yielding 10 response types. Response type 10,
which was used to generate the output in this example, has a perfect seman-
tic compactness (1.0). It represents about 860 responses (71% of the dataset),
1 The thresholds used in the equations were determined empirically, and chosen specifi-

cally to implement a cautious approach that avoids including potentially incongruous
sentences in automatically generated responses. However, we have performed a sen-
sitivity analysis which shows that the quality of our responses is largely maintained
even if we relax some of these thresholds. For more details on this analysis, see [1]

2 The clustering program we are using automatically decides on the number of clusters
to generate
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which all use three highly cohesive sentence types. This means that the sen-
tences shown in the figure are identical to almost all the other sentences in the
respective sentence types.

In contrast, the example shown at the bottom of Figure 1 (from a different
dataset) is generated from a response type with semantic compactness 0.25. This
means that the three highly cohesive and probable sentence types that it uses to
generate a response only account for about a quarter (on average) of the sentence
types used by the responses represented by this response type. The completing
text in the figure shows an example of the kind of sentences that the response
type is uncertain about – this kind of information is too specific (phone numbers
and operation times).

The user-driven component of the system is currently in development, but
we provide here two examples of its preliminary operation. In one dataset the
decision tree contains a split on the word “xp”, which differentiates two response
types. The two response types are very similar, both requesting more information
from the user and providing contact numbers for out-of-warranty products. The
main difference between them is additional information for XP users, who are
referred to another service for additional support. In a different dataset, the
responses are so varied that for most of them the system can only generate the
sentence “Thank you, HP eServices”. However, the decision tree predicts that
if the words “cp-2e” or “cp-2w” are present, referring to specific router models,
then a response type with very high semantic compactness can be generated,
informing the user that he or she has contacted the wrong group and providing
the correct address.

3 Evaluation

In this section, we demonstrate the predictive power of our semantic compactness
measure, and the ability of our procedure to generate high-precision generic
responses with a high level of completeness. Our SemCom measure is designed
to predict the completeness of an automatically-generated response composed
of high-precision sentences. In order to determine the utility of this measure, we
examine how well it correlates with the quality of the generated responses.

We assess the quality of a generated response rg by comparing it with the
actual responses in the response type from which rg was sourced. These compar-
isons were performed both manually by a panel of human judges, and automat-
ically using three well-known Information Retrieval measures: precision, recall
and F-score. Precision gives the proportion of words in rg that match those in
an actual response; recall gives the proportion of words in the actual response
that are included in rg; and F-score is the geometric average of precision and
recall. Precision, recall and F-score are then averaged over the responses in rg’s
response type to give an overall evaluation of rg.

Figure 3 shows the relationship between semantic compactness and precision,
recall and F-score for the 135 response types created for the different datasets
we have used. From the Figure we see that precision is generally high, and is
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Fig. 3. Relationship between SemCom and precision/recall (left), and F-score (right)

uncorrelated with SemCom. This is not surprising, as the sentence-selection pro-
cess is designed to select high-precision sentences. Hence, so long as at least one
sentence is selected, the text in the generated response rg will agree with the
text that appears in the responses represented in rg’s response type. In contrast,
recall is highly correlated with SemCom. A decrease in SemCom indicates that
fewer sentences are included in the generated response, which therefore covers
less of the information in the original responses. As expected from these results,
the overall F-score is also highly correlated with semantic compactness (the
linear and log correlations between our measure and the F-score are 0.89 and
0.9 respectively). Figure 3 suggests a threshold of 0.7 to indicate high semantic
compactness, and a further threshold of 0.4 to indicate medium semantic com-
pactness. The idea is that these thresholds will assist in the selection a response
generation strategy for a response type.

As indicated above, we also conducted the following small study in order to
assess whether people agree with the predictions made by SemCom. We con-
structed four evaluation sets by selecting four response types with high semantic
compactness (≥ 0.7), automatically generating a response from each response
type, and selecting 15 actual responses from each response type for comparison3.
Each evaluation set was given to two judges, who were asked to rate the pre-
cision and completeness of the generated response compared to each of the 15
responses in the set. Our judges gave all the automatically generated responses
high precision ratings, and completeness ratings which were consistent with our
semantic compactness measure.

The overall performance of our system was measured in terms of the pro-
portion of high-precision, complete responses that can be generated from our
corpus without human intervention. These are the responses that are repre-
sented by response types with high semantic compactness. As mentioned above,
Figure 3 suggests a threshold of 0.7 for high semantic compactness. That is,
responses that are generated from response types that exceed this threshold
could be directly sent to users. This would result in the automatic remittance of
approximately 14% of the responses. The application of the medium semantic
compactness threshold of 0.4 would result in a further 6% of the generated re-
sponses being passed to an operator. The remaining 80% of the responses would

3 Several of our automatically-generated responses match perfectly the operators’ re-
sponses. Since these are obvious matches, they were not included in our study
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have to be mostly written by an operator. However, this may be a pessimistic
estimate, as some response types with a low SemCom yield reasonable responses,
such as that at the bottom of Figure 1. It is also worth noting that the above
percentages vary across the different datasets, which indicates that it may be
fruitful to focus the automatic response-generation effort on particular topics.

4 Related Research

The idea of clustering text and then generating a summary from the clusters
has been implemented in previous multi-document summarization systems [2–
4]. A key issue highlighted in such work is the choice of features used in the
clustering. Radev et al. used low-level word-based features [3], while Hatzivassi-
loglou and colleagues used higher-level, grammatical features obtained through
part-of-speech tagging [2, 4].

Our work differs from previous work on clustering and summarization in
two respects. Firstly, the high-level features (sentence types) we use to cluster
documents are learned from the corpus in an unsupervised manner, using as
input only low-level, word-based features. Secondly, our reliance on sentence
types enables us to identify response patterns beyond those identified by topic
words, and hence allows us to generate different types of summaries within a
single topic.

Some examples of user-driven summarization are [5, 6]. The former involves
spreading activation from the terms in a query to the terms in news articles to be
summarized. The latter involves selecting an answer with the highest posterior
probability on the basis of its probability in the corpus and its match with
a user’s query. The corpus here corresponds to an FAQ, in which there are
unique question-answer pairs. The difference between these examples and our
user-driven approach is that our system not only matches a user’s request with
a response, but it can also provide a guarantee of how representative the response
is to previous, similar requests in the corpus.

The work that most resembles our approach to automating response gen-
eration is [7]. This system retrieves and ranks responses for a query, and then
presents a sorted list to a human operator. In this list the most relevant sentences
are highlighted, thus assisting the composition of a response. In contrast to our
approach, there is no attempt here to fully automate response generation.

5 Conclusion

We have offered a corpus-based approach for the automatic analysis and syn-
thesis of responses to help-desk requests – a task where users exhibit a very low
tolerance to irrelevant information. We have also proposed a novel measure that
reliably predicts the completeness of a high-precision response, and that can be
used to select a response-generation strategy.

Our approach, which uses an unsupervised learning perspective in combi-
nation with a simplistic word-based representation, has enabled our system to
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generate a small but significant proportion (14%) of the email responses in our
corpus, without the need for human intervention. We believe that with a more
powerful approach, further advances are possible for automating the remaining
responses. We are tackling such improvements in our on-going work, which in-
cludes performing linguistic analysis to extract higher-level discourse features,
and applying machine learning techniques to extract pragmatic features.
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An Adaptive Model for Phonetic String Search
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Abstract. Phonetic string search of written text is an important topic
in Information Retrieval (IR). A major difficulty is the inconsistencies
between relevance judgements, which makes it possible for a successful
method to fail with a new dataset. This paper discusses an adaptive
model based on the novel syllable alignment pattern searching algorithm.
Experimental results show that it is convenient and effective to be trained
for different datasets.

1 Introduction

Phonetic string search of written text is used to identify and retrieve strings
that may have similar pronunciation, regardless of their actual spelling. Phonetic
string search is useful in Cross-Lingual and Multilingual IR systems, Machine
Translation, Transliteration, Back-Transliteration, Spell Check and especially in
solving the name string searching problem.

The motivation for this paper comes from our pervious research work [3], in
which we proposed a novel algorithm called Syllable Alignment Pattern Searching
(SAPS). The experiment showed confusing results with the two different test
datasets: while SAPS is obviously the best with the COMPLETE dataset [7], it
was disappointing with the Zobel’s [10].

We believe the contradiction comes from the human factor in the relevance
judgement. The algorithms are designed after thorough research and are based on
the abstraction of the target language and the human perception of the phonetic
strings. Regrettably the fuzzy nature of human judgement may easily ruin the
designer’s effort in setting up a delicate mechanism to regulate the weights of
all kinds of factors involved. Thus it is difficult to compare different methods
reliably, since they were built and tested on different bases.

Instead of designing a method running well in all kinds of environments, a
pragmatic solution is to design an adaptive algorithm for an optimal perfor-
mance with different datasets. Such an algorithm could be comparably simple
but flexible. This is the major interest of this paper.

2 Related Work

For phonetic string search, the different techniques developed so far can be di-
vided roughly into the following four categories:

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 915–921, 2005.
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1. Phonetic Transformation Rules. The algorithms in this category use pre-
determined transformation rules to convert a string into phonetic codes for a
later comparison.

The most famous ones are Soundex [4] and Phonix [2].They assume that
one phonetic transformation rule works well under all situations. This over-
simplification makes their overall performance very poor although they could
fetch some good matches that are missed by other algorithms.

In [6], more deliberate consideration have been given to the operations of
consonant removal, vowel removal, leading characters and ending sounds in the
algorithm called Celko. In [5, 9], necessary spelling-to-sound information is ex-
tracted from a dictionary, and is used to produce the most likely phonetic codes
for letters or sub strings.

2. Adding Similarity Metric to Soundex. One major weakness in Soundex
is that there is no similarity metric for assessing the closeness of two strings -
strings are either similar or not similar. Editex [10] adds an edit distance metric
with a redefined operation function to the phonetic letter-grouping strategy used
by Soundex and Phonix. Editex is easy to deploy and its performance is quite
competitive and consistent with different datasets.

3. Assigning Different Weights to Different Positions. It is obvious that the
letters in different positions should have different weights in the human judge-
ment of phonetic string similarity, but few researchers have made use of this
factor in their algorithms. In Tapering [10], the maximum penalty on the first
letter exceeds twice the minimum penalty at the end of the string.

4. Combination of Evidence. In IR, combining the ranked results produced by
different retrieval mechanisms could improve the overall performance effectively.
The same logic can be applied to phonetic matching, that is, the combination of
evidence can lead to a remarkable improvement [6, 7, 10].

3 Syllable Alignment Pattern Searching

The basic idea of SAPS is to segment phonetic strings into syllables and then
find the optimal pairing of the corresponding syllables in the two strings. Hence
the algorithm is called “Syllable Alignment”. The Syllable is “a unit of spoken
language consisting of a single uninterrupted sound formed by a vowel, diph-
thong, or syllabic consonant alone, or by any of these sounds preceded, followed,
or surrounded by one or more consonants.” [1]. SAPS is based on the following
assumptions about how humans recognize phonetic strings,

1. Strings are compared syllable-by-syllable rather than letter-by-letter.
2. As pitch and stress always fall on the beginning of a syllable, the first letter

of the syllable carries the major phonetic information.
3. The Corresponding Syllable Pairs in two strings are located and compared

with each other. The Corresponding Syllable Pair have similar spelling/pro-
nunciation, tone and coupled positions in the two strings. E.g., the syl-
lable “son” in the string “Stinson” will be compared with the “son” in
“Stevenson”, not with “ven” as in the sequence order.
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For example, given the following name strings (the ‘ ˆ ’ indicates the first
letter of a syllable; ‘-’ represents the gap), the preferable alignments is:

Ŝ t̂ e v̂ e n ŝ o n Ŝ t̂ e v̂ e n ŝ o n
Ŝ t̂ e v̂ e n ŝ - - Ŝ t̂ i - - n ŝ o n

3.1 Syllable Alignment Pattern Searching

SAPS algorithm consists of three steps: a preprocessing step, a syllable segmen-
tation step and an alignment and similarity-calculation step.

Preprocessing. To deal with some special letter combinations and to simplify
the following segmentation step, a preprocessing step is used in SAPS. The
design of the preprocessing rule is quite flexible, and can be easily optimized for
particular datasets.

Segmentation. This step converts the string into a concatenation of syllables
according to the following criteria. E.g., “Stevens”⇒“S|te|ven|s”, where ‘|’ rep-
resents the boundary between two consecutive syllables.

1. A syllable starts from a consonant, followed by a vowel or a diphthong, and
ends before the first letter of the next syllable. E.g. “S|te|ven|s”.

2. A syllable may end with a consonant if and only if the consonant follows
a vowel or a diphthong in the syllable and the consonant precedes another
consonant, e.g. “S|te|ven|s”

3. A single consonant can be a syllable, e.g. “S|te|ven|s”.
4. At the beginning (and only at the beginning) of a string, a syllable can start

with a vowel, e.g. “Au|ty”. That is, the beginning of the string is always the
start letter of a syllable.

Alignment and Similarity Calculation. A scoring scheme, considering all
possible alignments between the first letter of a syllable, normal letter and gap,
has been defined as:

– Substitution Function⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

S(x, y) =
{

s1, x = y
s2, x �= y

S(x̂, y) = s3, x̂ = y or x̂ �= y

S(x̂, ŷ) =
{

s4, x̂ = ŷ
s5, x̂ �= ŷ

(1)

– Gap Penalty Function {
g(x,−) = g1
g(x̂,−) = g2 (2)



918 Gong Ruibin and Chan Kai Yun

The Substitution Function, s(x, y), indicates the score of aligning a character
x with a character y. The Gap Penalty Function, g(x,−) and g(−, x), indicate the
cost of aligning a single character x with a gap and aligning a gap with character
x. ‘=’ is used to represent two characters that are identical; ‘�=’ to represent
two characters that are different (e.g., ‘a’=‘a’, ‘d’�=‘t’). Both the Substitution
Function and the Gap Penalty Function are symmetric, i.e., s(x, y) = s(y, x) and
g(x,−) = g(−, x). The parameters s1–s5 and g1–g2 are the penalty scores of the
different operations. Their values depend on how the similarity of the two strings
and the different weights for the alignment are defined. In the original SAPS [3],
the parameters are set as s1 = 1; s2 = g1 = −1; s3 = −4; s4 = 6; s5 = −2; and
g2 = −3.

For two strings of length m and n, a (m + 1)× (n + 1) matrix M could be
constructed by Dynamic Programming (Eq. 3 and 4) and the value of M [m, n]
is the final similarity score of the two strings, where i ⊂ [1, m] and j ⊂ [1, n].

M [i, j] = max

⎧⎨
⎩

M [i− 1, j − 1] + s(S1[i], S2[j])
M [i− 1, j] + g(S1[i],−)
M [i, j − 1] + g(S2[j],−)

(3)

With the initial conditions:⎧⎨
⎩

M [0, 0] = 0
M [i, 0] = M [i− 1, 0] + g(S1[i],−)
M [0, j] = M [0, j − 1] + g(S2[j],−)

(4)

To get the actual string alignment, a TraceBack procedure is taken from
M [m, n] to M [0, 0] in the matrix M to find the path that led to the score. A
(M + 1)× (N + 1) matrix P is used to keep the path information, in which each
cell saves a pointer to its parent cell. Then the path from final cell P [m, n] back
to P [0, 0] indicates the alignment.

For example, given the two name strings “Stevenson” and “Stinson”, their
alignment matrix by the original SAPS and traceback path are built as shown
in Fig. 1. So the final similarity score is the value of M [m, n] = 16, and the
corresponding alignment is exactly the one as expected.

S t e v e n s o n 
0 -3 -6 -7 -10 -11 -12 -15 -16 -17 

S -3 6 3 2 -1 -2 -3 -6 -7 -8 
t -6 3 12 11 8 7 6 3 2 1 
i -7 2 11 11 8 7 6 3 2 1 
n -8 1 10 10 7 7 8 5 4 3 
s -11 -2 7 7 8 7 6 14 13 12 
o -12 -3 6 6 7 7 6 13 15 14 
n -13 -4 5 5 6 6 8 12 14 16 

Fig. 1. Alignment Matrix of “Stevenson”and “Stinson” and Trace Back Path
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4 Adaptive Syllable Alignment Model

The Syllable Alignment Pattern Searching model offers an easy way to adapt
to different datasets. Actually there are two possible ways to build an adaptive
phonetic string searching algorithm. One is to modify the Phonetic Transforming
Rules [6, 10]. The drawbacks of this method are highly demanding of the knowl-
edge of the target language, difficulty in balancing efficiency and complexity, and
limited to certain datasets only.

Another method is to train and modify the weights of operations, which is
deployed in our algorithm. The original SAPS algorithm could be extended to
Adaptive SAPS by adapting its parameters s1–s5 and g1–g2 in Eq. 1 and 2 to
a certain dataset. Adaptive SAPS sets s1 = 1, s2 = −1 and g1 = −1 as the
basic operation scores, and allow s4 to vary between [1,6] and s3, s5, g2 between
[-6,-1]. The boundaries consider the length of typical English Surname as 4 to 9.

For a given dataset, a small subset and its relevant judgement could be built
as the training data. In the training procedure, the Adaptive SAPS with all its
possible parameter combinations runs on the training data, and the results are
compared in the Recall-Precision-Graphs. The parameters of the best result is
the trained setting for that dataset.

5 Experiment

5.1 Experimental Environment

Name string search is a typical phonetic string searching problem.Our exper-
iment used the COMPLETE surname corpus [7] from Pfeifer and the Zobel’s
dataset [10]. The COMPLETE dataset contains 14,972 distinct surnames and
90 randomly selected surnames as queries. Each query has a manually judged
set of relevant names. There are 1,187 relevant names in the dataset for the 90
queries. The Zobel’s dataset has over 30,000 distinct surnames, 100 queries and
three sets of judgements: set A on 25 queries, set B on 50 queries and set C on
50 queries.

To deal with the interpolation problem in weak-ordering algorithms, we use
the probability of relevance (PRR) method proposed in [8]. For the comparison
of the different techniques we use Recall-Precision-Graphs (RPG), in which the
x-axis is the recall and y-axis is the probability of relevance.

5.2 Experiment Results

The 90 queries in COMPLETE dataset were divided into two subsets: 30 queries
acted as the training data and the remaining 60 queries as the test data. Firstly
the Adaptive SAPS ran with the training data and SAPS(-1+2-4-6)— the Adap-
tive SAPS with s3 = −1,s4 = +2,s5 = −4 and g2 = −6, was determined as the
trained setting. Then SAPS(-1+2-4-6) was compared with Edit Distance, Edi-
tex and the original SAPS with the test data. The result showed that Adaptive
SAPS achieved a further improvement on the original SAPS (Fig. 2 ).
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COMPLETE Dataset
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Fig. 2. Adaptive SAPS with COMPLETE Dataset

Zobel's B Dataset
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Zobel's C Dataset
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Fig. 3. Adaptive SAPS with Zobel’s Dataset

With the Zobel’s dataset, we only used the subset B and C, since subset A
has only 25 queries, too few for the training and the test. The 50 queries in
each subset were divided into 20 training data and 30 test data. In the train-
ing session, SAPS(-4+2-1-1) and SAPS(-1+2-1-2) were determined as the final
adaptive models for B dataset and C dataset correspondingly and examined in
the test session. Fig. 3(a) shows an encouraging result that Adaptive SAPS made
an obvious improvement on the original SAPS with the B dataset. It was very
close with the best performer in this group. The result with the C dataset was
even better — the Adaptive SAPS became the best in this group as shown in
Fig. 3(b).

6 Conclusion

Phonetic string search of written text is an important topic in IR. While the
most updated computer intelligence technology is able to supply complex and
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accurate models, the methods based on simple string similarity comparison are
still the best solutions for light-weight search engines, database systems and
human-computer interaction interface.

The major difficulty for phonetic string search is the inconsistencies between
the relevance judgements, making it impossible to compare different algorithms
reliably. More seriously, a successful algorithm developed and tested with one
dataset has a high probability of failing with another. The Adaptive SAPS pro-
posed in this paper has the advantage to modify its corresponding parameters
to the given training data easily and thus achieves optimal performance with
the different requirements.Its effectiveness has been tested and results showed
its performance is very competitive.
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Abstract. In this paper there is an intelligent human-machine speech
communication system presented, which consists of the intelligent mech-
anisms of operator identification, word and command recognition, com-
mand syntax and result analysis, command safety assessment, techno-
logical process supervision as well as operator reaction assessment. In
this paper there is also a review of the selected issues on recognition and
verification of voice commands in natural language given by the opera-
tor of the technological device. A view is offered of the complexity of the
recognition process of the operator’s words and commands using neural
networks made of a few layers of neurons. The paper presents research
results of speech recognition and automatic command recognition using
artificial neural networks.

1 Intelligent Two-Way Speech Communication

If the operator is identified and authorized by the intelligent speech communica-
tion system in Fig. 1, a produced command in continuous speech is recognized by
the speech recognition module and processed to the text format [1,3]. Then the
recognised text is analysed with the syntax analysis subsystem. The processed
command is sent to the word and command recognition modules using artifi-
cial neural networks to recognise the command, which next is sent to the effect
analysis subsystem for analysing the status corresponding to the hypothetical
command execution, consecutively assessing the command correctness, estimat-
ing the process state and the technical safety, and also possibly signalling the
error caused by the operator. The command is also sent to the safety assessment
subsystem for assessing the grade of affiliation of the command to the correct
command category and making corrections. The command execution subsystem
signalises commands accepted for executing, assessing reactions of the operator,
defining new parameters of the process and run directives [2]. The subsystem for
voice communication produces voice commands to the operator [4].
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Fig. 1. Architecture of the intelligent two-way speech communication system
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Fig. 2. Scheme of the automatic command recognition system

2 Automatic Command Recognition and Verification

In the automatic command recognition system as shown in Fig. 2, the speech sig-
nal is processed to text and numeric values with the module for processing voice
commands to text format. The speech recognition engine is a continuous density
mixture Gaussian Hidden Markov Model system which uses vector quantization
for speeding up the Euclidean distance calculation for probability estimation.
The separated words of the text are the input signals of the neural network for
recognizing words. The network has a training file containing word patterns.
The network recognizes words as the operator’s command components, which
are represented by its neurons. The recognized words are sent to the algorithm
for coding words. Next the coded words are transferred to the command syntax
analysis module. It is equipped with the algorithm for analysing and indexing
words. The module indexes words properly and then they are sent to the al-
gorithm for coding commands. The commands are coded as vectors and they
are input signals of the command recognition module using neural network. The
module uses the 3-layer Hamming neural network in Fig. 3, either to recognize
the operator’s command or to produce the information that the command is
not recognized. The neural network is equipped with a training file containing
patterns of possible operator’s commands. There was an algorithm created for
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assessing the technological safety of commands. In Fig. 4, the lines present de-
pendence of the force on the grinding process parameters for particular grinding
wheels. Basing on the specified criteria, there is the grinding force limit deter-
mined for each grinding wheel. Basing on the grinding force limit, there is the
table speed limit assigned. According to the operator’s command, if the increase
of the speed makes a speed of the table smaller than the smallest speed deter-
mined from the force limit for all the grinding wheels, then the command is safe
to be executed.



934 Maciej Majewski and Wojciech Kacalak

gw2

gw3

gw1

vt

vt l1

f (F)

low
a

force
f (F)a

allowable
force

f (F)

maximum
force

a

v
=

v
+

v
t

l1
t

t

vt

3%

a)

Fl2

vt l2

For
ce

lim
it
fo

r

gr
in
di
ng

w
he

el
nr

1

For
ce

lim
it
fo

r

gr
in
di
ng

w
he

el
nr

2

3%

F[W]

f (F)a

0

1
gw1

b)
c)

f (P)a

F[W]

1

gw4

gw5

Grinding wheel number

Fl1

f (F) - membership function of the grinding forcea

gw1
gw2

gw3
gw4

gw5

Allowance [mm]

G
rin

d
in

g
fo

rc
e

[W
]

S
p
e
e
d

o
f
th

e
ta

b
le

[m
m

/s
]

Fig. 4. Algorithm for assessing the technological safety of commands based on the real
technological process

3 Research Results of Automatic Command Recognition

As shown in Fig. 5a, the speech recognition module recognizes 85-90% of the
operator’s words correctly. As more training of the neural networks is done, ac-
curacy rises to around 95%. For the research on command recognition at different
noise power, the microphone used by the operator is the headset. As shown in
Fig. 5b, the recognition performance is sensitive to background noise. The recog-
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Fig. 5. Speech and command recognition rate

nition rate is about 86% at 70 dB and 71% at 80 dB. Therefore, background
noise must be limited while giving the commands. For the research on command
recognition at different microphone distances, the microphone used by the op-
erator is the headset. As shown in Fig. 5c, the recognition rate decreases when
the headset distance increases. The recognition rate has been dropped for 9%
after the headset distance is changed from 1 to 10 cm. Also for the research on
command recognition at different microphone distances, the microphone used by
the operator is the directional microphone. As shown in Fig. 5d, the recognition
rate after 50 cm decreases reaching rate about 65%. As shown in Fig. 5c, the
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ability of the neural network to recognise the word depends on the number of
letters. The neural network requires the minimal number of letters of the word
being recognized as its input signals. As shown in Fig. 5d, the ability of the
neural network to recognise the command depends on the number of command
component words. Depending on the number of component words of the com-
mand, the neural network requires the minimal number of words of the given
command as its input signals.

4 Conclusions and Perspectives

The condition of the effectiveness of the presented intelligent two-way speech
communication system between the technological device and the operator is to
equip it with mechanisms of command verification and correctness. In the au-
tomated processes of production, the condition for safe communication between
the operator and the technological device is analysing the state of the techno-
logical device and the process before the command is given and using artificial
intelligence for assessment of the technological effects and safety of the com-
mand. The research aiming at developing an intelligent layer of two-way voice
communication is very difficult, but the prognosis of the technology develop-
ment and its first use shows a great significance in efficiency of supervision and
production humanization.
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Abstract. In this work, we propose a simultaneous mobile robot local-
ization and spatial context recognition system. The Harris corner de-
tector and pyramid Lucas-Kanade optical flow are combined for robot
localization. And, SIFT keypoints and its descriptors for the model-based
object recognition and stereo vision technique are applied to spatial con-
text recognition. The effectiveness of our proposed method is verified by
experiments.

1 Introduction

While navigating in an environment to complete a delivery task, a mobile robot
has to be able to recognize where it is, what the main objects in the scene are,
and how main objects are spatially organized in the environment. Tradition-
ally, place recognition, object recognition, and findings of spatial relations are
considered separate problems. SLAM(Simultaneous Localization And Mapping)
can be regarded as a popular technique to localize the mobile robot accurately
and, simultaneously, to build a map of environment. To achieve SLAM, there
are several different types of sensor modalities including laser range finder, sonar
and monocular and/or stereo vision. A laser scanner is active, accurate, but slow
and expensive, whereas sonar is fast and cheap, but usually very crude. Vision
systems are passive and of high resolution.

Monocular vision-based SLAM technology as in [1] is highly desirable for a
wide range of applications. However, the two dimensional vision-based SLAM
technology in [1] cannot deal with object recognition and cannot find spatial
relation of the objects.

Three dimensional vision approaches have been proposed in [2, 3]. Harris
three-dimensional vision system DROID uses the visual motion of image corner
features for 3D reconstruction [2]. Kalman filters are used for tracking features,
and from the locations of the tracked image features, DROID determines both

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 945–952, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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the camera motion and the 3D positions of the features. Ego-motion determi-
nation by matching image features is generally very accurate in the short to
medium term. However, in a long image sequence, long-term drift can occur as
no map is created.

In [3], Se describes a vision-based mobile robot localization and mapping
algorithm, which uses Scale Invariant Feature Transformation(SIFT) keypoints
as scale-invariant image features and natural landmarks in unmodified environ-
ments. The invariance of these features to image translation, scaling and rotation
makes them suitable landmarks for mobile robot localization and map building.
Feature viewpoint variation and occlusion are taken into account by maintaining
a view direction for each landmark.

However, the SIFT stereo approach suffers from computational complexity,
which can require 2-3 seconds of processing time per SIFT stereo image on con-
temporary PC hardware. With a robot velocity of 300mm/sec, this could result
in a separation of up to 1m distance between consecutive SIFT stereo image
locations. In this case, SIFT keypoints of the previous and current locations
may be different, and exact point-to-point correspondence matching may not be
possible. This would incur a 50% or greater error in relative position accuracy.
In addition to the above difficulty, all these vision approaches are not concerned
with recognition of objects and their spatial relations.

It is remarked that spatial relation is a key contextual information. To un-
derstand a local context, it is essential to firstly recognize objects within the
local environment, and then to find out their spatial relations.

In this work, SIFT keypoints are used for model-based object recognition.
And, object model includes three dimensional shape information. Once objects
are detected, then Harris corner stereos are used to estimate spatial relations.
In contrast to SIFT stereos, Harris corners can be calculated in a few hundred
milliseconds on contemporary PCs, which can support 3D object motion tracking
in a real-time. To ensure correct corner-to-corner correspondence between stereo
images taken at consecutive locations, Lucas-Kanade optical flows are applied.
This technique makes Harris corner detection less sensitive to changes in scale.
Ego-motion of the mobile robot is then estimated by least square minimization of
Harris corners of the matched landmark objects. After all, 3D relation between
the mobile robot and main objects can be found, and thus 3D spatial relations
between objects with respect to the robot can be also obtained. As a result, a
mobile robot is able to recognize where it is, what the main objects in the scene
are, how main objects are spatially organized in the indoor environment of the
real world. Therefore, a mobile robot is able to complete the delivery task.

2 Overview of Simultaneous-Localization-
and-Spatial-Context-Recognition System

Consider block diagram of our proposed simultaneous localization and spatial
context understanding system as shown in Fig. 1. In Fig. 1, proposed system
is composed of two functional parts. The robot localization module is designed
to work with a sampling period of hundreds milliseconds. First of all, feature
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points are extracted by corner detection module within the images taken from
the stereo camera. Next, the feature tracking module tracks the extracted fea-
ture points. These tracked feature points are used as point-based landmarks for
the robot localization. The landmarks which is used for the robot localization
are represented as 3D coordinates by using stereo matching. The robot localiza-
tion module estimates the robot location by using the relationships between 3D
landmarks and corresponding points projected to the current image.

Corner Detection &
Subpixel Corner Refinement

3D-point Landmark 
Generation

stereo 
sequence

Real-time Robot Localization Module

Feature Tracking Robot LocalizationRobot Localization

SIFT Keypoint Extraction
& Descriptor Generation Object RecognitionObject Recognition

Object
Database

Spatial Context Recognition Module

Context 
InterpreterDescriptor Matching

Object 3D 
Arrangement

camera 
parameter

t1 (Fast Sampling)

t2 (Slow Sampling)

Fig. 1. Block Diagram of Simultaneous Localization and Spatial Context Understand-
ing System

To understand the spatial context, the object recognition is essential. Our
spatial context understanding module as in Fig. 1 is composed of the feature
extraction module, the object recognition module, and the interpreter for spatial
arrangement of the recognized objects. The context understanding module does
not require real-time processing because there is no difficulty to understand the
arrangement of the main objects and the spatial structure of local environment,
even though this module does not operate at each frame. Therefore, we organize
to work with slow sampling period contrary to the robot localization module,
and to recognize the main objects exactly.

3 Design of a Real-Time Robot Localization Module

3.1 Detection of Harris Corners

The SIFT has been highlighted in the robot vision community recently, which
is a method to extract and describe the feature point. SIFT uses Difference-
of-Gaussian(DoG). Maxima and minima of the DoG images are detected by
comparing a pixel to its 26 neighbors in 3×3 regions at the current and adja-
cent scales. These maxima and minima become the keypoints. In addition, the
Gaussian image is down-sampled by a factor of 2, and the process is repeated.
Therefore, the SIFT features are invariant to scale. A keypoint descriptor is cre-
ated by first computing the gradient magnitude and orientation at each image
sample point in the region around the keypoint location. To achieve orientation
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invariance, the coordinates of the descriptor and the gradient orientations are
rotated relative to the keypoint orientation. Thus, SIFT is invariant to image
rotation and scale, and robust across a substantial range of affine distortion,
addition of noise, and change in illumination [4].

However, the algorithm to estimate the exact position of SIFT keypoint re-
quires heavy computational cost. And, the position of a keypoint is not consis-
tent. Thus, SIFT may not be a good feature candidate for a real time localization.

Alternatively, in this work, we will use Harris corner detector to extract the
feature points in a real-time. The Harris corner detector [5, 6] is based on the
autocorrelation function. To be specific, let A(x, y) be defined by

A(x, y) =
[ ∑

(Ix(xk, yk))2
∑

Ix(xk, yk)Iy(xk, yk)∑
Ix(xk, yk)Iy(xk, yk)

∑
(Ix(xk, yk))2

]
, (1)

where (xk, yk) are the points in an window centered on (x, y). Then, corner points
are detected if the autocorrelation matrix A has two significant eigenvalues.

In order to verify the Harris corner is more suitable for real time localization
than SIFT, Table 1 shows the performance comparison of the Harris corner de-
tector and the SIFT algorithm. The Harris corner detector includes the corner
extraction and the sub-pixel refinement, whereas, the SIFT algorithm includes
the extraction of keypoints and the generation of descriptors. Although, the num-
ber of feature points of the Harris corner detector and the SIFT algorithm looks
similar, the Harris corner detector has relatively low computational cost when
compared to the SIFT algorithm. Thus, Harris corner detector is more suitable
for the real-time processing than SIFT. In Table 1, the unit of computation time
is millisecond.

Table 1. Feature extraction time per image

Image Harris corner detector SIFT algorithm
size Feature Points Max Min Average Feature Points Max Min Average

176 × 144 252.8 45 14 27.65 270.4 860 406 651.24

320 × 240 474.1 47 14 28.86 492.1 3157 1875 2292.57

640 × 480 696.4 125 31 62.35 715.7 8891 6469 7660.8

3.2 Tracking of Corner Features

To track the camera motion, it is necessary to obtain the feature points in the
current frame corresponding to the feature points in the previous frame. Note
that the corner points satisfy the local smoothness constraint. In other words,
the motion of neighborhood points about a corner is almost same. Supposing the
consecutive frames called H and I, the brightness of the corresponding point is
the same. That is, the motion of a pixel is represented as

H(x, y) = I(x + u, y + v). (2)

With the first-order Taylor expansion of I(x + u, y + v), we can derive the
final optical flow equation as
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It +∇I · [u v] = 0. (3)

If we estimate the motion of one pixel only, there will be the aperture problem.
To resolve this aperture problem, we can apply the local smoothness constraint;
the motions of neighborhood pixels are almost same. Therefore, the matrix form
of the optical flow equation should be considered to include n×n window around
the feature point.

The Lucas-Kanade optical flow is suitable to the small motion of one pixel
difference [7]. However, we can hardly expect such a small motion as in the
practice. Thus, we apply the pyramid Lucas-Kanade optical flow. The pyramid
Lucas-Kanade optical flow first requires to generate the Gaussian image pyramid.
Then optical flow is estimated from the lowest level of sub-sampled image to
original image iteratively by using image warping and up-sampling process.

(a) Input Image (b) Harris Corner (c) SIFT

Fig. 2. Comparison of the Harris corner and the SIFT stereo

The experimental result for stereo matching using the Harris corner detector
following the pyramid Lucas-Kanade optical flow and using the SIFT algorithm
is shown in Fig. 2. Our algorithm not only extracts the feature points with
coherency, but also tracks the feature points exactly as shown in Fig. 2. However,
the SIFT algorithm has little coherency though the extracted feature points are
invariant to the variation of image. This shows that there exists a difference in the
repeatability in the sense that the same feature point is extracted consecutively.

3.3 Robot Localization

The feature points extracted from the initial frame are used as 3D point land-
mark. Note that we use the stereo camera as input sensor, we obtain stereo
image pair. The 3D coordinate of the extracted feature point is calculated by
using disparity of that in stereo camera. The stereo camera is calibrated pre-
viously. When we know the relationship exactly between 3D coordinates of the
landmark and corresponding 2D coordinates which are projected to image, the
projection matrix indicates the mapping relationship between points of 3D space
and points of image. The projection matrix is given by

⎡
⎣ x

y
w

⎤
⎦ =

⎡
⎣fx 0 cx

0 fy cy

0 0 1

⎤
⎦ [

R |t
]
⎡
⎢⎢⎣

X
Y
Z
1

⎤
⎥⎥⎦ , (4)
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where R is 3×3 rotation matrix and t is 3×1 translation matrix.
Projection matrix is composed of two parts. One is the intrinsic parameter

matrix which includes internal information of camera. This matrix represents the
relationship between camera coordinate system and image coordinate system. In
intrinsic parameter matrix, fx, fy represent the focal length for each direction re-
spectively, (cx, cy) represents the principal point. Another part of the projection
matrix is the extrinsic parameter matrix. This matrix represents the transla-
tional and rotational relationship between the 3D space coordinate system and
the camera coordinate system [8]. With that the intrinsic parameter matrix is
already obtained by in processing of the stereo camera calibration. Therefore, if
the projection matrix is estimated with coordinates of corresponding points in
3D space and in 2D image, we can obtain the motion of camera.

It is the non-linear estimation problem to estimate the projection matrix
with numerous corresponding points. In this work, we estimate rotation and
translation components by using Levenberg Marquardt least square minimiza-
tion method [9]. The robot localization is accomplished by converting camera
motion to the 3D space coordinate system.

��������	��
��

����	��
��

Fig. 3. Robot localization result

In order to verify the localization performance for the successful delivery
task, we observe how precise the robot recognizes location and it returns to the
start position exactly with the planed path. Fig. 3 shows the localization result
by using our localization module for the planned path. The robot moves from
start position and return to start position navigating about 6.5 meter including
with moving in front and rotating. Last position error is about 10 centimeter by
using the proposed localization method. Each error of moving robot position is
shown in the Table 2. Each numerical value is surveyed per 50 millimeters.

4 Design of Spatial Context Recognition Module

4.1 Object Recognition

It is required to extract the precise feature points more than the Harris corner
for object recognition. In this work, the SIFT keypoints and their descriptors
are used for model-based object recognition [10]. The object database is previ-
ously builded in such a way that this database includes the information of the



Design of a Simultaneous Mobile Robot Localization 951

Table 2. Error of the Robot Localization

Harris Corner + Pyramid L-K
Maximum Minimum Average

X(millimeter) 17.72 0.52 4.896

Y(millimeter) 5.42 0.14 3.12

Z(millimeter) 18.22 1.62 6.146

θ(degree) 0.418 0.021 0.071

SIFT descriptor for each image patch. The object recognition is accomplished
by matching between the SIFT keypoints extracted from current scene with the
SIFT keypoints of each object in the object database.

4.2 Extraction of Spatial Relations of Objects

The recognized object has only 2D coordinate in current scene yet. So, to rep-
resent relative arrangement of each object in the 3D space we need to know the
3D coordinate of each object. The disparities of the SIFT keypoints within each
object are calculated individually and then, the 3D coordinate of each keypoint
is obtained by using these disparities. Because the 3D coordinate of each key-
point is already classified into each object, the region including all 3D keypoints
of object is the 3D location of the object. However, this location refers to the
current camera. So, we need to know the location of the current camera in order
to obtain the position of the object in the absolute space. The current camera
position can be acquired from the robot localization module in the real-time
processing sub system. Therefore, we can finally represent the 3D coordinate
of respective object with respect to the absolute coordinate system using the
robot localization information and 3D location of each object with respect to
the current camera. Locations of objects interpreted by interpreter module are
informed to robot localization module to correctly compensate the cumulated
error caused by long-term operations of the Harris corner detector and pyramid
Lucas-Kanade optical flow. Fig. 4 shows an example of recognition of spatial
relations of objects. This example shows that the interpreter module classifies
new object and exactly interprets its spatial relation with respect to previous
objects, whenever it appears newly.

5 Conclusion

In this work, we have proposed a method to not only localize a mobile robot but
also recognize the spatial context. This was implemented by effective hybridiza-
tion of several paradigms; for localization, Harris corner detector and pyramid
Lucas-Kanade optical flow. And for recognition of spatial relations, 2D and 3D
SIFT keypoints were employed. Our proposed method was successfully applied
to a mobile robot navigation.
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Object 00 Object 01

Object 00 Object 01

Object 02

Fig. 4. Spatial relations of objects
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Abstract. Evolutionary-based methods provide a framework for mining
classification rules, that is, rules that can be used to discriminate between
data organized in several classes. In this paper, we propose a novel multi-
objective extension for the standard Pittsburg approach. Key features of
our model include (a) variable length chromosomes, implemented using
an active bit string (mask), and (b) fitness evaluation and selection based
on restricted non-dominated tournaments. Extensive numerical simula-
tions show that the proposed algorithm is competitive with – and indeed
outperforms in some cases – other well-known machine learning tools
using benchmark datasets.

1 Introduction

The benefits of finding trends in large volumes of data have driven the devel-
opment of data mining for over a decade. The most common data mining pro-
cedure, classification, refers to the induction of rules that discriminate between
data organized in several classes so as to gain predictive power [5]. Inducing such
rules essentially involves the simultaneous optimization of several objectives (eg.
accuracy, coverage and completeness) over a training data set. Classification is
thus an example of a multi-objective optimization problem.

Evolutionary techniques (eg. genetic algorithms, evolutionary strategies) have
become the de facto standard for multi-objective search and optimization prob-
lems [3, 9]. There are some instances of evolutionary multi-objective applications
for classification rule induction in the literature (eg. [1, 5, 8]), however, there has
only been limited use. This is somewhat surprising given that genetic algorithms
deal with attribute interaction very effectively because they explore the entire
(global) search space simultaneously [5].

In this paper, we propose a new data mining model that evolves a range
of compromise or trade-off solutions for classification tasks. Here, individuals
encode a full and variable-length rule set solution, which is evaluated in terms
of both accuracy and coverage. The efficacy of the proposed model is reported
using benchmark datasets.

2 Background

2.1 Evolutionary Rule Induction Techniques
The mining of classification rules typically involves a two step process. Firstly,
the data under investigation is divided into mutually exclusive and exhaustive
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sets, referred to as the training and the test sets. The goal of the data mining
algorithm is to discover rules by accessing the training set only. Once the training
has finished, the predictive performance of the discovered rules is evaluated using
the test set, which was not seen during training.

Genetics-based machine learning systems, such as classifier systems (and
variants thereof) have been used to tackle this particular data mining task.
Evolutionary–based models can be divided into two different approaches. In the
Michigan model, each individual encodes a single prediction rule. Here, the ob-
jective is to discover a set of rules, rather than a single rule. In contrast, in the
Pittsburgh model each individual encodes a set of prediction rules [4]. That is, a
single individual concatenates a population of classifiers, which is then subjected
to the usual evolutionary operators [4, 7]. In this study, we employ a version of
the Pittsburgh model because we are interested in evaluating the quality of the
rule set as a whole (that is, the best concatenated rule) rather than the quality
of a single rule.

2.2 Evolutionary Multi-objective Algorithms

In many real-world search and optimization tasks, we are often confronted with
a problem involving several incommensurable and often conflicting objectives.
For example, in classification task there may be a trade-off between classifier
accuracy and coverage. For such problems, a family of equivalent non-dominated
compromises — the Pareto-optimal set — represent solutions for the given prob-
lem [3]. These solutions are optimal in the wider sense that no other solution
in the search space is superior to them when all objectives are considered. Evo-
lutionary algorithms are particularly suitable for solving multi-objective opti-
mization problem because they are not sensitive to different Pareto front shapes
and are able to find solutions located in non convex or discontinuous zones. In
addition, they can effectively deal with stochastic characteristics, uncertainties
or with noise within objective functions.

In order to maintain a spread of solutions across the entire Pareto Front, the
multi-objective evolutionary algorithms should promote population diversity as
well as incorporating elitism models. A large number of algorithms, including
SPEA, NSGA 2 (see[3] for an overview), have been described in the literature,
which have these characteristics. In this study, the algorithm we have imple-
mented is a variant of NPGA [6], which makes use of restricted tournament
selection techniques to foster niching in the population, with multi-objective
fitness evaluation.

3 A Model for Evolutionary Multi-objective Classification

In this section, we describe a framework for classification rule induction using a
multi-objective evolutionary algorithms. Firstly, the underlying genetic encoding
is described. This is followed by a description of the multi-objective algorithm
fitness evaluation and selection.
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Fig. 1. Chromosome encoding

3.1 Representation and Operators

The chromosome encoding consists of two components (a) the actual rules, and
(b) an active bit string. The example in Fig. 1 describes this implementation
using a simple example (if outlook = (sunny or rainy) and windy = false).
Note that temperature and humidity do not participate in the rule because they
are masked by an active bit string that is also subject to evolution. The active
bit string thus implements the idea of a variable-length chromosome. The class
for the rule is not part of the encoding and does not evolve with the chromosome.

Each chromosome in the population is initialized by turning on exactly one
attribute value randomly chosen. All genes are initially made active, so they
can participate in the rule. Standard evolutionary operators are employed in
our model. A randomly selected crossover operator – one-point, two-point or
uniform – is applied to both the chromosome and the active bit string with
equal probability. Mutation of the chromosome involves the random flipping of a
bit, while mutation of the active bit string involves flipping an entire gene, each
occurring with equal probability.

3.2 Fitness Evaluation and Selection

For a given classification task, two fitness objectives are used in our algorithm
(a) confidence or accuracy – proportion of the rules satisfied by the antecedent
that belong to the predicted class of the rule), and (b) coverage – proportion of
tuples satisfied by the rule antecedent.

In the selection phase of the algorithm, we implement a version of restricted
tournament selection (RTS). In the RTS algorithm, two chromosomes (say A and
B) are chosen randomly from the current population. Meanwhile, two random
(possibly overlapping) subpopulations (whose size is determined by the crowding
factor cf), are also chosen, (say PA and PB). The crossover operator is applied
to A and B and the resulting chromosomes (A′ and B′) are mutated to produce
A′′ and B′′ respectively. The chromosome most similar to A′′ in PA (say A∗)
and similarly B∗ are found. A∗ is then played off against A′′. If A′′ wins, then
it replaces A∗ in the population. Similarly, with B. The process is repeated
n (population size) times. This whole procedure constitutes one generational
change. The algorithm is shown in Fig. 2.
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Fig. 2. Restricted tournament selection algorithm

If either competitor dominates the other, it wins. Otherwise, the one with
the larger difference between the number of individuals that it dominates to the
number of individuals that dominate it, wins. In the case of a tie, the winner is
randomly chosen. Diversity is maintained because competition is only between
similar chromosomes.

We assign a chromosome/rule to the class with the greatest number of train-
ing instances that are covered by the rule. It is therefore possible for the entire
population to mine rules for a single class, making accurate classification im-
possible. To overcome this problem, we use two alternative variations where the
population is divided into segments, each committed to finding rules for one
class. The population is split either equally among the classes or proportionally,
based on the fraction of training instances of that class. Such a segmentation
is then equivalent to running the RTS algorithm as many times as there are
classes, but in parallel.

The support of a rule is some combination of the rule’s fitness vector (like
product of the confidence and coverage). A testing instance is classified as the
class with the most accumulative support of the rules from the final generation
that apply to it. Various combinations of the rule’s fitness vector were exper-
imented with and we found that there was no combination that consistently
produced the best accuracy.

4 Simulations and Results

To evaluate the effectiveness of our algorithm, we compare its performance
against other well-known machine learning techniques using six benchmark data
sets (see table 1) from the UCI ML Laboratory [2]. They have a large number of
attributes and/or classes and have often been cited in related papers. All tests
were performed using stratified ten-fold cross-validation.
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Table 1. Datasets Used

Dataset Instances Attributes Classes

Dermatology 366 34 6
Diabetes 768 8 2
Glass 214 10 7
Sonar 208 60 2
Vehicle 846 18 4
Promoters 106 57 2
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Fig. 3. Fitness distribution after 50 generations

4.1 Parameters

Data pre-processing was done using the WEKA data mining program developed
by the University of Waikato (New Zealand). We applied the unsupervised Dis-
cretizer Filter with the option to discretize attributes with continuous values into
equal-frequency bins turned on. Instances were internally stored as bit vectors
and the corresponding bit of a missing attribute value was not set.

In our multi-objective algorithm, the rate of crossover is set to 0.85. The
mutation rate was set to 0.15. The rate is higher than commonly used. This is
because for chromosomes with no modification, they will either compete with
themselves, get thrown away or enter as duplicates. For all experiments, we
used 75 for the number of generations. For classification without population
segmentation, we set cf = 10%, consistent with the literature. The population
size was set to 50 times the number of classes for fixed-segment segmentation,
and otherwise fixed at 200.

4.2 Results

The plot in Fig. 3 illustrate the approximate Pareto-front after 50 generations
for a typical trial. An inspection of the plot reveals that the RTS algorithm is
able to direct the fitness vectors towards the top-right corner (both parameters
- accuracy/confidence and coverage need to be maximized) of the graph while
maintaining diversity across the Pareto Front. The individual non-dominated
solutions found at the end of the training phase produce rule sets with high ac-
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Table 2. Comparison of Error Rates

Dataset Our Model One R Naive Bayes C4.5 Decision Tree

1 Dermatology 0.07 0.02 0.06 0.50
2 Diabetes 0.18 0.25 0.28 0.25
3 Glass 0.35 0.28 0.41 0.43
4 Promoters 0.21 0.10 0.19 0.30
5 Sonar 0.19 0.21 0.34 0.31
6 Vehicle 0.41 0.37 0.33 0.48

curacy levels when evaluated against the testing set, thus showing they generalize
well.

Table 2 shows error rates of our algorithm (averaged over all runs) compared
with those produced by WEKA’s implementation of well-recognized algorithms
on exactly the same datasets (after pre-processing). Our results are significantly
better for the Diabetes and Sonar data sets (p<0.05). For the other data sets, our
model is competitive and in some instances outperforms individual techniques
for a given data set.

5 Discussion and Conclusion

In a classification task, the goal is to use previously observed data to construct
a model, which is able predict the categorical or nominal value (the class) of a
dependent variable given the value of the independent variables. In this context,
we want the discovered model to have a high predicative accuracy. In addition,
we would also like the evolved rule sets to be comprehensible and to have high
coverage.

In this study, we have cast the problem of classification rule induction in terms
of a multi-objective search and optimization problem. The model described here,
is capable of deriving classification rules with varying degrees of generality. Key
features of the model include (a) variable length chromosomes, implemented us-
ing an active bit string (mask), and (b) fitness evaluation and selection based
on restricted non-dominated tournaments. Standard Pittsburg models have a
tendency to generate rules with satisfactory accuracy levels, but relatively small
coverage for a given dataset. The restricted non-dominated selection techniques
used in our model go some of the way to improving the overall performance of the
classifier. We have investigated alternative techniques for segmenting the popu-
lation, calculating rule supports, and other evolutionary parameters. Extensive
evaluation of our model was conducted using stratified ten-fold cross-validation.
It is interesting to note, that although our algorithm does not outperform the
other techniques when the a dataset has many classes, it is competitive. Even
in these cases, it is never the worst performer. It out performs the C4.5 decision
tree algorithm in every dataset. We believe the reason might be that the datasets
we chose are particularly complex and involve a fair amount of attribute inter-
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action. Since decision trees make decisions on single attributes, they are unable
to cope with attribute interaction very well.

Data mining and knowledge discovery differ from traditional machine learn-
ing approaches in that the focus is typically on discovering interesting, novel or
surprising rules. We are currently experimenting with extending our algorithm
to focus on association rule induction. In future work, we will also examine alter-
native techniques to control the functioning of the active bit string. For example,
our work can be extended to mine association rules using concepts such as gene
regulation to model complex attribute interaction.
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Abstract. The integration of supervised classification and association
rules for building classification models is not new. One major advantage
is that models are human readable and can be edited. However, it is
common knowledge that association rule mining typically yields a sheer
number of rules defeating the purpose of a human readable model. Prun-
ing unnecessary rules without jeopardizing the classification accuracy is
paramount but very challenging. In this paper we study strategies for
classification rule pruning in the case of associative classifiers.

1 Associative Classifiers and Their Massive Model

Association rules are typically known as an important and common means for
market basket analysis. However, it has been observed that association rules
could be used to model relationships between class labels and features from a
training set [4]. Therefore, association rules were used to efficiently build a clas-
sification model from very large training datasets. Since then, many associative
classifiers were proposed mainly differing in the strategies used to select rules
for classification and in the heuristics used for pruning rules [6, 7, 9]. Among the
many advantages of associative classifiers we can highlight four major ones:

– The training is very efficient regardless of the size of the training set;
– Training sets with high dimensionality can be handled with ease and no

assumptions are made on dependence or independence of attributes;
– The classification is very fast;
– The classification model is a set of rules easily understandable by humans

and can be edited.

The problems with associative classifiers are also remarkable. First, they inherit
two complicated parameters from association rule mining, namely support and
confidence. These are difficult to set and tune. Second, association rule mining
generates a sheer number of rules commonly outnumbering the observations in
the training set. This defeats the purpose of readability of the classification
model since no human would be willing to sift through hundreds of thousands
of rules for editing purposes. This leads to two other issues: How can we reduce
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the number of rules in the model and how can we effectively select rules to apply
during classification? In this paper we address one of these issues: the reduction
of classification rules. This problem is challenging because the goal is to prune
rules while preventing the accuracy of the classifier from dipping.

1.1 Motivation and Contributions

Our strategy, as will be explained later on in the paper, is to generate association
rules for each class in the training set separately. This strategy has advantages
and disadvantages. The advantage is that with unbalanced training sets (i.e.
training sets with rare classes) the small classes do not get overshadowed by
the large classes, as is the case with other associative classification approaches.
On the other hand, small classes end up generating a huge number of rules
since, as will be explained later with the association rules, every feature in the
few observations representing the rare classes becomes locally frequent and thus
generates rules with high confidence. So dealing with rare classes is what initially
motivated this work concerning pruning classification rules. However, in order to
generalize the concepts, instead of using the rule generation by class using our
ARC-BC algorithm [2], we use herein our ARC-AC [2] classifier which considers
all classes together like other associative classifiers in the literature [6, 7].

In this paper we present an approach to prune the large set of classification
rules using the rule performance on the training set. We show with progressive
pruning techniques how the number of rules is reduced significantly without
jeopardizing the accuracy of the overall classifier. In some cases, the accuracy is
actually improved.

In the reminder of the paper we will briefly present the concepts related
to association rule mining in Section 2 and will illustrate how these can be
integrated to generate an associative classifier. In the same section, we will also
introduce related work and highlight their different strategies. The rule pruning
approaches will be presented in Section 3 and some experimental results will be
illustrated in Section 4. Some conclusions are offered in Section 5.

2 Association Rules and Their Integration in Classifiers

The problem of mining association rules over market basket analysis was in-
troduced in [1]. The problem consists of finding associations between items or
itemsets in transactional data. The data is typically retail sales in the form of cus-
tomer transactions, but can be any data that can be modeled into transactions.
For example medical images where each image is modeled by a transaction of
visual features from the image, or text data where each document is modeled by
a transaction representing a bag of words, or web access data where click-stream
visitation is modeled by sets of transactions, all are well suited applications for
association rules or frequent itemsets.

Formally, the problem is stated as follows: Let I = {i1, i2, ...im} be a set of
literals, called items where m is considered the dimensionality of the problem.
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Let D be a set of transactions, where each transaction T is a set of items such
that T ⊆ I. A unique identifier, TID, is given to each transaction. A transaction
T is said to contain X , a set of items in I, if X ⊆ T . An association rule is an
implication of the form “X ⇒ Y ”, where X ⊆ I, Y ⊆ I, and X ∩ Y = ∅. An
itemset X is said to be frequent if its support s is greater or equal than a given
minimum support σ. The rule X ⇒ Y has a support s in the transaction set D
if s% of the transactions in D contain X ∪ Y . In other words, the support of a
rule is the probability that X and Y hold together in D. It is said that the rule
X ⇒ Y holds in the transaction set D with confidence c if c% of transactions
in D that contain X also contain Y . In other words, the confidence of the rule
is the conditional probability that the consequent Y is true under the condition
of the antecedent X . The problem of discovering all association rules from a
set of transactions D consists of generating the rules that have a support and
confidence greater than given thresholds. These rules are called strong rules.

The first reference to using association rules as classification rules is credited
to [4] while the first classifier using these association rules was CBA introduced
in [7] and later improved in CMAR [6], and ARC-AC and ARC-BC [9]. The idea
is relatively simple. Given a training set modeled with transactions where each
transaction contains all features of an object in addition to the class label of the
object, we can constrain the association rules to always have as consequent a
class label. In other words, the problem consists of finding the subset of strong
association rules of the form X ⇒ C where C is a class label and X is a conjunc-
tion of features (feature set). The difference between CBA, CMAR and ARC-AC
and ARC-BC lies in the strategy for rule selection during the classification. They
also have some differences in pruning rules. CBA ranks all discovered rules by
precedence ordering (using confidence then support) and simply selects the first
ranked rule that applies given an object to classify [7]. CMAR takes all rules
that apply within a confidence range and selects from this set the one with the
highest χ2 measure. ARC-AC and ARC-BC also take all rules that apply within
a confidence range, but instead, calculate the average confidence for each set of
rules grouped by class label in the consequent and select the class label of the
group with the highest confidence average. Another difference is that ARC-AC,
CMAR and CBA generate the association rules from all training transactions
together. ARC-BC, on the other hand, generates association rules for transac-
tions grouped by class label, each class at a time, giving this way a chance to
small classes to have representative classification rules. Another interesting but
not very convincing approach proposed in [5] suggests to consider the size of the
antecedent and favour long rules before making an allowance for confidence and
support. Their experimental results are unfortunately not compelling.

3 Pruning Rules

As stated in [4, 6, 7], associative classifiers generate an overwhelming number of
classification rules and it is very important to prune the rules to make the clas-
sifier effective and more efficient. We argue that pruning is also very important
in order to allow domain experts to tune a classifier by editing rules if necessary.
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Our previous experiments show that manual alteration of the rules can lead
to significant improvement in the classification [3]. The techniques proposed
to prune the rules are based on redundancy and noise elimination and prece-
dence ranking. For example contradictory rules such as X ⇒ C1 and X ⇒ C2
are eliminated in the case of single class classification. More specific rules are
favoured. For example given two rules R1 : X ⇒ C and R2 : Y ⇒ C if both
have the same confidence and X ⊂ Y , only R1 is kept and R2 is eliminated.
Another accepted method of pruning is database coverage introduced in [7] and
used in [6]. Database coverage consists of going over all the rules and evaluat-
ing them against the training instances. Whenever a rule applies correctly on
some instances, the rule is marked and the instances eliminated until all training
instances are covered. Finally, the unmarked rules are simply pruned.

Our associative classifier ARC-AC uses only database coverage because other
prunings influence the accuracy on many real application datasets. While many
rules are eliminated this way, we still find that the number of remaining rules
is crushing and further pruning is required. The question is how can we remove
more rules without jeopardizing the accuracy of the classifier. We propose to
study the performance of each rule in re-classifying the training set and plotting
the graph for correct classifications and incorrect classifications for each rule.
Figure 1 shows an example. Each rule is plotted with the number of true positives
and false positives scored on the training set. The rules plotted high on the graph
incorrectly classified many instances. Rules that are plotted towards the right
of the graph correctly classified many instances. Note that correct classification
does not exclude incorrect classification. One given rule can do both for a large
number of instances. The idea of exploiting the graph is to identify culprits of
many misclassifications. To do this, we suggest four alternatives that can be
executed progressively. Figure 1 illustrates these alternatives. We can visually
identify the good and the poor rules.

1. Eliminate the high offender rules: By tracing a horizontal line at a given
threshold, we can eliminate all the rules above the line. We suggest a line
at 50% by default but a sliding line can also be possible aiming at a certain
percentage of rules to eliminate.

2. Eliminate the rules that misclassify more than they classify correctly: By
tracing a diagonal line such rules can be identified. Notice that when the
axes of the plot are normalized, the diagonal indicates the rules that correctly
classify as many times as they misclassify. When the axes are not normalized,
the diagonal indicates a relative ratio, which we advocate.

3. Elimination by quadrant slicing: The plot could be divided into four regions.
The top left (RegionA) contains rules that are incorrect more than they
are correct. The top right (RegionB) contains rules that are frequently used
but equally misclassify and correctly classify. The bottom left (RegionC)
has rules that are infrequently used but equally misclassify and correctly
classify. Finally, the bottom right (RegionD) contains the good rules which
frequently classify correctly but seldom misclassify. The idea is to succes-
sively remove the rules that are in RegionA, then RegionB, then RegionC.
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Fig. 1. Filtering by quadrant and diagonal slicing

4. A combination of the above methods: After removing regions A and B,
eliminating the rules in RegionC (bottom left) can be costly because many
rules may be seldom used but have no replacements. Once removed, other
rules are “forced” to play their role and can in consequence misclassify. The
idea is to use a diagonal line to identify within RegionC the rules that
misclassify more than they are correct. This strategy is a good compromise.

Pruning classification rules is a delicate enterprise because even if a rule mis-
classifies some objects, it has a role in correctly classifying other objects. When
removed, there is no guarantee that the object the rule used to correctly clas-
sify will be correctly classified by the remaining rules. This is why we advocate
the progressive strategies depending upon the datasets at hand. We found that
Strategy 4 (combining quadrant and diagonal pruning) allows in general a good
result. A good result here means that we reduce the number of rules while keep-
ing or improving the accuracy of the classifier as much as possible.

4 Experimental Results and Performance Study

We run a battery of experiments to evaluate our strategies. For lack of space,
we report herein a representative fraction of these experiments with good and
less encouraging results. We used datasets from the UCI ML repository [8] and
the performance of CBA and CMAR are from their respective authors’ papers
[6, 7]. We used a 10 fold cross-validation method for each dataset and what is
reported are averages. The table in Figure 3 shows the comparative results for
five datasets namely Breast, Diabetes, Iris, Led7 and Pima. We first tested our
strategies without any additional pruning then added the best strategy to the
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Fig. 2. Rule Performance Plot and Rule pruning for Diabetes and Led7 datasets

database coverage technique. We chose to report on datasets that have different
distributions of rules. For instance Figure 2 shows the plots for Diabetes with
rules concentrating in the bottom left corner and distributed sparsely along the
diagonal, and Led7 with two clusters of rules, one of rarely used rules and one
of frequently used rules. The table in Figure 3 first compares ARC-AC with and
without database coverage pruning against CBA and CMAR. ARC-AC is the
winner on this small collection. With database coverage, the accuracy is still
very good while the number of rules drops significantly. Figure 3 also shows
the effect of the pruning strategies when no other pruning technique is applied.
While Strategy 3 has the worst accuracy result overall, it drastically reduces the
number of classification rules without bringing the accuracy too low. In the case
of Led7, this strategy was actually very good. By eliminating the entire cluster of
rules in RegionC the performance was better than eliminating a portion of it in
Strategy 4. This is because when the entire cluster is eliminated, the remaining
rules sharing the task of classifying objects, normally classified by a rule from
the cluster, do an excellent job at it. When removing only part of the cluster
in Strategy 4, the rules that fire for the objects classified by the pruned rules
are actually those remaining from the small cluster and they misclassify indeed.
Strategy 3 is thus too drastic, while Strategy 4 is a good compromise.

The winning strategy overall (for the reported datasets) is the simple hori-
zontal slicing of Strategy 1. It outperforms CBA and CMAR on two datasets.
In most datasets the bar was put at 50% except for Led7 for which it was set
at 75% since many of its rules are in RegionB. However, based on our other
evaluations, Strategy 4 is typically the winner overall. By slicing horizontally
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Dataset Breast Diabetes Iris Led7 Pima Average
CBA 96.30 74.50 94.70 71.90 72.90 82.06
CMAR 96.40 75.80 94.00 72.50 75.10 82.76
ARC-AC w/o any pruning 95.14 79.17 94.00 71.57 78.46 83.67
number of  rules w/o pruning 16738 4086 135 656 4083
ARC-AC + database coverage pruning 94.29 78.14 94.00 71.24 78.52 83.24
number of  rules (with db coverage) 146 205 35 250 205
Strategy 1 (horizontal slicing) 95.29 79.44 94.67 71.57 78.52 83.90
Number of rules after strategy 1 14800 3500 100 645 3900
Strategy 2 (diagonal slicing) 95.58 78.26 94.67 64.66 77.61 82.16
Number of rules after strategy 2 13000 2500 100 520 2500
Strategy 3 (Quadrant A+B+C) 65.53 65.11 94 71.69 65.11 72.29
Number of rules after strategy 3 1006 120 32 435 119
Strategy 4 (quadrant AB + diagonal C) 95.86 79.18 94.67 68.44 77.61 83.15
Number of rules after strategy 4 13000 2500 98 520 2400
ARC-AC + DB cov + Strategy 4 93.43 78.27 94.00 62.10 78.00 81.16
Number of rules (strategy 4 + Db cov.) 135 180 30 208 190

Fig. 3. Comparison of CBA, CMAR, ARC-AC and the pruning strategies

at a given percentage of the False Positives and then vertically at a certain
percentage of the True Positives, we generate four regions of unequaled areas
A, B, C and D. Then by removing rules in A, B and above the diagonal of C we
make sure that we eliminate the rules with the highest ratio of incorrect versus
correct classifications, yielding a smaller set of classification rules but a good
overall accuracy. Combining Strategy 4 with database coverage further reduces
the number of rules while the performance in accuracy remains adequate. In the
case of Diabetes the accuracy actually improved while the number of rules was
reduced by 10%.

5 Conclusion and Future Work

Associative classifiers by piggybacking on the association rule mining technology
are cursed by the combinatorial explosion in the number of classification rules
generated. This extraordinary number of rules has a consequence on the efficiency
of a classifier, but more seriously makes it impossible to manually edit and
improve the rules by adding domain knowledge in the model. Inserting domain
knowledge is often desirable and association rules are in theory readable by
humans. In this paper we propose some strategies to prune the classification
rules without severely hindering on the classifier’s performance, and sometimes
even improve its accuracy. The pruning strategies are simple and are based on
individual rule performance when re-classifying the training set. A visual and
interactive user application for rule pruning is desired. We are currently working
on such interface using the plot presented above that allows interactive selection
of rules for pruning and editing, visualizing rule performance and colour coded
confidence and support.
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2. Antonie, M.-L., Zäıane, O. R. Text document categorization by term association.
In Proc. of the IEEE International Conference on Data Mining (ICDM’02), (2002)
19–26
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Program Simplification in Genetic Programming
for Object Classification
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P. O. Box 600, Wellington, New Zealand
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Abstract. This paper describes a program simplification approach in
genetic programming (GP) to the use of simple algebraic techniques,
prime numbers and hashing techniques for object classification problems.
Rather than manually simplifying genetic programs after evolution for in-
terpretation purpose only, this approach automatically simplifies genetic
programs during the evolutionary process. This approach is examined
on four object classification problems of increasing difficulty. The results
suggest that the new simplification approach is more efficient and more
effective than the basic GP approach without simplification.

1 Introduction

Classification tasks arise in a wide variety of practical situations. Diagnosing
medical conditions from medical imaging, recognising words in streams of speech,
and identifying fraudulent financial transactions are just three examples. Com-
puter based solutions to many of these tasks would be of immense social and
economic value. However,writing such computer programs is difficult, time con-
suming, and often infeasible: human programmers are often unable to identify
all the subtle and interrelated conditions that are needed to distinguish between
the different classes.

As a promising automatic programming approach, genetic programming (GP)
[1] has been applied to object classification and detection tasks since the mid-
1990s [2–5]. In many cases, the GP system has achieved reasonable level of
success. While showing promise [6–9], current GP techniques are frequently do
not give satisfactory results for difficult tasks. One problem is the redundancy
of programs. Typically, the programs are not simplified until the end of the evo-
lutionary process, and then only to enable analysis. However, the redundancies
also affect the search process. They force the search into exploring unneces-
sarily complex parts of the search space, which will increase the training time
[10, 11]. The redundancies and complexities have the undesirable consequences
that the search process is very inefficient, and the programs are very difficult to
understand and interpret. However, the redundant components of the evolving
programs may play an important role in the evolutionary process by providing
a wider variety of possible program fragments for constructing new programs.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 988–996, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The goal of this paper is to invent a method in GP that does program simplifi-
cation during the evolutionary process. We will investigate the effect of perform-
ing simplification of the programs during the evolutionary process, to discover
whether the reduction in complexity outweighs the possible benefits of redun-
dancy. This approach will be examined on four object classification problems of
increasing difficulty and compared with the GP method without simplification.

2 Program Simplification

The function set consists of the four arithmetic operators and a conditional
operator, which can be grouped into three operator family/categories: + and −,
× and %, and if. The simplification algorithm developed in this paper addresses
simplification of all the categories of functions.

2.1 Simplification of Programs with the Same Operator Family

In the four arithmetic operators, × and + are commutative. Redundancy oc-
curred in evolved genetic programs between × and % or between + and − can
be simplified by finding the greatest common sub-multiset (GCS). For exam-

ple, the fraction representation of a genetic program
w × x× z × z × y

x× y × z × x
can be

simplified to
w × z

x
by finding and removing the GCS x× y × z:

w × x× z × z × y

x× y × z × x
=⇒ w × z

x
(1)

Similarly, (w + x + z + z + y)− (x + y + z + x) can be simplified to (w + z)− x
by eliminating the GCS (x + z + y).

To reduce the time complexity, we developed a new method, which uses
primes and prime products for finding the GCS in two multisets in a program.
Using the program illustrated in equation 1 as the example, the algorithm (called
Simp1) is briefly described as follows.

– Associate each variable (feature terminal) with a unique prime number. In
the previous example, we can do: w → w.3, x → x.5, y → y.7 and z → z.11.

– Group all variables and their primes to form the two multisets. For example,
G1 = w.3, x.5, z.11, z.11, y.7 and G2 = x.5, y.7, z.11, x.5.

– Calculate the prime product (PP ) for each multiset. PP1 = 3 × 5 × 11 ×
11× 7 = 12705 and PP2 = 5××7× 11× 5 = 1925.

– Find the GCS. Divide the prime product of the longer set (PP1) by every
element prime of the shorter set. If it is dividable, put the element with this
prime to GCS and replace the dividend with the quotient; otherwise, skip
the element. This process is continued until all elements of the shorter set
are tried. In this example, the GCS = {x, y, z}.

– Eliminate the GCS from both sets and simplify the program. In this example,

we easily get the simplified program
w × z

x
as shown in equation 1.
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2.2 Tidy-up Rewriting of Genetic Programs

For most programs/subprograms with the same category of operators, they are
not as clean and tidy as the one described in section 2.1 but usually quite messy.
For example, the evolved program (% (× (% (% w x) (% y x)) (% (× z z
) (% z y))) x) is basically the same as the one presented in equation 1, but
it is much messier. To convert this form (original form) of the program into a
clean one shown in equation 1, we developed a tidy-up rewriting algorithm.

The basic idea of tidy-up rewriting a genetic program is to use a two-layer
storage table for each node in the program tree, as shown in figure 1 (left).
We associate each non-terminal node with a two-layer table, one positive layer
and a negative layer. The tables are constructed in the bottom up direction
for the non-terminal nodes. If the operator of a node is positive such as × and
+, the positive layer of its associated table will concatenate all elements stored
in positive layer of the child nodes, and the negative layer will concatenate all
elements stored in the negative layer of the child nodes. If the operator of the
node is negative such as % and −, then the positive layer of its associated table
will concatenate all the elements stored in the positive layer in the left child node
and those in the negative layer in the right child node. The negative layer will
concatenate the elements in the negative layer of the left child node and those
in the positive layer of the right child node.

X, Y, Z, X

W X Y Z Z YX Z

%

*

% %

% % * %

X

Z
Y

Z, ZY
X

W
X

W, X
X, Y

Z, Z, Y
Z

W,X,Z,Z,Y
X,Y,Z

W, X, Z, Z, Y

11
W X Y Z Z YX Z
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% %

% % * %
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3

5 5 5 5
3 7 7

7 7
 11  11121

1
 11, 11
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 11

3, 5, 11, 11, 7
5, 7, 11, 5

3,5,11,11,7
5,7,11

3, 5
5, 7

 11,11,7
 11

3 5 5

5

7 7 11 11

Fig. 1. Tidy-up rewriting of genetic programs

In this way, a double-layer table can be constructed for each of the non-
terminal nodes in the program tree. By the end of the process, the table asso-
ciated with the root node, which is the output of the program, could be easily
written in the tidy-up form like the one in equation 1, and accordingly the algo-
rithm Simp1 can be applied for simplification.

To speed up the process, we replace the elements in the associated tables
for the non-terminal nodes in a program tree with their corresponding prime
numbers and prime products so that the good properties of primes in algorithm
Simp1 can be adopted, as shown in figure 1 (right).
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Double Decker Bus. To further improve the time complexity of the tidy-up
process, we developed a new structure, double-decker bus (DDB), to extend the
double layered prime tables. This structure considers not only the operators and
feature terminals (primes), but also the numeric/constant terminals. The DDB
structure has two decks and two wheels, as shown in figure 2. The top deck,
called PosDeck, contains a set of primes and prime products, corresponding to
the positive layers in the double layer tables shown in figure 1. The bottom deck,
called NegDeck, also contains a set of primes and the product of these primes,
but corresponds to the negative layers of the double layer tables shown in figure
1. The front wheel stores the operator family in the function set. Please note
that at this stage we assume that the entire program tree must have the same
operator family, either all with + and −, or with × and %. Thus, the front wheel
stores positive operators such as + or ×, and negative operators such as − or
%. The back wheel stores the numeric terminal values, which are floating point
constants. These constants are not associated with any primes, and their original
values are used in the process.

OpFamily

primeproduct

primeproduct

prime | prime | prime | ... ...

prime | prime | prime | ... ...

PosDeck

NegDeck

Constants

Fig. 2. Double decker bus (DDB) – A new structure for tidy-up rewriting of programs

2.3 Simplification of Programs with Different Operator Family

In the actual situations, most genetic programs evolved in the evolutionary pro-
cess will mix up all the four arithmetic operators even with the conditional op-
erator if. Thus, we discuss the case of mixing up the four arithmetic functions
in this subsection and the conditional operator in the next.

For example, given the genetic program below:

(% (× (× (+ x y) (− z 3) (% y (+ y x))) (× (% (+ z x) w) y) ) )

we want to do the tidy-up rewriting to the format of
(x + y)× (z − 3)× y × w

(z + x)× y × (y + x)
,

then perform simplification to the final form of
(z − 3)× w

z + x
. In this program, the

main operator family is× and %, but the program also has some compound terms
such as (x+y) and (z+x). For these compound terms, the algorithms discussed
so far cannot easily associate a prime number and perform simplification.
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Double Hashing. To perform tidy-up rewriting of the program with the above
compound terms, we can use an ordered list of prime numbers and assign prime
numbers to the compound terms one after another. We can firstly check whether
the same compound term has been associated with a prime or not before we
associate a prime with a compound term (a subprogram). If it has been already
assigned a prime, then use the same prime for that compound term. Only if
a compound term has not been assigned any primes, we pick up a new prime
number for it. However, this approach is time consuming, particularly when the
program is large.

To reduced time, we introduced a double hashing approach to finding appro-
priate prime numbers for a compound term/subtree in a program. In this ap-
proach, a quartuple of elements were collected from the DDB for the sub program
trees: the prime product of the PosDeck (PosPrimeProduct), the front wheel for
the operators (OpFamily), the prime product of the NegDeck (NegPrimeProd-
uct), and the back wheel for the constant terminals (Constants). Then we use
two levels of hashing to get a prime number for the subtree. In the first level,
the PosPrimeProduct and OpFamily were used as the keys of the sub program
to obtain a slot (an address), from which the second level hashing hashes the
NegPrimeProduct and Constants to produce a prime number. Note that buckets
were used in both levels to avoid/reduce potential collisions.

It is important to note that the algorithm Simp1 is applied to the non-
terminal nodes from time to time during the simplification process, in particular
when there are mixed up family of operators.

2.4 Simplification of the if Function

The if function has a different structure from the arithmetic operators. To
perform simplification on the if function, we treat it as a singleton function,
where all children are stored in the PosDeck of the DDB and the NegDeck would
always keep empty. This function is considered a “compound” term and the
double hashing approach is always applied to this function to get a prime number
associated with.

2.5 Reconstruction of Simplified Genetic Programs

After the simplification process, we need to turn the simplified DDB form to
the genetic program format and put them back to the population so that the
evolutionary process can continue. This is done by tracking the record of the
simplification process.

3 Experiment Design

3.1 Image Data Sets

In the experiment, we used four data sets providing object classification problems
of varying difficulty. Example images are shown in Figure 3.



Program Simplification in Genetic Programming for Object Classification 993

(a) Shapes (b) (c) (d)

Fig. 3. Sample Data sets. (a) Shape; (b) Coin; (c) Digits15; (d) Digits30

The first set of images (figure 3a) was generated to give well defined objects
against a relatively clean background. The pixels of the objects were produced
using a Gaussian generator with different means and variances for each class.
Three classes of 960 small objects were cut out from those images to form the
classification data set. The three classes are: black circles, grey squares, and light
circles. For presentation convenience, this data set is referred to as shape.

The second set of images (figure 3b) contains scanned 5 cent and 10 cent
New Zealand coins. The coins were located in different places with different
orientations and appeared in different sides (head and tail). In addition, the
background was cluttered. We need to distinguish different coins with different
sides from the background. Five classes of 801 object cutouts were created: 160 5-
cent heads, 160 5-cent tails, 160 10-cent heads, 160 10-cent tails, and the cluttered
background (161 cutouts). Compared with the shape data set, the classification
problem in this data set is much harder. Although these are still regular objects,
the problem is very hard due to the noisy background and the low resolution.

The third and the fourth data sets are two digit recognition tasks, each
consisting of 1000 digit examples. Each digit example is an image of 7×7 bitmap.
In the two tasks, the goal is to automatically recognise which of the 10 classes
(digits 0, 1, 2, ..., 9) each pattern (digit example) belongs to. Note that all the
digit patterns have been corrupted by noise. In the two tasks (figures 3c and
3d), 15% and 30% of pixels, chosen at random, have been flipped. In data set 3,
while some patterns can be clearly recognised by human eyes such as “0”, “2”,
“5”, “7”, and possibly “4”, it is not easy to distinguish between “6”, “8”and “3”,
even “1” and “5”. The task in data set 4 is even more difficult – human eyes
cannot recognise majority of the patterns, particularly “8”, “9” and “3”, “5”
and “6”, and even “1”, “2” and “0”. In addition, the number of classes is much
greater than that in tasks 1 and 2, making the two tasks even more difficult.

For all the four data sets, the objects were equally split into three separate
data sets: one third for the training set used directly for learning the genetic
program classifiers, one third for the validation set for controlling overfitting,
and one third for the test set for measuring the performance of the learned
program classifiers.
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3.2 Experiment Configuration

In the approach, we used the tree-structure to represent genetic programs [1].
The ramped half-and-half method was used for generating programs in the initial
population and for the mutation operator [2]. The proportional selection mech-
anism and the reproduction, crossover and mutation operators [1] were used in
the learning and evolutionary process.

In our configuration, four image features extracted from the objects were used
as terminals first two tasks, and just 49 pixel values in the third and fourth tasks.
In addition, we also used a constant terminal for these tasks. The function set
consists of the four standard arithmetic operators and a conditional operator,
{+,−,×, %, if}. We used classification accuracy on the training set of object
images as the fitness function.

We used reproduction, mutation, and crossover rates of 10%, 30%, and 60%,
respectively. The program depth was initialised from 3-6, and can be increased to
7 during evolution. The population size was 500. The evolutionary process was
run for a maximum of 50 generations, unless it found a program that solved the
problem perfectly (100% accuracy), at which point the evolution was terminated
early. All single experiments were repeated 50 runs and the average results are
presented in the next section.

4 Results and Discussion

Instead of simplifying genetic programs every generation during evolution, we
applied the simplification algorithm to the evolutionary process every five gen-
erations on the four data sets and compared their performance with the basic
GP approach without simplification. The average classification accuracy and the
average training time over the 50 runs are presented in table 1.

Table 1. Object classification accuracy (in %) and the training time (in second)

Method Classification accuracy (%) Training time (second)
Shape Coin Digit15 Digit30 Shape Coin Digit15 Digit30

GP-basic 99.41 85.18 56.92 43.95 14.68 16.98 31.93 28.37

GP-Simplification 99.72 86.09 58.64 45.06 12.29 12.12 21.92 20.28

Classification Accuracy. According to table 1, the GP approach with the
proposed simplification method always achieved better object classification ac-
curacy on these data sets than the basic GP approach without simplification.
The improvement over the basic GP approach is particularly clear for the two
difficult digit data sets.

We hypothesised that the simplification process during evolution might de-
stroy the existing good building blocks of the genetic programs, which might
result in worse classification performance. However, these results are clearly dif-
ferent from the original hypothesis. After checking the evolutionary process, we
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found that this improvement was not clear at the beginning of evolution. At this
stage, although the simplification algorithm might destroy some potential good
building blocks, this effect was very much compensated by the powerful crossover
operator, which can preserve good building blocks. At the later stage, when the
GP evolution is difficult to make further improvement since the crossover oper-
ator starts to destroy good existing building blocks, the simplification algorithm
actually produces new genetic materials which might contain new good building
blocks by restructuring the entire genetic programs. This makes it possible to
consider the simplification a new genetic operator in the future.

Efficiency. The training times of the evolutionary process on the four data sets
are presented in table 1. As expected, the GP approach with the simplification
greatly improved the training efficiency. It seems that the improvement is even
bigger as the difficulty of the classification problems was increased. This is mainly
because the simplification process removes the redundancy, makes the genetic
programs shorter, and accordingly reduces the search space.

5 Conclusions

The goal of this paper was to develop an online program simplification approach
in GP during the evolutionary process. This goal was successfully achieved by
developing an algorithm for finding the greatest common sub-multisets in pro-
grams with the same family of operators, constructing the double decker bus
structure for tidy-up rewriting of genetic programs, applying double hashing
for tidy-up rewriting genetic programs with different family of operators and
processing the conditional operator in the simplification process.

The new approach was examined and compared with the basic GP approach
without simplification on four image classification problems of increasing diffi-
culty. The results suggest that, the new simplification approach outperformed
the basic GP approach in terms of both classification accuracy and training time
on all of the four data sets. The more difficult the classification problems, the
larger improvement in both classification accuracy and training time.

The online simplification during evolution seems to be able to reduce the
search space. While it could introduce new genetic materials, it is not clear
whether it destroy good building blocks in the early stage of evolution, which
needs to be further investigated in the future.

The simplification algorithm described in the paper has a number of levels.
In the future, it is very interesting to investigate whether the simplification
on the genetic programs with the same family of operators only can improve
the evolutionary efficiency and system effectiveness performance. We will also
investigate what effects would be produced if we consider the simplification a
new operator and put it into the function set.
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Abstract. In most P2P business models, in which users purchase the
media, it is necessary to securely identify the user in order to facilitate
payment. This paper presents a technique for allowing the widespread
sharing of certain media formats including music using a method that
keeps track of media possession and other marketing information, but in
a way that does not require user identification. For the user, the main
attraction of this scheme is that their identity is not a requirement, usage
of reduced-quality media within this system is free and that extended
media search is facilitated as an attraction to remain within the system.
The content creators and distributors are compensated by this system
by them having access to potentially large-scale actual usage and music
trading statistics. The preliminary system design presented here, can
cleanly coexist with a full-quality music purchase business model, also
described briefly.

1 Introduction

In recent years, peer-to-peer networking has become an efficient and particu-
larly scalable mechanism for widely distributing large media and data files. One
application class that has proliferated on P2P networks is file-sharing and in
particular, media-file sharing. This has been largely due to the popularisation of
programs such as the original Napster [16], KaZaa [12] and Altnet [2], Gnutella
[8], eDonkey [6] and many others. However, until 2003, most of this file sharing
activity has been in breach of copyright law.

In 2003 Apple introduced iTunes [4] – a DRM controlled legal music-sharing
system that allowed music-sharing under certain strict conditions. Since then,
many other systems have emerged (Walmart [18], Musicmatch [15] – with Mi-
crosoft being the most recent to date [14] – each with minor variations to the
same set of conditions).

All the above legal schemes have a subscription or pay-per-song business
model. This model forces the media objects to assume the status of a commodity
– a user must buy the object. This necessarily requires the user to provide their
identity so as to secure payment.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1018–1024, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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This paper describes, in an overview form, an initial design for a possible
mechanism that entirely bypasses the need for user identity in securing access
to music files available within this scheme.

An approach is presented where the economic value is not so much embedded
in the shared media objects themselves, but in their relationship with each other
– their context. While it is relatively easy to ‘hijack’ a media object such as a
song which has intrinsic value and then pirate its value, it may not be so easy
to hijack context.

This view directly benefits music publishers, which can use the context in-
formation for marketing. This marketing information is highly sought-after, es-
pecially if it is demonstrably representative of large population segments.

The information is not collected directly from a user’s PC, but from the ISP
through which the content is delivered.

1.1 A User-Centred Approach

The design of this system commences from the user’s view of the media in a
business model which is a little more involved than a simple fee-for-service or
fee-for-product.

In this system, a user collects media tags and uses them to facilitate media
playing and exchange. A typical media-active user may end up collecting a large
number of media objects and corresponding tags. The meta-information stored
in the tags – to which the user can add extra free-form information, mostly for
personal use – will allow the user to manipulate the media collection in ways
not commonly available before. With the improved media indexing advantages
explained later, the user is strongly encouraged to use such tags.

When the user ‘registers’ their music, some of the tag information is embed-
ded as meta data into the media file itself, however if a user has a media file with
meta data and a tag, then where appropriate, the tag data locally overrides the
embedded meta data. The degree to which tags information is embedded into
the media is under user control - indeed, the value of the system to the user is
that the user has full control over exposure of usage and other data.

Release of this information is encouraged, and rewarded through the im-
proved searchability compared to current peer-to-peer systems, and through the
use of ‘freebies’ and other marketing schemes. However, since no identifying in-
formation ever leaves the user, he or she is always free to ‘turn off the tap’ at
any time with no penalty other than the loss of those extra benefits.

The value to the content provider/marketer/publisher is the possession statis-
tics and the potential size of the population from which these are drawn. Their
key value being not “Who has a particular tag?”, but “Which sets of tags are
commonly found together, and how can this information about the mix of music
each user possesses be leveraged towards directed marketing?”.

Importantly, this system also allows for the discovery and trial of new music
and other media content without risk to the user. It primarily uses the traditional
word-of-mouth recommendation from friends, but now users can trial the whole
song at low-quality. This is in contrast to systems such as iTunes, where content
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must first be purchased, or as with the 30-second samples used by Amazon
[3], (invariably the samples are unrepresentative of the song (it seems), as they
were automatically produced). It is also possible to implement push-style media
distribution without detracting from the rest of the system.

In contrast to some honour-based schemes such as Gnutella [8] and KaZaa
[12], the ‘free-riding’ phenomenon [1] is avoided since all users are equal under
this system in terms of the information transferred.

Central 
Index

First
Level

Server
(ISP)

P2P Network

Client
• Caching of public media
• Storage of private media
• Distributed fingerprint identification
• Search and download of public media
• External download of private media
• Quality downsampling and application 

of watermark in transition of private to 
public media

First level Server
• Authentication of public media
• Blocking of private media 
• Caching of public media indexes
• Collection of Tagsets
• Transition of private to public media

• Media fingerprint verification

Central Index
• Central index for media 

fingerprints
• Meta-data management for 

• search optimisation
• distributed identity 

optimisation
• Aggregation of Tagsets
• Dissemination of statistics

Content
Provider

Content Provider / Creator
• Master copies for media 

fingerprint verification
• Consumption of statistics
• Watermark Insertion for 

new public media

Higher
Level
Index

Servers

Higher level Index Servers
• Public media index 

caching and merging
• Aggregation of Tagsets 

(eg by ISP location)

ClientPrivate
media

Media Identity to 
use in watermark

Fingerprint 
Search Request

Proxied
Media 
Identity

Proxied
Fingerprint 
Search 
Request

Raw Tagset

Secure Tagset Hash

Distributed 
Indexing 

Information

Aggregate  
TagsetsAuthenticated upload, 

caching and download of 
Public Music (via ISP)

Authenticated 
New Public 
Media

Aggregated 
Possession 
Statistics

Aggregate 
Tagsets an
Indexes

Fig. 1. Overview of the System

This system also fits with a full-purchase business model called Music2Share
described by Kalker et al [13]. A user would use our system for free low and
medium-quality media exchange in exchange for statistical information about
which compatible media a user possesses and how that changes over time. This
can be done without user identity being required.

In contrast, those users who want guaranteed high or maximum quality media
may use the purchase model suggested by Music2Share.
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2 Preliminary Design

The system is composed of a hierarchical set of media indexing servers, leading
up to one or a small set of central servers which maintain a central media registry
or index.

Figure 1 shows an overview of the system showing major protocol paths.

2.1 Media Types

There are three different types of media involved in this system. These corre-
spond roughly to the similarly-named media types described by Kalker [13] in
Music2Share (M2S).
Unregistered public media: This is public media which has not been reg-
istered by the client. Such media will play in a very bandlimited manner on
compatible media players until registered, or on ordinary players which are not
part of the system. Such media, while rendering badly, will still produce recogniz-
able renditions. For example, music will render as if played through a telephone
but it will still be recognisable and identifiable.
Registered public media: This is media that was obtained by the client from
our system, or has been authenticated and registered by the client. It is unen-
crypted but bandlimited to a quality less than VHS or CD. A user who wants
better quality must purchase the media (e.g. from M2S). Public media contains
a high capacity watermark (such as in [19]), which is used for easy identifica-
tion and contains the data required to render good quality audio/video. The
watermark contains the lower and higher frequency components removed by the
bandwidth limiting process of registration. A compatible player will decode the
watermark and render it in good quality once the song is registered.
Encrypted public media: This is full bandwidth media of verifiable quality
as per the M2S system. It is encrypted and the compatible media player can be
instructed to silently pass the media to a M2S player when encountered. Note
that this media type is not formally part of our system, but is compatible with it.
It cannot be transferred as part of our system since M2S requires user identity.
Private media: This is media supplied by the user which has not been au-
thenticated in any way. This media may come from anywhere, and the client is
free to use it in any way. However private media will not be transmitted via our
system and the client will not be able to take advantage of any indexing.

Authentication involves verifying the identity of the media from its ‘finger-
print’ (as with [13], then creating a down-sampled or bandlimited version of the
media and inserting the watermark to create a public version of the media. This
public version is then stored locally for P2P use.

Registration involves obtaining the identity and feature data of any new
public media and combining it with the data collected from other public media
in the client’s possession (called a tagset), and then transferring the combined
information to the media server. The server returns a secure hash of the tagset,
and registration is complete.
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Table 1. Media Types

Media Type Quality Usage Bandwidth Video size

Unregistered Public Poor Preview 6kHz 80x50
Registered Public Public Good Normal 15kHz 320x240
Private, Encrypted Public Excellent Premium > 44kHz full-screen

Thus users are free to distribute low (‘telephone’) quality music without
registration, or good (‘FM-radio’) quality with registration. The registration
process causes all submitted media files to be bandlimited to good quality, then
watermarked / bandlimited to poor quality. In this way, high-quality music is
never distributed, but the user is encouraged to use Music2Share to purchase
high quality music if desired.

2.2 Media Index Servers and Possession Statistics

The Media index servers – typically operated by ISP’s – are specially authen-
ticated servers that form a federated information resource on tag movements,
and this information, in the form of aggregated statistics files can be used by
Copyright agencies to determine possession-based royalty payments.

The media publishers pay for the privilege of obtaining the statistical data
for sets of songs from ISP’s running an index server. The ISP can also derive
income from advertising and various marketing-driven games like an online radio
or TV station. Sets of tags (as playlists) can be delivered as part of a promotion.

It is expected that over time there would be a natural merging of server
operations like the above over a few large ISP’s, but ISP franchise arrangements
could be used to distribute this load.

2.3 A Hierarchical Peer-to-Peer Approach

Many existing DRM-based music distribution systems such as iTunes [4] are
based on a central server. This has the obvious disadvantage of high network
load, poor scalability and net bandwidth bottlenecks, although this is not an
insurmountable problem as shown by the architecture of Google [9]. One major
difference is the average transaction size, which for Google is relatively small.

In terms of music sharing, the principal advantage of a centralised server
model as in the original Napster [16] network model is the indexing. A central
index can allow rapid match and complex search criteria as opposed to dynami-
cally maintaining distributed indexes over many peers. By contrast, a P2P net-
work has the advantages of being naturally scalable – distributing the network
load and bandwidth, and providing a fault-tolerant manner of operation – any
node may fail without major impact to the rest, as opposed to the single point
of failure implicit in any client-server architecture. But a fully P2P system also
has some distinct disadvantages: quality of service is uneven; slow propagation
of information about new nodes; and sub-optimal searchability, especially with
fuzzy search terms.
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A compromise between a central server model and a fully decentralised model
is therefore proposed: a hierarchical P2P (HP2P) network using distributed hash
tables along the lines of Chord and TOPLUS [7].

A HP2P model combines the scalability advantages of P2P with the cen-
tralised indexing of a traditional client-server model. Indeed, a number of dis-
tributed indexing models exist, each with different search and network complex-
ities (SearchTools [17], Collab [5]). Providing hierarchies allows for considerable
search optimisation and may be sufficient to make fuzzy searches feasible.

Except for the largest ISP’s, the first-level hierarchy would most likely encap-
sulate all the users for a particular ISP. In the second hierarchical level, multiple
ISP-based song indexes would be combined. In other words, while the file-sharing
would remain strictly P2P, the indexing would be more hierarchical.

If an ISP is distributed geographically, then there may be virtue in splitting
on that basis. In this case, dynamic indexing may allow certain local meanings
or interpretations to match more strongly, if the search request was made locally.

2.4 Users Sharing Music

Music is shared between users by exchanging the tags or the media (usually the
former). The system will then automatically fetch either the corresponding tag
or media, (at a network-friendly priority) whichever was not shared, in order
to complete the pair, or derive a tag from the media if it was already suitably
tagged with meta-data.

For Mobile-phone systems, using each mobile base transmitter as a media
server can be a particularly efficient way to deliver media – bearing in mind the
bandwidth / quality trade-off inherent in a mobile environment. Mobile users
would then exchange tags very quickly and the media can arrive automatically
at a network-friendly rate.

Tagsets can themselves be shared (in which case, they devolve to playlists)
– allowing personalised music selection of new music – or created from a pre-
liminary song-feature selection process. In this case, a new customised tagset
can be regenerated periodically, and then distributed from a central repository,
implementing a form of personally customised internet radio. This latter method
nicely addresses one of the perennial questions in recommender systems based
on usage – how to incorporate new music.

3 Conclusion

This short paper, briefly describes a HP2P system for sharing music where the
user is able to share music freely, but where the marketing value of their ever-
changing song collection is used to pay for it.

It also comments on how such as a system can interoperate with a fee-based
P2P song-purchase system, to allow the user to easily purchase a higher quality
rendition of the song initially obtained freely.
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Abstract. In parity assignment-based steganography for palette im-
ages, all colors in a host image are divided into two subsets, and each
pixel is used to carry one secret bit. This paper describes an analytic
method against the parity assignment-based steganographic techniques.
By finding the rule of color modifications, a steganalyst can attempt to
recover the original histogram in a way that is a reverse of data embed-
ding. Because of the abnormal colors in the original image, an excessive
operation will cause some negative values in the recovered histogram.
This provides a clue for revealing the presence of secret message and
estimating the length of embedded bit sequence.

1 Introduction

The objective of steganography is to send secret message under cover of a carrier
signal [1]. It is generally accepted that any steganographic technique must pos-
sess two important properties: good imperceptibility and sufficient data capacity.
The first property ensures that the embedded message is undetectable, and the
second means efficiency in hidden communication. Despite that steganographic
techniques only alter the most insignificant components of the host media, they
inevitably leave detectable traces so that successful analysis, i.e., revelation of the
presence of embedded data [2], is often possible. Many steganalytic techniques
have been developed [3].

Various types of multimedia data can be used as carriers in steganography,
among which palette images are popular since they are widely available and con-
venient to transmit via the Internet. Palette image uses a few, generally no more
than 256, colors to provide acceptable visual quality. Each pixel possesses an in-
dex value mapped to a displayed color according to a palette, which includes all
colors in the image. In the steganographic techniques for palette images proposed
by Fridrich [4, 5], all colors in the palette are divided into two subsets represent-
ing respectively the secret bits 0 and 1. For a pixel into which one secret bit is
embedded, no modification is needed if the original color belongs to the subset
corresponding to the secret bit, otherwise the closest color in another subset is
chosen to replace the original color. In [4], assignment of colors to the subsets
is done according to the parity of the sum of red, green, and blue components.

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1025–1031, 2005.
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In [5], a smarter optimal parity assignment (OPA) method is used as described
below:

1. Calculate the Euclidean distances between all pairs of colors dij = |ci − cj |,
and arrange them in an ascending order to produce a sequence of distances,
{d}. Set C = ∅. Iteratively repeat the next step until C contains all colors.

2. Orderly choose the distance dkl from {d} such that either ck /∈ C or cl /∈ C.
No such dkl can be found if C already contains all colors. If neither ck nor cl

belongs to C, pseudo-randomly assign ck and cl to the two different subsets
according to a key. In case ck /∈ C and cl ∈ C, assign ck into the subset that
does not contain cl. Update C = C∪{ck}∪{cl}.

In the OPA method, a color in the palette and its closest neighbor must
belong to two different subsets [5]. Thus, the original color of any pixel is either
kept unchanged or modified into its closest neighbor. The distortion introduced
is therefore very small.

It is shown in this paper that both parity assignment steganographic tech-
niques as mentioned in the above are not secure. A steganalyst can derive the
rule of color modifications and try to recover the original histogram, and the
negative value in recovered histogram provides a clue for revealing the presence
of secret message and estimating the length of embedded bit sequence.

2 Steganalytic Method

Let us first study the effect of data embedding on a palette image. Denote colors
in the image as c1, c2, . . . , cN , and divide them into two subsets using a parity
assignment method. In OPA, a color and its closest neighbor must belong to two
different subsets. But this cannot be guaranteed by using the method described
in [4]. Figure 1 sketches a case of parity assignment when the palette contains
6 colors, in which the white and gray circles are used to represent colors in the
two different subsets. In this figure, there are 6 arrows from cj to ci if ci is the
closest neighbor of cj among all colors in the subset that does not include cj .
This means that the color cj may be changed into ci in data embedding. An
N × N matrix, A, is also used to indicate the rule of color modifications, in
which an element A(i, j) equals 1 if an arrow from cj to ci exists. Otherwise
A(i, j) = 0. Clearly, there is only one element having a value 1 in each column,
and the other N−1 elements are all 0. In the case of Figure 1,

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
1 0 1 0 0 0
0 1 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

(1)

Denote the numbers of color occurrences of the original image as h1, h2, . . . ,
hN , and those of the stego-image as h′

1, h′
2, . . . , h′

N . Let α be the ratio between
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the number of embedded bits and the total pixel number of the cover image .
Since the rate of color changes due to data embedding is approximately α/2, hns
and h′

ns are related by a matrix T(α):⎡
⎢⎢⎢⎣

h′
1

h′
2

...
h′

N

⎤
⎥⎥⎥⎦ ≈ T (α)

⎡
⎢⎢⎢⎣

h1

h2

...
hN

⎤
⎥⎥⎥⎦ (2)

where
T (α) = A · α/2 + I · (1− α/2) (3)

I is an identity matrix.

Fig. 1. A case of parity assignment when the palette contains 6 colors

If a steganalyst knows the parity assignment scheme used for data embedding,
he can always derive the matrix A. When the OPA method is used, although
the steganalyst cannot find the particular division of two subsets due to the
pseudo-random assignment in Step 2, he does know that a color may only be
modified into its closest neighboring color in the embedding and the pseudo-
random mechanism does not affect A. Therefore the analyst can always work
out the matrix. If the color assignment is determined by the sum of red, green,
and blue components [4], it is even easier to obtain the matrix A since the
steganalyst can find the exact subset division.

If a color cs in the palette satisfies the following two conditions simultane-
ously: 1) occurrence of cs in original image is very rare, i.e., hs ≈ 0, and 2) sum
of occurrences of all cr satisfying A(s, r) = 1 is significantly greater than hs, we
call cs an abnormal color, which will provide a clue for detecting the presence of
hidden data. As a simple example, when the original histogram is given in Table
1 and the color assignment in Figure 1, the color c4 is an abnormal color. After
data hiding with an embedding rate α = 0.5, the histogram of the stego-image
is also listed in Table 1. In fact, the procedure of data embedding is to change
cj to ci in many pixels when A(i, j) = 1. Define

H′′ (t) =

⎡
⎢⎢⎢⎣

h′′
1 (t)

h′′
2 (t)

...
h′′

N (t)

⎤
⎥⎥⎥⎦ = [T (t)]−1

⎡
⎢⎢⎢⎣

h′
1

h′
2

...
h′

N

⎤
⎥⎥⎥⎦ (4)
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so,

H′′ (α) =

⎡
⎢⎢⎢⎣

h′′
1 (α)

h′′
2 (α)

...
h′′

N (α)

⎤
⎥⎥⎥⎦ ≈

⎡
⎢⎢⎢⎣

h1

h2

...
hN

⎤
⎥⎥⎥⎦ (5)

Equation (5) indicates that H′′ (α) is similar to the original histogram. It can be
viewed as a procedure of changing ci back to cj when A(i, j) = 1. Thus, h′′

s (α)
approximately equals zero if cs is an abnormal color. Considering H′′ (α + Δt),
where Δt is a small positive number, the value of h′′

s (α+Δt) should be less
than zero, since more pixels are subsequently departed from the abnormal color
cs. Figure 2 gives the value of h′′

4 (t) as a function of t, which is derived from
the stego-histogram in Table 1 and the matrix A in Equation (1). It is also
shown that the curve of h′′

4(t) intersects the t-axis at t = 0.53, very close to the
embedding rate 0.5.

Table 1. A sample of original and stego histograms

Colors ci c1 c2 c3 c4 c5 c6

Occurrence number hi 52 186 467 9 742 144

Occurrence number h′
i 40 275 392 197 586 110
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Fig. 2. Value of h′′
4 (t) with different t

In natural palette images, there always exist some abnormal colors or semi-
abnormal colors, where semi-abnormal means the two conditions in definition
of abnormal color are roughly satisfied. Although a steganalyst does not know
which color is abnormal or semi-abnormal since he does not have the original
image, he can calculate the histogram of a suspicious image, obtain the matrix
A, and attempt to recover the original histogram in a manner that is the reversal
of data embedding. Because of the presence of abnormal colors in the original
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image, an excessive operation will produce some negative values in the recovered
histogram. This fact can be used for revealing the presence of secret message
and estimating length of the embedded bit sequence. The detailed steganalytic
method is as follows:

1. Get the histogram [h′
1 h′

2 . . . h′
N ] from a suspicious palette image.

2. Compute H′′ (t) with different t using Equation (4), and find the minimum
value in H′′ (t),

y (t) = min
n=1,2,...,N

[h′′
n (t)] (6)

3. Find the maximum value of t at which y(t) changes from positive to negative
as an estimate of embedding rate αE. A small αE implies a clear palette
image, and a large αE indicates the presence of hidden message.

While y(α) is always little greater than 0 as H′′ (α) is similar to the original
histogram, it is possible that y(t) < 0 when t < α for some special stego-images.
So, in the steganalytic method, the last t at which y(t) changes sign is taken
as an estimate of embedding rate. Thus, from the stego-histogram in Table 1
and the matrix A, one can obtain the estimated embedding rate = 0.53 (see
Figure 3), which is close to the actual rate 0.50.
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Fig. 3. Value of y(t) with different t

3 Experiment and Discussion

Figure 4 is a stego-image with 256 colors and a size of 426×568, in which 80%
pixels were used to carry secret bits embedded by OPA method, and its y-t
curve is shown in Figure 5. The last intersection between the curve and the t-
axis indicates αE = 0.82, although one section of this curve on the left is below
the t-axis.

In another experiment, a total of 80 palette images were used as covers,
among which 40 were downloaded from the Internet and the others acquired
using a digital camera in an uncompressed form and then converted to the gif
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Fig. 4. Stego-image obtained by OPA steganography with α = 0.8
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Fig. 5. y-t curve of the stego-image in Figure 4

format with a commercial tool. Both the OPA method [5] and the color as-
signment method based on the RGB sum [4] were performed to hide data with
α = 0.5, 0.8. Using the steganalytic technique described in the previous section,
the estimated embedding rates of the original and stego images are illustrated
in Figures 6 and 7. The two figures show that the more the embedding rate,
the more accurate the estimation. Performance of analysis for the assignment
steganography based on RGB sum is better than that for the OPA technique.
For some images the estimates are considerably higher than the actual embed-
ding rate. This is because that the colors in the covers do not exactly satisfy
the abnormality conditions. In general, nonetheless, the proposed steganalytic
method is effective.
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Abstract. This article reports a pioneer work on a steganography
scheme in the domain of side-match vector quantization. The challenge
associated with dynamic state code books had been resolved by two
possible alternatives, namely code book partition by code words’ mean
and code book partition by pseudo random sequence. Experiment re-
sults reveal that imperceptibility required for secret communication can
be ensured with the proposed approaches.

1 Introduction

Data secrecy had become an important issue as communication networks getting
commoditization and widely spread, especially with the blooming of the Inter-
net. Among others technologies, digital watermarking and steganography had
received considerable attention in recent years for their theoretical and practi-
cal significance. Aimed at copyright protection, arbitration, and authentication,
watermarking is the process of embedding extra information into a media clip.
There have been a vast number of established methods [1]. However, it is still far
from trivial to make the embedded watermark robust. Although closely related
to digital watermarking, steganography has its own appeal for secret communi-
cation [2]-[3]. Steganography is the hiding of a secret message within an ordinary
message and the extraction of it at its destination. Conventional cryptography
techniques, such as DES and RSA [4], convert plain messages into random mes-
sages. Such a diffusion and confusion process tells potential attackers that there
exist enciphered confidential message. Steganography takes cryptography a step
farther by hiding an encrypted message in ordinal message so that no one sus-
pects it exists. Ideally, anyone scanning your data will fail to know the existence
of encrypted data [5].

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1032–1038, 2005.
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The primary objective of steganography is the imperceptibility. That is, the
carrier message should show no significant difference after the embedding of
secret messages. In later sections, we will present a new steganography scheme
in the side-match vector quantization domain. The proposed approach embeds
a black-and-white icon into a gray-level carrier image, and maintains desired
imperceptibility at the same time.

2 Side Match Vector Quantization

In order to reduce the bandwidth requirement for data transmission and space
requirement for data storage, various data compression techniques had been
developed [6]. Vector quantization (VQ) [7] is a widely adopted approach for lossy
data compression. In applications regarding image, audio, and video, human
sensory system is sophisticated enough to filter out limited data loose in the
process of encoding and decoding. VQ and its descendents try to maintain high
compression rate while retaining essential information carried in media clips.

The codebook size is a critical design parameter. It decides the encoding
speed and the image quality. It seems that there is an inevitable tradeoff between
these two important criteria. However, side-match vector quantization (SMVQ)
[8] ingeniously tackles this dilemma by using dynamic, smaller code books for
internal image blocks. A smaller code book implies fewer bits in encoding the
indices. At the expanse of higher computational cost, overall compression rate
can be significantly improved. This virtue makes SMVQ prevail in applications
with limited bandwidth capacity.

With SMVQ, the image blocks in the first row and first column are dealt with
in the same way as regular VQ. They differ in the processing of internal image
blocks. Only a small portion of the main code book, called state code books, are
used to encode internal image blocks. The state code books are selected from
the main code book based on the surrounding information of the internal block
to be encoded. Fig. 1 illustrates the general idea of SMVQ.

Fig. 1. Illustration for the processing of internal blocks with SMVQ

In Figure 1, blocks in gray denote blocks already encoded, and the block
in bold border is the block under processing. 4-pixel by 4-pixel image blocks
are used in the illustration. Let Xi,j and X̂i,j denote the original and encoded
image blocks on the i-th row and the j-th column of the carrier image, and let
Xi,j(m, n) denote the gray value of the pixel on the m-row and n-th column
within image block Xi,j . In encoding block Xi,j , we apply each code word, Ck,
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k = 1, · · · , N , in the main code book into the block in bold in Figure 1, and
evaluate its associated side-match distortion (SMD) as follows:

SMDi,j,k =
4∑

m=1

[
X̂i,j−1,k(m, 4)− Ck(m, 1)

]2

+
4∑

n=1

[
X̂i−1,j,k(4, n)− Ck(1, n)

]2

(1)
Ns code words in the main code book with smallest side-match distortion

are then picked up to form the state code book for the encoding of image block
Xi,j . It is worthwhile to point out that the state code book is dynamic and state-
dependent. It depends on the block to be encoded. Different internal image blocks
have different state code books. More computational cost does incur in finding
state-dependent state code books. However, the cost is justified if we consider
the higher compression rate we can obtain.

3 Digital Watermarking in Vector Quantization Domain

Lu, et al. [9] had proposed a successful digital watermarking scheme which is
robust to vector quantization compression. With their approach, the main code
book is bi-partitioned into two sub code books of equal size using genetic algo-
rithms. One of these sub code book is used to embed bit “0”, and the other is
for bit “1”. That is, to embed a bit “1”, we find out the closest code word in
sub code book “1”, and output its index. The partitioning serves to be a secret
key. With the same information, the receiver end can then extract the embedded
information. The primary objective of the partitioning is to minimize the extra
error introduced in the embedding process.

For the purpose of information hiding, we will follow the same philosophy
in dealing with those image blocks in first row or in first column. However, the
same approach can not be applied to internal blocks directly, since the state code
books for internal image blocks are state-dependent. It becomes computationally
impractical in following Lu’s approach. In Section 4, taking both computational
efficiency and image quality into account, we introduce two possible alternatives
for the partitioning of the state code books.

4 Data Hiding in Side-Match Vector
Quantization Domains

The functional block diagram for our approach to data hiding in SMVQ domains
is given in Fig. 2. The embedding process for those carrier image blocks on first
row or first column is different from that for remaining blocks. We will examine
the detailed operation of each block in subsequent sub sections.

4.1 Pseudo-random Number Generators

For another level of secrecy, two pseudo number generators, namely Blum-Blum-
Shub generator and linear congruent generator [10], are considered in our ap-
proach.
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Fig. 2. Functional block diagram for the proposed approach

Based on squared residue, Blum-Blim-Shub generator (BBSG) can be used
to generate pseudo random bit stream as follows:{

z0 = k2 (mod R)
zr = z2

r−1 (mod R), r ≥ 1
and

br = zr (mod 2), r ≥ 0
where br, r ≥ 0 is the desired pseudo random bit stream; k is a chosen number
which has to be relative prime to R; R is the product of two prime number
R = p · q . It is required that p (mod 4) = q (mod 4) = 3. Taking the random
seed k as secret key , BBSG is used in our approach to disturb the initial secret
message.

Linear congruent generator (LCG) is capable of generating random number
sequence within a specified range without repetition, as follows:

Xn+1 = (P1Xn + P2) (mod N)
where N is the specified range; P1 and P2 are two different prime numbers; X0

is the random seed and serves as a secret key. LCG is used in our architecture
for the partitioning of state code books as detailed in later sub-section.

4.2 Main Code Book Partitioning by Genetic Algorithms

For carrier image blocks on the first row or first column, we embed secret infor-
mation into them with an approach similar to that of Lu, et al. [9]. We partition
the main code book into two sub code books using genetic algorithms.

Genetic algorithms [11] solve optimization problems by encoding the prob-
lems into chromosome form. Chromosomes in initial population are randomly
set. In each iteration, chromosomes are evaluated according to specified object
function to determine their fitness values. Good chromosomes are selected and
mated to generate new chromosomes by crossover and mutation. Worse chromo-
somes are replaced by the newly generated ones. As the evolution progressing,
each chromosome competes with each other in order to survive. Good genes are
supposed to survive and result in satisfactory solutions. Below is a pseudo code
for genetic algorithms in general:

Pseudo Code for Genetic Algorithms

Randomize initialize population P(0)
WHILE terminate condition is not met



1036 Chin-Shiuh Shieh et al.

Evaluate P(t) using object function
Select P(t+1) from P(t) based on fitness value
Conduct crossover and mutation, on P(t+1)

The design of chromosome to match the problem at hand is the first decision
to be made in applying genetic algorithms. In our system, each chromosome is a
binary string of length NM , which is the size of the main code book. It is required
that there must be equal number of bit “0” and bit“1” in each chromosome
string, so that it represents a legal main code book partitioning. In our problem,
the fitness value is related to the extra error incurred by the embedding process.
A chromosome is considered to have higher fitness value if the partitioning it
represented introduces less encoding error.

4.3 State Code Books Partitioning

For image blocks other those on first row and first column, the encoding is based
on their associated state code books. Due to the dynamic nature of state code
books, pre-partitioning as we did for the main code book becomes infeasible.
With a hop of maintaining desired image quality, we consider two possible solu-
tions to this problem in this sub-section.

One possible solution is to partition the state code book according to the
means of its code words. Once the state code book for a particular image block
is constructed, we sort the code words in it according to their means, which is
defined to be the average gray level of all its pixels. Then all code words in odd
position are collected and form the sub state code book for the embedding of
information bit “1”, and code words in even position are collected to form the
sub state code book for the embedding of information bit “0”.

Another possible solution is to partition the state code book randomly. The
linear congruent generator discussed in sub section 4.1 can be used to generate
a random permutation of integers Ns, and therefore leads to a legal partitioning
of the state code book. The random seed used in LCG now serves as a secret
key and offer another level of secrecy.

Although both of above approaches do not take into account the extra en-
coding error incurred, satisfactory image quality can be expected if state code
books of moderate size is used.

5 Experiment Results

A series of experiments was conducted to verify the feasibility of the proposed
approaches. Important parameters in the experiments are listed bellows:

- Carrier image: 512 by 512, 8-bit gray-level LENA
- Image block size: 4 by 4
- Secret message: 128 by 128, binary ROSE
- BBSG:k = 151,R = 6691 · 3467
- Main code book size: 1025
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- Main code book generation: LBG algorithm
- GA for main code book partitioning: Population size: 10;

Crossover rate: 70 %; Mutation rate: 3 %
- LCG for state code book partitioning:X0 = 79,P1 = 6691,P2 = 3467,N = Ns

For intended receiver, who has both the secret keys for BBSG and LCG, embed-
ded secret message can be perfectly extracted, as shown in Fig. 3(a). Without
knowledge on these secret keys, eavesdroppers can only obtain meaningless mes-
sage as that in Fig. 3(b).

We also examined the effect of different state code book size. The results
is summarized in Table 1. For state code book size of 256, there is only slight
degradation in encoded image quality. The quality is even better for state code
book size of 512. The embedded carrier images for state code book size of 256 are
given in Fig. 4. It is difficult for human visual system to perceive the existence
of secret message.

(a) (b)

Fig. 3. Extracted message (a) with secret keys, and (b) without secret keys

Table 1. Peak-Signal-Noise-Ratio (PSNR) value with respect to the original carrier
image.

State Code
Book Size

SMVQ Data Hiding in SMVQ
with State Code Book
Partitioning by Mean

Data Hiding in SMVQ
with State Code Book
Partitioning by Random
Sequence

256 30.339 29.91 29.75

512 30.983 30.53 30.62

6 Conclusions

A new steganography scheme in the domain of side-match vector quantization
is proposed. The challenge associated with dynamic state code books had been
resolved by two possible alternatives, namely code book partition by code words’
mean and code book partition by pseudo random sequence. Experiment results
reveal that imperceptibility required for secret communication can be ensured
with the proposed approaches.

By its nature, the proposed scheme is robust to SMVQ compression. However,
more investigation is required before we can have any conclusion on its robustness
against general attachs.
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(a) (b)

Fig. 4. Embedded carrier image with (a) state code book partitioning by code words’
mean and (b) state code book partitioning by pseudo random sequence
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Guard Agent: 
… 
//initialisation 
receive <update_rule, Agent(P)> 
//perform update 
while (true) { 

  receive <data_structure, Agent(ID)>; 
  update (pointer);  
  send <data_structure, Agent(ID)>; 
 … 

} 
  
Obfuscated Agent P: 

… 
initialise (data_structure); 
send <data_structure, Agent(A)>; 
… 
 
//receive the data structure from Guard Agent D 
while (!receive <data_structure, Agent(D)>) { 

           wait; 
     } 

//send the data structure for another round of updates 
send <data_structure, Agent(A)>; 
//initiate testing on pointer invariants 
 
if (data_structure.p == data_structure.r &&   

data_structure.q == data_structure.s)   
{ // Opaquely-False Predicate 

  // perform dummy behaviour 
}  
else { 

  //perform real behaviour 
} 
if (data_structure.p == data_structure.q && 

data_structure.r == data_structure.s)   
{ // Opaquely-True Predicate 

  // perform real behaviour 
}  
else { 

  //perform dummy behaviour 
} 
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m = 3; % Number of bits per symbol 

n = 2^m-1; k = 3; % Word lengths for code 

msg = gf([2 7 3; 4 0 6; 5 1 1],m); % Three rows of m-bit symbols 

code = rsenc(msg,n,k);  

errors = gf([2 0 0 0 0 0 0; 3 4 0 0 0 0 0; 5 6 7 0 0 0 0],m);  

noisycode = code + errors; 

[dec,cnumerr] = rsdec(noisycode,n,k) 

 

dec = GF(2^3) array. Primitive polynomial = D^3+D+1 (11 decimal) 

Array elements =[2    7    3;    4    0    6;    4    0    0] 

cnumerr =  [1     2    -1]’
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Abstract. A secure steganographic paradigm of binary image, which is fulfilled 
by simulating normal scanning process, is suggested in the paper. The indeter-
ministic parts of scanning can be calculated by checking the differences be-
tween repeated scans. The information hiding is realized with reference to this 
indeterminism. We also provide a novel scheme to put this secure paradigm into 
practice by using the error control embedding technique. A more efficient prac-
tical method is presented based on morphological theory and the Matrix encod-
ing strategy is utilized to improve the embedding performance. 

1   Introduction  

Steganography, derived from the Greek “covered writing”, is an emerging science of 
invisible communication. A steganographic scheme aims to hide the very existence of 
secret message by embedding them into innocuously looking cover data. The most 
relevant feature of steganographic scheme is the security, which refers to the diffi-
culty that an adversary has in obtaining evidence or even grounds for suspicion of a 
confidential communication. The definition of perfectly secure stegosystem based on 
information theory can be found in [1]. 

A more challenging problem is to hide data in a two-color digital image because 
arbitrarily changing pixels in a binary image causes extremely noticeable artifacts. 
Compared with the plurality of proposed methods in steganography for the full color 
picture and video streams, the steganographic methods of the two-color image are 
very limited. Over the last few years, we have seen a growing number of papers pro-
posing new techniques and ideas for binary image information hiding. However, not 
too much attention has been paid on the security of the previously proposed tech-
niques. Some methods even do not provide any measurement to ensure good visual 
quality in stegocover [2]. A secure paradigm and a novel method for binary image 
steganography are presented in this paper. This new proposed method is to simulate a 
usual scan process while embedding. Elke Franze and Andreas Pfitzmann proposed a 
similar stego paradigm in [3]. They discussed stego system simulating a usual proc-
ess, just like we will do, but do not go further in detail.  

2   Embedding Scheme  

As shown in fig. 1 the set of cover is C, the set of stego is S, the set of embedded 
message is E and the embedding processing is fE. If the mutual information 
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0)|,( =CSEI , the stego system is secure system at the condition of cover-stego-

attack, which means an attacker obtains no information whatsoever about the secret 
message by examining stego and cover. 

Because       0),(|()|()|,( =−= CSEHCEHCSEI         (1) 

Then                                    )),(|()|( CSEHCEH =         (2) 

E and C can be thought as independent 

                                            )),(|()( CSEHEH =              (3) 

So the condition of secure stego system is ),(|()( CSEHEH = . Normally when an 

attacker knows the S and C, he can get the embedded message information by com-
paring S and C, ),(|()( CSEHEH ≥ . So as shown in [10], the secure problem cannot 

be achieved and the indeterminism of cover is introduced to fulfill secure embedding 
system. 

However there may be an exception. If C=S,  

Then                                   H(C|S)=H(S|C)=0                    (4) 

                                          H(E|C)=H(E|S)=H(E)               (5) 

It follows that )),(|()( CSEHEH = . The secure condition can be met. 

What does C=S mean? For the individual cover Cci ∈ and stego Ssi ∈ , it means 

ii sc = . That is impossible because ci and si must have some differences to hold the 

embedded message. Nevertheless maybe we can get i and j, let the ji sc = be achiev-

able. In this specific situation, the C=S is a tenable necessary and sufficient condition 
for secure steganography. 

The formula C=S means that the attacker obtains no information about whether the 
stego sj contains the embedded information by observing stego S and cover C . As-
sume that C is infinite set, if  jiEji ccefandCcCcEe =∈∈∃∈∀ ),(,, , the 

secure condition C=S is achievable and fE  is the secure stego system. 
The secure stego system fE  can be fulfilled by simulating the usual process that 

modifies data. The usual process must produce some differences between the input 
and the output, which can be used to embed the secret message.  

 
Fig. 1. The embedding model 
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The simulated process here is scan process. When we scan a text document, the re-
peated scanning of one image will result in several digital images that look very simi-
lar to the human eyes. However even if the same setting were used in scanning, the 
single pixel of images is not identical. That is the indeterminism of scans process, 
which ensure the security of the stego system, because the attacker is not able to de-
cide the differences between the intercepted data caused by the embedding process or 
the simulated process. 

 

 

Fig. 2. Scan process and embedding process 

 

Fig. 3. The scan simulated embedding process 

Fig. 2 shows the scanning and embedding process. The stego system is to simulate 
the scan process. If the simulated embedding function is elegant, the differences be-
tween the input image CA and stego image S will match with the differences between 
the CA and the cover image C(we call the scan output image cover). The attacker can 
not decide whether the differences are caused by the repeated scanning or the data 
embedding. C and S can be thought as equal. Normally the input image is analog and 
the stego system cannot directly access analog signal, hence the embedding process 
should be applied to the scan output image. Therefore before embedding we must do 
the input image estimating first. Fig. 3 show the scan simulated embedding diagram. 

3   Scan Input Image Estimation   
     and Error Control Embedding Method 

Assume that a binary image X is the original cover, a number of outputs Xi (i=1…. l) 
can be obtained by repeated scanning X. It is obvious that Xi varies from each other 
because of the metrical noise.  

 

Definition 1: Image distance, which means the differences between two images, is 
the sum of all differences between the corresponding pixels of   two given images.  
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Where the M and N are size of image and ),(1 jix and ),(2 jix  are the corresponding 

pixels of two images.  
 
Definition 2: Mean image is the average of all image, the pixel in mean image is  

∑
=

=
L

k
k jix

L
jix

1

),(
1

),(                                   (7) 

Where the ),( jixk  is the pixel in number k image.  

Here are the four steps to do embedding. 

1. Scan the given image X with the same setting L times. We can get L output im-
ages X1, X2…XL. 

2. The mean image X  can be easily worked out according to formula (7). 
3. Calculate the distance between the mean image X  and each output image using 

formula (6). We can get L Distances D1,D2,…DL. The indeterminism of scan 

process can be described by the average of the distance ∑
=

=
L

k
kD

L
D

1

1
. 

4. Embed the secret data into mean image. Ensure that the noise introduced by the 
stegosystem keep pace with the scanning indeterminism D . 

Step 4 is the key part of the embedding scheme and it can be carried out using 
fixed partition method [4]. The binary image is partitioned into fixed blocks of size m 
by n; only one pixel can be modified to hold the secret message in each block. Hence 
the introduced error can be controlled by adjusting the block size to keep the embed-
ding artifact and the scanning indeterminism at the same level. 

We calculate the reciprocal of the average distance, 
D

R
1= . Let integer 

⎣ ⎦RK 2log2=  and K is easy to be decomposed into m by n. The image is di-
vided into block of size m by n, embed the message in each block with matrix encod-
ing [5]. 

 Matrix encoding is a strategy that produces least conspicuous change to hold more 
secret bits. We can give a definition that holding efficiency is the ratio of the holding 
bits to the changing bits. Matrix encoding can increase the holding efficiency and 
decrease the changing rate much more. The following example can show that. 

Assume that we use, 1a , 2a , 3a  three bits to hold two message bits 1x , 2x , Let 

311 aax ⊕=′ , 322 aax ⊕=′ , changing not more than one bit can bring two accord-

ing the following rule: 

If ′= 11 xx  and ′= 22 xx , without any change; 

If ′≠ 11 xx  and ′= 22 xx , modify 1a ; 
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If ′= 11 xx and ′≠ 22 xx , modify 2a ; 

If ′≠ 11 xx  and ′≠ 22 xx , modify 3a . 

This example shows that at most changing one bit can carry 2 bits data. This ex-
ample can be marked as (1,3,2). According to Hamming error-correcting method, the 

matrix encoding )12,,1( −kk  can be easily got and its holding efficiency is 

kw
k

k

12

2
1 −

=
−

. 

The block size should be big enough to ensure that embedding error is at the proper 
level. The entire pixel in the block can be used to carry the secret message; any one 
bit in the given block can be modified. This provides elegant condition for applying 
the matrix encoding method to increase the embedding payload. 

It is necessary to point  out that the embedding process is applied to the mean im-
age. The mean image can be thought as the scan input image CA or the estimation of 
the CA; the stego system is to simulate the scan process so that the stego image looks 
like the scanning output. The secure stego system has been achieved. 

4   Rapid Realization Based on the Mathematic Morphology   
     Filter Method 

From the proposed embedding scheme in the previous sector, we can see that the em-
bedding process is complicated. The cover needs to scan many times and lots of cal-
culations are needed to get the mean image and average distance of the scanned im-
age. Furthermore, there may be some difficulty in the secret message extracting  
process. In order to simplify the embedding process, we try to estimate the mean im-
age from single scanned image. 

The main part of the noise introduced by scanning can be thought as metrical noise 
and the mean image of repeated scanning outputs can be seen as the original one. So 
the mean image estimation becomes a noise reduction problem. According to the ex-
perimental results, Visual quality of the scanning output image is not as good as that 
of the original one. Some edges, thin lines and small features are not very sharp and 
clear and the areas between these features are not smoothly varying. Salt noise and 
pepper noise are produced during scanning process. Mathematical morphology opera-
tion can eliminate this kind noise. We use mathematical morphology filter to do the 
mean image estimation.  

An image is represented by a set of pixels. The morphological operations can be 
visualized as working with two images. The processed image is referred as the active 
image and the other kernel image is referred as the structuring element (SE). We can 
filter the active image by probing it with various SEs. The two basic major morpho-
logical operations erosion and dilation are defined as follows:  

A B={A+X:X B}             (8) 

A B={X:B+X A}            (9) 
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Where �and  denote the erosion and the dilation operation. A is the active image 
and B is the SE. The combination of the erosion and dilation operation leads to more 
complex morphological operations.  

                                   B                    (10) 

�  (- ) .(-B)          (11) 

Where the opening operation ( ) is defined as an erosion operation followed by a 

dilation using the same SE, and closing operation (�) denotes as a dilation operation 

followed by the erosion using the same SE.  
According to mathematical morphology theory, mathematical morphology filter 

can reduce salt and pepper noise by using opening and closing operations. Here the 
closing operation does the work more efficiently with the flat SE. We have done some 
experiments with the several SEs, the best result is obtained by the 2 X 2 square SE.  

Once the mean image estimation is got by mathematic morphology filtering, the 
arduous repeated scanning and complicated calculation can be skipped. The embed-
ding scheme can directly apply to the single scanned image as follow steps. 

1. Filter the binary image (called reference image) by using closing operation with 
flat SE. The estimated mean image (this image can be thought as the original im-
age ) can be obtained. 

2. Calculate D the distance between the estimated image and the reference image. 
3. Work out the block size K using the distance D. 
4. Partition the estimated image according to blocks of size K. The message is em-

bedded in each block with matrix encoding. 

It is important to imply  that embedding operation is applied to the estimated mean 
image. In this way the noise of the stego image and the reference image will be  at 
same level. 

5   The Extract Procedure 

Comparing with the embedding process the secret message extracting is much more 
simple. First it needs to filter the stego image with closing operation to get the esti-
mated image (Although this estimated image from stego may have small difference 
with estimated image from reference image, these two image should have same noisy 
level) and it also needs to calculate D the distance between the estimated image and 

stego image. Then the block size can be worked out 
⎥⎦
⎥

⎢⎣
⎢

=
)

1
(log 2

2 DK . Once the 
bloke size K is obtained, the decode matrix can be decided and the secret message can 
be extracted with the matrix decoding. 

Ensure that the embedding and extracting using identical block size and the encod-
ing matrix and decoding matrix must be same. Then all block in the image should 
participate in the embedding process (If the secret message do not has enough length, 
made complement with random sequence) so that the stego image and reference im-

age have same noisy level. Because the block size K is in round numbers of n2  
mode, even though the image distance D has little bitter error, the correct block size K 
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could still be obtained in the most situations. In the real stego communication, the 
stego binary image do extraction test before sending to make sure that the secret mes-
sage can be reliably transmited to the destination. 

6   Experimental Results 

The performance of the embedding scheme has been tested by simulation experimen-
tal results. Several outputs were obtained by scanning a single printing document im-
age with same setting repeatedly. Filter the output image with mathematic morphol-
ogy closing operation to estimate the mean image. Also difference D was worked out 
to control the block size. The embedding process was applied using double D, D and 
half D to control the changing rate. Fig. 4 shows the visual effect of stego image. 

 

              
                       (a)                                    (b)                                 (c) 

               
                       (d)                                 (e)                                    (f)     
                

(a) One typical image of 30 scan outputs, 
(b) The mean image of the 30 scan outputs, 
(c) The estimated image from (a) using morphology closing operation, 
(d), (e), (f)   Stego image form (c) using 0.5D, D and  2D to control the changing rate, 
D=0.00116, the block size K=2048,1024 and 512. 

Fig. 4. Visual effect of the simulated embedding 

We also did the simulation experiment with white image by repeatedly scanning a 
white paper. Not all pixels in the scanning output are white. A tiny part black pixels 
scatter in the whole image. Filter the outputs with morphology method the pure white 
image can be obtained. Conduct the embedding experiment as proposed scheme. The 
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stego image looks like a pure white image as the scanning output. To some extend the 
white image can act as the stego cover as long as the embedding rate is suitable.  

7   Conclusion 

The embedding scheme simulating a usual process can construct perfect stegosystem. 
The difficulty may be how to fulfill this scheme. This paper presents a practical ex-
ecutive embedding model to implement the simulation. The present method ensures 
that the embedding artifact keeps pace with the scanning noise. There are some flaws 
in the embedding scheme such as disconsidering the distribution of the scanning 
noise. Even though the stegosystem simulates the scanning process only from the 
view of error, this opens up a direction in secure steganogrphy of binary images that 
needs to be further explored. 
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Data Mining Method from Text Database�
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Abstract. Recently, various types of data are expected to get in in-
formation processing according to multi-media technology. Especially,
linguistic data are employed in fuzzy systems as well as fuzzy numerical
values.
In this paper we propose a text minig method based on fuzzy quantifi-
cation model. In the process of text mining, we will pursue the following
steps: 1) Sentences included in a text in Japanese are broken down into
words. 2) It is possible to realize common understanding using fuzzy the-
saurus that enables us to translate words into synonyms or into upper
concepts.
In this paper, we employ the method to translate words using Chinese
characters or continuous letters of Katakana more then one katakana
letter (Japanese alphabet letter) into keywords. The method realizes the
high speed of processing without any dictionary for separating words.
Fuzzy multivariate analysis is employed to analyze such processed data
and to abstract a latent mutual related structure under the data. In other
words, we abstract the knowledge from the given text data.
At the end we apply the method to mining the text information of li-
braries and Web pages distributed over a web network and discussing
about the application to Kansei engineering.

Keywords: Text mining, fuzzy quantification analysis, library data.

1 Introduction

Recently, various types of data are expected to get in information processing
according to multi-media technology. Especially, linguistic data are employed in
fuzzy systems as well as fuzzy numerical values.

In this paper we propose a text minig method based on fuzzy quantification
model. In the process of text mining, we will pursue the following steps: 1)
Sentences included in a text in Japanese are broken down into words. 2) It is
possible to realize common understanding using fuzzy thesaurus that enables us
to translate words into synonyms or into upper concepts.
� This paper is submitted to KES2005 “Ninth International Conference on Knowledge-
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In this paper, we employ the method to translate words using Chinese char-
acters or continuous letters of Katakana more then one katakana letter (Japanese
alphabet letter) into keywords. The method realizes the high speed of processing
without any dictionary for separating words.

Fuzzy multivariate analysis is employed to analyze such processed data and
to abstract a latent mutual related structure under the data. In other words, we
abstract the knowledge from the given text data.

At the end we apply the method to mining the text information of libraries
and Web pages distributed over a web network and discussing about the appli-
cation to Kansei engineering.

Fig. 1. Text Mining

2 Text Mining

In statistics or statistical data analysis, data are intentionally gathered to answer
some questions, today data are hugely pilled out of the results of daily works.
It is not easy to properly build appropriate hypothesis for such accumulated
huge data. Therefore, data mining can enables us to discover some unsuspected
patterns in a large-scale data-base. The method is widely employed in the real
world. The characteristics of data mining can be listed up as follows:

1. the target is on a large-scale data-base,
2. generally the unintended accumulated data is analyzed,
3. the new types or new patterns are discovered, and
4. The collaboration or co-works between human and computers are the most

important issue.[1]

In this paper, we will discuss about text mining. The most difference between
conventional data mining and text mining is to deal with descriptive or linguistic
data including sentences as well as with numerical data.

In text mining it is usual to pre-process text data such as separation of words
or pigeonholing data using a thesaurus or into keywords in terms of natural
language processing. The resulted set of words will be employed in text mining.
Figure 1 shows the process of applications.

At the end, we will discuss text mining to text data of Kansei Engineering.
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2.1 Fuzzy Thesaurus

It is essential to process text data into an appropriate form for analysis. When
various words are used for the same meaning, the thesaurus enables us to unify
several words into the same keyword. For example, in the case where “a mobile”
and “a mobile phone” are used in a text, we should unify these words into one
common keyword. And when several words can be included in the same category,
we may use the upper concept which can unify words using an upper concept.
For example, when a dog and a cat are used in the text, we can translate such
words into a pet.

In order to enable this task we should build a thesaurus previously. In this
paper, we build the thesaurus using fuzzy membership functions. The fuzzy
thesaurus can assign one keyword to several related words and enables us to
handle text data from various meaning and purposes.

2.1.1 Classification of a Text into Words
As mentioned above, it is required to separate a text into words in the previ-
ous task in mining from text data. It consits of the system which dynamically
generates a set of words for a web [2].

In the system, it is not necessary to employ a dictionary data base previously
developed. Chinese characters and Katakana (Japanese alphabets) are used for
discriminations of words. Chinese characters and katakana are identified using
JIS code and Katakana is separated and also more than one Chinese character is
recognized as a keyword. Using this method the wide range of texts is analyzable.
Even newly used words can be recognized as a word without any dictionary data
base. That is, unknown words can be recognized as a keyword.

2.1.2 Building Fuzzy Thesaurus
In this paper, a fuzzy thesaurus based on fuzzy relations among words is em-
ployed in clustering obtained words into a thesaurus data base. There are many
papers reported already. It is possible to handle words, letters and sentences as
in real situation.

The strength of relation between words is expressed in the fuzzy thesaurus.
For example, when there are three persons who have interest in Chiwawa,

They can be defined as having interest in a dog with 0.65, a pet with 0.9 and an
animal with 0.55.

2.1.3 Usage of Fuzzy Thesaurus
Generally, a thesaurus is employed to translate keywords. For example, in the
case that plural persons express their fondness of a dog, a cat or other pets, the
word placed upper than these words is translated from these words and these
people is categorized into the group of pet lovers.

In this paper, a fuzzy thesaurus is treated such as that new keywords will be
automatically added as well as the translation will be done using the thesaurus.
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The method strengthens mining techniques to abstract the latent structure or
latent features which can not be posed out on the surface of the data.

In the method sometime the coincidence happens that an unacceptable result
occurs. In order to remove such a possibility, we employ a membership function
into the above-mentioned translation. The fuzzy relation enables us to analyze
the data precisely.

3 Application of Text Mining

3.1 Mining from Library Data Bases

In this paper, we will explain the method how to mine Library Data Bases
consisting of descriptions of reading books.

The data base includes age, sex and grade of school about a person who
used a library as well as the classification code of a borrowed book, title, author,
recommended grade of school, publisher, total page, year of the first edition,
ISBN code, NDC, keywords and abstract.

3.2 Data Mining from Web Data

In this paper, we asked the sample to answer descriptively questions in the
descriptive sentences instead of alternatives.

Generally, we employ questionnaires to gather data, opinions and so on. The
questionnaires should be previously built so as to obtain some information which
satisfies the objective of its survey. This requires us to narrow our question or
answering style in many cases. Therefore, these questionnaires employ question
style limited its answers into Yes/No alternatives in order to make its analysis
easier. On the other hand, it is not appropriate to limit the answering style
into alternative style if we expect more flexible or sufficient information on the
objective. We intend to analyze such obtained data written in a texts descriptive
instead of Yes/No questionnaires.

Conventionality, one of questionnaires are formed that ask a sample to select
alternatives for a question. This type of questionnaires limits the selection of a
sample when an appropriate question is asked. As a result, the in In this case
we gathered the data using Web questionnaires. That is, we will analyze data
gathered from the Web board which is provided to obtain some purposes in a
library.

The Web board is employed so that writers describe their own opinions in
descriptive style when the provider of the board requires their theme on the
board.

Therefore, the Web board has less restrict or limitation in answering or giving
own opinions. It is much appropriate to gather sufficient information from people.

The defects of the method are on that the Web board is open toward to
undecided people and therefore, the answering is done toward such people. The
reliability on the content given on board will be decreased.
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It is possible to take a keyword for the opinion of the person and gather
the page as an opinion of the answering person when the page includes some
objective keyword.

Even in the case, it is required to understand the sentences in order that
the text data can be effectively employed. For this purpose, it is essential to
understand verbs in the text.

4 Application of Text Mining to Kansei Engineering

In this section, we propose the method to Kansei Engineering. That is, we will
explain how the knowledge acquired by text mining from Kansei information
can be employed in marketing or sales or production.

Kansei information is essential in modern product development. In other
words, in developing a new product, the kansei information is very important
relating to design and functions.

The objective of Kansei engineering is a technology which translate the image
or kansei which consumer used to have in its usage to the design level that realizes
the concrete subject [5]. Such psychological measurement method in evaluation
experiment of Kanasei Engineering used to be pursued in terms of words or
verbal expression,

Text mining is a method to acquire knowledge from descriptive sentence or
words. Therefore, the text mining is appropriate to Kansei Engineering.

The procedure of Knasei Engineering is executed as follows:

– (1) abstract Kansei words relating to surveyed subject,
– (2) evaluate the words based on Semantic differential method or Quantifica-

tion methods,

where Kansei words are generally adjective words which express some feeling
such as “pretty”, “cozy” and so on.

Conventionally Kansei words are gathered from consumers of a product or
people of retailing that evaluate words appropriate to the product or from a
catalog or a dictionary. Such time consuming tasks are required.

4.1 Decision Making of Selecting Appropriate Books for a Library
from the Results of Library Data

There are differences of interesting genre among school grades of children. The
result shows what kind of journal children are interested in among different
grades.

Children in a kindergarten has strong interest in books on a kindergarten or
animals. Male pupils of an elementary school or of a junior high school are inter-
ested in vehicles and boys in higher grade like to read are books on a computer.
It is junior high school pupils who interested in ghost stories and fortune telling.

Such results can be employed in selecting new books for a library and accel-
erates the usage or development of libraries.
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4.2 Gathering Kansei Information from Web
for Development of Products

Let us discuss about the results of above-mentioned text mining from Web. Since
it is essential to understand the meaning of sentences in the case of such data, we
did not separate a sentence into words. Nevertheless, if we can find such symbols
as expressing the end of a sentence, we separate these sentences into a single one.

When the objective of analysis is clear as in such a board in web, we can first
look for words used for preference or feeling expression. After then, we check
the duplication of negation in a sentence such as “it is not, that, not.” This is
done to understand its meaning clearly and properly. For example, even though
we find a keyword “dislike” or “hate”, the real meaning does not express it but
“like” or “love” when the negation is follows in the sentence. The meaning is
rather weaker than the strait expression although it means positive. Therefore,
we evaluate the grade of the meaning as well as distinguishes the positive and
negative. For example, the positive is grade 1 and the negative grade 0, but the
expression with both dislike and negation is grade 0.5.

In this case, we can express the grade or portion of the preference to the
objective under the survey. And also, we can distinguish words before or after the
affirmative or negative keywords in order to understand what kind of products
or portion they have preferences.

5 Concluding Remarks

The objective of the paper is to provide a method for text mining on the base
of a fuzzy thesaurus method and fuzzy relation and to provide several real ap-
plications. The results of the applications show the effectiveness of our method.

In order to realize the method, we should build the huge dictionary of a fuzzy
thesaurus. In this paper, we constructed the thesaurus from the past experience.
It required the huge computation to computing time and costs. Therefore, it is
issue how to build the real huge thesaurus.
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Directed Mutation Operators – An Overview
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Abstract. Directed mutation has shown to improve the efficiency of
evolutionary algorithms significantly for a broad spectrum of optimiza-
tion problems. When the first mutation operators of this kind, how-
ever, suffered from the asymmetry parameter influencing the mutation
strength, in the meantime there are several new directed mutation oper-
ators available which overcome this drawback. The aim of this paper is
to give an overview of all different operators in one single place. Their
characteristics will be presented and their advantages and disadvantages
are discussed. At the end a comparison and a summary is provided.

1 Introduction

The capability of directed mutation has been shown for both, real world appli-
cations as well as for test problems [5]. Because of their increasing importance
and the number of different directed mutation operators being available now, a
comparison seems to be expedient.

The main idea of the directed mutation is to mutate with random num-
bers that lie preferably in the direction the optimum is expected. This implies
expected values unequal to zero and thereby contrasts the classical mutation
operators, but using this method the optimization strategy can adopt the most
promising direction over the generations.

To do so a customizable skewed distribution is needed, whereof some will be
presented here.

2 Directed Mutation Operators

To be able to do directed mutation one needs to generate skew distributed ran-
dom numbers. Thereby expected values unequal to zero are introduced. This
means that the mutation operator is not compliant to standard evolution strat-
egy any longer postulating an expected value of zero, so mutating around the
origin. Further it has to be ensured that the expected value is convergent, thus
forcing the mutation operator to continue mutating near by the origin. It should
be pointed out that convergence in the symmetrical case only is not enough. Con-
vergence has rather to be guaranteed for all skewed cases. Mutation operators
based on the Ξ-distribution proposed by Hildebrand [7] violate this demand [4].

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1151–1159, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Diverging expected values caused by increasing skewness parameters here can
lead to wide jumps. Of even greater interest is the variance. It can be seen as a
measure for the mutation strength and is a strategy parameter in most evolution
strategies. Because of this it should not be modified by the skewness parameter.
In the ideal case the variance is an invariant, independent of the skewness pa-
rameter. At least convergence is necessary and a small spread between minimal
and maximal value is desired to limit the impact of the skewness on the muta-
tion strength. Again, the Ξ-distribution violates this demand. To overcome this,
several alternative directed mutation operators have been developed, all with
convergent moments. The first one was the naive skew-normal mutation that is
strongly related to the asymmetric mutation. A completely different approach
follow the skew-normal mutation operators that will be presented afterwards.

3 Asymmetric Mutation

For his asymmetric mutation Hidebrand has chosen an additive approach [7]. The
density function is defined in sections and made up of two parts, one function
for the negative domain and another function for the positive domain, where one
of these functions is always exactly the standard normal density. The other one
is an expanded normal density. To transform the whole function into a density
the integral is then normalized to one.

3.1 Probability Density Function

The complete definition of the density of the Ξc-distribution splits into four cases
and is given below:

ξc,σ(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

√
2√

πσ(1+
√

1−c) e−
x
2

2σ(1−c) if c < 0, x < 0

√
2√

πσ(1+
√

1−c) e−
x
2

2σ if c < 0, x ≥ 0

√
2√

πσ(1+
√

1+c) e−
x
2

2σ if c ≥ 0, x < 0

√
2√

πσ(1+
√

1+c) e−
x
2

2σ(1+c) if c ≥ 0, x ≥ 0.

(1)

For some values of c, ξc density functions are plotted in Fig. 1(a). Note the fat
tails which lead to the diverging expectation and variance.

3.2 Moments

Given below are the formulae of the expected value and the variance of a Ξc

distributed random variable X .

E(X) =

√
2
π

c

1 +
√

1 + |c| (2)



Directed Mutation Operators – An Overview 1153

�4 �2 2 4
x

0.1

0.2

0.3

0.4

Ξc�x�

c�0

c�1

c�10

c��1

c��10

(a) The density functions ξ
−10, ξ

−1, ξ0, ξ1,
and ξ10

�4 �2 2 4
c

�1

�0.5

0.5

1

1.5

2

2.5

3
E�X�,V�X�

(b) Expectation (solid) and variance
(dashed) of a Ξc distributed random vari-
able

Fig. 1. Asymmetric mutation

Var(X) = 2 −
√

1 + |c| + |c| − 2c2

π
(
1 +

√
1 + |c|

)2 (3)

As mentioned before, the expected value as well as the variance diverges (4).
Their graphs are depicted in Fig. 1(b).

lim
c→±∞

(
E(Z)

)
= sign(c)∞ lim

c→±∞
(
Var(Z)

)
= ∞. (4)

3.3 Random Variate Generation

Generating Ξc distributed random numbers is demanding and cumbersome. It
is done using the inverse function of the Ξc-distribution. Random numbers thus
are created by multiplying uniform distributed random numbers with the inverse
function. The inverse distribution is defined as

Ξc(y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

√
2(1 − c) inverf

(
y
(
1 + 1√

1−c

)
− 1

)
if c < 0, y <

√
1−c

1+
√

1−c

√
2 inverf

(
y
(
1 +

√
1 − c

)−√
1 − c

)
if c < 0, y ≥

√
1−c

1+
√

1−c

√
2 inverf

(
y
(
1 +

√
1 + c

)− 1
)

if c ≥ 0, y < 1
1+

√
1+c√

2(1 + c) inverf
(
y + y−1√

1+c

)
if c ≥ 0, y ≥ 1

1+
√

1+c

(5)

Note that there are two case differentiations, one calculation of the transcendent
inverse error function, and several arithmetic operations necessary to generate a
Ξc distributed random number.

4 Naive Skew-Normal Mutation

The naive skew-normal (NSN, hereafter) distribution is built in a similar manner
to the Ξc-distribution [6]. The main difference lies in compressing on half of the
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normal density instead of expanding it. This avoids fat tails (see Fig. 2(a)) and
guarantees convergent expectation and variance (9).

4.1 Probability Density Function

A random variable Z is said to be naive skew-normal with parameter λ , written
Z ∼ NSN(λ), if its probability density function is

fNSN(z; λ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

√
2
π

√
1−λ

(1+
√

1−λ) e−
1
2 z2

if λ ≤ 0, z ≤ 0√
2
π

√
1−λ

(1+
√

1−λ) e−
(1−λ)

2 z2
if λ ≤ 0, z > 0√

2
π

√
1+λ

(1+
√

1+λ) e−
(1+λ)

2 z2
if λ > 0, z ≤ 0√

2
π

√
1+λ

(1+
√

1+λ) e−
1
2 z2

if λ > 0, z > 0.

(6)

Graphs for several degrees of skewness of the NSN density are shown in Fig.
2(a).
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Fig. 2. Naive skew-normal mutation

4.2 Moments

The formulae for the expected value and the variance of a NSN distributed
random variable Z take the following form:

E(Z) =

√
2
π

λ

1 + |λ| +
√

1 + |λ| (7)

Var(Z) =
4
(√

1 + |λ| − 1
)

+ |λ| (π − 2) + π
(
2 −

√
1 + |λ|

)
π (1 + |λ|) (8)
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The limits are:

lim
λ→±∞

(
E(Z)

)
= sign(λ)

√
2
π

lim
λ→±∞

(
Var(Z)

)
=

π − 2
π

(9)

Their graphs are depicted in Fig. 2(b). One can see that the variance is conver-
gent, but still spreads about 0.64. To make the variance an invariant, a linear
transformation has to be applied to the NSN distributed random variable leading
to the standardized NSN distribution.

4.3 Random Variate Generation

NSN distributed random variables can be generated using the method described
in 3.3 with the appropriate inverse distribution given below.

FNSN (y; λ) =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

√
2 inverf

(
y
(
1 + 1√

1−λ

)
− 1

)
if λ < 0, y <

√
1−λ

1+
√

1−λ

√
2√

1−λ
inverf

(
y
(
1 +

√
1 − λ

)−√
1 − λ

)
if λ < 0, y ≥

√
1−λ

1+
√

1−λ
√

2√
1+λ

inverf
(
y
(
1 +

√
1 + λ

)− 1
)

if λ ≥ 0, y < 1
1+

√
1+λ

√
2 inverf

(
y
(
1 + 1√

1+λ

)
− 1√

1+λ

)
if λ ≥ 0, y ≥ 1

1+
√

1+λ

(10)

5 Standardized Naive Skew-Normal Mutation

Obviously the NSN distribution can be transformed into a version with invariant
variance. The standardization term that has to be applied is

σStd(λ) =

√√√√ π(1 + |λ|)
4
(√

1 + |λ| − 1
)

+ |λ| (π − 2) + π
(
2 −

√
1 + |λ|

) . (11)

For further details on the standardized naive skew-normal mutation see [6].

6 Skew-Normal Mutation

The class of distributions that is used to build the following directed mutation
operator is called skew-normal (SN) distribution and was introduced by Azzalini
[2]. A detailed presentation of the SN distribution, some extensions, and a small
historical review are given by Arnold and Beaver [1].
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6.1 Probability Density Function

The SN density function is defined by

fSN (z; λ) = 2ϕ(z)Φ(λz) (12)

where ϕ and Φ represents the probability density function and the cumulative
distribution function of the standard normal density, respectively. λ is a real
parameter that controls the skewness, where positive (negative) values indicate
positive (negative) skewness. In the case λ = 0 the SN density gets back to the
normal density (see Fig. 3(a)). With Z ∼ SN(λ) one denotes a random variable
that has density (12).
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Fig. 3. Skew-normal mutation

6.2 Moments

The first four moments are given by

E(Z) = bδ (13)

Var(Z) = 1 − (bδ)2 (14)

γ1(Z) =
1
2
(4 − π) sign(λ)

((
E(Z)

)2
Var(Z)

)3/2

(15)

γ2(Z) = 2(π − 3)

((
E(Z)

)2
Var(Z)

)2

(16)

where b =
√

2/π and δ = λ/
√

1 + λ2.
γ1(Z) and γ2(Z) denote the skewness and kurtosis. As desired, both expec-

tation and variance converge. The limits are

lim
λ→±∞

(
E(Z)

)
= sign(λ)

√
2
π

lim
λ→±∞

(
Var(Z)

)
= 1 − 2

π
. (17)
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Their graphs are depicted in Fig. 3(b). One can see that the variance is con-
vergent, but still spreads about 0.64. To make the variance invariant, a linear
transformation has to be applied to the SN distributed random variable leading
to the standardized SN distribution.

6.3 Random Variate Generation

Generation of SN distributed random numbers is simple and fast. A random
variable Z with density (12) can be generated by an acceptance-rejection method
[3]. Therefore sample Y and W from ϕ and Φ′, respectively. Then Z is defined
to be equal to Y or −Y , conditionally on the event {W ≤ λY }:

Z =

{
Y if W ≤ λY

−Y if W > λY
(18)

Thus simply two standard normal random variables are needed to generate one
SN distributed random variable.

7 Standardized Skew-Normal Mutation

Using a linear transformation the SN distribution can be changed to a version
where the skewness does not influence the variance any longer. The variance
then becomes an invariant [5]. This is achieved using the transformed random
variable sZ with

s =
1√

V (Z)
=

1√
1 − (bδ)2

=

√
π(1 + λ2)

π + (π − 2)λ2
. (19)

7.1 Probability Density Function

The density of the standardized skew-normal distribution (SSN) is

fSSN(z; λ) =
2
s
ϕ
(z

s

)
Φ

(
λz

s

)
. (20)

For some values of λ, SSN density functions are plotted in Fig. 4(a). Note that
due to the standardization the densities are flattened and widened.

7.2 Moments

The first four Moments of the SSN distribution can be deduced from the moments
of the SN distribution (13) – (16), leading to

E(Z) = sbδ (21)
Var(Z) = 1 (22)

γ1(Z) =
1
2
(4 − π)

(
E(Z)

)3 (23)

γ2(Z) = 2(π − 3)
(
E(Z)

)4
. (24)



1158 Stefan Berlik and Bernd Reusch

�4 �2 2 4
z

0.1

0.2

0.3

0.4

0.5
fSSN�z;Λ�

Λ�0

Λ�1

Λ�10

Λ��1

Λ��10

(a) The density functions SSN(-10),
SSN(-1), SSN(0), SSN(1), and SSN(10)

�4 �2 2 4
Λ

�1.5

�1

�0.5

0.5

1

1.5
E�Z�, V�Z�

(b) Expectation (solid) and variance
(dashed) of a SSN(λ) distributed random
variable

Fig. 4. Standardized skew-normal mutation

The limits of the SSN class are

lim
λ→±∞

(
E(Z)

)
= sign(λ)

√
2

π − 2
lim

λ→±∞

(
Var(Z)

)
= 1. (25)

Graphs of the first two moments are shown in Fig. 4(b).

7.3 Random Variate Generation

SSN random variables can be generated with the method described in 6.3.

8 Summary

The presented results are summarized in Table 1. One sees that SN and SSN
perform considerably better than the other mutation operators. While all but
the asymmetric mutation operator have convergent expectation and variance
these two are the only which provide acceptable random variate generation pro-
cedures. Taking into account that during an optimization process a vast amount
of random numbers has to be generated this issue is very important. This is also
reflected in the point Usefulness. The asymmetric mutation is unusable because
of its diverging moments, whereas the head start of the SN and SSN mutations
originates from the random number generation.

9 Conclusions

With the directed mutation by means of the SN or the SSN distribution muta-
tion operators are given that clearly outperform the others and also the classical
mutation operators. These two are the only directed mutation operators with
the density function given in closed form and simple and fast random number
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Table 1. Comparison of the mutation operators

A
sy

m
m

et
ri
c

N
a
iv

e
S
N

S
td

.
n
a
iv

e
S
N

S
k
ew

-n
o
rm

a
l

S
td

.
S
N

Convergent expectation - + + + +
Convergent variance - + + + +

Invariant variance - - + - +
Mathematical tractability o o o + +

Given in closed form - - - + +
Random variate generation o o o + +

Usefulness - o o + +

generators. Taking into account that the algorithm itself is quit fast (e.g. com-
pared to the correlated mutation [8]) the use of the SN or SSN directed mutation
might be quite beneficial for many problems. If an invariant variance is desired
the SSN should be used, causing only a slight overhead compared to the SN
mutation.
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Abstract. We present the INSYSE method for the annotation of texts,
based on extraction of semantic relations from syntactic structures. We
apply this method to a corpus of 5000 Medline abstracts about central
nervous system diseases and gene interactions. Our cooperative approach
focuses on (1) extracting lexico-syntactic information from sentences in
the corpus comprising causation lexemes and (2) elaborating unification
grammar rules which enable to extract instantiated conceptual schemas
from this information. They are translated into RDF annotations which
used by the semantic search engine Corese to query the corpus about
functions of genes and their correlations with particular diseases.

1 Introduction

The notion of causality is essential to understand some correlations in functional
genomics. The automation of the detection of such causality correlations and
their conceptual representation is a keystone to build a community memory. This
can be achieved by using some Natural Language Processing (NLP) methods.

We propose a semi-automatic method of text annotation which is based on
the acquisition of conceptual templates from the extraction of lexico-syntactic
structures. We call it INSYSE (Interface of SYntax-SEmantics). It is applied
to a corpus about 5000 biomedical abstracts from Medline, dealing with cen-
tral nervous system pathologies and the gene interactions in these pathologies.
We aim at generating semantic annotations on these abstracts to inform about
gene functions and their causal relations with some diseases. A memory of the
community of the actors in biomedical field can thus be built.

INSYSE only focuses on causation relation analysis, since the aim of detect-
ing some correlation between gene functions and pathologies favors this focus
and our corpus is characterized by numerous and various causation markers.
However, some other relationships certainly underlie in the comprehension of
these correlation, but we do not address their study in this work. We study
intra-clausal causation markers; discourse markers, that may overlap several
sentences, are out of the scope of our study, since their construal and processing
require another linguistic analysis.
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In this paper, we introduce the various steps of the INSYSE method, as de-
picted in Figure 1. INSYSE stresses on the processing of a fine grained syntactic
analysis (step 2), and the construal of an accurate syntax-semantic interface (step
3). The second stage mainly relies on the merging of a terminological extraction
with a partial syntactic parsing, so as to provide domain-relevant concepts and
accurate interconnections between these concepts. The syntax-semantic interface
is based on a cognitive-functionalist approach [10] advocating a strong correla-
tion between semantic roles and syntactic functions from prototypical mapping
(active form) and from dynamic operations such as perspectivization enabling to
construe passive or nominal form, or dative shift.

In section 2 we describe the extraction step of lexico-syntactic information
through sentences containing some causation lexemes. Section 3 is dedicated
to the elaboration of rules based on unification grammars which enable to ex-
tract some lexico-syntactic information peculiar to some instantiated concep-
tual schemas. In section 4, we describe how these schemas are translated into
RDF(S)1 annotations from which the corpus will be queried through the infer-
ence search engine CORESE [5], once a concept matching phase will have been
processed. In conclusion, the INSYSE method is compared with other approaches
related with text annotations and we sketch its on-going evaluation.

RASP &
NOMINO PATR-II XSLTRoget’s

Thesaurus

1. Preliminary
Phase

2. Lexico-Syntactic
Analysis

4. RDF Annotation &
GALEN Concepts Matching

3. Syntax-Semantics
Interface

Medline
Abstracts

Causality
Sentences

Lexico-
Syntactic

Information
RDF

Grammar
Rules

GALEN

Instantiated
Conceptual
Schemas

Fig. 1. INSYSE in a Nutshell

2 Lexeme Extraction from Texts
for a Lexicon Construction

The INSYSE preliminary step consists in the selection of relevant sentences, from
abstracts in our corpus, so as to operate the lexico-syntactic analysis. It aims at
identifying the sentences describing gene functions interacting in nervous system
pathologies, and the relevant sentences are selected according to the causative
lexemes they contain, such as causing, triggering, activating, etc. This stage is
guided by the abstract relations of causation listed in the Roget’s Thesaurus.

The syntactic analysis of the selected sentences is based on the application
of the RASP shallow parser [3] on the whole corpus. So for each sentence, the

1 http://www.w3.org/TR/1999/REC-rdf-syntax-19990222
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syntactic functions of its lexemes are revealed. A dependency tree is built with
a lexeme for each node and drawn from syntactic functions. RASP assigns to
each lexeme the following lexico-syntactic information:

– syntactic dependency relations, e.g., in NP dialysis patients, the noun pa-
tients symbolizes the ‘head’ and dialysis is the dependency of patients ;

– grammatical relations such as subject, object, auxiliary, etc.;
– morphosyntactic tags (PoS tags) indicating the grammatical category of each

word through context.

Let us consider the following excerpt of our training corpus:
Cardiovascular events were triggered in dialysis patients by hypoxaemia. The

parsing of RASP construes the following dependency tree:

Events is construed as the sentence subject (subj ), triggered as the verbal predi-
cate (head), patients as the indirect object, specified by the preposition in (iobj:
in), hypoxaemia as an adjunct (arg mod), and were as the auxiliary (aux ). Car-
diovascular and dialysis are construed as modifier of respectively events and
patients. Hypoxaemia, dialysis, events and patients are commoun nouns, singu-
lar (nn1 ) or plural (nn2 ), triggered is a past-participle verb (vvn), were is a
preterit form of the be auxiliary (vbr), cardiovascular is a general adjective (jj )
and in a preposition (ii).

The constructed lexicon is refined by comparing the lexical entry embodied
by each lexeme with the automatic term extraction operated by Nomino [6] on
the same corpus. This terminological extractor provides a more accurate syn-
tagmatic categorisation enhancing the relevance of lexical entry to the domain
vocabulary. So the revelation of coherent and relevant domain terms constitutes
a fundamental step in semantic extraction from texts [2]. For instance, Nomino
analysis extracts from the above sentence the term dialysis patient ; it will re-
place the RASP lexeme patient as a lexical entry. Dialysis patient inherits the
lexico-syntactic information of patient, which is the head of the nominal phrase
(NP) dialysis patients: its dependency relation with triggered as an argument,
its grammatical relation with triggered introduced by in (indirect object). The
RASP dependency tree then becomes:

Thus, each lexical entry is constituted of lexicographical domain information,
and morpho-syntactic information that will be processed by our grammar rules.
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3 Instantiated Conceptual Schemas Acquisition

The second stage of INSYSE consists of acquiring conceptual schemas capturing
the meaning of a sentence, from the lexico-syntactic information associated with
each lexical entry extracted from parsed corpus sentences. To achieve it, we
use the grammatical parser PATR-II [12] defined by a unification formalism,
and enabling (1) to reveal a peculiar complex and coherent semantic structure
from more primitive substructures, and (2) to construe perspective grammatical
operations such as passivation or nominalization.

So, we have defined a set of about 50 grammar rules from the manual study of
representative causation constructions in the training corpus. Based on feature
unification and constraints, rules parse a sentence using the extracted lexico-
syntactic information and build an instantiated conceptual schema. Thus, these
rules embody the syntax-semantics interface, since they map syntactic functions
such as subject, object, etc. with semantic functions like agent, patient, etc. The
following five rules in Table 1, extracted from the grammar we have built and
dedicated to the causation construal, parse passivation:

Table 1. Example of grammar rules processed by PATR-II

   Rule {Clause Passivation}
(1) S -> NP VP
(2) <S sem pred> = <VP sem pred>
(3) <VP sem postag> = VVN
(4) <S AGT> = <VP sem arg2>
(5) <S AGT sem case> = Arg_Mod
(6) <S PAT> = <NP>
(7) <NP sem case> = Subj
(8) <S SET> =<VP sem arg1>

   Rule {Passive Predication}
(1) VP -> V2 PP1 PP2
(2) <VP sem pred> = <V2>
(3) <VP sem arg1> = <PP1 sem pred>
(4) <VP sem arg2> = <PP2 sem pred>

    Rule {Passive Predication Operator }
(1) V2 -> O V
(2) <V2 sem pred> = <V sem pred>
(3) <V2 postag> =<V sem postag>
(4) <V2 sem arg> = <O>
(5) <O sem case> = Aux

    Rule {Periphery1}
(1) PP1 -> P NP
(2) <PP1 sem pred> = <NP>
(3) <PP1 sem arg> = <P>

    Rule {Periphery2}
(1) PP2 -> P NP
(2) <PP2 sem pred> = <NP>
(3) <PP2 sem arg> = <P>

The rule Clause Passivation refers to the passive form of a sentence S, con-
stituted with a noun phrase NP and a verb phrase VP (1), and stipulating that:

– The semantic predicate of S will be inherited from VP (2);
– if VP is a past participle verb (3), NP is subject (7) and the agent role AGT

is filled by the adjunct Arg Mod (5), then NP fulfills the patient semantic
role PAT of S (6), and the semantic argument arg2 of VP plays the AGT
role of S (4);

– the semantic argument arg1 of VP plays the setting role SET of S (8).

The rule Passive Predication refers to the passive form of a VP predicative
structure, constituted with a verbal structure V2, and two prepositional phrases
PP1 and PP2 (1), stipulating that:
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– the semantic predicate of VP will be inherited from V2 (2);
– the argument arg1 of VP will be inherited from the semantic predicate of

PP1 (3);
– the argument arg2 of VP will be inherited from the semantic predicate of

PP2 (4);

The rule PassivePredication Operator refers to the nucleus structure of a verbal
constituent V2, constituted with an operator O and a verb V (1), and stipulating
that:

– the semantic predicate of V2 will be inherited from the semantic predicate
of V (2);

– the morpho-syntactic category of V2 will inherit the morpho-syntactic tag
of the semantic structure of V (3);

– if the operator O is auxiliary (5), then O becomes argument of V2 (4).

The rules Periphery1 and Periphery2 refer to a PP prepositional structure,
constituted with a preposition P and a noun phrase NP (1), both stipulating
that:

– the semantic predicates of both PP1 and PP2 correspond to the nominal
phrase NP (2), and the arguments of PP1 and PP2 correspond to the prepo-
sition P (3).

When processing the lexicon file extracted from the above sentence taken as
example, these five rules parse the following conceptual schema through PATR-
II:
[cat: S

AGT:[cat: NP
lex:Hypoxaemia sem:[case: Arg_Mod, pred: HYPOXAEMIA]

PAT:[cat: NP
lex: cardiovascular_events sem: [case: Subj, pred: CARDIO-EVENT]]

SET:[cat: PP
lex: in_dialysis_patients sem: [case: iObj, pred: DIALYSIS_PATIENT]]

sem:[pred: [postag: VVN, pred: TRIGGER]]]

This schema stipulates that the agent of trigger is fulfilled by hypox-
aemia, the patient of trigger is fulfilled by cardio-event and the setting of
trigger is fulfilled by dialysis-patient. Thus, semantic relations interconnect
semantic predicates of lexemes extracted from the corpus.

Moreover, this conceptual schema would be also elaborated to construe an
active or nominalized form, following the relevant rules.

4 Document Annotation from Conceptual Schemas

These acquired instantiated conceptual schemas will constitute semantic anno-
tations of the Medline abstracts whose sentences have been parsed. This last
stage aims at translating these schemas into the RDF semantic web standard
language. The output of the PATR-II parsing in XML syntax is converted into
RDF by using a XSLT style sheet. For instance, the above conceptual schema is
translated into the following RDF annotation:
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<rdf:RDF
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:gal="http://www.sophia.inria.fr/acacia/galien#">
<gal:Abstract rdf:about="http://www.sophia.inria.fr/acacia/medline#a324">

<gal:hasForCausationSchema>
<gal:CausationSchema rdf:about="http://www.sophia.inria.fr/acacia/caus#c287">

<gal:agent> <gal:Hypoxaemia/> </gal:agent>
<gal:patient> <gal:CardioEvent/> </gal:patient>
<gal:setting> <gal:DialysisPatient/> </gal:setting>
<gal:sem> <gal:trigger/> </gal:sem>

</gal:CausationSchema>
</gal:hasForCausationSchema>

</gal:Abstract>
</rdf:RDF>

It is worth noticing that the RDF annotation solely keeps semantic informa-
tion from the instantiated conceptual schema, and is pruned from all syntactic
features. Furthermore, a validation analysis on these semantic annotations is
elaborated by domain experts that only retain accurate and relevant ones.

5 Related Work

INSYSE is close to pattern matching methods, that deduce concepts from do-
main semantic markers and through their contextual analysis; COATIS [8] adopts
this approach to extract causality relations. INSYSE is also close to ASIUM [7]
and OntoLT [4] that stress the importance of grammatical relations to apprehend
the interconnections between concepts. However, these approaches perform a di-
rect pattern matching between syntactic parsing and semantic annotation, with-
out an intermediary fine grained semantic construal. Moreover, ASIUM syntactic
information process relies on statistics. INSYSE is a semi-automatic knowledge
extraction method, close to the approach proposed in [1].

6 Conclusion and Perspectives

We have presented INSYSE, a semi-automatic text annotation method applied
in biomedical domain, aiming at construing causation relations implying genes
functions in central nervous system pathologies. INSYSE focuses on the acqui-
sition of causation instantiated conceptual schemas, construed by a set of dedi-
cated unification grammar rules processing a lexicon based on the merging of a
terminological extraction with a partial syntactic analysis.

The main contribution of our paper is twofold: first we advocate the process-
ing of a fine grained syntactic analysis, by merging a terminological processing
with a shallow syntactic parsing; secondly we favour an accurate syntax-semantic
interface through a fine grained semantic construal operated by grammar rules
and processed by PATR-II grammatical parser.

A first implementation of INSYSE in Java has just been carried out. We are
currently making some adjustments to apply our system to the analysis of the
whole corpus of 5000 Medline abstracts. From a linguistic viewpoint, we want to
evaluate the accuracy of grammar rules we have built together with the whole
linguistic process, by analysing the annotation generation – or none generation
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– expected for each causality sentences. From the genomic domain viewpoint,
experts should validate the relevancy of the semantic annotations iteratively
generated.

As further work, versioning and backward interaction between the stages of
INSYSE would be useful for validation and adjustment purposes. Second, even
if the causality sentence identification in stage 1 is not the core of our work,
we can fairly enhance it with more domain-specific causality markers, and those
revealed by the terminological analysis of Nomino [6] on the corpus, may also be
useful for this task. Finally, the finalization of our annotation construction will
be effective with an ontology concept matching stage, so as to obtain consensual
semantic annotations. This stage aims at mapping each term filling our PATR-II
conceptual schemas with some GALEN [11] concepts. Two different approaches
are currently tested for this mapping task: the first one relies on a lexicographic
similarity calculus, based on tokens or lemmas analysis; the second one relies
on an ontology integration based method, by using semantic similarity calculus
described in [13].
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Abstract. The paper describes basic properties of a sentence generator
which requires minimal input information. Input is a set of unstruc-
tured semantic concepts, and the generator produces sentences which
are compatible with this set by utilizing information from a statistical
language model. Output is filtered by a simple context-free grammar.
The system is trained on text from electronic medical records, and it is
able to produce well-formed sentences in cases involving simple medica-
tion prescriptions and symptom descriptions. Basic complexity aspects
of the problem are described, and suggestions for efficient implemented
generators which manage to produce sentences within acceptable time
limits, despite the complexity of the approach, are presented in the final
sections.

1 Introduction

Electronic medical records contain information in non-textual format, for in-
stance tables. When descriptions of the patient are produced, as in discharge
summaries, non-textual information is consulted and converted into textual form,
albeit that physicians often dictate the information. If we assume that the infor-
mation sources share semantic properties, linguistically speaking, it is tempting
to try to suggest textual realizations of this information, even if the informa-
tion source is completely unstructured. If successful, such an approach can make
parts of the text production easier and less time consuming, even for physicians
who are used to dictation equipment.

We present a very simple idea for sentence generation and explore some of its
consequences: give an unordered set of concepts as input to the generator, and
let it make use of a statistical language model from a relevant subject domain in
order to figure out how the concepts should be ordered and perhaps enriched by
“function” words so that well-formed sentences emerge. The statistical language
model is extremely important because it provides statistically based hypotheses

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1187–1194, 2005.
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for “local” word ordering, for instance where a diagnosis word is most likely to
occur together with modifying adverbs like “strong”, “light”, etc. We outline an
implemented demonstrator in a later section which is capable of taking mini-
mal and unstructured input and produce candidate sentences, which are filtered
through a shallow parser and ranked by a stochastic language model.

The output quality of a sentence generator is highly dependent on the infor-
mation being presented to it. The more detailed and well-structured semantic
and preferably syntactic information the system is given as input, the more ade-
quate sentences will be generated. [1] notes that the poorest results of the systems
described there can be traced to the fact that input is too underspecified. The
tension between high quality generation output and the problems of providing
a rich generation base is well-known in the literature, cf. [2] for a discussion of
creation of Minimal Recursion Semantics (MRS) structures from non-linguistic
input sources.

This paper does not address questions like content and lexical selection
(where the input sources to the generator come from), aggregation (how sim-
ple sentences can be arranged as more coherent text), discourse specification
(when to use pronouns and definite articles), etc. It is solely concerned with sim-
ple surface realization from unstructured semantic concepts which have a fairly
straightforward textual realization, and we admit, of course, that a system based
on our ideas either has to be surrounded by additional components like those
mentioned above, or, alternatively, it must be adapted properly to the user’s
textual profile.

2 Background and Overview

In experiments with natural language generation from tabular information
sources in the project Mobile Electronic Patient Records (MOBEL) it was dis-
covered that creation of the information basis prior to rule-based language gen-
eration turned out to be a quite comprehensive matter. Since the sentences to
be generated were fairly simple, we got a feeling of cracking nuts with a sledge-
hammer. For this reason we hypothesized that it should be possible to produce
relevant sentences on the basis of unordered semantic key words and a statistical
language model derived from a text corpus from the relevant medical domain.

The corpus consists of discharge summaries that describe and sum up aspects
of the treatment of a patient during a hospital stay. It includes information
such as patient history (e.g. previous admissions, operations and diseases in the
family), biomedical data (such as blood pressure and temperature), results from
tests and investigations performed and information about drug prescription and
administration.

We assume that input to the sentence generator can be an unstructured set
of semantic items, denoted IS, with referential properties, i.e. items like “left”,
“leg”, “pain”, and “patient”. IS will be transformed into a priority queue QS of
list representations of IS, QS being an ordered set of permutations of IS. Each
list in QS might be extended by “spurious” items, borrowing a term from [3] in
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his description of statistical translation models in [4], e.g. in our context base
(“dictionary”) forms of auxiliary verbs, determiners, etc. These extended lists
contain lexical base forms, and when they are transformed to full forms the
system has produced a potential sentence. We take, as in statistical machine
translation, that each such potential sentence is assigned a probability by some
standard stochastic language model.

3 Components

It is irrelevant for the discussion here how IS is created, so we assume it exists
prior to the sentence realization process. To ease readability we provide relevant
examples in English when possible. For the same reason we use the same example
throughout.

3.1 From Semantic Sets to Semantic Queues

Suppose we have the following input set IS = {“knee”, “left”, “pain”, “patient”}.
The goal sentence is “the patient has pains in his left knee”, in which the ele-
ments of IS are ordered as 〈“patient”, “pain”, “left”, “knee”〉. This is one of the
permutations of IS. The number of permutations of IS is equal to |IS|! (factorial).
Obviously, if the cardinality of IS approaches 10 or more, a näıve permutation
strategy is doomed to fail. We denote the set of permutations of IS as perm(IS).

It is desirable that perm(IS) is ordered according to some empirically moti-
vated strategy, thus turning it into a priority queue. We assume that the language
model helps in this process. The formula

argmaxi p(perm(IS))

where i denotes the index of each permutation in perm(IS), gives the most prob-
able permutation of IS. The probabilities for the permutations can be derived
from a corpus, in our case a corpus of base forms taken from a collection of
relevant medical record texts.1 In order to create the queue, remove the most
probable permutation from perm(IS) and put it in the tail of the priority queue
QS (initially empty) and repeat the process until perm(IS) is empty. Then we
have the desired queue.

Each element C ∈ QS is termed a concept list. A concept list has, intuitively,
some of the properties of a MRS structure, cf. [5] for an introduction to MRS.
Although an MRS is a recursive feature structure the semantic relations of the
MRS are ordered via scope restrictions (QEQs in the terminology of MRS).
When doing generation on the basis of MRSs the generator makes use of the
grammar to enrich the feature structure with syntactic and morpho-syntactic
information, thereby yielding a structure which in the end matches a sentence
in the language generated by the grammar.
1 The corpus also has information about initial and final elements of the sentences.

Therefore, the ordering process is able to identify permutations with the most prob-
able heads and tails
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We will however try to do generation on the basis of a simpler structure (the
concept list C) and expand it with a far less rigorous grammar than required by
an MRS (in theory without any grammar at all).

4 “Spurious” Additions

A concept list C (like 〈“patient”, “pain”, “left”, “knee”〉) often has to be extended
by grammatical items in order to pave the ground for a well-formed sentence, for
instance determiners, auxiliary verbs and verbs with limited semantic content,
most notably auxiliary verbs used with transitive or predicative interpretations.
Other items in this group are certain prepositions and adverbs. When these
grammatical words are added to the set of items which can be permuted, the
complexity of the approach runs out of control immediately if the number of
such items to be inserted is unlimited and insertion positions are unrestricted.
We put these matters aside for now, but we will in later sections sketch the
basics of decoders which are able to circumvent this search space.

5 From Base Form String to Full Form String

Given a sequence of base forms BF (like 〈“have”, “knee”, “left”, “patient”,
“pain”〉) there are several ways of transforming BF into an ordinary sentence
(hidden Markov models (HMMs), finite-state transducers, etc.). Establishing an
n-best list seems most appropriate, and the first item in the list which satis-
fies the grammatical constraints of a shallow parser will be assigned the best
rank. This is the strategy in the implemented demonstrator below. Each can-
didate sentence should ideally be checked by a robust parser, thereby avoiding
ungrammatical sentences.

We noted earlier that the operations in this approach are computationally
intractable. In this section we sketch the most central properties of two possible
generators. Both of them make use of a version of the A* algorithm as used in
artificial intelligence, see e.g. [6]. As it turns out they resemble decoders used
in e.g. speech processing and HMM tagging, and they will henceforth be called
decoders.

5.1 Decoder 1

The crucial aspect of any efficient decoder is its ability to avoid paths which
cannot lead to successful analysis results, in our case avoiding to consult the
entire search space which the generation problem creates. Given the statistical
language model we can for instance choose an initial path by setting priorities
on bigrams and trigrams which are attested in the training data. In addition we
might prefer sequences without “spurious” words, or avoid sequences with more
than a fixed amount of additional words.

The cost function is, as usual in these types of decoders, the central tool which
assigns values to hypotheses in the priority queue. This function determines the
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“price” for extending a word sequence with a new word. We also need a success
criterion, and an intuitively relevant success criterion for a potential sentence
is that all concepts in IS are present in the sequence. Thus, when the decoder
includes a member from IS in the hypothesized base form sequence, no cost is
added. Another low cost feature is the existence of a trigram from the rightmost
string element to its hypothesized continuation. A somewhat simplified version
of the cost function is shown in Algorithm 1.

Algorithm 1 Calculate the cost of extending a word sequence with a new word

1: function Cost(word1,word2,word3) � word3 is a new candidate
2: if (word3 ∈ inputConcepts) ∨ (word3 ∈ gramWords) then
3: if TrigramVerification(word1, word2, word3) then
4: cost ← trigramCost
5: else if BigramVerification(word2, word3) then
6: cost ← bigramCost
7: else if UnigramVerification(word3) then
8: cost ← unigramCost
9: else

10: cost ← highCost
11: end if
12: end if
13: if word3 ∈ gramWords then
14: cost ← cost · gramCost � penalize grammatical words
15: end if
16: return cost
17: end function

The functions {Tri,Bi,Uni}gramVerification() consult the training data
in order to verify whether the new word has appeared in the proposed context.
The values for trigramCost , bigramCost , unigramCost , highCost and gramCost
are set globally in order to facilitate easy experimentation with the cost function.
They default to 0, 10, 50, 500 and 1000, respectively.

We have chosen to implement a breadth-first version of the decoder. Unfor-
tunately, the search space grows exponentially, especially when many spurious
words are allowed. For this reason there is a limit on the size of the priority queue
(“beaming”). This approach is quite similar to the decoding strategy described
in [7], although their problem domain is different. Finding the optimal limit is
an empirical question which partly depends on hardware properties.

The decoder will iterate until the queue contains sequences where all members
of IS are included. We assume a constant k which limits the number of spurious
words, and guarantees the algorithm to halt. The system will propose a sentence
only if it survives grammar filtering (the sentence can be parsed).

The performance is promising. IS = {“kne”, “venstre”, “smerte”, “pasient”}
(English {“knee”, “left”, “pain”, “patient”}) produces the correct base form se-
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quence “Pasient ha smerte i venstre kne” (“patient has pain in left knee”) in
1700milliseconds on an Intel Pentium III 866MHz PC running SICStus Prolog.
Transformation to the correct full form string “Pasienten har smerter i venstre
kne” is done by the HMM converter instantly.

5.2 Decoder 2

In the efforts to make the generator even more efficient we have tried to impose
a reliable control structure to the introduction of new elements into the priority
queue, as an alternative to beaming. A notorious problem with beaming is that
a correct hypothesis could be thrown away in an early phase because lots of
eventually incorrect hypotheses received high scores initially. Suppose we have a
deterministic finite-state automaton where the labels are part-of-speech (POS)
tags (noun, verb, preposition etc), and also suppose that we have a dictionary
where all words in the vocabulary are marked with the correct POS tags. Cru-
cially, assume that the automaton characterizes the legal POS sequences. Since
the automaton is deterministic a proposed sequence will always be in an unique
state from which there is a limited set of POS transitions to other states.2 Thus,
we are guaranteed that the generator never proposes a sequence of words which
has an illegal left context, like 〈“kne”, “venstre”, “i”〉 (〈“knee”, “left”, “in”〉).

The cost function is the same as in the previous decoder. But the search
space is much smaller, and the highest ranked sentence from the example above
is produced in less than 200milliseconds on the same machine configuration (as
compared to 1700 with the previous decoder). This performance is acceptable.

Unfortunately, the important assumption that the automaton characterizes
all legal word sequences is problematic. Writing such a device manually is time
consuming, and it becomes more and more difficult to modify the automaton as
it increases.

In our experiment we produced the network semi-automatically from a sim-
ple context-free grammar, i.e. a grammar with atomic rule symbols only (no
unification equations). These grammars are much easier to write, extend and
maintain than a finite-state automaton, but converting an arbitrary context-
free grammar into a finite-state automaton which generates exactly the same
language is known to be impossible. However, for our purposes it is sufficient
that the automaton excludes as many impossible paths as possible, but it does
not matter much if a small amount of ungrammatical sentences are produced.
We still have the possibility of using the same context-free grammar in a parser
whose purpose is to accept strings.

6 Related Work

The literature on sentence generation contains many approaches where templates
are used, in various forms. Generators based on semantically annotated phrase
2 If a concept has more than one POS tag, this uniqueness property does not hold in

its simplest form. But the proposed sequence and one of the tags will still be unique
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structure rules are also quite widespread, in particular within rule-based machine
translation, see e.g. [8]. The core engine is generally a chart generator, see [9]
for the basic ideas. A statistical generator using templates in dialogue systems
is presented in [10].

7 Conclusion and Future Work

We have explored formal and practical issues which arise from a simple idea
of sentence realization from an unstructured set of semantic concepts. We have
used a standard statistical language model together with a simple context-free
grammar as the linguistic “knowledge” of the system. The results are promising,
both with respect to linguistic quality and performance.

The linguistic quality depends on corpus relevance for the generation tasks,
grammar coverage, quality of finite-state approximation and user adaption.

As mentioned in an early section, a system of this type should be adapted to
the user’s textual profile. If the system is trained on text samples from previous
reports written by the user, it will adapt to the user’s writing style and vocabu-
lary (including abbreviations). The more the generation task resembles previous
examples, the better it is, as in automatic dictation systems.

In future research we will, among other things, explore the impact of high
quality resource grammars (see [11] for details of a Norwegian large-scale HPSG
grammar) used as filtering devices, bigger training corpora and how an efficiently
implemented generator of this type can be included in an experimental electronic
medical record system.
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Abstract. With the increasing amount of biomedical literature, there
is a need for automatic extraction of information to support biomedical
researchers. Due to incomplete biomedical information databases, the
extraction cannot be done straightforward using dictionaries, so several
approaches using contextual rules and machine learning have previously
been proposed. Our work is inspired by the previous approaches, but is
novel in the sense that it combines Google and Gene Ontology for anno-
tating protein interactions. We got promising empirical results - 57.5%
terms as valid GO annotations, and 16.9% protein names in the answers
provided by our system gProt. The total error-rate was 25.6% consisting
mainly of overly general answers and syntactic errors, but also including
semantic errors, other biological entities (than proteins and GO-terms)
and false information sources.

Keywords: Biomedical Literature Data Mining, Gene Ontology, Google
API

1 Introduction

With the increasing importance of accurate and up-to-date databases about
proteins and genes for research, there is a need for efficient ways of updating
these databases by extracting information from biomedical research literature
[8, 20, 21], e.g. those indexed in MEDLINE. Examples of information resources
containing such information are LocusLink, UniGene and Swiss-Prot for protein
info and the Gene Ontology for semantic labels.

Due to the large and rapidly growing amounts of biomedical literature, the
extraction process needs to be more automatic than previously. Current extrac-
tion approaches have provided promising results, but they are not sufficiently

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1195–1203, 2005.
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accurate and scalable. Methodologically all the suggested approaches belong to
the information extraction field [3], and in the biomedical domain they range
from simple automatic methods to more sophisticated, but slightly more man-
ual, methods. Good examples are: Learning relationships between proteins/genes
based on co-occurrences in MEDLINE abstracts (e.g. [9]), manually developed in-
formation extraction rules (e.g. [22]), information extraction (e.g. protein names)
classifiers trained on manually annotated training corpora (e.g. [1]), and classi-
fiers trained on automatically annotated training corpora [19]).

1.1 Research Hypothesis
Internet Search Engines such as Google, Yahoo and MSN Search are the world’s
largest readily available information sources, also in the biomedical domain.
Based on promising results from recent work on using Google for semantic an-
notation of biomedical literature [16], we are encouraged to investigate if Google
can be used to find protein interactions that match the Gene Ontology (GO).
This leads to the hypothesis:

Can Internet Search engines such as Google be used to annotate protein in-
teractions in the Gene Ontology framework?

The rest of this paper is organized as follows. Section 2 describes the materials
used, section 3 presents our method, section 4 presents empirical results, section
5 describes related work, section 6 discusses our approach, and last the conclusion
and future work.

2 Materials

See fig. 1 for an overview of the system. As input for our experiments we used
the following:

– 10 proteins that are already well-known to our biology experts.
– 37 verb-templates suggested by Martin et. al (LexiQuest) [12].

Proteins
The following proteins were used as input to the system.

Proteins used
‘EGF’, ‘TNF’, ‘CCK’, ‘gastrin’, ‘CCKAR’, ‘CCKBR’, ‘p53’, ‘ATF1’, ‘CREB’, ‘CREM’.

In addition, each protein is also described by several other names or synonyms
in the literature. E.g. gastrin is also known as ‘g14’, ‘g17’, ‘g34’, ‘GAS’, ‘gast’,
‘gastrin precursor’, ‘gastrin 14’, etc. So our biologists compiled a list of roughly
10 synonyms for each protein, giving us about 100 terms total to annotate.

Interaction Verbs
We selected our interaction verb templates from table 1 in [12]. They had a list
of 44 verbs, but we chose to use only 37 of these verbs. The reason for this is
that we are focusing on simple statements like “gastrin activates ...”, with the
object of the verb following directly after the verb template. The following table
shows the original list of verbs, with the removed ones in parenthesis.
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Verb templates used
acetylates, activates, (antagonizes), associates with, (attenuates),
(binding to), binds, blocks, (bonds), (complex), deactivates, decreases,
degrades, dephosphorylates, dimerizes, dissociates from, downregulates,
forms complex with, hydrolyses, inactivates, increases, induces, in-
hibits, interacts with, links, mediates, (oligomerizes), overexpresses,
phosphorylates, potentiates, precipitates with, reacts with, recruits, (re-
duces), regulates, releases, represses, stimulates, transactivates, trans-
duces, transforms, triggers, ubiquitinates, upregulates,

3 Our Approach

We have taken a modular approach where every submodule can easily be replaced
by other similar modules in order to improve the general performance of the
system. There are five modules in the system. The first one sets up the search
queries, the second runs the queries against Google, the third one tokenizes
the results, the fourth parses the tokenized text, and the fifth and last module
extracts all the results and presents them to the human evaluators. See figure 1.

1. Data Selection. N (=100) protein names are combined with M (=37) verb
templates, giving a total of N x M (3700) queries to run against Google.

2. Google. The queries are fed to the PyGoogle module which allows 1000
queries to be run against the Google search engine every day with a personal
password key. In order to maximize the use of this quota, the results of every
query are cached locally, so that each given query will be executed only once.
If a search returns more than ten results, the resultset can be expanded by
ten at a time, at the cost of one of the 1000 quota-queries every time. We
decided to use up to 30 results for each query in this experiment.

3. Tokenization. The text is tokenized to split it into meaningful tokens, or
“words”. We use a simple WhiteSpaceTokenizer from NLTK, where every
special character (like ( ) ” ’ - , and .) is treated as a separate token.

4. Parsing. Each returned hit from Google contains a “snippet” with the given
query phrase and approximately ten words on each side of it. We use some
simple regular grammars to match the phrase and the words following it.
If the next word is a noun it is returned. Otherwise, adjectives are skipped
until a noun is encountered, or a “miss” is returned.

5. Expert Evaluation. The results were merged so that all synonyms were
treated as if the main protein name had been used in the original query. Then
the results were put into groups (one group for each protein-verb pair) and
sorted alphabetically within that group. These results were then presented
to the biologists, who evaluated the usefulness of our results from Google.

4 Empirical Results

Fig. 2 and 3 show the results. The first one shows that more than half of the
extracted terms were terms that could be used to annotate the given protein
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Verb Templates

Expert Evaluation

Protein Names

Google search

Tokenization

Parsing

Fig. 1. Overview of Our Approach (named gProt)

according to the Gene Ontology (GO). Around one fifth of the results contained
an identifiable protein name that could be stored as a protein-protein interaction.
Only one quarter of the terms were deemed not useful. The different kinds of
“not useful”-errors can be read out of fig. 3.

5 Related Work

Our specific approach was on using Google and Gene Ontology for annotating
protein interactions. We haven’t been able to find other work that does this, but
the closest are Dingare et al., that uses results from Google search as a feature for
a maximum entropy classifier used to detect protein and gene names [5, 6], and
our previous work on semantic annotation of proteins (i.e. tagging of individual
proteins, not their GO relation) [16]. Google has also been used for semantic
tagging outside of the biomedical field, e.g. in Cimiano and Staab’s PANKOW
system [2] and in [4, 7, 10, 11, 13, 17].

A comprehensive overview of past methods for protein-related information
extraction is provided in [18].
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6 Discussion

In the following section we discuss our approach step-by-step. (The steps as
presented in fig. 1.)

1. Data Selection. The results were inspected by cancer researchers, so the
focus was naturally on proteins with a role in cancer development, and more
specifically cancer in the stomach. One such protein is gastrin, used as a
running example in this article. In the experiment we used ten such protein
names with around ten synonyms for each. The large number of synonyms
used for each original protein name gave us a valuable increase in the recall
of expected facts from Google.
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2. Google. Since we decided to download up to 3 (times 10) results for each
query, we had to do around 11.000 queries. This took almost two weeks,
because of Google’s restraint to only run 1000 queries per day. If we want to
scale up this method in the future, we would probably have to pay Google
to let us do more queries per day, or consider using the recently announced
Yahoo API that allows 5.000 queries per day. The number of returned GO-
processes was over 50%, which is very promising for automatic annotation,
considering that no information has been used in the process to match GO-
terms more often than e.g. protein names.

3. Tokenization. Most of the “errors” are syntactic errors, and many of the
syntactic errors occur because of bad tokenization, mainly because a lot of
the returned words are just parts of multi-word-tokens. Also, many of the
words are not nouns at all, so they are not suitable class names in the first
place. In the future more work should be done in the tokenization phase. The
WhiteSpaceTokenizer was used because it is easy and fast, but with some
sort of NP-clustering and parentheses handling, almost half of the errors
could be removed. One example of NP clustering is protein names, such as
“g-protein coupled receptor (GPCR)”.
How to deal with parentheses? Sometimes they are important parts of a
protein name (often part of “formulae” describing the protein), and other
times they are just used to state that the words within them aren’t that
important. And the worst problem is that they are quite often “unbalanced”,
either because of typing errors, “1) 2) 3)”-style numbering, or smileys.

4. Parsing. We used a really simple grammar to extract the interacting terms
from what Google returned. It can be summed up as: After the template,
keep reading words until a “stop-word” is encountered. As “stop-words” we
used some common prepositions, in addition to full-stop punctuation (.,;?!).
There is obviously room for a lot of improvements here, e.g. using more
advanced Natural Language Understanding techniques.

5. Expert Evaluation. The evaluation was quite simple, just focusing on
deciding whether this way of using Google to do information extraction is
worth pursuing or not. Since the tokenization and grammar modules aren’t
perfect yet, the biologist also had access to the complete snippets (and the
corresponding homepage) in their evaluation work. It is now obvious to us
that we should keep developing this system, since almost three out of four
results were relevant, and many of them also novel, information.

7 Conclusion and Future Work

This paper presents a novel approach - gProt - using Google to find semantic
(GO-) annotations for specific proteins.

We got empirically promising results - 57.5% semantic annotation classes, and
16.9% protein names in the answers provided by gProt. This means that 74.4%
of the results are useful. This encourages further work, possibly in combination
with other approaches (e.g. rule based information extraction methods), in order
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to improve the overall accuracy. In the similar task of protein name identifica-
tion, recently presented precision scores ranges from 70 to 75% [1]. Hopefully,
more advanced methods will greatly reduce the number of errors (useless infor-
mation), which is currently at 25.6%. Disambiguation is another issue that needs
to be further investigated, because sometimes different search-results are really
just one single identity, because of synonyms and acronyms for example. Other
opportunities for future work include:

– Improve tokenization. Just splitting on whitespace and punctuation charac-
ters is not good enough. In biomedical texts non-alphabetic characters such
as brackets and dashes need to be handled better.

– Search for other verb templates using Google. E.g. Which templates give the
best results, and what about negations (“does not activate ...”)?

– Investigate whether the Google ranking is correlated with the accuracy of the
proposed semantic tag. Are highly ranked pages better sources than lower
ranked ones?

– Test our approach on larger datasets, e.g. using all the returned results from
Google.

– Combine this approach with more advanced natural language parsing tech-
niques in order to improve the accuracy, [14, 15].

– In order to find multiword tokens, one could extend the search query (“X
activates”) to also include neighboring words of X, and then see how this
affects the number of hits returned by Google. If there is no reduction in
the number of hits, this means that the words are “always” printed together
and are likely constituents in a multiword token. If you have only one actual
hit to begin with, the certainty of the previous statement is of course very
weak, but with increasing number of hits, the confidence is also growing.

– In this experiment very crude Part Of Speech (POS) tagging is done, so our
results can be seen as a baseline for this kind of experiment. In the future
we want to improve the results, for example by utilizing better grammars,
and more advanced natural language understanding techniques.
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Abstract. In this paper we introduce a framework for an advanced medical edu-
cation in a table-type VR environment, which is based on an efficient deformable
modeling for the interactive manipulation of soft tissues and a realistic motion
simulation for dynamic human organs. The proposed framework includes two
data storages with 3D/4D models and the 2D anatomic information, and various
functional modules that are used to effectively explain human organs by visu-
alizing and synchronizing with the components in the data storages. In our VR
environment, a table-type virtual workbench is effectively used for the collabora-
tive and realistic presentation to a group of learners and the video-based tracking
environment provides the convenience for a user to select and to manipulate a
subject of learning.

1 Introduction

Computer-based medical education has become necessary and indispensable because
it permits repetitive practice and non-invasive training based on medical images with-
out the need for cadavers or plastic models. In traditional medical education, invisible
human structures were depicted as 2D images in the form of sectioned images through
textbooks [1, 2]. Most anatomy textbooks are composed of thick volumes since they
include many pictures to convey accurate anatomic details. The National Library of
Medicine (NLM) has completed the Visible Human project, which provides images
from CT, MRI, and photo-tomography of a cadaver for researchers to develop educa-
tional tools and other simulators [3]. Some researchers have established 3D anatomical
atlases of the human body with this new resource [4] while others have presented edu-
cational systems for medical students based on 2D tomography image [5]. By using the
3D anatomical atlases, medical students can observe internal structures from any view-
ing direction. However, since static anatomical atlases can not represent the motion of
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dynamic organs and the deformation of soft tissues through user interaction, static at-
lases are insufficient when we want to understand dynamic organs such as a beating
heart or the features of soft tissues. Various physically-based modeling methods have
been researched in order to represent the deformation of soft tissues. Surgical training
systems to focus on the specific organs have been introduced based on these deforma-
tion methods[6–8]. However, most of these training systems have used the computer
monitor or head-mounted display devices which are not proper for a group training.

In this paper we propose a framework for advanced medical education in a virtual
workbench environment, which provides a realistic motion simulation for the dynamic
heart and an efficient deformable modeling for the interactive manipulation of soft tissue
organs. In our VR environment, several users can also clearly grasp the shape features of
human organs during the training through the use of a wide table-type semi-immersive
VR workbench and also conveniently use multi-modal interaction through vision-based
tracking. Vision-based tracking tracks the movement of the head and the hand without
troublesome device cables.

The rest of the paper is organized as follows. We give a brief summary of the fea-
tures of table-type VR environment and components of the proposed medical education
system in Section 2. In Section 3, we describe an efficient deformation technique for
the interactive manipulation and a realistic motion simulation of a dynamic organ. Sec-
tion 4 presents the implementation results of the proposed framework and concludes
the paper.

2 An Interactive Virtual Workbench for Collaboration

In this section, we summarize the features of a table-type virtual workbench and depict
the main components of the proposed medical education system which is implemented
on the table-type VR environment.

The virtual workbench has several characteristics which make it especially efficient
for medical applications. First, it is a horizontal-type display environment similar to a
real-life operation table. This makes it possible to simulate an operation in a natural
way while other VR environoments which usually have a vertical plane as a screen, are
unnatural in their interaction. Moreover, since the gradient of the screen can be tilted up
to 45◦, the user can see various viewpoints of the 3D model and easily manipulate them.
Secondly, it provides an efficient workspace for collaborative tasks since the screen of
the virtual workbench is wider than that of a monitor-based system or HMD (head
mounted display). Several users can stand around the virtual workbench and carry out
discussions on the displayed 3D model similar to discussions carried out on the table-
type workspaces in the real world. We can extend this environment with two or more
virtual workbenches through the network and it can be used for remote collaboration
tasks. Lastly, since it provides the feeling of semi-immersion, users can understand the
shape features of the subject of interest more clearly with face-to-face communication.

Fig. 1 depicts the hardware setup of our system. The vision tracking system detects
the position and orientation of the user and the interaction stick. We attach infrared-
reflective luminous balls to the shutter glass for the main user and the interaction stick.
We also place infrared lamps near the cameras to distribute infrared light. As we attach
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Fig. 1. Hardware system configuration

longpass filters on cameras, only infrared reflective luminous balls appear in the image
sequences. The tracking system detects and computes the 3D coordinates of the lumi-
nous balls. The viewpoint is changed according to the position of the main user, i.e.,
the position of the luminous ball on the shutter glass worn by the main user. The main
user can select and manipulate a virtual organ through a interaction stick. Fig. 2 shows
tracking and interaction devices used in our system. A rendering client is responsible for
the interactive rendering of the overall VR education space including 3D/4D models, a
2D information panel and function buttons. An audio client creates the corresponding
audio explanation for a selected organ based on the voice processing engine.

The proposed medical education system consists of two data storages including
3D/4D models, 2D anatomic information and various functional modules that are used
to effectively explain the human organs by visualizing and synchronizing the compo-
nents in the data storages as shown in Fig. 3. 3D models in the data storage are built
from the Visible-Human data set of NLM [3] and the 4D cardiac model is reconstructed
from a motion simulation method as explained in Sec. 3.2. The interactive manipulation
not only handles the rigid transformation such as translation and rotation, but also the
deformation of the 3D models for the soft tissue organs through the multi-resolutional

Fig. 2. Tracking and interaction devices. Left: Cameras, shutter glass and calibration stick, Right:
Interaction stick
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approach as explained in Sec. 3.1. A 2D anatomic chart that depicts the details of a
corresponding internal organ is displayed on a 2D panel when the user selects the organ
in the 3D/4D model space. A 2D cross-sectional anatomic image is also displayed ac-
cording to the moving plane which is vertically translated onto the whole body through
user interaction.

3 Interactive Deformation and Dynamic Simulation
of Internal Organs for Immersive Education

In this section, we present a method to simulate the motion of a dynamic heart and
interactive deformation of soft tissues for surgery simulation. Motion simulation and
interactive deformation can provide an efficient and realistic method for advanced med-
ical education.

3.1 Interactive Deformation of Soft Tissues

In this paper, a spatial adaptation approach of deformable model with physical prop-
erties adjustment scheme is applied for the visual realism and simulation efficiency of
deformation of soft tissues. Moreover, a progressive force computation scheme using
dynamic active component set is presented in order to reduce the total computation cost
for solving the numerical system.

The main idea of spatial adaptation is based on the dynamic combination of different
detail levels of mass-spring models according to the parts that are subjected to excessive
regional external forces or has large curvature variation in order to reduce the number
of mass nodes and springs for computation. In the off-line pre-processing phase, the
multi-level mesh structure is constructed based on the modified-butterfly subdivision
scheme[9]. In the on-line animation phase, the criteria for refinement and simplification
are checked for each node. If the criteria are satisfied, the neighboring faces of the node
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are subdivided or simplified. In the case of simplification, the force and velocity for the
refined mid-point node are respectively computed by averaging those of the adjacent
nodes on the corresponding edge. In order to maintain the total mass of object and to
reduce the numerical instability, we calculate the mass per node for each detail level
in the pre-processing step and redistribute the mass nodes in a refined or simplified
region only at the time of refinement or simplification, and maintain the value during
simulation. The stiffness and damping factors are adjusted by reflecting the level of
detail of current spring and masses of nodes incident on the spring in order to maintain
the acceleration of a node between different detail levels as Eq. 1. The values for each
spring are preserved in the online animation phase.

KSl = 2l × KS0 ×
∑

v∈Pl
mass(v)/Nl∑

v∈P0
mass(v)/N0

(1)

KDl = KD0 ×
KSl

KS0

where, KS and KD are the stiffness and damping coefficient for the spring, respec-
tively. N is the number of mass nodes and P means the triangle set in each detail level.
l and 0 are the current refined level and the initial mesh level, respectively.

In the case of mass-spring model, the force and velocity are propagated from the
nodes affected by external forces over time. Therefore, all springs and nodes have no
need to be always included in the force and velocity computation. Therefore, in this
study, an active component set is managed based on current force and velocity values
of nodes for force computational efficiency. If the current force and velocity for each
node are greater than the criterion error, the node are activated, and if either or both
of two component nodes of each spring are activated, the spring is activated for spring
force computation. Only activated nodes are included in the numerical system for com-
putation of new position and velocity.

In order to validate the representation details and effectiveness of the proposed de-
formation approach, first, behavioral similarity among models of different detail levels
was proved by visual comparison and displacement comparison of the forced nodes
over time. Fig. 4 shows the very similar results of deformation of the three models, i.e.,
coarse, overall refined, and the proposed adaptive refined models, after deformation for
2.3 seconds. As a result of displacement comparison, the displacement of the forced
nodes for the refined and proposed adaptive models coincided. On the other hand, the
proposed adaptive scheme reduced computational time about 62 % compared to the
wholly-refined model. Fig. 5 shows propagation of active springs and nodes over time.
Only black nodes and springs in Fig. 5 are included in the numerical system at each
simulation step. As a result of progressive force computation using dynamic manage-
ment of active component set, simulation performance was improved by about 29% in
adaptive stomach model and the deformation results of before and after applying active
component set were completely identical.

3.2 Motion Simulation of Dynamic Organs

We start with a set of 3D points at each time step of a cardiac cycle in order to sim-
ulate the motion of the heart. These points are obtained from the surface of the heart
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Fig. 4. Comparison of overall behavior according to the same external force in three different
models.Left: Coarse model with 188 nodes and 558 springs, Middle: Refined model with 746
nodes and 2232 springs, Right: Proposed adaptive model with 188∼240 nodes and 558∼700
springs

Fig. 5. Propagation of active components over time. Black circles and lines depict activated nodes
and springs

which has already been segmented. We decompose the overall motion of the ventricle
into global and local motion. In our approach, finite element(FE) analysis is applied
to determine the dynamic equilibrium shape of an elastic body. At each time step for
the motion tracking, our algorithm finds a translation and rotation that define the global
position of the ventricle. The model then deforms itself under forces exerted by virtual
springs which connect the model and feature points at the next time step. We use a
single 3D blob element which is created with a priori knowledge about the anatomical
structure of the ventricle. The blob element is based on superellipsoid with the same size
and orientation as the initial reference shape. It is triangulated with the desired geomet-
ric resolution, and then the vertices of triangles become FE nodes. We have introduced
a new type of Galerkin interpolant, based on a 3D Gaussian, that allows us to solve
motion tracking problems efficiently, and to compute robust canonical descriptions for
data in 3D space.

The steps for the motion tracking can be summarized as follows. We first create a
superellipsoid model for the initial set of 3D points, centered at the center of gravity and
rotated on to the principal axes. FE nodes are superimposed on this model, which unifies
the geometric and the physical information. The correspondence between 3D points and
modal points is established by finding pairs which are bi-directionally closest. Then,
mass, stiffness, and mode shape vectors are derived for the FE computation. In general,
the number of feature points will be greater than the number of modal displacements
to be estimated; thus, we can solve them using a weighted least-squares method. The
deformed model is then computed by applying the calculated displacements to the nodal
points. At the next time step, this deformed model is translated and rotated to match the
center of gravity and principal axes. After which it becomes the undeformed model at
the next time step. The positions of the FE nodes are also updated using the calculated
nodal displacements. We can extract displacements, speeds, and accelerations from this
4D model. Fig. 6 shows screenshots of the result of motion simulation.
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Fig. 6. Motion simulation of the heart

4 Results and Conclusions

In the proposed medical education system, users can select a human organ of interest
using a wireless interaction stick. The detailed anatomic information for the selected
organ is displayed on the 2D information panel. Fig. 7(a) shows a screenshot when an
user select the intestine. When the heart is especially selected, a 3D pumping heart is
dynamically rendered as shown in Fig. 6. Fig. 7(b)shows a 2D cross-sectional anatomic
image displayed according to the moving plane which is vertically translated onto the
whole body through user interaction. Fig. 7(c) shows a group of students being im-
mersed in the study of the human internal organs with the aid of shutter glasses. In this
system, the user can examine the internal organs from any viewing point by just moving
the main user’s head.

(a) (b) (c)

Fig. 7. Screenshots of medical education in VR. (a) 3D anatomic models of the abdominal part,
(b) The 2D cross-sectional anatomic image, (c) Collaborative studying using a table-type virtual
workbench

In this paper, we present a collaborative and immersive medical education system
in a virtual workbench environment. A group of learners can be immersed into the
study to understand the features of the subjects of interest more clearly in the wide
semi-immersive virtual space. Moreover, learners can examine the dynamic features
of the heart through the realistic motion simulation and also interactively observe the
deformation of the soft tissues deformed by the efficient deformation approach in the
proposed medical education system.
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Abstract. In medical treatment, it is difficult to diagnose diseases di-
rectly from raw real value data obtained by medical examination for pa-
tients. For support of the task, it is necessary to transform the raw data
into meaningful knowledge representations, which represent whether the
characteristic symptoms of the disease are observed. In this research, we
aim to acquire such multiple risk factors automatically from the med-
ical database. We consider that a multi-agent approach is effective for
extracting multiple factors. In order to realize the approach, we propose
a new method using an improved Genetic Programming method, Auto-
matically Defined Groups (ADG). By using this method, multiple risk
factors are extracted, and the diagnosis is performed through multi-agent
cooperative voting. We applied this method to the coronary heart disease
database, and showed the effectiveness of this method.

1 Introduction

Recently, patient diagnostic data in hospitals have been accumulated in a data-
base through the advance of information technology. We have been studying
about the extraction of diagnostic rules from database by using an improved
genetic programming. In our previous research[1], we succeeded in extracting
multiple diagnostic rules represented by logical expressions. Both general rules
and exceptional rules could be extracted by our method. However, we need to
improve the recognition rate.

On the other hand, Oeda et al.[2] showed a good recognition rate for the
same database by using a immune multi-agent neural network. However, it is
difficult to extract knowledge from the acquired networks.

It is important to realize both improvement of the prediction accuracy and
acquisition of the useful and comprehensible knowledge. We are now planning
to develop a system with the advantages of the both methods. In the system,
first, local characteristic symptoms of disease are extracted from the manifold
viewpoints. In this first stage, comprehensible and useful knowledges about risk
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factors are acquired by using an improved genetic programming. In the next
stage, the final diagnosis is performed by the synthesis of the acquired multi-
ple factors. Neural networks will be useful for this process. In actual medical
treatment, doctors check the multiple manysided symptoms which may result
from the disease. They make a final diagnosis based on the relation of observed
multiple symptoms.

In this paper, we focus on the first stage, and propose the method for ac-
quisition of multiple risk factors. We apply the method to the coronary heart
disease database, and examine the effectiveness of this method.

There are some problems for realizing the system. We do not know how many
factors are needed for classification of disease beforehand. Moreover, we do not
know which test item is effective in classification and what is the appropriate
threshold value of the test item for meaningful classification. In order to solve
the problems, we use an improved Genetic Programming method, Automatically
Defined Groups (ADG)[1]. Next, we describe this method.

2 Automatically Defined Groups

We use a multi-agent approach to extract multiple risk factors. That is, each
agent discovers a risk factor, and a provisional diagnostic result is performed by
multi-agent cooperation.

ADG is a method to optimize both the grouping of agents and the program
of each group in the process of evolution. By grouping multiple agents, we can
prevent the increase of search space and perform an efficient optimization. More-
over, the acquired group structure is utilized for understanding how many roles
are needed and which agents have the same role. That is, the following three
points are automatically acquired by using ADG.

– How many groups (roles) are required to solve the problem?
– Which group does each agent belong to?
– What is the program of each group?

A team that consists of all agents is regarded as one GP individual. One
GP individual maintains multiple trees, each of which functions as a specialized
program for a distinct group. We define a group as the set of agents referring to
the same tree for the determination of their actions. All agents belonging to the
same group use the same program.

Generating an initial population, agents in each GP individual are divided
into random groups. Basically, crossover operations are restricted to correspond-
ing tree pairs. However, we consider the sets of agents that refer to the trees used
for the crossover. The group structure is optimized by dividing or unifying the
groups according to the relation of the sets. Individuals search solutions as their
group structures gradually approach the optimal structure.

The concrete processes are as follows: We arbitrarily choose an agent to two
parental individuals. A tree referred to by the agent in each individual is used
for crossover. We use T and T ′ as expressions of these trees, respectively. In
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Fig. 1. Examples of crossover

each parental individual, we decide a set A(T ), the set of agents that refer to
the selected tree T . When we perform a crossover operation on trees T and T ′,
there are the following three cases.

(type a) If the relation of the sets is A(T ) = A(T ′), the structure of each
individual is unchanged.

(type b) If the relation of the sets is A(T ) ⊃ A(T ′), the division of groups takes
place in the individual with T , so that the only tree referred to by the agents
in A(T ) ∩ A(T ′) can be used for crossover. The individual which maintains
T ′ is unchanged. Fig. 1 shows an example of this crossover.

(type c) If the relation of the sets is A(T ) �⊃ A(T ′) and A(T ) �⊂ A(T ′), the
unification of groups takes place in both individuals so that the agents in
A(T ) ∪ A(T ′) can refer to an identical tree. Fig. 1 shows an example of this
crossover.

We expect that, by using this method, the search works efficiently and the
adequate group structure is acquired.

3 Extracting Risk Factors Using ADG

3.1 Coronary Heart Disease Database

In this section, we perform knowledge acquisition from real medical data. We
use the database on coronary heart diseases[3]. Data in the coronary heart dis-
ease database are divided into two classes: non-coronary heart disease cases
(non-CHD) and coronary heart disease cases (CHD). Each patient’s disorder is
diagnosed according to the results of eight test items. The eight items tested
are Cholesterol (TC), Systolic Blood Pressure (SBP), Diastolic Blood Pressure
(DBP), Left Ventricular Hypertrophy (LVH), Origin (ORIGIN), Education (ED-
UCATE), Smoking (TOBACCO), and Drinking (ALCOHOL).
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The original results of some test items are provided as the real values with
various ranges. So, we normalize each value. We find the maximum value (max)
and minimum value (min) on each item in training data set, and i-th item’s
value xi is normalized to Xi as follows:

Xi = (xi − mini)/(maxi − mini)

We consider that categorical data such as EDUCATE and TOBACCO are also
roughly in order of grade or frequency. Therefore we treate with the categorical
data in the same manner as the numerical data.

In this research, we intend to construct a diagnostic system which can classify
data into the appropriate class based on these eight tests.

3.2 How to Apply ADG to Extraction of Risk Factors

Even if the name of disease is the same, the individual variation may be observed
in appearance of symptoms, or the symptoms may change by the growth of the
disease. Therefore, the classification rule is not necessarily represented by a single
rule. It is necessary to check symptoms from various angles and to diagnose the
disease by the synthesis of them.

In order to judge whether each data is regarded as CHD case, we utilize a
decision making by a multi-agent voting model. Each agent takes charge of the
detection of a local symptom that should be considered for the classification of
the disease. Each agent’s tree structural logical expression represents the risk
factor (the local symptom). Each agent examines whether its logical expression
is true for the patient’s data. If its logical expression returns true, the agent gives
its vote to the approval for classifying the patients as the disease. If the number
of approval is over a predefined threshold, the data is regarded as the disease.

The details of the process are as follows: Multiple trees in an individual of
ADG represent the respective logical expressions. The logical expression is made
by the conjunction of multiple terms. Each term is the combination of a test
item and the value which can be taken. First, the numerical threshold values
are generated with a uniform distribution between 0.0 and 1.0. The values are
adjusted by mutation operations. The following expression is an example.

Factor for CHD : (TC > 0.51) ∧ (TC < 0.68) ∧ (DBP > 0.49)

Each data in the training set is input to all trees in the individual. Then,
calculations are performed to determine whether the data satisfy each logical
expression. Each tree returns true or false for the input data. Each agent receives
the output of the tree which it refers to. The results is used for voting. Every
agent votes based on its own tree’s output. Fig.2 shows the concept of this model.
This figure represents an individual which consists of five agents. The data in
this figure is regarded as the disease, because approval votes are in majority.
From another point of view, the number of agents in each tree represents the
weight of the risk factor.
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Fig. 2. Diagnosis by multi-agent voting model

ADG individuals are optimized so that the number of correct diagnosis in-
creases. In addition, for the minute evaluation of individuals, we consider the
number of approvals for misrecognition data. Even if a CHD data is missed,
the number of approvals should be more. In contrast, if a non-CHD data is
recognized as CHD by mistake, the number of approvals should be less.

To satisfy the requirements mentioned above, fitness f is calculated by the
following equation. We maximize f by evolution.

f =
true positive

NCHD
+ α

true negative

NnonCHD
+ βmiss target + γ misrecognition (1)

where, NCHD and NnonCHD represent the number of CHD cases and non-CHD
cases in database respectively. true positive is the number of successful data
in the target CHD data. true negative is the number of successful data in the
non-CHD data. Moreover, miss target is an average approval rate for the CHD
data that have been missed. misrecognition is an average disapproval rate for
the non-CHD data that have been regarded as CHD by mistake.

By evolution, More agents, the number of which is over the judgment thresh-
old, learn to return true for CHD cases, and few agents return true for non-CHD
cases. Therefore, the factor with more agents is the typical and crucial risk factor.

The following points are regarded as the advantages of ADG.

– ADG enables us to get multiple factors of disease and to make a final diag-
nosis by using the facotrs.

– It is easy to judge by the number of agents whether the acquired factors are
crucial ones.

– It is easy to understand the acquired factor, because the factor is expressed
by the logical expression and the threshold values of the test items are also
acquired.

Table 1 shows GP functional and terminal symbols. We impose constraints
on the combination of these symbols. Terminal symbols do not enter directly in
the arguments of the and function. Test items such as TC enter only in arg0 of
gt and lt. Real values enter only in arg1. Crossover and mutation that break
the constraints are not performed.



Extraction of Risk Factors by Multi-agent Voting Model 1223

Table 1. GP Functions and Terminals

Symbol #args functions

and 2 arg0 ∧ arg1
gt 2 if (arg0 > arg1)

return T else return F
lt 2 if (arg0 < arg1)

return T else return F
TC, SBP, . . . 0 normalized test value
0.0 – 1.0 0 real value

4 Results

In this section, we describe the detail of an experiment using Train A, which are
consisted of 6500 CHD cases, and 6500 non-CHD cases. The parameter settings
of ADG are as follows: Population size is 500, crossover rate is 0.9, mutation rate
per individual is 0.95, group mutation rate is 0.02, and the number of agents is
50. The threshold value (the number of approvals) for the classification by the
voting is 30% of the number of all agents. The respective weights in equation(1)
are α = 1.0, β = 0.05, and γ = 0.01.

As a result, 50 agents in the best individual are divided into 21 groups. We
show some of acquired factors that correspond to the tree structural programs
in the best individual. Factors are arranged according to the number of agents
referring the each factor, and each terminal real value is transformed to original
range.

Factor 1 (6 Agents): (LVH = 1)
Factor 2 (4 Agents): (SBP > 148)
Factor 3 (4 Agents): (TC > 282) ∧ (DBP > 76) ∧ (LVH = 0) ∧ (TOBACCO > 2)
Factor 4 (4 Agents): (SBP > 188) ∧ (DBP < 99)
Factor 5 (3 Agents): (SBP > 126)
Factor 6 (3 Agents): (DBP > 70)
Factor 7 (3 Agents): (DBP > 110) ∧ (DBP < 147) ∧ (LVH = 0)
Factor 8 (2 Agents): (SBP > 118)
Factor 9 (2 Agents): (SBP > 160) ∧ (DBP > 97)
Factor 10 (2 Agents): (TC > 206) ∧ (DBP > 82)
Factor 11 (2 Agents): (TC > 256) ∧ (TC < 358)
Factor 12 (2 Agents): (EDUCATE < 2)

This results shows that any risk factors do not have the number of agents
that exceeds the diagnostic threshold solely. However, the number of agents of
factor 1 is closer to the threshold than the other factors. If other slight factors
are also valid, it can be concluded that the patient has the disease.

Besides, the factor 2 has the same test item as the factor 5 or the factor 8.
However, The reference value of the item in factor 8 is more moderate than that
in factor 2. Therefore the influence of the factor 8 on the final diagnosis is light,
and the check of symptoms from other angles are also needed. On the contrary,
if the factor 2 becomes true, the factor 5 or 8 also becomes true. In the case,



1224 Akira Hara et al.

nine agents at least give their votes to the approval. Thus, we can set two or
more reference values to a test item, and utilize them for the diagnoses.

By the way, we have performed several trials of this method. The sets of
multiple factors acquired by respective trials are not necessarily identical. This
result comes from a diversity of cooperative behavior. We will have to examine
the stability of solutions.

The classification accuracies in the above experiment are 70.0% for 13000
training cases and 69.3% for 13000 test cases. As preliminary experiments for the
final classification by the synthesis using neural networks, we use two sets of risk
factors acquired by different trials as inputs for a feed-forward neural network.
By a back-propagation learning, the classification accuracy becomes 79.7% for
the training cases. This result suggests that multi-agent voting model is effective
for the extraction of comprehensible factors and a provisional classification, and
neural networks are promising for a final accurate classification based on the
acquired factors.

5 Conclusions and Future Work

In this research, we proposed a new method using ADG for the purpose of the
extraction of multiple risk factors. In this method, the weights of respective fac-
tors also can be acquired by multi-agent cooperation through the voting model.
We showed the effectiveness of this method by the application to medical data.

We have to investigate the usefulness of extracted factors from the viewpoint
of health care. In addition, we need to improve the classification accuracy. We
will study how to synthesize risk factors by using neural networks, which seems
to be more flexible than the voting model.
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Abstract. An association classification algorithm has been developed
to explore adverse drug reactions in a large medical transaction dataset
with unbalanced classes. Rules discovered can be used to alert medical
practitioners when prescribing drugs, to certain categories of patients, to
potential adverse effects. We assess the rules using survival charts and
propose two kinds of probability trees to present them. Both of them
represent the risk of given adverse drug reaction for certain categories of
patients in terms of risk ratios, which are familiar to medical practition-
ers. The first approach shows risk ratios when all rule conditions apply.
The second presents the risk associated with a single risk factor with
other parts of the rule identifying the cohort of the patient subpopula-
tion. Thus, the probability trees can present clearly the risk of specific
adverse drug reactions to prescribers.

1 Introduction

Data mining usually involves extracting actionable knowledge from databases.
Thus, understanding and evaluating the discovered patterns become increasingly
important, especially in health applications. Systematic monitoring of adverse
drug reactions is important for both financial and social reasons. At present,
the early detection of unexpected adverse drug reactions relies on a national
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spontaneous reporting system and collated statistics from overseas agencies [1, 2].
However, the recent availability of a population-based prescribing dataset, such
as the Pharmaceutical Benefits Scheme (PBS) data in Australia, when linked to
hospital admissions data, provides a unique opportunity to detect rare adverse
drug reactions at a much earlier stage before many patients are affected. This
paper focuses on identifying the factors, which increase the risk of the adverse
drug reaction, directly from large linked health data rather than spontaneous
reporting databases.

Prescribed drugs are recorded in PBS data based on the Anatomical and
Therapeutic Classification (ATC) system. Adverse events are recorded in hos-
pital data using ICD-9-CM (International Classification of Diseases, Ninth Re-
vision, Clinical Modification) code. Three case studies have been identified by
experts from the Therapeutic Goods Administration, Australia. ACE inhibitors1

usage associated with Angioedema will serve as the main case study to illustrate
our method in this paper. In our data, the distribution of classes with and with-
out adverse events is highly unbalanced due to the intrinsic nature of adverse
drug reactions. Moreover, rules identified may be used to alert medical practi-
tioner in their prescription of drugs to certain categories of patients, who are
vulnerable to some adverse drug effects. It is therefore essential to present the
knowledge to medical practitioners in a form easy to understand and interpret.
To address this health data mining problem, we first modify the Optimal Class
Association Rule Mining Algorithm [4] to discover rules which identify patient
subgroups with a high proportion of patients with target events. We further pro-
pose two kinds of tree representation for mined rules to help them and potential
users to gain understanding of the rules.

2 Association Classification for Unbalanced Classes

Traditional association classification approaches search for the rules represented
by patterns which have high global support and high confidence. Since the “nor-
mal” group comprises more than 99% of all cases in the dataset, the class
of interest(Class 1 defined in Section 3) is given little attention by these ap-
proaches. In this paper, we modify the Optimal Class Association Rule Mining
Algorithm [4] by introducing local support and risk ratio to identify higher risk
patient groups of adverse drug reaction events. The support in minor class is
called local support defined as sup(A→c)

sup(c) . Here sup(c) and sup(A → c) represent
the support (or proportion) of Class c in the whole population and the support
of pattern A in Class c respectively. Minimum local support can be used as a
parameter of the algorithm to specify the minimum fraction of population of
interest in each class of the unbalanced dataset. We propose to use the Risk
Ratio as measure of interestingness for pattern mining, which is represented by
RR(A → c) = lsup(A→c)sup(A)

lsup(A→c)sup(A)
.

1 Angioedema is a swelling that occurs beneath the skin rather than on the surface [3].
There are a number of case series in the literature demonstrating that ACE inhibitor-
related angioedema is responsible for as many as 40% of angioedema episodes [3]
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Table 1. List of variables used for association classification

Variable Values Variable Values

Gender m,f Alimentary tract metabolism 0,1
Age group 1,2,3,4 Blood and blood forming organs 0,1
Indigenous 0,1 Cardiovascular systems 0,1
Sickness(bed days) 1,2,3 Dermatologicals 0,1
Hosp. Neoplasm Flag 0,1 Genito urinary system and sex hormones 0,1
Hosp. Diabetes Flag 0,1 Systematic hormonal preparations 0,1
Hosp. Mental Health Flag 0,1 General anti-infective for systematic use 0,1
Hosp. Circulatory Flag 0,1 Antineoplastic and immunimodulating agents 0,1
Hosp. Ischaemic Heart Disease Flag 0,1 Musculo-skeletal system 0,1
Hosp. Respiratory Flag 0,1 Nervous system 0,1
Hosp. Asthma Flag 0,1 Antiparasitic products insecticides and repellents 0,1
Hosp. Musculoskeletal Flag 0,1 Respiratory system 0,1
Total Scripts 0,1,2 Sensory organs 0,1
Class 0,1 Various 0,1

The risk ratio defines the relative risk (belonging to Class 1) of the patients
identified by rule A with respect to the majority of patients [5, p. 35]. A denotes
the absence of pattern A.

3 Data Preparation and Feature Selection

The Queensland Linked Data Set [6] links hospital admissions data from Queens-
land Health with the pharmaceutical prescription data from the Commonwealth
Department of Health and Ageing, providing a de-identified dataset for analysis.
For the implementation of the mining task, we chose to extract profile data for
all patients exposed to the drug of interest in a 180 day window, which was
selected using domain knowledge. The patients are further partitioned into two
classes (Class 1 and 0). The patients in Class 1 are such patients that have taken
the target drugs (e.g. ACE inhibitors) within the time window prior to the first
adverse drug reaction event, and other patients are in Class 0. Features selected
for the profile of each patient are described below.

From the hospital data, demographic variables such as age, gender, indige-
nous status, postcode, the total number of bed days and the eight hospital di-
agnosis flags are extracted. The hospital diagnosis and the total number of bed
days can be used to infer the health status of an individual. From the PBS data,
another 15 variables (including such variables as the total number of scripts of
the specified drug and the 14 ATC level-1 drugs) were extracted. The “Total
scripts” is used to indicate how long an individual has been exposed to the drug
(because each script usually provides medication for one month). The 14 ATC
level-1 drug categories may be useful in measuring adverse drug reactions caused
by interactions between the specified drug and other drugs.

Table 1 lists the variables representing the profiles of patients. We chose
some variables in the profiles in applying the association classification algorithm.
“Age”, “Bed days” and “Total scripts” are discretised because the algorithm
requires all the variables take only a set of discrete values. Since the aim of
the algorithm is to identify the group of patients who are more likely to have
an adverse drug reaction than the general population, we choose these variables,
which are most commonly considered as important for their health and wellbeing.
We consulted medical practitioners to incorporate their knowledge in our study.
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There are limitations in selecting best variables as our dataset is not from survey
data, e.g. some desirable variables such as life style information can not be
obtained.

4 Representing Association Classification Rules

Usually when the modified optimal class association rule mining algorithm is
applied to identify the high risk groups, a large number of rules with risk ratio
greater than 2.0 are generated. The exceptional rules (risk ratio is less than 1.0)
could be interesting in identifying lower than general risk groups. However, they
are not primary objectives of the current study and therefore ignored. We could
not present hundreds of rules to medical experts for inspection. Furthermore,
most of them are correlated and provide similar information. We can select rules
by an effective method. Let all generated rules match all records in the dataset
and only keep the rule with the highest risk ratio for each record. This will
reduce the number of rules significantly.

The five rules with highest risk ratio for the ACE inhibitors and angioedema
case study are listed below:

Rule 1: RR = 3.9948
– Gender = Female
– Hospital Circulatory Flag = Yes
– Usage of Drugs in category “Various” = Yes

Rule 2: RR = 3.8189
– Age > 60
– Usage of drugs in category of “Genito urinary system and sex hormones” = Yes
– Usage of drugs in category of “Systematic hormonal preparations” = Yes

Rule 3: RR = 3.4122
– Usage of drugs in category of “Genito urinary system and sex hormones” = Yes
– Usage of drugs in category of “General anti-infective for systematic use” = Yes
– Usage of drugs in category of “Nervous system” = No

Rule 4: RR = 3.3269
– Gender = Female
– Age group in [40, 59]
– Total bed days ≥ 15

Rule 5: RR = 3.2605
– Usage of drugs in category of “Alimentary tract metabolism” = No
– Usage of drugs in category of “Genito urinary system and sex hormones” = Yes
– Usage of drugs in category of “General anti-infectives for systematic use” = Yes

For each rule discovered, we conduct further evaluation, e.g., the survival
analysis and its significance test [5, pp. 159-169]. In addition, we use the log-
rank test, a formal measure of the strength of evidence that two populations
have different lifetimes. Fig. 1 presents the estimated survival functions of the
subgroup described by Rule 5 (the one within the filled region) and the other
patients (within the shaded region). The filled region and the shaded region
indicate their confidence intervals, respectively. Clearly, for the age range from 60
to about 80, the subgroup indicated by Rule 5 has significantly higher probability
of hospital admission for angioedema than the other patients. The P-value of the
log-rank test is 5.0583e-09, which suggests that the sub-group described by Rule
5 is overwhelmingly different from the other patients. Similar interesting results
are also found in other rules [6].

The rules identified by the association classification algorithm provide useful
knowledge to medical practitioners, and can serve as a reference in their pre-
scription of drugs to the patients. The patients’ characteristics can be compared
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Fig. 1. Fleming-Harrington survival analysis of Rule 5

to the rules to evaluate their risk to the suspected adverse drug reaction. How-
ever, the rules presented above may not provide enough information for clinical
use. The further breakdown of the risks caused by individual factors provides
important information in their assessment of the risk. Therefore we employ a
tree structure to visualise the rules mined. A variable value pair is presented
at each node of the tree. The information on the support of the population, its
percentage and risk ratio is presented on each node. The branch to the right of
the node lists the information for complementary population. The level down of
each node gives another split of population using a new variable value pair. As
an example, Rule 1 is presented as a tree in Fig. 2. Note that most commonly
used multiple logistic regression models can be used and similar tree structures
could be obtained accordingly. However, the presentation method can rank rules
according to their relative risks automatically to avoid time consuming model
analysis work.

According to Fig. 2, female users of ACE inhibitors are 1.54 times more
likely to have angioedema than the population average. For those female patients
who have a circulatory disease, the likelihood increases to 1.82. For those who
are female, have a circulatory disease, and also have taken drugs falling in the
“Various” category (the 14th ATC level-1 drug category), the likelihood increases
further to 4.0. The tree presentation highlights how the risk ratio changes with
each individual component. Further stratifications may help to make rules more
adaptable in clinical decisions. Alternatively, we can define the risk ratio at each
node to be relative to the population of its parent node. Accordingly the risk

ratio at each node is expressed by RR(A → C | U) =
lsup(A

⋂
U→C)sup(A

⋂
U)

lsup(A
⋂

U→C)sup(A
⋂

U)
,

where U is the rule on the parent node.
The tree presentation of the same rule using the alternative definition of risk

ratio is presented in Fig. 3. According to Fig. 3, female users of ACE inhibitors
are 1.54 times more likely to have angioedema than the population average. For
female patients, the patients who have a circulatory disease, are 1.92 times more
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Fig. 2. The first tree presentation of Rule 1

likely to develop angioedema than other female patients. The female patients
with a circulatory disease, and who have used drugs in the “Various” category
are 3.06 times more likely than female patients with a circulatory disease but
not taking drugs in that category. However, we need to keep in mind that the
rule presentation can help doctors to be alert in prescribing medicine to patients
with certain characteristics. The indication becomes more complex when patients
have multiple diseases such as asthma and diabetes etc.

5 Conclusion

In this paper, we have applied a modified association classification algorithm
to health data to explore risk factors associated with adverse drug reactions.
We assessed the discovered rules using survival charts and introduced two tree-
type presentations to present risk factors in a comprehensible way. The tree
presentations are able to demonstrate the heightened risks due to a combination
of risk factors as well as due to a single risk factor. Thus, they provide an
effective way for medical practitioners to interpret clearly the risk factors for
prescribing certain drugs to specific patient sub-groups. The consequence of this
should be more effective use of medicines and reduced morbidities or costs from
adverse drug events. Such knowledge could be readily implemented in electronic
prescribing systems.
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Fig. 3. The second tree presentation of Rule 1

References

1. David M. Fram, June S. Almenoff, and William DuMouchel. Empirical bayesian
data mining for discovering patterns in post-marketing drug safety. In Proceedings
of KDD 2003, pages 359–368, 2003.

2. Harvey J. Murff, Vimla L. Patel, George Hripcsak, and David W. Bates. Detecting
adverse events for patient safety research: a review of current methodologies. Journal
of Biomedical Informatics, 36(1/2):131–143, 2003.

3. M. Reid, B. Euerle, and M. Bollinger. Angioedema, 2002.
http://www.emedicine.com/med/topic135.htm.

4. J. Li, H. Shen, and R. Topor. Mining the optimal class association rule set.
Knowledge-Based Systems, 15(7):399–405, 2002.

5. Stephen C. Newman. Biostatistical Methods in Epidemiology. John Wiley & Sons,
July 2001.

6. Graham Williams, Hongxing He, Jie Chen, Huidong Jin, Damien McAullay, Ross
Sparks, Jisheng Cui, Simon Hawkins, and Chris Kelman. QLDS: Adverse drug
reaction detection towards automation. Technical Report CMIS 04/91, CSIRO
Mathematical and Information Sciences, Canberra, 2004.



{mwatson,asmith}@humanfactors.uq.edu.au 
http://www.humanfactors.uq.edu.au/ 

watter@mcmaster.ca 















{suka,k2yosida}@marianna-u.ac.jp 















{kurosawa,hara,ichimura}@its.hiroshima-cu.ac.jp 

suka@marianna-u.ac.jp 



− 
− 
− 
− 



− 

− 



− 

− 

− 

• 



• 

• 

• 

• 

• 

• 

• 







n.ozaki@chugai-tec.co.jp 

ichimura@its.hiroshima-cu.ac.jp 



− 

− 
− 



− 
− 
− 

− 
− 

− 

− 
− 
− 



≤≤
≤≤

≤≤

+



+−=

−=

≤≤

( )= ( ) ( )−⋅+⋅=
=

( )= ( )
=

⋅=

η

( )
=

⋅−=Δ δη ( )
=

⋅−=Δ εη

( )−

=
⋅+−=Δ εη

( )
=

⋅⋅−⋅= δε

( )⋅++−⋅−⋅=

−⋅−⋅=≤<=

=
εδ

δ



( )
= = =

−=

=

=





ichimura@its.hiroshima-cu.ac.jp 

suka@marianna-u.ac.jp 

{sugiharaa,haradak}@docomo-chugoku.co.jp 













Proposal of Food Intake Measuring System
in Medical Use and Its Discussion

of Practical Capability

Yoshihiro Saeki and Fumiaki Takeda

Kochi University of Technology, Miyanokuchi, Tosayamada-Kochi, 782-8502, Japan

Abstract. In this paper, a food intake measuring system for medical
applications is proposed. The system measures the differences of food
images between pre-eaten and post-eaten, and accurately calculates the
intake of calorie and nutrition. It can be an assistant of dietitians. The
whole operation procedures and each component are introduced. The
verification experiments of the system performance are also executed.

1 Introduction

We have been developing a measuring system of food intake for medical applica-
tion [1][2]. The purpose of the development of this system is to automatize the
welfare work, which includes measuring various remnant foods of patients and
managing the information of them manually. It is too complicated and weary for
operators. However, the information of calorie intake of patients is important for
doctors because they decide the medicine intake on the base of this information.

In this paper, a measuring system of food intake using image process is pro-
posed. The experiments of deciding the procedure of operations and evaluations
are carried out[3][4]. After that, the relationship between illumination and de-
tection of food edges is discussed. We redesigned the photographic frame for
minimizing the system[5][6], and mounted wide-angle lens[7][8]. Finally, we dis-
cussed the practicability of the proposed system[9][10][11].

The management of medical meal is troublesome work, which needs dieti-
tians to calculate the calorie intake according to the standard of food elements
by comparing the intake quantities between after and before eating. The mea-
suring results are influenceable by the individual differences of dietitians, and
the efficiency of the manual operation is low. Moreover, it is difficult to realize
the electronic management for patient data. There are about 80% dietitian who
want a automatic instrument to reduce this kind of burden in a questionnaire
survey[1].

2 The Measuring System of Food Intake

The system compares the image of foods before and after begin eaten and cal-
culates the calorie intake of patients. First, the whole tray with foods is input

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1266–1273, 2005.
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the apparatus and is taken a photo. After that, the images of dishes and foods
are extracted sequentially[12][13]. Finally, the pixels of food images before and
after begin eaten are compared, and the calorie intake is calculated on the base
of the database of nutrition[2][3]. In this paper, the performances of each subsys-
tem such as the dishes extraction and foods extraction are verified in emulation
environments of medical center. If the proposed system is applied, it is possible
to realize some functions as following, deciding standards of the measurement,
decreasing the time of the measurement, managing the nutrition for patients
accurately, decreasing the burden of dietitians, managing and sharing the data
and measuring food images by personal digital assistance (PDA).

2.1 Structure of Hardware and Software

The appearance of the system is shown in Fig. 1. It uses 4 incandescent lamps
(25W) and a camera (Resolution: 320 × 240) with a USB (Universal Serial Bus)
interface begin used to communicate to Personal Computer (PC) (Specification:
PentiumM 1.60GHz, 256MB RAM, WindowsXP).

The software construction of the system is shown in Fig. 2. The software
of the system consists of two parts. One is image processing program, and the
other is data base program (DBP). All instructions and results are transported
using UDP (User Datagram Protocol). The image processing program includes
the communication program, photography processing program and measuring
processing program. The DBP is composed of the dish database, food menu
database, food database, foodstuff database and personal database. All the parts
of the program are stored in PC. The procedure including all processing from
entering the menu to calculate the calorie intake is executed online.

Fig. 1. System appearance Fig. 2. System Configration

2.2 Image Processing Program and Communicating with DBP

Image processing program including communication to DBP, photography pro-
cessing program and measurement processing program.

First, the communication port are initialized, and the image processing pro-
gram sends commands to the DBP, and receives the information of menus and
templates. Then the results of calculation are sent to the DBP.
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Fig. 3 shows the image of photography processing program, in which the
left image is a real-time image and the right one is the final saved image for
identification. In this procedure, the image of dishes and foods are collected and
calibrated (including contrast, sharpness, lightness, etc).

In the measurement processing program, the time and ID of patients are
selected firstly, and then the system begin to measure the input data after the
“extraction button” on the interface is pushed. If the input time and ID are not
registered in the database, there will be an error message. On the contrary, the
captured image is shown in the interface illustrated in Fig. 4. After that, for
the captured image the transformation of corresponding image, the extraction
of dishes and foods are executed by Matrox Imaging Library (MIL), witch is all-
purpose for image processing, to extract dishes and foods image from captured
image, and the results are output. It takes about 1 sec for the whole procedure.
The surplus percentages of each kind of food and corresponding value of calorie
intake, and the overall surplus percentages of foods and corresponding value of
calorie intake are shown in the interface. If the food in the interface is selected,
the extraction parts of foods will be shown. Therefore, it can be verified whether
the extraction procedure is correct or not.

Fig. 3. Photograpy Processing Fig. 4. Measurement Processing

Fig. 5. Dish Database Fig. 6. Food Menu Database

It is essential for the system to register some kinds of data in the DBP. The
measurement of captured images and calculation of the intake of calorie and
different nutriments are carried out. The respective interfaces of 5 databases
mentioned above are shown from Fig 5 to Fig 9.

In the dish database, the types and corresponding images of dishes, and the
essential templates are included. The dish is decided on the base of this database
and registered templates during the procedure of dish extraction.
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Fig. 7. Food Database Fig. 8. Foodstuff Database Fig. 9. Personal Database

The meal menus are registered in the menu database. After deciding the data
and the name of menu, the foods, the dishes of corresponding databases. After
that, it is possible to decide the differences between the measured foods and
the registered foods. Therefore, it is realizable for each patient to be supplied
appropriately.

First, the name and image of foods are registered in the food database, which
is similar with a recipe. Then the information of the corresponding foodstuffs and
seasoning are inputted from the foodstuff database, in which the data come from
the standard of food composition in Japan edited by the resource investigation
community of Japan.

In the personal database, the name, sex, birth, etc. of patients are registered.
During the measuring procedure, the registered ID is selected from this database
and the results are recorded in the corresponding database according the ID
number. Furthermore, it is realizable to grasp the information of nutrition intake
and historic records for individuals.

3 Result and Investigation

To improve the performance of the system, the initial light source, incandescent
lamps is replaced by fluorescent lamps. The corresponding results are shown in
Table 1. There are two reasons why the performance of the system is improved.
One is that the amout of fluoresent light is less influenced on heat than that of
incandescent light. The other is that the readiness of amout of fluorescent light
higher than that of incandescent light. After that, to make the system movable,
the height of the system is changed from 650mm to 390mm. The prototype and
improver are shown in Fig. 10. The frame of capturing is therefore decreased
correspondingly and it is difficult take a picture for the whole foods. So a wide-
angle lens is replaced and it is shown in Fig. 11. The results are shown in table 2.
Fig. 12 illustrates the success and failure examples of food extraction.

Table 1. Result of Light Source Experiment

Light Dish Food
source extraction(%) extraction(%)

Incandescent 100.0 23.6

Fluorescent 100.0 80.1
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Fig. 10. Photography machine (Left:Prototype , Right:Improved)

(a)One lens (b)Two lenses

Fig. 11. Installation of wide-angle lens

(a)Success (b)Failure

Fig. 12. Measurement Experiment

Table 2. Result of Measurement Experiment

Food Dish Food
remainder(%) extraction(%) extraction(%)

0.0 42.9 10.7

50.0 32.1 25.0

100.0 30.4 23.2

Average 35.1 19.6

Fig. 13. Distortion of image

(a)before (b)after

Fig. 14. Distortion Correction Algorithm

As can be seen from table 2, the extraction capabilities are not satisfied
because it occurs image distortion shown in Fig. 13 when using the wide-angle
lens. To resolve this problem, the distortion correction algorithm is applied. The
contrastive images are shown in Fig. 14.

As mentioned above, the size of the platform has been decreased and the
corresponding problem is solved using the wide-angle lens. Another method using
a telescopic structure is also applied on the system to regulate focus of the lens.
The blueprint and the photo of this new platform are shown in Fig. 15 and 16.
Table 3 shows the results of the contrastive experiments.
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(a)Front View (b)Right Side View

Fig. 15. Blueprint of Latest Platform Fig. 16. System Overview

Table 3. Experimental result of extraction measurement

Platform
Dish Food

Extraction(%) Extraction(%)

Last 35.1 19.6

New 100.0 95.2

3.1 Evaluation of the System

During this section, a menu sample show in Fig. 17 is used to verify the extraction
capabilities of the proposed system with different condition. The results are
shown in Table 4, 5 and 6, in which the letters A, B, C, D, E and F represent
pork cutlet, tomato slice, beef, julienne cabbage, rice and croquette respectively.

Table 4 reveals that in the initial 3 minutes after power-on, the system is
instable. It is also revealed that the rotation angle of trays and dishes also
influence the instability of extraction capabilities in Table 5 and 6. It stems
from the shadow change of foods as rotation. Therefore, the effective illuminants
and photographic devices are considered in future.

Fig. 17. Photograph of Menu
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Table 4. Results of differ-
ent time after power-on

Time(min) A B C D E F

1 × � � � �
2 � � � �
3 � � �
4 � � �
5 � � �
10 � � �
15 � � �

Table 5. Results of differ-
ent rotation angle of tray

angle(deg) A B C D E F

0 � � �
90 × × � �
180 × × � �
270 � � �

Table 6. Results of differ-
ent rotation angle of dish

angle(deg) A B C D E F

0 � � �
45 � �
90 � � �
135 � � � � �
180 � � � � �
225 � � � � �
270 � � � �
315 × × �

:very good, :good, �:bad,
�:failure (dish included) and ×: failure (food included)

4 Conclusion

In this paper, a food intake measuring system was proposed and the structure
of this system and the operation procedures ware also introduced. The perfor-
mance of the system was improved by changed the illuminant. The evaluation
experiments of the two schemes for resolve the miniaturization of the system
ware executed. Then the influences of illuminant and photography parts for sys-
tem performance ware discussed. In future, to further improve the performance
of the system, the parts of illuminant, photography and so on will continue to
be considered. We plan to use two cameras to capture 3D images of foods.
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Abstract. A trade-off exists between the management of research in-
formation based on personal viewpoints and the sharing of it on a large
scale. To resolve this, we have developed methods for managing research
information. First, we propose use of a transition graph to visually ex-
press research information and the relationships among the informa-
tion. Second, we describe a method that enables knowledge sharing on a
large scale by converting research information expressed with a transition
graph into a common view with specified constraints on their redrawing.
Third, we discuss a research support system that applies the proposed
methods.

1 Introduction

Colleagues within an organization such as a university laboratory often tackle
related research targets. Information created through the activities of others, as
well as open documents, can make a valuable contribution to such related re-
search. For instance, the body of work that other members have referred to, the
part of their research they have applied the references to, and the actual progress
in their research enabled by those references can be very informative. Therefore,
it is important to collect and share all possible information generated in research
activities. However, it is difficult to manage research information systematically
as the research evolves. Likewise, it is difficult to share the information accumu-
lated by each member on an organization scale.

Many approaches to the accumulation and sharing of such information have
been reported. Trial systems to assist in the accumulation and sharing of know-
how within different types of organization have also been reported [1] [2] [3] [5]
[6]. There are certain strategic keys to effective management of research infor-
mation within an organization. First, individuals should be able to organize the
information and understand how the research is evolving based on their personal
viewpoints. Second, systemized information must be effectively shared among
the members of the organization. A mechanism to promote the creation of new
ideas through the sharing of research progress is also important. Unfortunately,
many of the approaches mentioned above focus only on information sharing on
an organization scale. On the other hand, the approaches targeting the personal
management of information do not consider its sharing among members of an

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1288–1295, 2005.
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organization. This illustrates the trade-off we have to contend with - to manage
research information based on personal viewpoints, free arrangement with the
fewest possible constraints according to each researcher’s needs is desirable; in
contrast, an orderly structure with constraints corresponding to specified reg-
ulations is better for information sharing on an organization scale. Thus, the
trade-off is between the benefits of personal management of information and
those of sharing it among members of an organization according to standardized
rules. For a research organization, both forms are needed for effective manage-
ment of research information.

Our aim is to resolve this trade-off. To do this, we first propose a research
information transition graph (RITG) that enables each researcher to arrange
research information in an individual field and manage it according to the course
of his or her own research. Moreover, we propose a method for converting the
RITGs created by others into a common view and converting them based on
the specified regulations of an organization. This method enables the sharing of
research information among members within a research organization. The RITG
is drawn on a two-dimensional plane. Each node of an RITG expresses research
information and each edge indicates a transition between the respective nodes.
Each node stores the kind of information, the author, and the date and time of
creation as attributes. Each edge stores the kind of transition.

In this paper, we first explain the definition of an RITG and how research
information is classified. We also propose a method for managing research infor-
mation and a method for converting RITGs into a common view. In addition, we
describe a support system in which these proposed methods are applied. This sys-
tem enables researchers to manage research information based on their personal
viewpoints while being able to review the whole body of research information in
their field. The merits of this system are that it helps researchers to understand
the important developments in other’s research, discover new information by
taking advantage of those developments, and easily share and effectively apply
all available research information.

2 Current Research Activities and Problems

Our goal is to enable researchers to manage the information from research activi-
ties and new research developments based on their personal viewpoints while also
promoting information sharing. As a first step, we analyzed how research activ-
ities are done at present. Research activities tend to consist mainly of particular
core tasks (e.g., surveys of related research, collection of research information
related to one’s own research, examination of collected information and compar-
ison with one’s own research, arrangement of ideas, refinement of the direction
and methods of one’s research, seminar presentation and discussion, writing of
academic papers) centered on each research target. Research information can
take various forms, including the academic papers of others, one’s own ideas,
and comments by others.

At first, classifying and organizing research information can be difficult since
it is scattered and exists as electronic documents, printed documents, and not
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yet fully developed ideas (problem 1 ). Moreover, how relationships among re-
search information change and develop over time becomes increasingly difficult
to grasp as the quantity of information grows (problem 2 ). It is also important,
but difficult, to grasp how the evolution of pertinent information relates to one’s
own research and to manage the overall development of research (problem 3 ).
Solving problems 1 to 3 leads to the management of research information based
on personal viewpoints.

Within a research organization, though, the work of a researcher is often
related to that of other researchers, so the information from one member’s re-
search should be shared among colleagues. However, clearly expressing how one’s
research has taken new directions and promoting sharing of the consequent in-
formation can be difficult (problem 4 ). Solving problem 4 leads to the sharing
of research information organized on an organizational scale.

If the management of research information based on personal viewpoints
has priority, it becomes difficult to share information among members of an
organization. Conversely, giving priority to the sharing among members of the
organization restricts the free management of research information according
to individual viewpoints. Thus, there is a trade-off between the management
of research information based on personal viewpoints and the sharing on an
organization scale. If we can solve these four problems simultaneously, though,
we can promote both personal management and sharing among members of
an organization. Such a solution should make research activities much more
productive.

3 Organizing Research Information
with a Transition Graph

Research information should be organized based on personal viewpoints to solve
problems 1 to 3. Therefore, in this research we have tried to make it easier
to grasp the meaning of research information and its evolution by applying a
visualization method [4]. This method enables the free arrangement of research
information in individual fields by expressing the information and its transitions
as, respectively, the nodes and edges of a graph.

To find out how the information created through research activities and the
transitions in such information are classified, we surveyed fifteen researchers
through a questionnaire and oral interviews. Each of these subjects had at least
three years of experience as a researcher. Each subject was asked to list the
classifications that applied to the information created through their research
activities and the transitions in their research assuming that the research tran-
sitions could be fit into a two-dimensional plane. When we sorted the survey
results, we obtained the typical classifications shown in Tables 1 and 2.

We propose a method of using a research information transition graph (RITG)
to draw together all the information created through research activities in a per-
sonal field. Each node of the transition graph holds the classification of research
information (Table 1) and each edge holds a classification of information transi-
tion (Table 2) as their respective attributes. This graph is a directed one since



A Visualization System for Organizing and Sharing Research Information 1291

Table 1. Classifications of research information

Classification Author Meaning
Related research Others Reference to related research
Product Own/Others Own or others’ products(e.g., an academic paper)
Valuable information Own/Others Memorandum obtained fromspecified information
Problem Own/Others Problem being held byspecified information
Solution Own/Others Solution to specified problem
Idea Own/Others Own or others’ idea
Detailed information Own/Others Detailed content of specifiedinformation
Other information Own/Others Other information added tospecified information

Table 2. Classifications of research information transitions

Classification Meaning
Update&progress Updating and expanding the information
Origin Origin of created information
Application Applying the information

an edge indicates the transition of information. Fig. 1 shows an example of an
RITG. Each researcher has an individual field as shown and draws an RITG
based on their original viewpoints.

Examples of the research transitions from Fig. 1 are: [Related research 1]
holds [Problem 1], [Product 1] holds [Problem 2], [Product 2] developed into
[Product 3] with [Related research 6] as a reference, [Product 3] currently holds
[Problem 4], the research can be extended since no edge starts from [Problem 4],
and others. Thus, the RITG enables us to manage all of the scattered informa-
tion created through research activities in a common environment and organize
the information based on its classification (a solution to problem 1). Moreover,
visualization through an RITG enables us to easily see the transitions among
various types of research information (a solution to problem 2). Management
of the research information with individual viewpoints using personal fields en-
ables each researcher to obtain separate information while considering the overall
development of the research (a solution to problem 3). Solving these three prob-
lems makes it possible to manage the research transitions according to personal
viewpoints. Furthermore, classification of the nodes and edges with colors and
shapes helps others understand the existing information classifications. It also
helps researchers communicate their own valuable information and problems to
others.

Fig. 1. Example of an RITG
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4 Converting an RITG to a Common View

The RITG proposed above has the merit that research transition management
can be done through free arrangement of the nodes. However, the feature that
allows each researcher’s RITG to reflect the researcher’s own viewpoints and way
of thinking sometimes hampers others’ understanding of it since researchers each
have their own perspectives. Such a problem hinders information sharing among
members of an organization. Therefore, we have developed a method to enhance
others’ understanding of the research transitions by providing a common view.

To extract a common view, we had the same fifteen subjects as above com-
plete a questionnaire. Before completing the questionnaire, each subject was
asked to create an RITG from examples we provided and his own research tran-
sitions based on the classifications shown in Tables 1 and 2. The questionnaire
results revealed the common views. We defined the following constraints for
drawing a common view based on the revealed tendencies.

Constraint 1: the x-axis of the plane in which an RITG is drawn indicates
the time sequence (from left to right).
Constraint 2: the field is divided into the number of existing classification
areas in the up and down directions, and these divisions are
used as the y-axis to arrange nodes.
Constraint 3: the length and breadth of the field is changeable so that
nodes can be arranged without overlap.

Fig. 2 shows a common view that satisfies these constraints converted from
the RITG based on personal viewpoints. The field is divided into own product,
solution, idea, valuable information, problem, detailed information, others, re-
lated research and others’ product from top to bottom based on Constraint 2.
This order is the result of the basic policy that information which many times
transits to its own research should be first.

Fig. 2. Common view of the RITG shown in Fig. 1

When an RITG such as that shown in Fig. 1 is used, the rules for drawing
the graph are difficult to grasp. If a researcher tries to understand such a graph
based on his personal viewpoints, the node positions will often differ from his
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expectation. It will be extremely difficult for researchers to discover informa-
tion of interest from the mass of information arranged according to an unknown
rule. Conversion into a common view enables others to grasp research transi-
tions based on unified viewpoints. It also enables an understanding of other
researchers’ current situation and the information available from them. Thus,
the common view makes it possible for members of a research organization to
exchange information and share valuable information (a solution to problem 4).

The current way to convert an RITG to a common view is still not always easy
to understand for all researchers. While it is possible to provide a common view
through many different combinations of drawing constraints, in this paper we
discuss just one pattern. Increasing the number of patterns will further promote
the sharing of research information.

5 Modeling the RITG

The RITG is defined as follows to enable processing by computer.

Definition 1. Research information transition graph G consists of seven ele-
ments: G = (V, kindV, timeV, ownV, E, kindE, π).
V is the finite set of research information. v(∈ V ) is a vertex of the graph
and expresses research information. kindV is an attribute that accompanies the
vertex and expresses the classification of the research information. kindV is de-
fined as kindV = {Related research, Product, Valuable information, Problem,
Solution,Idea, Detailed information, Other information} The classification of
research information v(∈ V ) is written as kindV (v). timeV is an attribute that
accompanies the research information and expresses the date and time of the
research information creation. The date and time at which the research infor-
mation v(∈ V ) is created is written as timeV (v). ownV is an attribute that
accompanies a vertex of the graph and expresses the author of the research infor-
mation. ownV is defined as ownV = {Name of author}. The author of research
information v(∈ V ) is written as ownV(v). E is the finite set of transition. Tran-
sition e(∈ E) expresses the transition defined for a research information pair.
kindE is an attribute that accompanies an edge of the graph and expresses the
transition classification. kindE is defined as kindE = {Update&progress, Origin,
Application}. The classification of transition e(∈ E) is written as kindE(e). π
is the coordinates function of research information v(∈ V ) defined as (V → R2).
The coordinates of research information v are written as π(v) = (πx(v), πy(v)).

In this research, we let the x and y coordinates start, respectively, from the
left and from the top. To construct an RITG, all attributes mentioned above
must be given in addition to the research information. When constructing an
RITG based on personal viewpoints, coordinates function π can be given freely
by each researcher according to his or her viewpoints. When an RITG is con-
verted to common view, the x and y coor-dinates of π are given as the vertex
based on the attribute values of the date and time and the attribute of the
research information classification, respectively.
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Fig. 3. User interface of the support system using RITGs

6 A Support System for Research Activities

We have developed a system to support research activities which uses RITGs. We
used Perl, Java/Swing, and MySQL as development languages and the DBMS.
The user interface of the system was implemented on a web browser as a Java
applet. This system provides functions for managing, acquiring, and sharing re-
search information. The cooperative work enabled by these functions supports
research activities synthetically by enabling both personal management of re-
search transitions and information sharing among members of the organization.
Fig. 3 shows the system’s user interface.

The function for managing research information enables users to freely ar-
range the various types of information created through research activities as the
nodes of a graph with their classifications and visually express its transitions by
using edges to show relationships between the nodes. Even if a user moves any
nodes connected with transitions, edges follow the nodes automatically. More-
over, users can refer to and edit the contents of a node by double clicks. When
users terminate the system, their RITGs including drawing positions are stored
into a database.

The function for acquiring research information enables members of the or-
ganization to search through their colleagues’ information. Currently, searching
using keys such as author name, title, keyword, date of creation and content
similarity can be done. Retrieval targets all of the information within the orga-
nization. Users can refer to the contents of information obtained by searching.
It is also possible to refer to the RITG of the author of obtained information.
Users can also arrange obtained information in their own RITG. In such a case,
the link information is stored. Conversely, researchers can provide comments and
advice to others based on reference to the obtained information. Such comments
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are displayed in the others field and the receivers can adopt them in their own
RITG.

The function for sharing research information enables users to unify their
viewpoint for arranging nodes by converting others’ RITG into a common view
in which nodes and edges follow an orderly arrangement based on their classi-
fication and the date and time of creation. Users can also provide information
to others’ RITGs. These capabilities will promote mutual exchange of research
information among members of an organization. Furthermore, users can un-
derstand the relevance not only of information obtained by searching but also
indirectly related information, its purposes, and others’ aims when they refer to
one’s own RITG by using the functions for acquisition and sharing together.

Thus, the developed functions will promote research activities by supporting
users’ discovery of valuable new information and ideas while also making the
RITGs of others easier to understand.

7 Concluding Remarks

We have described a solution to the trade-off between the need to manage re-
search information with personal viewpoints and the benefits of mutual shar-
ing among colleagues within an organization. Specifically, we have proposed an
RITG that enables the management of research information based on personal
viewpoints. In addition, we have developed a method for converting an RITG
into a common view to enable mutual sharing with unified viewpoints. Finally,
a system to support research activities synthetically was developed based on our
methods.

In our future work, we plan to develop several common views converted from
an RITG because we developed only the one pattern of common view. We also
plan to evaluate the system in actual use.
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Abstract. Shinshu University Graduate School of Science and Technol-
ogy on the Internet (SUGSI) is established in 2002 as the first Internet
University in Japan. In SUGSI, students can learn every lecture using
a CAI system featuring drills on the web, and get supervising about a
master’s thesis from faculty adviser via network. Therefore, students can
complete a master course and get a master’s degree without commuting
to the school. We manage SUGSI on day school system, and we devel-
oped some student support systems as well as learning contents with
CAI. In this paper, we mention about the learning system of SUGSI: its
CAI contents, a student management system, and the profile of enrolled
students such as their age structure and their learning style.

1 Introduction

In April 2002, Shinshu University, Graduate School of Science and Technology
on the Internet (SUGSI) was formed as the first Internet university program
in Japan and 225 students have enrolled in the first three years of its offering.
Students of SUGSI can take lectures on the Internet and earn credits toward a
master’s degree.

Creating web-based lectures is easy. However, conferring a master’s degree
with only web-based teaching is not because many problems are encountered
in trying to satisfy the Japanese government’s requirements. We develop and
improve many systems to operate SUGSI to satisfy requirements from the gov-
ernment, lecturers, and students. In this paper, we introduce the systems and
measures used in operating the first Internet university in Japan.

2 Learning Processes in SUGSI

2.1 Overview of the Learning Processes

The students of SUGSI can learn with course materials and examinations on the
Internet, and can exchange ideas with teachers and other students via email and

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1296–1302, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



The Learning System of Shinshu University Graduate School on the Internet 1297

BBS. Additionally, the students must study and submit their master’s thesis to
get the master’s degree.

There is no difference between on-site master students and the students of
SUGSI, except they learn and study on the Internet or on-site. In fact, on-site
students and the students of SUGSI passed the same entrance examination and
are treated in the same way on paper.

2.2 Contents for e-Learning

In March 2001, the Japanese government eased standards for the establishment
of universities. According to this revision, all graduate schools in Japan can offer
their courses with e-Learning lectures that provide the following:

– An integration of various information using texts, sound, pictures, movies,
etc.

– Examinations that are corrected by a lecturer and Q&A in each lesson
– Some ways for students to exchange ideas with others

We provide the following contents for each e-Learning lecture to meet the
requirement for students.

– Course texts with multimedia
– Web-based examinations
– BBS for the exchange of ideas with others

Students can learn course materials and acquire credits by using these sys-
tems. Anyone can browse the above learning contents and the information of
SUGSI from the portal site (http://sugsi.jp/).

2.3 Course Texts with Multimedia

Currently, SUGSI offers 40 lectures on the Internet. Lecturers make texts of
their courses using multimedia such as graphics, animations, and videos (Fig.
1 and Fig. 2). That means there are no violations of copyright, so we impose
no limitations on browsing texts in SUGSI. From time to time, students and
sometimes people who are not our students point out mistakes in our texts. In
such cases, we can easily update the material and can keep the quality of texts
very high. It is very important to provide high-quality course texts for students.

2.4 Web-Based Examinations

We provide several types of web-based examinations in every section of a course
text based on the contents of the section. For instance, we offer drill type exam-
inations for knowledge acquisition (Fig. 3), exercises of programming language
(Fig. 4), and a form for the submissions of electronic reports (Fig. 5).
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Fig. 1. Course texts Fig. 2. Course texts with multimedia

In drill type examinations, the drill system selects questions from a pool of
questions in a random order and students can repeatedly take the examination.
Hereby, students acquire knowledge from these drills[1, 2].

In the exercises of programming language, students write a program in ad-
vance and fill in their program source code on a prescribed form. The web server
compiles and runs the program posted on the form. Students can check the
results of their programs on a web browser.

Fig. 3. Drill type exami-
nations

Fig. 4. Exercise of pro-
gramming languages

Fig. 5. Form for submis-
sion of electronic reports

For report writing assignments, we prepare a system for managing the sub-
mission of electronic reports. Students can hand in their electronic reports on a
web browser with this system.

All of the above-mentioned examination systems have a database to record
students’ progress. When a student passes an examination, the examination sys-
tem commits some information such as “ID number”, “time elapsed”, “number
of tries before passing”, etc. to the database. A lecturer can know the learning
progression of students only from these data. Therefore, these data of progression
are very important for both the lecturer and students.

When students take an examination, a subsequent section of the course text
sometimes includes answers or hints to questions of the examination. Such sit-
uations impede the learning of students. To solve such situations, we develop a
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system to present texts based on the learning progression of each student. This
system generates passwords from seeds consisting of the student ID, course ID,
and a region number assigned to specific sections of the text by the lecturer
and students can read texts only for passed sections. When students pass an
examination, the examination system generates the password to present or un-
lock texts of the next section. Students must log in to this system with IDs and
passwords generated by this system and they can read texts of the next section.

For instance, when students have not taken any examinations in the course
and log in with no passwords, they can read only the first section of the text as
shown in Fig. 6. After they pass the first examination and log in with the newly
supplied passwords, they will be able to read the next section such as in Fig. 7.

Fig. 6. Text before taking examinations Fig. 7. Text after passing the first exami-
nation

2.5 BBS

We prepare a number of electronic bulletin boards for exchanging ideas and
posting notices about school affairs as follows:

– Information from the university (only lecturers can post)
– Questions and answers concerning SUGSI (anyone can post)
– Questions and answers concerning lectures (anyone can post)

In addition to these boards, each lecture has a BBS to exchange ideas between
lecturers and students. Students and lecturers actively use these BBS. In this
way, we believe we can respond to the needs of students with these systems.

3 Analysis of Students

Since SUGSI was opened in 2002, 81, 73, and 71 students enrolled in 2002, 2003,
and 2004 respectively. We show some analysis results of the students. Fig. 8
shows the age composition and Fig. 9 shows the job composition of students.
These figures show that almost 90 percent of the students are between their 20’s
to 40’s and over 80 percent of the students are workers.
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Fig. 10 shows the number of students who have passed examinations sorted by
hour in weekdays and holidays. This figure shows that a relatively large number
of students take examinations and there are students taking examinations at
all hours. Therefore, it is very important to make sure our systems work at all
times.

0

500

1000

1500

2000

2500

6:00
7:00

8:00
9:00

10:00
11:00

12:00
13:00

14:00
15:00

16:00
17:00

18:00
19:00

20:00
21:00

22:00
23:00

0:00
1:00

2:00
3:00

4:00
5:00

Time

Co
un

ts

Weekdays Holidays

Fig. 10. Hourly distribution of students passing examinations

4 Servers and Networks

We mentioned that lecturers can know the learning progression of students only
from the data committed to databases by the examination systems in Section 2.
Additionally, we mentioned that it is very important to make sure the system
of servers and networks are working at all times in Section 3. We consider and
implement measures to protect progression data and to increase the reliability
of the servers and networks as described in this section.
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Fig. 11 shows the composition of servers and networks of SUGSI. Servers in
this figure provide services as follows.

– The web server hosts learning texts and BBS services.
– The VoD server provides streaming videos.
– Examination servers generate examinations and house the learning progres-

sion data of the examinations provided on each server.
– The progression database server holds the learning progression data of all

examinations.

We place web and progression database servers in both the networks of Shin-
shu University and two outside ISPs. Such a redundant configuration of servers
ensures these servers work at all times and fulfills the demand of students. The
mirrored web server at the ISP1 makes a mirror of data of the web server in
Shinshu University once a day.

Fig. 11. Composition of SUGSI servers and
networks

Fig. 12. Flow of progression data

Fig. 12 shows the flow of progression data. Lecturers develop their own exam-
ination systems to fit the characteristics of each lecture on a server, and exami-
nation systems hold progression data on each server. The progression database
server collects progression data from examination servers once a day. Students as
well as lecturers can confirm the progress of learning at any time. If progression
data on the database server or examination servers are lost, we can restore the
data from the examination servers or the database server.

Fig. 13 shows a display of progression data for a student. In this page, stu-
dents can confirm examinations passed from all lectures. This page helps students
to plan their curriculum studies. Fig. 14 shows a page displaying progression data
for lecturers. Lecturers can confirm how many examinations each student has
passed from this page.
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Fig. 13. Page displaying progression data
for a student

Fig. 14. Page displaying progression data
for lecturers

5 Conclusion

From 2002, we have been operating the learning system of SUGSI including its
online course texts, BBS, and databases, and have developed many systems to
support their operation. In this paper, we mentioned many systems, however,
they are just a part of the entire system. We receive many kinds of feedback and
requirements via BBS, email, etc. from lecturers and students and based on this
input, we improve the systems and develop new systems.

We believe we can satisfy social needs. In fact, 225 students enrolled at SUGSI
in the past three years, and over 40 students will enroll in April 2005. Addi-
tionally, almost students give very high evaluations for the learning systems of
SUGSI. However, several universities will start and many others will prepare
to open on the Internet in Japan. Therefore, we must strive to improve SUGSI
contents and systems to continuously satisfy the needs of students.
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PA_Scan_N( Pat as Pattern, Seq as Sequence) as Integer{  

00  int i,j,k,Support = 0; 

01  int PPLen = Pat.Page.length; 

02  For (i=0 ;i<=(Seq.Page.length-PPLen);i++) { 

03    If(Pat.Page==Seq.Page.substring(i,PPLen)){ 

04    int key=1 

05    For (j=0;j<=PPLen-1;j++) { 

06      int x=0; 

07      String XPat=Pat.Action.atPage[j]; 

08      For (k=0;k<=XPat.length-1;k++){ 

09        x= Seq.Action.atPage[i+j].indexof(Xpat[k],x); 

10        If(x==-1){key=0; j=PPLen; k=XPat.length} 

11     } }//End For Loop L08~L11 and For Loop L05~L11 

12  If (key == 1) { Support++}  

13  } }//End If L03~L13 and For Loop L02~L13 

14 Return Support;       

15 }//End Function 
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Abstract. Spot matching is a challenging problem in two dimensional
protein gel electrophoresis (2DGE) chromatography images analysis. It
is necessary to provide a robust solution to the problem of querying and
matching large scale for various size of 2DGE images. In this paper,
we have developed a novel maximum relation spanning tree (MRST)
algorithm which is capable of performing fast and accurate matching
without the need for landmarks to be manually selected. In the matching
process, we employ fuzzy similarity measuring technique to conclude the
final decision of matching and location. The resultant system performs up
to 94% correct matching for 225 2DGE test images. The additive value
is the foundation of querying fractional gel images with large format gel
images database.

1 Introduction

In the research of protein expression analysis, two-dimensional gel electrophoresis
(2DGE) chromatography is a popular tool for investigating differential patterns
of qualitative protein expression [1]. The problems can be categorized into image
registration, image distortion correction, spot detection, and spot matching. Two
dimensional spot matching of two non-uniform images is an NP-hard problem [2].
Their computation is non-deterministic polynomial time. A few algorithms have
been proposed and tried to solve this problem, for example Restriction Land-
mark Genomic Scanning (RLGS) [3–5] and Fuzzy Cluster [6]. RLGS compares
the protein using construction of computer graphs and landmark. Fuzzy Cluster
method uses the relation between two protein spots and calculates the similarity.
For two gel images with n and m spots, the worst case upper bound of computa-
tion complexity is O(n2m2) arc pairs and O(n log m) for measuring the pattern

� This work was supported in part by the National Science Council, Taiwan, R.O.C.
grants NSC90-2313-B-059-002, NSC91-2745-E-216-001, and NSC93-2213-E-216-016
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similarity of each pair [7]. In this paper, we propose a novel Maximum Rela-
tion Spanning Tree (MRST) and integrate fuzzy inference technique to solve the
matching problem. We can use this method to find the gel image which contains
or is similar to the small and fractional query image, and to locate the area
residing in the large scale images. In addition, this method is fully automated
and does not need landmark allocated in a priori by users.

2 Features Extraction and Fuzzy Similarity Measure

We have to construct features of the protein spots which are invariant to intensity
bias and geometric distortions due to the casting, polymerization and running
procedure of the gels [7]. In this research, we apply the computer graphics theory
to construct and to extract the features from 2DGE images [8–10]. We have
selected the Gabriel Graph (GG) [11] and the Relative Neighborhood Graph
(RNG) [3] as the feature construction models because the variation of point’s
feature is more obvious than that of the others. The Gabriel graph P , denoted
by GG(P ) , has its region of influence over the closed disk having segment uv
as diameter. That is, two vertices u, v ∈ S are adjacent if and only if

D2(u, v) < D2(u, w) + D2(v, w), for all w ∈ V, w �= u, v. (1)

where D(u, v) denotes the distance of uv. The relative neighborhood graph of
P , denoted by RNG(P ), has a segment between points u and v in P if the
intersection of the open disks of radius D(u, v) centered at u and v is empty.
Equivalently, u, v ∈ V are adjacent if and only if

D(u, v) ≤ max[D(u, w), D(v, w)], for all w ∈ V, w �= u, v. (2)

Thus, RNG is a subset of a GG and is relatively transformation insensitive
compared with its superset [3]. Examples of Gabriel graph and Relative neigh-
borhood graph constructed from one gel image are shown in Fig 1(a) and (b),
respectively. Geometrical spot matching relies on the similarity of the features
extracted from the structured graphs. After we have constructed the proximity
graphs, we continue to extract the features of the spots. For each node on both

(a) Gabriel graph (b) Relative neighborhood graph

Fig. 1. Examples of graph representation for a 2D gel image
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Fig. 2. Illustration of membership function

Gabriel Graph and Relative Neighborhood Graph, three features are obtained:
f1 degree of each protein spot, f2 angle of connected edges, and f3 Euclidean
distance between protein spots. The conventional direct superimpose matching
is not appropriate due to imperfect 2D electrophoresis technique [7]. An adap-
tive decision method is essential to examine and measure the similarity from
the above-mentioned spot pair features. We decide to apply the fuzzy inference
to develop our comparative framework. Due to the difference in each local area
of the 2DGE spots geometric relation, we use a stylized gaussian membership
function as shown in Fig. 2. The nth feature of spot s in the sample gel image
is defined as fn(s), and the corresponding feature of spot r in the reference gel
image is defined as fn(r). Let μfn be the fuzzy membership function of the sim-
ilarity measure between the sample image and reference image according to the
nth feature:

μfn(s, r) = e−
(fn(s)−fn(r))2

2σ2 , (3)

where σ denotes the variance of the feature fn between spots. The function
is illustrated in Fig 2 in which σ1 and σ2 denote different local intensity. In
this figure, we can see that different sets of spots will have different kind of
membership functions constructed by different σ. With three different features,
we calculate three fuzzy relations μf1 , μf2 , μf3 for distance, degree, and angle
on the Garbriel graph, respectively. To aggregate three fuzzy measurements, a
weighted mean value [12] is computed and defined as the closure measurement:

R(s, r, ωf1 , ωf2 , ωf3) =
ωf1 · μf1(s, r) + ωf2 · μf2(s, r) + ωf1 · μf3(s, r)

3
, (4)

where wfi is the weight of the corresponding feature and Σ3
i=1ωfn = 3. The

weights can be set optimally according to learning mechanism. Finally, we can
choose the maximum relationship from the spot pairs and proceed to the next
comparison procedure.

3 Fractional Matching
with Maximum Relation Spanning Tree

In order to compare the similarity between two gel images, we have developed
a maximum relation spanning tree (MRST) algorithm, in which the minimum
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distance derived from the Minimum-Cost Spanning Tree [13] is replaced by the
proposed maximum fuzzy relation. We calculate the relationship between pro-
tein points using the features of the structured graphs and find the maximum
relationship of fuzzy inference. The MRST algorithm is elucidated as follows.
When we implement this algorithm, we separate the process into two parts:
global matching and local matching.

Maximum Relation Spanning Tree Algorithm
MRST() {
If node tree T is empty
Insert a new anchor point pair with the maximum fuzzy relation;
MRST();

else if anchor point pairs are not empty
Find next anchor point pair in the satellite spots;
MRST();

else terminate;
Compare the matched area;
If the difference is less than 10%
then it is matched
else match fail;

}

3.1 Global Matching

In this step we find the initial anchor point pair automatically by comparing
the fuzzy relation of all possible corresponding anchor pairs between the sample
gel image and reference gel image. Substituting the feature of degree from the
profiles of GG and RNG into the similarity measure of fuzzy membership func-
tion (Equation 3), we can obtain two fuzzy relationship values RGG and RRNG,
respectively. If the product RGG × RRNG ≥ 0.7, then we treat it as a candidate
anchor point pairs with larger fuzzy similarity relationship. The candidate pair
with the maximum fuzzy relation will be selected with higher priority in the
local matching process.

3.2 Local Matching

Once the anchor point is located, we start to apply the maximum relation span-
ning tree algorithm on the Gabriel graph. The fuzzy similarity measure (Equa-
tion 4) of three features (degree, distance, and angle) of the Gabriel graph is
computed. If the fuzzy membership is greater than 0.6, the graph is extended.
This algorithm will proceed recursively until all the spot pairs produced by
Gabriel matching is completed. The flow chart is depicted in Fig. 3. Through
this process, we will find all similar spot pairs between two gel images.

4 Simulation Results

We have implemented and tested the proposed system. The experiments were
based on fifteen 2D protein gel profiles (image size: 1498 x 1544) of porcine
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Fig. 3. The flowchart local matching of the protein 2D gel pattern matching process

testis obtained from the Bioinformatics Center for Swine Research in Tropical
Area at the Animal Technology Institute Taiwan (ATIT). The experiment data
set is constructed from these fifteen gel images. The data set contains totally
225 gel images as follows: 15 original gel images (1498×1544), 135 fractional gel
images composed of nine different sizes of fractional images chopped randomly
from each of 15 original gel images (listed in Table 1), and 75 rotated images:
45 gel images obtained from the original gel images by rotating in 90◦, 180◦,
and 270◦ degrees, respectively, and 30 gel images obtained from the original gel
images by flipping horizontally and vertically, respectively. We have done the
test on fractional matching by using various size of segmented image samples
(135 images) to perform query in the original gel images (15 images). The correct
match is up to 94%. The results are detailed in Table 1. In order to simulate the
situations of image rotation, reverse, and translation, we have tested 75 different
modified gel images with five situations mentioned above. The ratio of correct
matching is 100%. To further confirm the capability of fractional matching, we
have also used the rotated fractional gel images and to perform searching in the
original large-scale gel images. One of the results is demonstrated in Fig. 4 where
one fractional sample gel image of size of 200×200 is rotated or flipped into five
images with different conditions (rotated in 90◦, 180◦, 270◦, flipped horizontally
,and vertically) shown on the left hand side in Fig. 4. With these six small images,
we tried to search in the original large 2D gel image database. The location of
correct matching is identified in the rectangle on the right-hand side in Fig. 4.
Only Pánek and Vohradský reported their matching accuracy is 98% but based
on one gel image [14]. To justify the advantage of the proposed work, we need
to make comparison with other methods. However, the quantitative information
of fractional matching performance is not available from the literature survey.
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Table 1. The results of fractional matching of different size of images with adapted
parameters

Correct Matching Ratio

Original Images 100 %
1000x1000 100 %
900x900 100 %
800x800 100 %
700x700 100 %
600x600 100 %
500x500 100 %
400x400 100 %
300x300 86.7 %
200x200 53.3 %
Overall 94 %

Fig. 4. Result of fractional matching and allocation processing

5 Conclusion

In the research of differential patterns investigation for qualitative protein ex-
pression, it is necessary to provide a robust solution to the problem of querying
and matching large scale and large sets of protein 2DGE chromatography. In this
paper, we have developed a novel, fast, accurate and content-based image match-
ing method MRST utilizing the fuzzy inference technique. We have selected the
Gabriel Graph and Relative Neighborhood Graph as the feature construction
models. It is expected to compensate the variance of geometric distortions au-
tomatically. The proposed method not only can handle the rotation, shift and
reverse condition, but can also handle fractional mapping problem. We can use
this method to find the gel image which contains or is similar to the small and
fractional query image, and to locate the area residing in the large scale images.
After all, we can constitute the gel images and protein spots information into the
database for further investigation. The proposed system achieves up to 94% cor-
rect matching in large-scale gel image searching scenarios. Most importantly, the
proposed MRST matching algorithm requires neither the landmarks manually
set nor a prior information of gel image alignment.
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Abstract. The main problem addressed in this paper is simplification of
transforming the knowledge from natural language description to fuzzy
rules control system. The proposed fuzzy system build on the observation
of human pilot reaction and on few very simple rules is very promising.
Our fuzzy control system allow to control the helicopter in the hover yet
can be generalize to other aspect of helicopter flight.

1 Introduction

There exists the well-founded assumption, that the build of the simple rules fuzzy
control system for taking control on helicopter in hover state is possible. The
human makes decision basing on few rules and round-off variables [1, 4, 5, 9].
Human mind use the indeterminate abstraction which are hard to measure.
Nevertheless human pilot can control much complicated object like helicopter.
Even the beginner pilot can control helicopter in hover state on first training
stage.

Therefor build of the fuzzy control system which can automatically control
helicopter in hover is possible. This fuzzy system will be able to function like
the beginner pilot.

2 Linguistic Description of the Helicopter System

The first stage of this fuzzy control system build is creating of the linguistics
strategy of control basing on the qualitative describe of the helicopter. The main
source of information, in this stage, are: the didactic materials of helicopter
pilotage course [11], observation of the fuselage reaction on the steering control
and helicopter pilots relation and knowledge. Observation was leading in time
of fly with different experience pilots. One of them has fifteen years of practice.

On the base of the preceding materials the following observation was made:

1. Pilot actions on the appropriate control stick has the impulse nature. Pilot
inclines control stick for the short time, next opposes it and when occasion

R. Khosla et al. (Eds.): KES 2005, LNAI 3683, pp. 1373–1379, 2005.
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arrives he repeat action decreasing the amplitude of inclines to achieve ex-
pected result. Number of inclines, its amplitude and time depend on the
pilot experience. The pilot with five years practice does many short impulses
when steering actions of the fifteen years practice pilot are good-tempered.
More experienced pilot needs only few inclines.

2. In simplification, amplitude of sticks inclination is proportional to largeness
of deviation from desired value, whereas duration of inclination and its max-
imal value depends on speed, direction and dynamic changes of deviation.
Typical duration of sticks inclination is bellow 1[s], whereas scope of stick
inclination often exceeds 60% of whole inclination range.

3. Every fuselage reaction on the steering along one direction are coupled with
other directions. Nevertheless main direction can be infer.

4. Pilot reaction resist mainly on subjective valuation of eyes stimulus and sub-
jective valuation of dynamic position changes register by the ears labyrinth.
Indications of deck equipments have only correcting character. Uninterrupted
analysis of all indicators of many fly parameters and state of many helicopter
systems showed by deck equipment is not possible by human pilot.

3 Linguistic Description to Fuzzy Rules Transformation

The following variables are used to transform the linguistic description of heli-
copter movement to fuzzy rules set:

Θ̇0 – a collective pitch angle of blades;
Θ̇1 – a longitudinal cyclic pitch angle;
Θ̇2 – a lateral cyclic pitch angle of blades;
Θ̇so – a collective pitch angle of the tail rotor;
U, V, W – linear velocities along Ox, Oy , Oz respectively
P, Q, R – angular velocities respect of Ox, Oy, Oz axes
Θ, Φ - roll and pitch angles

3.1 Linguistic Fuzzy Rules

Let’s define the following linguistic variables:

• χ – which denotes the slow changes of parameters
• Υ – which denotes the normal changes of parameters

Each of linguistic variable can be (.)+ – direction right, up, etc. or (.)− – direction
left, down, etc. Thus we can define the following rules.

Linguistic rules for controlling collective pitch angle of the tail rotor – eq.(1):

• IF the angular velocity R is positive (χ+ Υ+) THEN set the collective pitch
angle Θ̇so to positive (χ+ Υ+)

• IF the linear velocity R is negative (χ+ Υ+) THEN set the collective pitch
angle Θ̇so to negative (χ+ Υ+)
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Linguistic rules for controlling collective pitch angle – eq.(2):

• IF the linear velocity W is positive (χ+ Υ+) THEN set the collective pitch
angle Θ̇0 to positive (χ+ Υ+)

• IF the linear velocity W is negative (χ+ Υ+) THEN set the collective pitch
angle Θ̇0 to negative (χ+ Υ+)

Linguistic rules for controlling longitudinal cyclic pitch angle – eq.(3):

• IF the linear velocity U is positive (χ+ Υ+) AND angular velocity Q is neg-
ative (χ− Υ−) THEN set the longitudinal cyclic pitch angle Θ̇1 to positive
(χ+ Υ+)

• IF the linear velocity U is positive (χ+ Υ+) AND angular velocity Q is pos-
itive (χ− Υ−) THEN set the longitudinal cyclic pitch angle Θ̇1 to negative
(χ+ Υ+)

• IF the linear velocity U is negative (χ+ Υ+) AND angular velocity Q
is position (χ− Υ−) THEN set the longitudinal cyclic pitch angle Θ̇1 to
negative (χ+ Υ+)

• IF the linear velocity U is negative (χ+ Υ+) AND angular velocity Q
is negative (χ− Υ−) THEN set the longitudinal cyclic pitch angle Θ̇1 to
positive (χ+ Υ+)

Linguistic rules for controlling lateral cyclic pitch angle – eq.(4):

• IF the linear velocity V is positive (χ+ Υ+) AND angular velocity P is
negative (χ− Υ−) THEN set the lateral cyclic pitch angle Θ̇2 to positive
(χ+ Υ+)

• IF the linear velocity V is positive (χ+ Υ+) AND angular velocity P is
positive (χ− Υ−) THEN set the lateral cyclic pitch angle Θ̇2 to negative
(χ+ Υ+)

• IF the linear velocity V is negative (χ+ Υ+) AND angular velocity P is
position (χ− Υ−) THEN set the lateral cyclic pitch angle Θ̇2 to negative
(χ+ Υ+)

• IF the linear velocity V is negative (χ+ Υ+) AND angular velocity P is
negative (χ− Υ−) THEN set the lateral cyclic pitch angle Θ̇2 to positive
(χ+ Υ+)

The above linguistic description of control rules can be directly transformed
to fuzzy rules as follows:

(R == Υ−) ⇒ (Θso = Υ−)

(R == Υ+) ⇒ (Θso = Υ+)

(R == χ−) ⇒ (Θso = χ−)

(R == χ+) ⇒ (Θso = χ+)

(1)

(W == Υ−) ⇒ (Θ0 = Υ−)

(W == Υ+) ⇒ (Θ0 = Υ+)

(W == χ−) ⇒ (Θ0 = χ−)

(W == χ+) ⇒ (Θ0 = χ+)

(2)
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(U == Υ+) ∩ (Q == Υ−) ⇒ (Θ1 = Υ+)

(U == Υ+) ∩ (Q == Υ+) ⇒ (Θ1 = Υ−)

(U == Υ−) ∩ (Q == Υ+) ⇒ (Θ1 = Υ−)

(U == Υ−) ∩ (Q == Υ−) ⇒ (Θ1 = Υ+)

(U == χ+) ∩ (Q == χ−) ⇒ (Θ1 = χ+)

(U == χ+) ∩ (Q == χ+) ⇒ (Θ1 = χ−)

(U == χ−) ∩ (Q == χ+) ⇒ (Θ1 = χ−)

(U == χ−) ∩ (Q == χ−) ⇒ (Θ1 = χ+)

(3)

(V == Υ+) ∩ (P == Υ+) ⇒ (Θ2 = Υ+)

(V == Υ+) ∩ (P == Υ−) ⇒ (Θ2 = Υ−)

(V == Υ−) ∩ (P == Υ−) ⇒ (Θ2 = Υ−)

(V == Υ−) ∩ (P == Υ+) ⇒ (Θ2 = Υ+)

(V == χ+) ∩ (P == χ+) ⇒ (Θ2 = χ+)

(V == χ+) ∩ (P == χ−) ⇒ (Θ2 = χ−)

(V == χ−) ∩ (P == χ−) ⇒ (Θ2 = χ−)

(V == χ−) ∩ (P == χ+) ⇒ (Θ2 = χ+)

(4)

3.2 Qualitative Description of Membership Functions

For the simplicity of the model triangular membership function was used. Values
of the linguistics variables are presented on the Tables 1.

Table 1. Qualitative values of the angles

Parameter [rad/s] Υ− χ− χ+
Υ+

Θ0 -0.05 -0.03 0.03 0.05

Θ1 -0.14 -0.10 0.10 0.14

Θ2 -0.16 -0.12 0.12 0.16

Θso -0.26 -0.19 0.19 0.26

For the qualitative description of the flight parameters the helicopter model
response on the steering impulse (look at the Table 1) was measured. Each
impulse has the duration time equals 1[s]. Flight parameters trends quantify
was the goal. Detailed description of this experiments was done in [9], but in
effect linear proportion of the steering impulse to the corresponding parameters
trend was observed.

On the Table 2 the qualitative values of the parameters trends used in mem-
bership functions are presented. This values are proportional with the constant
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Table 2. Qualitative values of the flight parameters

Linguistic
values

U [m/s] V [m/s] W [m/s] P [rad/s] Q[rad/s] R[rad/s]

Υ− 2.032 2.583 3.184 3.208 -0.746 -1.996

χ− 1.452 1.937 1.910 2.406 -0.533 -1.459

χ+ -1.452 -1.935 -1.910 -2.405 0.533 1.460

Υ+ -2.023 -2.579 -3.184 -3.207 0.704 1.998

coefficient k, which are heuristically matched, to the measured values. More
detail can be find in [9].

4 Simulation – Fuzzy Regulator

Derivatives of the helicopter’s steering angles B = [Θ̇0, Θ̇1, Θ̇2, Θ̇so] are the input
parameters to the simulation model. Output parameters of the simulation model,
like in the mathematical model, are the helicopter’s longitudinal and angular
velocities and the roll and pitch angles. Thus the parameters of the flight vector
are: A = [U, V, W, P, Q, R].

These parameters have been obtained experimentally in PZL Świdnik factory
and correspond to the Kania type helicopters.

In simulation the input values of the helicopter model were chosen from the
range as follows:

• Θ0 ∈ (1◦; 13◦), the range of collective pitch angle equals 12◦,
• Θ1 ∈ (−7◦; 6◦), the range of lateral cyclic pitch angle equals 13◦,
• Θ2 ∈ (−5◦; 5◦), the range of longitudinal cyclic pitch angle equals 10◦,
• Θso ∈ (−10◦; 20◦), the range of tail rotor collective pitch angle equals 30◦.

Definition of the disturbances induced by the wind can be find in the litera-
ture [9, 10]. Influence of this type of disturbances was tested separately for every
linear velocity in the system of coordinates Oxyz connected with fuselage. In
simulations the restrained blow was used.

5 Fuzzy Control System

Base on the mathematical model of helicopter defined in [2, 3, 7] the simula-
tion model presented in Figure 1 was developed. As the effect the Simmulink
application was build with four regulators as follows:

Θ̇0 = FIS1(W )

Θ̇1 = FIS2(U, Q)

Θ̇2 = FIS3(V, P )

Θ̇so = FIS4(R)

(5)

A lot of tests [9] with simulation model correcting some parameters of that
model was performed enabling to determine values of the membership functions.
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Fig. 1. Helicopter simulation model

6 Results

The simulations were done in two cases: with and without disturbances. Only
few results presented in figure 2 (other was not included because of lack of space)
confirm efficiency of the proposed techniques of building fuzzy regulator. In figure
2 left plot presents the linear velocity W stabilization and in consequence sta-
bilization of the altitude without disturbances while the right plot presents the
same parameter obtained in simulation with disturbances. Without disturbances
the periodic moves of the helicopter were suppressed and after 70[s] and the am-
plitudes of corresponding parameters did not outrun values: U = 1.1∗10−3[m/s],
V = 0.2 ∗ 10−3[m/s], W = 5 ∗ 10−3[m/s], P = 10−5[rad/s], Q = 2 ∗ 10−5[rad/s],
R = 2∗10−5[rad/s]. In practice these values mean that the simulated hover state
with application of proposed fuzzy regulator is near the ideal hover state while
in the same conditions but without fuzzy regulator the helicopter would go to
the crash. In case of restrained blowing presence defined in [10] the stabilization
of the periodic small moves of the fuselage was achieved in all cases. However,
longer time of parameter stabilization was observed than in case of lack of the
wind blowing. Biggest boggles of parameters took place always in the direction
of the blow.
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Fig. 2. Stabilization of the W parameter, left – without the disturbance, right – with
the restrained disturbance
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7 Conclusions

In this paper, we have developed stable control system based on a pilot behav-
ior. The control rules are derived from the observation process similar to an
educational introduction into pilot age. Moreover simplicity of the model and
strait connection between natural language description and fuzzy rules set let
us think that other flight states can be develop this way. The improvement of
fuzzy modeling for control is possible based on precise identification the pilot
decision process. There is a plan to measure reaction of pilot in real system
pilot-helicopter. Also values used in membership functions (see Tables 1 and 2)
have to be optimized e.g. like in [8]. Since flying a helicopter is an extremely cost
and difficult task, we need cooperation with others.
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Šprogar, Matej IV-8
Steigedal, Tonje S. III-1195
Sterling, Gerald IV-366
Stork, André III-184
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