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Abstract. The peer-to-peer (P2P) file sharing applications have gained
a tremendous popularity and now they have millions of users worldwide,
since they were introduced in 1999. Due to chaotic structure, achieved
scale and network dynamics, they mostly employ a flooding-based search
to locate required files and therefore they are the main source of Internet
traffic. Thus, the study and development of P2P systems is an important
research challenge.
This article presents a survey of existing approaches to organize opera-
tions of P2P file sharing systems. It gives a classification of existing pro-
tocols and discusses the advantages and disadvantages of each technique.
It shows that both network structure and search algorithm influence the
operations of P2P applications.

1 Introduction

The peer-to-peer (P2P) file sharing systems are the large scale distributed ap-
plications devoted to file exchange among a large number of Internet users.

In contrast to popular client-server applications, end user machines in P2P
systems are involved in network operations by providing their resources (e. g.,
storage space, bandwidth and computer power) and acting as both clients and
servers. At the same time, they are not required to have permanent IP addresses
as it is necessary for servers in client-server Internet applications. Therefore,
they have significant autonomy, i. e., they can join and leave a network [1]. Uti-
lizing user machines in P2P systems helps to distribute the costs of file sharing
among the huge number of individual participants [2]. Any centralized server
that provides both content and directory service is extremely expensive to run.

Built at the application level, P2P systems consist of the peers connected
by a number of point-to-point connections (typically TCP). Due to the chaotic
unstructured nature and transient peer population, P2P systems mostly employ
flooding-based search mechanisms when many peers are probed whether they
have a requested file or not. Such a flooding is the main source of the Internet
traffic [3,4], which limits further system growth.

In this paper, it is intended to analyze existing approaches used to search files
in P2P systems. More particularly, it is intended to discuss the influence of the
methods on the search and network structure as well as methods applicability
to real P2P applications. The presented methods are categorized depending on
how search is realized and how the network structure is managed.
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Accordingly, the article is organized as following. Section 2 presents a classifi-
cation of the existing search methods in P2P systems. It discusses the advantages
and limitation of these techniques. Section 3 presents a detailed description of
P2P protocols. The paper ends with a conclusion.

2 A Classification

The P2P protocols can be classified depending on how the search is realized and
how the network structure is organized and maintained (Fig. 1).

Fig. 1. A classification of P2P protocols

Existing search methods can be split into two main categories depending on
how search query forwarding decisions are made:

– Blind Search.
In a blind search, peers has no information related to file location. Therefore,
other peers are randomly probed whether they have a requested file or not.
Blind search protocols are simple and require peers to maintain a minimum
amount of knowledge about network organization.

– Informed Search.
In these systems, peers maintain additional information about file locations
which can be useful for the search. For example, a peer may have an in-
dex of files offered by other peers connected to it. Based on this additional
information, a peer decides which peers should be contacted.

A structure of P2P network is organized by point-to-point connections each
peer has. Depending on the criteria used to form these connections between
peers, the existing protocol are categorized as follows:
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– Structure is not organized.
Connections between peers are made mainly chaotically. They do not repre-
sent any dedicated network structure.

– Structure is organized.
Protocols build a dedicated network structure which is an important part of
the network operations. Therefore, the connections between peers are set in a
special manner to achieve required network organization. Currently, there are
two main kinds of protocols which build network structure. In the first one,
all the peers are divided into powerful peers which are mainly responsible
for network operations and weak peers connected to them. Accordingly, the
resulting structure is a two-level hierarchy.
The second one builds a network structure in accordance to data placement.
In this way, connections between peers are related to the data shared by
those peers (e. g., to connect peers which offer the similar content).

3 The Main P2P Protocols

The main P2P protocols can be divided into three main groups based on the
classification presented above. The protocols of the first group employ blind
search with/without network structure building. The majority of existing P2P
file sharing applications use protocols of the first group. The second group of P2P
protocols uses informed search without structure organization. The last group of
protocols employs informed search techniques in addition to network structure
organization.

The P2P applications and their protocols are presented in the following sec-
tions in groups.

3.1 Blind Search With/Without Structure Building

Gnutella [5] is decentralized both in the terms of file storage and file search.
Therefore, it belongs to pure P2P systems. As far as the connections between
peers are formed mainly chaotically, Gnutella belongs to unstructured systems
in short of complete knowledge. Searching in such networks is mainly done by
random search, in which various peers are randomly asked and probed if they
have a target file. In Gnutella, a peer initiates a controlled flood of the network
by sending a query message to all of the peers connected to it. When receiving a
query, a peer checks if it has a requested file. If so, it forwards a special message
back toward the search initiator [6]. No matter whether a file is found or not, the
peer continues to flood the query. To limit generated traffic, each message can be
forwarded only time to live (TTL) times. The advantage of such unstructured
system is that they easily react to the high dynamics of P2P networks, peers
can join and leave network without any notification. The obvious disadvantage
is that it is difficult to find desired files without flooding queries which influence
the scalability of such systems and significantly increase traffic.

FastTrack [7] protocol is a second generation of P2P protocols. It utilizes
the heterogeneity between peers (computer power, bandwidth and availability)
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to form the two-level organization of a P2P network. FastTrack is based on the
Gnutella protocol and extends it with the addition of supernodes to improve
scalability.

It is used in KaZaa P2P application [8] where a small number of powerful
peers (supernodes) handle traffic and routing on behalf of weak peers connected
to them. KaZaa peers dynamically elect supernodes which form an unstructured
network and use query flooding to locate content. Regular peers connect to one
or more supernodes to initiate query and actually act as clients to supernodes [9].

Even though FastTrack utilizes heterogeneity between peers, it still relies
on random search which is characterized by big volume of generated traffic. In
addition, a limited number of peers responsible for traffic handling and message
routing makes P2P networks more vulnerable to planned attacks.

Random Walks [10,11] is a range of blind search methods which benefit
from using the properties of overlay topologies. To search for an object using
a random walk, a peer chooses a neighbor randomly and sends the query to it.
Each neighbor peer repeats this process until the data are found. In addition
to random walks, the proactive replication algorithms [10] can be used. It was
proposed to replicate files in proportion to the square-root of their query rate;
this replication scheme can be implemented in a distributed fashion by replicat-
ing objects for a number of times proportional to the length of the search. The
proactive replication may take place on the peer even though the peer has not
requested the replicated data.

In the case of power-law random graphs [12], it was observed that high degree
nodes experienced correspondingly high query loads. Even though the proposed
approach helps to decrease generated traffic, it realizes the idea that, due to
massive replication, data can be found in the nearness (limited number of hops)
from the search initiator and if message will be broadcasted only to part of
all the neighbors, the data still can be found almost of the same probability.
The disadvantage of this approach is a random choice of a neighbor. The peers
available for a long time could be chosen more often.

The Logical Clustering [13] approach tries to improve the information
management in P2P networks by building dynamic cluster structures. The actual
network topology is not changed. The logical clusters are built by circulating
messages (wanderers). This provides the basis for a QoS (quality of service)
for this high dynamic distributed system, i. e., each peer can be visited by a
wanderer within a given time frame.

As mentioned above, the P2P networks can become very huge. The clustering
supports a division of the network in such small groups (clusters) that a QoS
regarding information management which fulfills certain time requirements can
be provided. The time in which a peer wants to be supplied with information is
the basis for the creation of the clusters Furthermore, the basic infrastructure
for a cooperation between the peers is provided by applying the clustering tech-
niques. Therefore, the clusters described here are defined as a subset of peers
in a P2P network which can be covered by a wanderer. This wanderer must be
able to visit all peers in that sub-network within a given time-frame.
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The algorithm running locally on every peer is able to build the clusters by
using just the knowledge about the network which is kept in the local warehouse.
The communication between the disjoint clusters is organized by wanderers as
well. For this purpose, every cluster has a dedicated peer. These peers are used
to build higher-level clusters based on the same mechanisms. The clusters of
these peers are connected by wanderers of the next higher level and so on. This
results in a tree like structure, which can be used to spread messages (e. g., search
requests) in the network.

The advantage is that the number of messages in the system is limited by
using wanderers as tokens. The logical tree of clusters is used for search purposes.

3.2 Informed Search Without Network Structure Organization

Query Routing Protocol (QRP) [16] proposes to make informed search in-
stead of network flooding. Peers are responsible for creating their own routing
tables which include hashed keywords and regularly exchange them with their
neighbors. These keywords are used to describe locally offered files. A Bloom
filter [17] is usually used to code a set of keywords in a binary array which is
suitable for transmission.

The computed routing tables are propagated up to several hops away from
the peer it belongs to. If a peer receives routing tables from its neighbors, it can
merge the tables and propagate the merged table further. In this scheme, the
peer may decide to which of the neighbors it is worth routing a search query be-
cause merged routing tables of its neighbors are available. To decrease a number
of hops required to find required data, routing table should be propagated as
far as possible. At the same time, the limitations of bandwidth and increasing
(with bigger number of propagating steps) ratio of false positives (mistakes with
membership checking [17]) limit this idea. In addition, far propagations decrease
actuality of information due to network dynamics.

Routing Indices (RI) [18] is an approach which employs ideas similar to
QRP. In contrast to QRP, RI does not use Bloom filters to summarize content
of neighbors. Instead, they use categorization of documents, which is a compli-
cated task for real applications. Each peer maintains routing indices for each of
the neighbors, indicating how many documents of which groups could be found
through that neighbor. If a new connection is installed, a peer aggregates all
routing indices of its neighbors, adds information about documents shared lo-
cally and sends an aggregated RI to a new neighbor. To keep data actuality,
peers should inform neighbors of the changes in RI caused by addition or re-
moval of documents or arrival/leaving of other neighbors. For practical purpose,
this might cause frequent retransmission of data since network is constantly
changing. Routing is done by the evaluation of ”goodness” of neighbors against
a query. If more documents could be found through particular neighbor, that
neighbor is chosen.

Adaptive Probabilistic Search (APS) [19,20] uses the additional infor-
mation about neighbors to make routing decisions. APS utilizes the feedback
from previous searches to make future search more focused. More particularly,
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each peer keeps a local index describing which objects (files) were requested by
each neighbor. The probability of choosing a neighbor to find a particular docu-
ment depends on previous search results. The update takes a reverse path back
to the peer search initiator and can take place after success or failure, adjust-
ing probability accordingly. In this way, a network demonstrates a self-learning
property which is supported by the discovered fact that many of the requested
files are close to the requesters [4]. In contrast to RI or QRP, no additional
overhead is required to obtain additional information about neighbors. There-
fore, it could be better adapted to the changing topologies. The used approach
leads to the situations when popular files could be located very fast, while other
files could be hardly located. Other limitations are caused by the fact that first
discovered peer (which has a requested object) might be more used for future
routing and might experience more load. At the same time, other peers which
are closer (from time or path length) could be ignored.

3.3 Informed Search with Network Structure Organization

Systems with Distributed Hash Tables (DHT). All the systems described
above were unstructured so that the connections between peers are made chaot-
ically, and data placement is completely unrelated to the structure formed by
connections between peers.

To overcome the scalability limitations of flooding-based unstructured sys-
tems, the recently introduced systems like CAN [21], Chord [22], Pastry [23] and
Tapestry [24] use another approach to the routing and topology organization of
P2P networks. This approach employs the idea of distributed hash tables (DHT)
functionality—mapping “keys” onto “values”—on Internet-like scale.

In DHT systems, files are associated with a key which is produced by hashing,
for example, the file name or the file content. The range of the output values
of the hash function forms an ID space. Every peer in the system is responsible
for storing a certain range of keys (or partition of ID space). The structure is
formed by routing tables locally stored on individual peers. A table includes a
list of other peers with addresses and range of keys they are responsible for. Such
systems are highly structured. The topology is tightly controlled and files (or
information about files) are placed at the precisely specified locations defined
by their keys. Depending on the application, the network structure and routing
may be different (for details see [25]). Due to careful data placement and tightly
controlled topology, DHTs have a scalable routing (O(log n) steps), where n is
the size of a network (number of peers).

The important disadvantages of DHTs concern to the resilience of the sys-
tem [26]. Since tightly maintained structure is important for correctness of op-
erations, the structured design is likely to be less reliable in the face of a very
transient user population.

Another important key problem of DHTs is load balancing. Due to significant
file popularity skewness [9,27], peers responsible for storing pointers to the most
popular files (or keywords) may become overloaded, since the majority of requests
for the most popular content come to those peers.
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In addition, retrieving content requires the knowledge of the exact file identi-
fier, which is problematic in real P2P file sharing applications. All these require
additional functionality which is missing in the original design of DHT systems.

A Content-oriented Approach to Network Structure Building and
Search [28] does not require tightly controlled network structure and therefore
copes with network dynamics better than DHTs. It includes two main concepts:
content-oriented search and content-oriented structure building.

Content-Oriented Search

To avoid flooding, each peer stores content summaries of its neighbors. The sum-
maries of peers can be represented as Bloom filters to code the set of keywords
used in file names offered by those peers. If a network is devoted to sharing ana-
lyzable documents (e. g., text), the text processing techniques can be applied to
create peers summaries. In this case, offered files and accordingly peers content
can be represented in vector form (e. g., [29]).

Every time a query is forwarded, a forwarding algorithm will consult these
summaries to select the neighbor to be contacted. If Bloom filter is used, the
query keywords are hashed by using the same hash functions which were used
to calculate Bloom filter. The obtained values are used to check keywords mem-
bership in a Bloom filter. In case analyzable documents are used, a query is
matched with vector representation of peers content as it was suggested in [29].

In both cases, a neighbor which is supposed to store required content is
contacted.

Content-Oriented Structure Building

In contrast to chaotically formed network structure, it is proposed to build con-
nections between peers based on relations between respective users. Those rela-
tions in P2P file sharing applications are described and determined by shared
(offered) and requested files. For example, if users offer similar content then
there is a relation between them. The locally offered content as well as requested
content is analyzed to create respective summaries.

Each peer analyzes summaries of its neighbors and restructures its neighbor-
hood.

The experiments have demonstrated [28] that the best system performance
was achieved when neighborhood includes two types of neighbors: those which of-
fer the most similar content to the one shared locally (so-called social neighbors)
and those which offer the most similar content to the one a user is interested
in (so-called egoistic neighbors). In this case, the resulting global structure is
content-oriented which represents grouping of peers based on not only similar
offered content, but also users’ interests.

Each peer has a possibility to collect information about other peers in a
network which are not direct neighbors. To avoid additional messages for net-
work structuring purposes, it was proposed to combine network discovery with
a search process. In this way, a search message includes additional data-Log
which contains a list of visited peers and summaries of their content. When a
search message comes back to the peer-search initiator, it brings a list of visited
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peers1. A peer analyzes a message Log and current neighbors and selects the
most appropriate peers for the new neighborhood.

The content-oriented structure building requires neither global control nor
complete knowledge for its operations. All algorithms are locally executed. The
global structure emerges as a result of individual activities of peers even under
the highly dynamic conditions.

The resulting structure improves search operations, since at the beginning,
egoistic neighbors are used to forward a query to the peers which might offer
required content and then social neighbors are used to forward a message within
a group offering similar content.

One can build an analogy with WWW. To search a page, a user can use its
bookmarks to go as close as possible to the required content and then it can use
the links provided on that page to other pages offering content about the similar
topic.

4 Conclusion

The article presented a survey of existing P2P protocols. It was proposed to
categorize the protocols depending on how they search data and organize the
network structure.

The presented survey has demonstrated that the network structure and the
respective forwarding algorithms significantly influence the properties of P2P
applications. The existing systems are mainly unstructured so that P2P protocols
mostly employ flooding which results to the traffic problem. On the other hand,
the application of highly structured systems is limited due to high dynamics of
network population.
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