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Preface

Dear delegates, friends and members of the growing KES professional community, wel-
come to the proceedings of the 9th International Conference on Knowledge-Based and
Intelligent Information and Engineering Systems hosted by La Trobe University in Mel-
bourne Australia.

The KES conference series has been established for almost a decade, and it contin-
ues each year to attract participants from all geographical areas of the world, including
Europe, the Americas, Australasia and the Pacific Rim. The KES conferences cover a
wide range of intelligent systems topics. The broad focus of the conference series is
the theory and applications of intelligent systems. rom a pure research field, intelli-
gent systems have advanced to the point where their abilities have been incorporated
into many business and engineering application areas. KES 2005 provided a valuable
mechanism for delegates to obtain an e tensive view of the latest research into a range
of intelligent-systems algorithms, tools and techni ues. The conference also gave dele-
gates the chance to come into contact with those applying intelligent systems in diverse
commercial areas. The combination of theory and practice represented a uni ue oppor-
tunity to gain an appreciation of the full spectrum of leading-edge intelligent-systems
activity.

The papers for KES 2005 were either submitted to invited sessions, chaired and
organi ed by respected e perts in their fields, or to a general session, managed by an
e tensive International Program Committee, or to the Intelligent Information Hiding
and Multimedia Signal Processing (IIHMSP) orkshop, managed by an International

orkshop Technical Committee. hichever route they came through, all papers for
KES 2005 were thoroughly reviewed. The adoption by KES of the PROSE Publication
Review and Organisation System software greatly helped to improve the transparency
of the review process and aided uality control.

In total, 1382 papers were submitted for KES 2005, and a total of 688 papers were
accepted, giving an acceptance rate of just under 50 . The proceedings, published this
year by Springer, run to more than 5000 pages. The invited sessions are a valuable fea-
ture of KES conferences, enabling leading researchers to initiate sessions that focus on
innovative new areas. A number of sessions in new emerging areas were introduced
this year, including E perience Management, Emotional Intelligence, and Smart Sys-
tems. The diversity of the papers can be judged from the fact that there were about
100 technical sessions in the conference program. More than 400 universities world-
wide participated in the conference making it one of the largest conferences in the area
of intelligent systems. As would be e pected, there was good local support with the
participation of 20 Australian universities. There was a significant business presence,
provided by the involvement of a number of industry bodies, for e ample, CSIRO Aus-
tralia, DSTO Australia, Daewoo South Korea and NTT Japan.

KES International gratefully acknowledges the support provided by La Trobe Uni-
versity in hosting this conference. e acknowledge the active interest and support from
La Trobe University’s Vice Chancellor and President, Prof. Michael Osborne, Dean of
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the aculty of Law and Management, Prof. Raymond Harbridge, Dean of the aculty
of Science and Technology, Prof. David inlay, and Head of the School of Business,
Prof. Malcolm Rimmer. KES International also gratefully acknowledges the support
provided by Emeritus Prof. Greg O’Brien.

A tremendous amount of time and effort goes into the organi ation of a conference
of the si e of KES 2005. The KES community owes a considerable debt of gratitude to
the General Chair Prof. Rajiv Khosla and the organi ing team at La Trobe University
for their huge efforts this year in bringing the conference to a successful conclusion.
As the conference increases in si e each year the organi ational effort needed increases
and we would like to thank Prof. Khosla and his colleagues for coping efficiently with
the largest KES conference to date.

e would like to thank the Invited Session Chairs, under the leadership and guid-
ance of Prof. Lakhmi Jain and Prof. Rajiv Khosla for producing high- uality sessions
on leading-edge topics. e would like to thank the KES 2005 International Program
Committee for undertaking the considerable task of reviewing all of the papers submit-
ted for the conference. e e press our gratitude to the high-profile keynote speakers
for providing talks on leading-edge topics to inform and enthuse our delegates. A con-
ference cannot run without authors to write papers. e thank the authors, presenters
and delegates to KES 2005 without whom the conference could not have taken place.

inally we thank the administrators, caterers, hoteliers, and the people of Melbourne
for welcoming us and providing for the conference.

e hope you found KES 2005 a worthwhile, informative and enjoyable e perience.

July 2005 Bob Howlett
Rajiv Khosla
Lakhmi Jain
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C. Turchetti, Università Politecnica delle Marche, Italy
A. Tveit, Norwegian University of Science and Technology, Norway
J. Tweedale, Defence Science and Technology Organi ation, Australia
A.M. Tyrrell, University of York, UK
E. Uchino, University of Yamaguchi, Japan
A. Uncini, University of Rome, Italy
P. Urlings, Defence Science and Technology Organi ation, Australia
M. Vamrell, Artificial Intelligence Research Institute, Spain
J.L. Verdegay, University of Granada, Spain
M. Virvou, University of Piraeus, Greece
S. alters, University of Brighton, UK
D. ang, La Trobe University, Australia
L. ang, Nanyang Technical University, Singapore
P. ang, Temple University, USA
K. ard, University of ollongong, Australia
J. atada, aseda University, Japan
K. atanabe, Saga University, Japan
T. atanabe, Nagoya University, Japan
T. Yamakawa, Kyushu Institute of Technology, Japan
Y. Yamashita, Tohoku University, Japan
A. Yang, University of New South ales, Australia

. Yao, University of Birmingham, UK
S.-J. Yoo, Sejong University, Korea



KES 2005 Reviewers I

K. Yoshida, Kyushu Institute of Technology, Japan
T. Yoshino, akayama University, Japan
T. Yui ono, Shimane University, Japan
L. adeh, Berkeley University of Caliornia, USA
D. ambarbieri, Università di Pavia, Italy
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An Efficient Eye Location Using Conte t-Aware Binari ation Method . . . . . . . . . . 662
Jo Nam Jung, Mi Young Nam, and Phill Kyu Rhee

Design and Implementation of Conte t-Awareness Processor
for Multiple Instructions in Mobile Internet Environment . . . . . . . . . . . . . . . . . . . . 670

Seungwon Na and Gu-Min Jeong

Integrated Management of Multi-level Road Network
and Transportation Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 677

Jun Feng, Yuelong Zhu, Naoto Mukai, and Toyohide Watanabe

Music Plagiarism Detection Using Melody Databases . . . . . . . . . . . . . . . . . . . . . . . 684
Jeong-Il Park, Sang-Wook Kim, and Miyoung Shin

News Video Retrieval Using Automatic Inde ing of Korean Closed-Caption . . . . . 694
Jungwon Cho, Seungdo Jeong, and Byunguk Choi

Classification and Skimming of Articles for an Effective News Browsing . . . . . . . 704
Jungwon Cho, Seungdo Jeong, and Byunguk Choi

e-Based Systems in Education, Commerce and Health

Intelligent Tutoring System with 300-Certification Program Based on IPI . . . . . 713
Youngseok Lee, Jungwon Cho, and Byunguk Choi

ECA Rule Based Timely Collaboration Among Businesses
in B2B e-Commerce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 721

Dongwoo Lee, Seong Hoon Lee, and YongWon Kim

The Searching Methods of Mobile Agents
in Telemedicine System Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 728

Hyuncheol Jeong and Inseob Song

Knowledge-Based RD Specification for Ubi uitous Healthcare Services . . . . . . . 735
Ji-Hong Kim, Byung-Hyun Ha, Wookey Lee, Cheol Young Kim,
Wonchang Hur, and Suk-Ho Kang

A Time Judgement System Based on an Association Mechanism . . . . . . . . . . . . . . 742
Seiji Tsuchiya, Hirokazu Watabe, and Tsukasa Kawaoka



Table of Contents, Part III LVII

Response-Driven eb-Based Assessment System . . . . . . . . . . . . . . . . . . . . . . . . . . 749
Sylvia Encheva and Sharil Tumin

Intelligence-Based Educational Package on luid Mechanics . . . . . . . . . . . . . . . . . 756
KwokWing Chau

Computational Biology and Bioinformatics

Generali ed Composite Motif Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 763
Geir Kjetil Sandve and Finn Drabløs

Protein Motif Discovery with Linear Genetic Programming . . . . . . . . . . . . . . . . . . 770
Rolv Seehuus

Bayesian Validation of u y Clustering for Analysis of Yeast Cell Cycle Data . . 777
Kyung-Joong Kim, Si-Ho Yoo, and Sung-Bae Cho

Rule Generation Using NN and GA for SARS-CoV Cleavage Site Prediction . . . . 785
Yeon-Jin Cho and Hyeoncheol Kim

A Hybrid Approach to Combine HMM and SVM Methods
for the Prediction of the Transmembrane Spanning Region . . . . . . . . . . . . . . . . . . . 792

Min Kyung Kim, Chul Hwan Song, Seong Joon Yoo,
Sang Ho Lee, and Hyun Seok Park

Agents in Bio-inspired Computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 799
V. Kris Murthy

Complex Adaptive Systems

Altruistic Punishment, Social Structure and the Enforcement of Social Norms . . . 806
David Newth

ISDOM-II: A Network Centric Model for arfare . . . . . . . . . . . . . . . . . . . . . . . 813
Ang Yang, Hussein A. Abbass, and Ruhul Sarker

Adaptation on the Commons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 820
Richard M. Kim and Simon M. Kaplan

The Emergence of Order in Random alk Resource Discovery Protocols . . . . . . . 827
Ricky Robinson and Jadwiga Indulska

Supporting Adaptive Learning with High Level Timed Petri Nets . . . . . . . . . . . . . . 834
Shang Gao, Zili Zhang, Jason Wells, and Igor Hawryszkiewycz

E ploring the Effective Search Conte t
for the User in an Interactive and Adaptive ay . . . . . . . . . . . . . . . . . . . . . . . . . . . 841

Supratip Ghose, Jason J. Jung, and Geun-Sik Jo



LVIII Table of Contents, Part III

Communicative Intelligent III

Generating CG Movies Based on a Cognitive Model of Shot Transition . . . . . . . . . 848
Kazunori Okamoto, Yukiko I. Nakano, Masashi Okamoto,
Hung-Hsuan Huang, and Toyoaki Nishida

Analy ing Concerns of People Using eblog Articles and Natural Phenomena . . . 855
Toshihiro Murayama, Tomohiro Fukuhara, and Toyoaki Nishida

Sustainable Memory System Using Global and Conical Spaces . . . . . . . . . . . . . . . 861
Hidekazu Kubota, Satoshi Nomura, Yasuyuki Sumi, and Toyoaki Nishida

Entrainment of Rate of Utterances in Speech Dialogs
Between Users and an Auto Response System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 868

Takanori Komatsu and Koji Morikawa

Locomotion Control Techni ue for Immersive Conversation Environment . . . . . . . 875
Rai Chan, Jun Takazawa, and Junichi Hoshino

Presentation of Human Action Information via Avatar:
rom the Viewpoint of Avatar-Based Communication . . . . . . . . . . . . . . . . . . . . . . . 883

Daisaku Arita and Rin-ichiro Taniguchi

Analysis and Synthesis of Help-Desk Responses . . . . . . . . . . . . . . . . . . . . . . . . . . . 890
Yuval Marom and Ingrid Zukerman

Speech Processing and Robotics

A Talking Robot and Its Singing Skill Ac uisition . . . . . . . . . . . . . . . . . . . . . . . . . 898
Mitsuhiro Nakamura and Hideyuki Sawada

Development of a New Vocal Cords Based on Human Biological Structures
for Talking Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 908

Kotaro Fukui, Kazufumi Nishikawa, Shunsuke Ikeo, Eiji Shintaku,
Kentaro Takada, Hideaki Takanobu, Masaaki Honda, and Atsuo Takanishi

An Adaptive Model for Phonetic String Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . 915
Gong Ruibin and Chan Kai Yun

Ontology Modeling and Storage System for Robot Conte t Understanding . . . . . . 922
Eric Wang, Yong Se Kim, Hak Soo Kim, Jin Hyun Son, Sanghoon Lee,
and Il Hong Suh

Intelligent Two- ay Speech Communication System
Between the Technological Device and the Operator . . . . . . . . . . . . . . . . . . . . . . . . 930

Maciej Majewski and Wojciech Kacalak

Activity-Object Bayesian Networks for Detecting Occluded Objects
in Uncertain Indoor Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 937

Youn-Suk Song, Sung-Bae Cho, and Il Hong Suh



Table of Contents, Part III LI

Design of a Simultaneous Mobile Robot Locali ation
and Spatial Conte t Recognition System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 945

Seungdo Jeong, Jonglyul Chung, Sanghoon Lee, Il Hong Suh,
and Byunguk Choi

Data Mining and Soft Computing Applications I

Mining Temporal Data: A Coal- ired Boiler Case Study . . . . . . . . . . . . . . . . . . . . 953
Andrew Kusiak and Alex Burns

Mining Classification Rules Using Evolutionary Multi-objective Algorithms . . . . . 959
Kalyanaraman Kaesava Kshetrapalapuram and Michael Kirley

On Pruning and Tuning Rules for Associative Classifiers . . . . . . . . . . . . . . . . . . . . 966
Osmar R. Zaı̈ane and Maria-Luiza Antonie

Using Artificial Neural Network Ensembles to E tract Data Content
from Noisy Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 974

Szymon K. Szukalski, Robert J. Cox, and Patricia S. Crowther

Identification of a Motor with Multiple Nonlinearities
by Improved Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 981

Jung-Shik Kong and Jin-Geol Kim

Program Simplification in Genetic Programming for Object Classification . . . . . . 988
Mengjie Zhang, Yun Zhang, and Will Smart

An Ontology-Supported Database Refurbishing Techni ue
and Its Application in Mining GSM Trouble Shooting Rules . . . . . . . . . . . . . . . . . 997

Bong-Horng Chu, In-Kai Liao, and Cheng-Seen Ho

Multimedia Security and Stegnography

Develop Secure Database System with Security E tended ER Model . . . . . . . . . . 1005
Xin Liu, Zhen Han, Jiqiang Liu, and Chang-xiang Shen

An Inference Detection Algorithm Based on Related Tuples Mining . . . . . . . . . . 1011
Binge Cui and Daxin Liu

A Preliminary Design for a Privacy- riendly ree P2P Media ile
Distribution System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1018

Ron G. van Schyndel

Analysis of Parity Assignment Steganography in Palette Images . . . . . . . . . . . . . 1025
Xinpeng Zhang and Shuozhong Wang

A New Steganography Scheme in the Domain
of Side-Match Vector uanti ation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1032

Chin-Shiuh Shieh, Chao-Chin Chang, Shu-Chuan Chu,
and Jui-Fang Chang



L Table of Contents, Part III

Method of Hiding Information in Agglutinative Language Documents
Using Adjustment to New Line Positions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1039

Osamu Takizawa, Kyoko Makino, Tsutomu Matsumoto,
Hiroshi Nakagawa, and Ichiro Murase

Hiding Biometric Data for Secure Transmission . . . . . . . . . . . . . . . . . . . . . . . . . . 1049
Yongwha Chung, Daesung Moon, Kiyoung Moon, and Sungbum Pan

Stegnography

V Image Steganographic Method with High Embedding Capacity
Using Multi-way Search Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1058

Chin-Chen Chang, Chih-Yang Lin, and Yu-Zheng Wang

Securing Mobile Agents Control low Using Opa ue Predicates . . . . . . . . . . . . . 1065
Anirban Majumdar and Clark Thomborson

A Verifiable ingerprint Vault Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1072
Qiong Li, Xiamu Niu, Zhifang Wang, Yuhua Jiao, and Sheng-He Sun

The Research on Information Hiding Based on Command Se uence
of TP Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1079

Xin-guang Zou, Qiong Li, Sheng-He Sun, and Xiamu Niu

Data Hiding in a Hologram by Modified Digital Halftoning Techni ues . . . . . . . 1086
Hsi-Chun Wang and Wei-Chiang Wang

A Secure Steganographic Scheme in Binary Image . . . . . . . . . . . . . . . . . . . . . . . . 1093
Yunbiao Guo, Daimao Lin, Xiamu Niu, Lan Hu, and Linna Zhou

A Reversible Information Hiding Scheme Based on Vector uanti ation . . . . . . . 1101
Chin-Chen Chang and Wen-Chuan Wu

ero-Based Code Modulation Techni ue for Digital Video ingerprinting . . . . . . 1108
In Koo Kang, Hae-Yeoun Lee, Won-Young Yoo, and Heung-Kyu Lee

Soft Computing Approach to Industrial Engineering II

Studies on Method for Measuring Human eelings . . . . . . . . . . . . . . . . . . . . . . . . 1115
Taki Kanda

Data Mining Method from Te t Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1122
Masahiro Kawano, Junzo Watada, and Takayuki Kawaura

The Air Pollution Constraints Considered Best Generation Mi
Using u y Linear Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1129

Jaeseok Choi, TrungTinh Tran, Jungji Kwon, Sangsik Lee,
and Abdurrahim El-keib



Table of Contents, Part III LI

Ranking unctions, Perceptrons, and Associated Probabilities . . . . . . . . . . . . . . . 1143
Bernd-Jürgen Falkowski

Directed Mutation Operators – An Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1151
Stefan Berlik and Bernd Reusch

A General u y Min Ma Neural Network
with Compensatory Neuron Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1160

A.V. Nandedkar and P.K. Biswas

An Analysis on Accuracy of Cancelable Biometrics Based on BioHashing . . . . . 1168
King-Hong Cheung, Adams Kong, David Zhang, Mohamed Kamel,
Jane You and Toby, and Ho-Wang Lam

Condition Monitoring Capability Developed Through a Knowledge
Transfer Partnership Between a Small Company and a University . . . . . . . . . . . . 1173

Robert Howlett, Gary Dawe, and Terry Nowell

Medical Text Mining and Natural Language Processing

E traction of Le ico-Syntactic Information and Ac uisition
of Causality Schemas for Te t Annotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1180

Laurent Alamarguy, Rose Dieng-Kuntz, and Catherine Faron-Zucker

An Approach to Automatic Te t Production
in Electronic Medical Record Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1187
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Intelligent Environments for Ne t-Generation e-Markets . . . . . . . . . . . . . . . . . . . . 751
John Debenham and Simeon Simoff

Autonomous and Continuous Evolution of Information Systems . . . . . . . . . . . . . . 758
Jingde Cheng

Dynamic Location Management for On-Demand Car Sharing System . . . . . . . . . . 768
Naoto Mukai and Toyohide Watanabe

Knowledge – Based Interface Systems

riter Recognition by Using New Searching Algorithm
in New Local Arc Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 775

Masahiro Ozaki, Yoshinori Adachi, and Naohiro Ishii

Development of Judging Method of Understanding Level in eb Learning . . . . . . 781
Yoshinori Adachi, Koichi Takahashi, Masahiro Ozaki, and Yuji Iwahori

Organising Documents Based on Standard-E ample Split Test . . . . . . . . . . . . . . . . 787
Kenta Fukuoka, Tomofumi Nakano, and Nobuhiro Inuzuka

e-Learning Materials Development Based on Abstract Analysis
Using eb Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 794

Tomofumi Nakano and Yukie Koyama

Effect of Insulating Coating on Lightning lashover Characteristics
of Electric Power Line with Insulated Covered Conductor . . . . . . . . . . . . . . . . . . . 801

Kenji Yamamoto, Yosihiko Kunieda, Masashi Kawaguchi,
Zen-ichiro Kawasaki, and Naohiro Ishii

Study on the Velocity of Saccadic Eye Movements . . . . . . . . . . . . . . . . . . . . . . . . . 808
Hiroshi Sasaki and Naohiro Ishii



L IV Table of Contents, Part I

Relative Magnitude of Gaussian Curvature from Shading Images
Using Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 813

Yuji Iwahori, Shinji Fukui, Chie Fujitani, Yoshinori Adachi,
and Robert J. Woodham

Parallelism Improvements of Software Pipelining by Combining Spilling
with Remateriali ation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 820

Naohiro Ishii, Hiroaki Ogi, Tsubasa Mochizuki, and Kazunori Iwata

Intelligent Information Processing for Remote Sensing

Content Based Retrieval of Hyperspectral Images
Using AMM Induced Endmembers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 827

Orlando Maldonado, David Vicente, Manuel Graña, and Alicia d’Anjou

Hyperspectral Image atermarking with an Evolutionary Algorithm . . . . . . . . . . . 833
D. Sal and Manuel Graña

A Profiling Based Intelligent Resource Allocation System . . . . . . . . . . . . . . . . . . . 840
J. Monroy, Jose A. Becerra, Francisco Bellas, Richard J. Duro,
and Fernando López-Peña
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Abstract. To overcome the drawbacks of both keywords-based and
content-based image retrieval approaches, we propose a hybrid solution
for image retrieval on WWW. A content organisation system is intro-
duced to assess content-based similarity of results returned from con-
temporary image search engines so that the results are organised with
content similarity, and alternative search modes such as query by exam-
ple are also enabled.

1 Introduction

The ever-growing World Wide Web has become the largest information corpus
that challenges our traditional ways of information organisation and retrieval.
Our increased perhaps daily experience in using search engines should have man-
ifested this. While the retrieval of textual information has been the major focus
of commercial search engines so far, there is a growing demand in effectively
accessing multimedia data stored on the Web, such as images, videos and sound
clips . There are a few search engines (for example, the Google Image Search [1])
offering image and music search capabilities. However, almost all commercially
available web image search engines today are keyword-based. In most cases, the
images are indexed using text near to the image, such as filenames, captions or
HTML tags (e.g. IMG and ALT) [2]. A search engine returns a range of images
according to a query entered. It may also employ techniques to rank the images
according to some relevancy criteria. Because of the limit of this approach, results
returned from these search engines are often irrelevant, random and unorganised
[3]. Little improvement is observed on Meta-search engines which process user
queries through a number of general engines to retrieve a broader result set.

On the other hand, content-based image retrieval (CBIR) has been a major
research topic since the early 1990s. CBIR made some significant achievements
in providing new ways of image (and multimedia) querying, such as query by
example and query by sketch etc. However, its reliance on low level features
also keeps itself from reaching further, despite the use of techniques such as
relevance feedback. Consequently, result sets obtained through CBIR are based
on similarities defined on low visual features of colour, shape and textual, but
little is guaranteed on the semantic level. To our knowledge, there are a number
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2 Da Deng and Heiko Wolf

of experimental CBIR image search engines [4], but few are available on the
Web today. For example, WebSEEK system [5] is a semi-automatic image search
engine that collects information which then is catalogued and indexed for fast
search and retrieval. Both textual and content-based queries are possible. It
only indexes and categorises about 600,000 images, nothing comparable with
the commercial text-based search engines. Another drawback of CBIR is its
queries need much longer response time.

In this paper, we introduce POISE (Picture Organisation Interface for Search
Engines), a system that uses visual features to organise the picture results ob-
tained from image search engines and thus enables a better retrieval of relevant
images. Functioning as an interface between textual and content-based image
retrieval, it strengthens the use of image search engines with CBIR capabilities,
such as automatic content organisation and query-by-examples.

2 Content-Based Picture Organisation

2.1 System Overview

The goal of our work is to take advantage of the fast response time of powerful
search engines and their huge amounts of indexed images and improve the search
outcome with automated content organisation catered for easier browsing, as well
as to provide query-by-example capabilities to enable the user to find the most
relevant images.

The building blocks of the system are depicted in Figure 1. The user enters
a keyword, after which an image search engine is queried. The retrieved images
are then displayed as thumbnails in the application. To sort the retrieved images
based on their visual similarity, visual features are generated, clustered and
visualised in an image map. After retrieving the result set from the search engine,
the user also can invoke a “query-by-example” action, whereupon the system
presents the closest matches from the result set. This step can be combined with
the organised image map to further facilitate the search process.

Fig. 1. POISE system overview
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2.2 Visual Features

Colour is found to be the most expressive visual feature employed in CBIR
systems. The MPEG-7 core experiments (XM) include a number of rigorously
evaluated colour descriptors, such as the colour layout (CLD) and the scalable
colour (SCD) [6]. The CLD captures the spatial distribution of colour in an
image and is defined as representative colours in YCrCb space on an 8 × 8 grid
followed by DCT. The SCD on the other hand is a colour histogram feature
quantised in 256 bins in the HSV colour space. XM has also defined a number
of texture and shape descriptors.

To achieve an organised interface for browsing the image results, a feature
space of relatively low embedding dimensionality would be desirable. Following
the study made in [7] on chromaticity histograms, the embedding dimension
of CLD is found to be rather low in our experiments. The residual variance of
dimensions becomes lower than 0.04 since since the third dimension for Isomap
[8], or since the fourth dimension in principal component analysis (PCA). The
test image set of more than 1000 images in [9] is used to get these results. Based
on this analysis, and regarding the computational efficiency, CLD is chosen as
the main feature for image content organisation.

2.3 Automatic Content Organisation

To organise the almost random search results returned by image search engines, a
straightforward approach is to carry out clustering analysis on the visual features
of the returned images and self-organise them into some feature maps that are
easy to browse. As the results vary greatly from query to query, and a large
amount of image data are to be processed, the overall computational process
needs to be fast and effective.

There are a number of different methods to organise and visualise high-
dimensional data, for example dimension reduction using PCA or Isomap. A
method often used in current image retrieval research is the self-organising map
(SOM) [10], which conducts data clustering and multi-dimension scaling at the
same time. Recent research efforts using the SOM include a CBIR system utilis-
ing a hierarchical SOM implementation [11], and the visualisation and compar-
ison of image collections [12]. We adopt the SOM as the clustering algorithm to
organise the image set based on two reasons: First, SOMs map high-dimensional
data to a two- or three-dimensional space, which makes visualisation and human
interpretation of this data easier; and second, SOMs are topology preserving,
which means that similar inputs are mapped to the same node or nodes in the
neighbourhood, a very good property for a browsing interface.

As mentioned before, the CLD feature space has a low embedding dimension,
so a dimension reduction process will help to reduce the input dimension and
thence the training time of the SOMs, which is verified in our experiments. We
use PCA for dimension reduction since it works much faster than Isomap.
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2.4 Other Functionalities

Because of the use of CBIR techniques, more functionality can be introduced into
the system to improve the search quality. If the organised image map does not
reveal an appropriate result, another search option is made available: “query-by-
example”. In this mode, the user selects an image from the sorted result set and
is then presented with a subset with the best matched images. Another MPEG-7
descriptor SCD is also employed to improve the query quality. The Euclidean
distance is used on the Haar transform coefficients of the SCD.

More visual features can be used, for instance the homogeneous texture de-
scriptor, but this may slow down the query process.

3 The POISE System

The POISE system is implemented in Java and can run as an applet, hence
accessible from any Java-enabled web browser. The Google image search is used
as the search engine for testing purposes. From the user interface one can specify
keywords and number of images of the search results to fetch from the search
engine. For each result set retrieved from the search engine, a two-dimensional
feature map is created using the CLD features from each image. The size of the
map is chosen to be 10% of that of the result set, small enough to allow easy
navigation and search. For the current size of result sets (up to 2000 images),
flat rather than hiearchical SOMs are used for computational simplicity. For each
node, the closest five images are mapped to by sorting the Euclidean distance of
the feature vectors. The results are then presented in the search window, with
the best match for each node displayed magnified and the other four images
displayed as smaller thumbnails around it. By clicking on the thumbnails, they
will be magnified. This allows easier finding of similar images, one of the major
design goals of our application. An organised picture set is shown in Figure 2. The
ordered display of 120 images in our system is an advance from the unordered
display of 20 images on one Google image search result page.

The system works particularly well for specific searches, for example a search
for a movie poster. Figure 2 shows the SOM-generated image grouping for the
query “Finding Nemo”. While the search engine returns an unordered set with
images of sushi, people and other movies all mixed together, our system groups
similar images together and therefore allows a faster search for a relevant group.
If more similar images are needed, for example a movie poster in different res-
olutions, the query-by-example can be used. In Figure 3, the result for a query
for the movie poster showing the shark can be seen.

A very important issue for any web search engine is the retrieval speed. With
the low computational cost for the feature generation, our system performs par-
ticularly well. The times spent for the query “Finding Nemo” with different
result set sizes are shown in Figure 4. It can be seen that most time is used
to retrieve the images from the search engine (an average of 19.67 s), while the
actual feature generation, clustering and frame reorganisation are less expen-
sive. The SOM clustering was further sped up by reducing the feature vector to



POISE – Achieving Content-Based Picture Organisation 5

Fig. 2. Result set organised by SOM using CLD features

the first two principal components. This step enhances the speed of the SOM
clustering by up to 24%, which will become more important if the result sets
grow. The retrieval and feature generation parts of our system can be easily
parallelised, which would lead to a further speed-up of the process.

All results have been obtained running POISE on a 3.2GHz Pentium 4 with
1GB RAM. Since the measured retrieval times depend heavily on the fluctuation
of network traffic and the current load of the search engine servers, validity of
measured times was achieved by using the average of 100 queries.

4 Conclusions

The POISE system we developed has shown that automatic content organisa-
tion can improve the efficiency and usefulness of web image searches. Especially
searches with big result sets of hundreds or thousands of images will benefit
from the clear presentation organised in visual similarity. The query-by-example
capability can lead to an even more refined result set, enabling the user to effec-
tively browse through similar images to find the target. Also, the retrieval and
processing works very fast, which is important for a successful web search engine.
As revealed in Figure 4, a bottleneck emerges when larger result sets are used,
since hauling many images from the search engine is very time-consuming using
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Fig. 3. Query-by-example result set

Fig. 4. Average time for the computing steps: IR - image retrieval, FE - feature extrac-
tion, SOM - mapping, SOM-PCA - mapping with 2-D PCA, CO - content organisation

a single computer. This limit can be overcome by parallelising the retrieval and
image processing tasks and dispatching them to a dedicated computer cluster.

There are many open issues for future work. The automatic content organ-
isation could be improved by combining different MPEG-7 features, for exam-
ple colour layout, dominant colour, edge histogram and texture browsing. The
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global approach used in the current system is limiting the accuracy, a problem
that could be overcome by segmenting the images and including texture and
shape descriptors so as to support region-based image retrieval.

Also, the SOM matching could be improved by using multiple SOMs and
choosing the best fitting by a relevance feedback system such as the one used
in the MetaSEEK system [13]. Hierarchical clustering such as a tree-structured
SOM might enable easier navigation, but both approaches are also computa-
tionally more expensive than the single SOM used in our system, which can
accommodate about 10002̃000 images in a result set. In general, a “flat” visu-
alisation like the one used in our system can only display a limited number of
results, for larger sets of several of thousands of images other approaches such
as hierarchical structures could be employed.

To improve the system, we are experimenting with more feature descriptors
and implementing a cluster-based system with parallelised processes of image
acquisition, feature extraction and hierarchical clustering.
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Abstract. We present a clustering approach for video summarization and brows-
ing based on the Growing Cell Structures (GCS) neural algorithms and MPEG-7
video descriptors. Each I frame is represented as a feature vector of MPEG-7 de-
scriptors. These vectors are clustered using GCS to select one or more keyframes
for each shot. The extracted keyframes are then grouped together by TreeGCS
to form a hierarchical view of the video for efficient browsing. We evaluate the
effectiveness of different combinations of MPEG-7 descriptors and also compare
them with the performance of color histograms.

Introduction

Digital video is becoming widely available and used in education, entertainment and
commerce. It is a sequential and information-rich medium, with long temporal contex-
tual relationships between shots and scenes. Consequently, there is a great interest in
designing and building systems that organize and search video data based on its con-
tent or other important video features. In addition to search capabilities, such systems
should be able to derive intuitive and compact data representations so that users can
easily and quickly browse through the whole database or through the results of a query.
There has been a growing interest in developing content-based techniques for video or-
ganization that provide fast and meaningful non-linear access to the relevant material.
Most of these systems first segment the video into shots, then select key frames to repre-
sent the content of each shot, and finally organise the shots into a hierarchical structure
to allow faster browsing and retrieval. In this paper we present an approach for key
frame selection and video browsing based on the MPEG-7 descriptors and the Growing
Cell Structures (GCS) neural algorithm. After temporal video segmentation into shots,
our system clusters the frames based on their MPEG-7 descriptors using the GCS algo-
rithm. A hierarchical clustering algorithm (TreeGCS) is then used to cluster the shots
and provide a high-level hierarchical video representation. This work extends the ap-
proach presented in [11], where simple feature vectors based on color histograms were
used as frames descriptors. We also evaluate the effectiveness of different combinations
of MPEG-7 descriptors for our application.

The motivation behind our system is as follows:
• MPEG-7 based features may provide a rich and accurate description of the frames,
• GCS may be able to accurately find clusters of similar frames within each shot in

unsupervised fashion, and, similarly,

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 8–15, 2005.
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• using the extracted keyframes, TreeGCS may be able to provide a good high-level
video hierarchical representation thanks to its self-organization and ability to form a
flexible hierarchy depending on the video content.

1 Previous Work

As already mentioned, video summarization is an important technique for efficient
video browsing and management. A number of techniques have been proposed and
developed to automatically create video summaries. In this section, some of the most
common are briefly reviewed.

In [2], the video skimming generation problem is formulated as a two-stage opti-
mization problem. Some approaches use MPEG-7 descriptions of the multimedia con-
tent in order to develop integrated search mechanisms that assist users in identifying
additional material that is specifically of interest to them. For example, MPEG-7 mo-
tion activity descriptor are used in [3] to establish video summarization and indexing
techniques. Mosaic images, due to the fact that they summarize the static scene content
of entire clips, can facilitate browsing and retrieval on the basis of scene appearance,
while object tracks can facilitate access on the basis of activity; in [4] a scheme is devel-
oped for summarizing video content using mosaics and moving object trajectories, and
an approach exploiting the scheme for content-based retrieval and scene visualization is
proposed. The problem of analyzing and managing complex dynamic scenes captured
in a video sequence is addressed in [5], where the approach followed to summarize
video datasets is based on the analysis of the trajectories of objects within them. In or-
der to highlight the importance of visual material for exploiting foreign broadcast news
and illustrating the utility of video browsing and summarization interfaces for compar-
ing and contrasting viewpoints across cultural and language boundaries, in [6] systems
and tools are developed to automatically detect, extract, and report high interest peo-
ple, patterns, and trends in visual content from foreign news. A genetic algorithm for
video segmentation and summarization was proposed in [7]; it partitions the video into a
pre-specified number of segments and generates the boundary images that can be used
for indexing and summarization. This approach is particularly useful for applications
requiring incremental segmentation (e.g. streaming video over web) and adaptation to
user access patterns.

2 Tools Used

In this section, a brief review of the tools we used (GCS and MPEG-7 descriptors) is
provided.
• GCS and TreeGCS The GCS model [1] is an incremental self-organising clustering

algorithm, an extension of SOM [13]. It is very useful tool for data visualization
as it generates a mapping from a high dimensional input data to a lower (typically
two-dimensional) space. An important property of this mapping is that it is topology
preserving, i.e. similar input vectors are mapped on the same node or neighboring
nodes. An advantage over SOM and most of the classical clustering algorithms (e.g.
k-means) is that GCS does not require the number of clusters to be pre-specified in
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advance but finds them automatically through a process of controlled growing and
removal of nodes. Unlike SOM, where the clusters remain connected, GCS is able to
form discrete clusters.
TreeGCS [14] is a hierarchical clustering algorithm that is based on GCS. It maps
high dimensional input vectors onto a multi-depth two dimensional hierarchy that
preserves the topological ordering of the input space. The tree is generated dynami-
cally and adapts to the underlying GCS structure.

• MPEG-7 descriptors The MPEG-7 standard specifies a rich set of description struc-
tures for audio-visual (AV) content, which can be instantiated by any application to
describe various features and information related to the AV content. The set of de-
scription structures that MPEG-7 standardises is very broad, and includes both gen-
eral visual descriptors and domain specific ones; each application is responsible for
selecting an appropriate subset to instantiate, according to the application function-
ality requirements.
In our system, we used a subset of general visual descriptors [8], which are briefly
reviewed below.
• Color descriptors Color is one of the most widely used image and video retrieval

features. The MPEG-7 standard includes five color descriptors which represent
different aspects of the color and includes color distribution, spatial layout, and
spatial structure of the color. The histogram descriptors capture the global distri-
bution of colors. The dominant color descriptor represents the dominant colors
used. The color layout descriptor captures the spatial distribution or layout of the
colors in a compact representation. In our experiments we used Dominant Color,
Scalable Color, Color layout, and Color structure.

• Texture descriptors The image texture is one of the most important image char-
acteristic in both human and computer image analysis and object recognition [8].
Visual texture is a property of a region in an image. There are two texture descrip-
tors in MPEG-7: a homogeneous texture descriptor, and edge histogram descriptor.
We used the Edge histogram descriptor.

• Shape descriptors MPEG-7 supports region and contour shape descriptors. Ob-
ject shape features are very powerful when used in similarity retrieval. We used
Region Shape and Contour Shape.

3 The Proposed Architecture

As already mentioned, our approach for keyframes selection and video summarization
is based on the MPEG-7 descriptors and the GCS neural algorithm. In the present ver-
sion, the system is applied to MPEG-2 coded sequences, which are decoded in order to
use the MPEG-7 eXperimentation Model (XM) [10].

A block diagram of the proposed system is shown in Fig. 1. After shot boundary
detection, MPEG-7 descriptors are computed for all the I frames of the sequence, and
the features obtained by the different descriptors for each frame are concatenated in a
corresponding vector. GCS is then used to cluster the frames in each shot based on their
feature vectors. Depending on the content of the shot, GCS forms different number of
discrete clusters. For each of them, the frame closest to the centroid is selected as a
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sequence frames
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shot eXperimentation

Model (XM)
GCS

vectors
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keyframes
Tree-GCS

tree
hierarchical

Fig. 1. Block diagram of the proposed system

(a) (b)

Fig. 2. (a)“True” keyframes for the acqua sequence (s0 and s5 have two keyframes); (b) a possi-
ble desired hierarchical description for the acqua sequence

keyframe. Because GCS preserves the topology, similar frames are mapped to neigh-
boring neurons.

The selected keyframes are further clustered using TreeGCS to create a hierarchical
view of the video sequence allowing the user to browse at different levels of content.
The depth of the hierarchy and number of nodes in each level depend on the video con-
tent. Each node corresponds to a cluster of similar shots, and can be represented by one
single keyframe chosen as described above. The bottom level nodes are associated with
shots, that are mapped on a 2-dimensional GCS grid allowing efficient visualization and
browsing.

4 Experimental Results

In this section we present some preliminary results which have been obtained applying
our system to the acqua sequence [12]. It consists of 1281 frames taken in an aquarium
and is organized in 7 shots.

The first two shots s0 and s1 are underwater scenes showing dolphins and are rel-
atively similar to each other. The following three shots s2, s3 and s4 are taken outside
and show a pool with dolphins jumping out of the water. The two final shots s5 and s6
are again underwater scenes; while s5 is rather similar to s0 and s1, s6 is different and
shows sharks, ray fish and other fish. A good set of keyframes could be the one shown
in Fig. 2a that was extracted manually by a human observer. A reasonable hierarchi-
cal description of this sequence could be the one shown in Fig. 2b. At the top level, a
distinction should be made between underwater shots and the outdoor scenes. It would
be nice to have shots s0, s1, and perhaps s5, grouped together, with shot s6 apart. The
outdoor scenes are rather similar, with perhaps shot s4 slightly different from the other
two as there is also a seal in the middle of the frame.

Before presenting the experimental results, it has to be noted that a quantitative
performance evalutation, even if highly desirable, is very difficult. For example, the
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Table 1. Experimental results using several MPEG-7 descriptors separately

descriptor keyframes tree descriptor keyframes tree
extraction generation extraction generation

Dominant Color fair good Edge Histogram good fair
Scalable Color fair good Contour Shape poor poor
Color Layout fair fair/good Region Shape fair poor
Color Structure good fair

Fig. 3. Extracted keyframes and generated tree using Color Layout (in s3, s4, s5, and s6 two
keyframes have been found)

“true” number of the keyframes for each shot and their exact position is subjective;
indeed, in sequences with limited motion (as in our example) a temporal displacement
of a few tens of frames may be widely acceptable. To evaluate the performance of
the keyframe selection we compare with the ground truth sequence from Fig. 2a. The
proposed ground truth tree in Fig. 2b is also subjective. We use it as a benchmark and
report the quality of the generated tree as poor, fair, and good. A better approach would
be to use metrics for tree comparison. However, the choice of these metrics is not trivial
(see e.g. [9]) and has not been done at this preliminary level. Finally, the results may be
slightly different at the different runs of our program. This is because GCS is sensitive to
the order of input vectors and in our current implementation we apply the input vectors
(corresponding to the frames) in random order. We report typical results. It should be
noted that for the aqua video sequence the results are relatively stable across the various
runs.

We first performed some tests using the MPEG-7 descriptors separately, in order to
obtain a preliminary indication of their suitability for our classification task. The results
are shown in Table 1. As it may be seen the color and edge descriptors were the best
performing features while the shape descriptors were the worse. As an example, the
keyframes and the tree obtained with Color Layout are shown in Fig. 3.

We also tested several combinations of descriptors: the five “best” (according to Ta-
ble 1), all four color, and all seven descriptors, see Table 2. The results were compared
with three other approaches: VideoGCS, HistInt and Signatures. VideoGCS [11] is our
previous system where we used GCS and TreeGCS in a similar manner but the fea-
ture vectors were color histograms (64-bin normalized histograms in the YCbCr color
space) computed for the dc-images of the I frames. HistInt [15] is a clustering based
approach for keyframe selection that processes uncompressed video. The frames within
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Table 2. Experimental results using selected combinations of MPEG-7 descriptors and compari-
son with three other approaches

descriptors keyframes tree
generated correct missed redundant generation

all except Contour Shape and Region Shape 9.0 7.4 2.2 1.6 fair
all color descriptors 9.2 7.8 2.1 1.4 fair/good
all descriptors 9.4 8.1 1.7 1.4 fair/good
VideoGCS 8.6 8.0 0.9 0.6 poor
HistInt 4.0 4.0 5.0 0.0 n.a.
signatures 36.0 9.0 0.0 27.0 n.a.

Fig. 4. Extracted keyframes using all the descriptors (in s3, two keyframes have been found). The
generated tree is not reported here, as it coincides with the “desired” one, shown in Fig. 2b

each shot are first clustered using a k-means like algorithm. Two keyframes are ex-
tracted for clusters with high intercluster variance (the closest and the farthest to the
centroid); frames with large deviations from the average shot luminance are selected as
keyframes as well. Signatures [16] is also a color histogram-based approach processing
uncompressed video. It defines a new feature based on color histograms and then ap-
plies an agglomerative hierarchical clustering that merges clusters depending on cluster
variance and temporal distance. The results for HistInt and Signatures are taken from
[16]. We report the number of generated, correctly generated (correct), missed, and
redundant keyframes. Fig. 4 and 5 show some sets of keyframes and generated trees
using all descriptors and all color descriptors. The three combinations of the MPEG-
7 descriptors perform almost equally well and outperform HistInt and Signatures in
the keyframe selection. HistInt tends to generate too many keyframes while Signatures
generates a very compact summarization but there are many misses and redundancies.
VideoGCS was found to be the best approach for keyframe selection, i.e. the use of the
MPEG-7 descriptors did not improve performance in comparison to color histograms.
The best hierarchical representation, however, was achieved using MPEG-7 descriptors
- the use of all three combinations of MPEG-7 descriptors resulted in better trees than
the ones generated using color histograms.

5 Conclusions

We presented an approach for key frame selection and video browsing based on the
MPEG-7 descriptors and the Growing Cell Structures (GCS) neural algorithm. Accord-
ing to the first preliminary tests, it seems to be able to generate a hierarchical structure
which closely resembles the semantic content of the video, probably thanks to the rich-
ness and effectiveness of the MPEG-7 descriptors, and the adaptability and self-learning
capability of the GCS.
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Fig. 5. Extracted keyframes (in s4, s5 and s6, two keyframes have been found) and generated
tree using the 4 color descriptors

However, a lot of work is still to be done. First of all, much more extended tests
have still to be performed, with reference both to the number and type of sequences,
and to other systems, in order to be able to compare the performances. Moreover, a less
subjective method should be found both to define the “ground truth”, and to evaluate the
quality of the results. Indeed, a metrics for quantifying the distance between desired and
actual keyframes, and between desired and actual tree, would be useful to objectively
evalute the performances of the system for what concerns both keyframes extraction
and tree generation.
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Algorithm RelFeedback(initial_query) 

Repeat until all rankings are positive. 
Show the 10 best matches to the current query to the user. 
Let the user rank how relevant each result is. 
According to the ranking, accumulatively build the training set; 
positive result  class 1, negative result  class 2. 
Learn a single envelope that represents the given training data. 
Generate a new query, by averaging (with DTW) the positive results 
with the current query according to their weights. 
end; 
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Abstract. After the doubtful success of content-based e-learning sys-
tems, simulations are gaining momentum within the e-learning com-
munity. Along this line we are working on JV2M, a simulation-based
learning environment to teach the Java Virtual Machine (JVM) and the
compilation of object-oriented languages. This paper describes both the
metaphorical simulation of the JVM and the knowledge our system pos-
sesses and details an execution example that reflects how all the infor-
mation is used on it.

1 Introduction

Learning-by-doing is an experience-based style of learning where the student is
aware what she needs to learn during the resolution of a problem. This way of
learning is inherited from the days of the apprentices of manual works as car-
penter or plumber. Computer virtual environments allows us to build simulators
of machines and situations where a student acts as she would do in the real
world, developing proficiency in a controlled and safe environment. For example
[8] presents a simulation scenario to instruct tactical action officers, and in [7]
the student boards into a virtual ship to learn how a high-pressure air compres-
sor works. It can be also possible to create virtual environments that have not
counterpart in the real world. For example, [3] presents a metaphorical computer
where the user has to fetch instructions from the main memory to the CPU and
execute them.

Similar to this idea, we propose the use of the learning-by-doing approach to
teach the compilation of object-oriented languages, in particular teaching Java
compilation. The resulting system includes a metaphorical simulation of the Java
Virtual Machine (JVM) [6], where the student explores compilation scenarios.
Using ideas of pedagogical agents (to mention just a few see [3] [4] [5] and [7]) our
learning environment is complemented with a pedagogical agent, a human-like
figure that assists the user in the learning process. Interaction is similar to a 3D-
graphical adventure game that tries to guarantee student motivation while she
is solving the exercises in the virtual environment. The system is called JV2M,
� Supported by the Spanish Committee of Science & Technology (TIC2002-01961)
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Fig. 1. Learning-by-doing cycle

meaning twice virtual because of the representation of the Java Virtual Machine
in a virtual environment.

The rest of the paper runs as follows: next section describes our vision of
the learning-by-doing approach of teaching. Section 3 describes the JV2M main
features. Section 4 introduces the system knowledge and how the application
and the pedagogical agent use it on each execution, while Section 5 explains one
example of exercise execution. Finally, in Section 6 conclusions and future work
are presented.

2 Learning by Doing Cycle

We claim that trying to learn skills, abilities or creativity in a comfortable passive
position is absolutely useless and ineffective. The learning-by-doing approach
attacks this problem by giving students exercises that are considered a valuable
learning experience. Each problem is selected for a purpose, putting into practise
some concepts of the taught domain. In order to be effective, problems selection
must be adequate, following a pedagogical direction. A balance is needed between
the exercise difficulty and the student knowledge in order to neither overestimate
nor bore her.

Our utilisation of the learning-by-doing model unfolds in a cycle, shown in
Figure 1. It consists of five steps:

1. Selection of concepts to practise: concepts of the taught domain are chosen.
As said before, if we want a successful learning, this selection cannot be
arbitrary but depending on the current student knowledge. This selection
opens the door for pedagogical decisions.

2. Exercise selection: using the previous selected concepts, the student is pro-
vided with an exercise to put them into practise.

3. Exercise resolution: the pupil solves (or tries to solve) the problem she faces.
4. Solution verification: the student answer is tested (compared with the system

solution) in order to evaluate its correctness.
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5. Feedback: using the conclusions reached in the previous step, advices are
provided to the student. The tutor can give explanations about the mistakes
made or even supply theoretical knowledge when needed.

This cycle is valid for both traditional teaching system, driven by human tu-
tors, and for computer stand-alone application where the teacher is an interactive
program, such as the Intelligent Tutoring Systems (ITS) [8].

When the student solves the exercise using a computer, the three last stages
usually blend. As the system often provides contextualised help, it needs to test
continuously the partial solution (stage 4) and to provide feedback before the
student entirely finishes her answer (stage 5).

3 JV2M: General Description

JV2M is a system to teach the compilation process of high-level programming
languages, or how source code is translated into object code. The skills we want
to teach are, for example, code generation of the expressions and control struc-
tures. But to become proficient in these tasks, the student needs to know the
object language that the compilation process has to generate. In our system,
this is the language interpreted by the Java Virtual Machine [6] (JVM), that
should be thought as the assembly language of this machine and it is known as
Java byte-codes. Instead of forcing the user to know that language in advance,
our system teaches it, becoming an educational program focused in two differ-
ent aspects: high-level concepts related to the compilation process and low-level
concepts related to the JVM structure and instructions.

JV2M does not aspire to provide a theoretical and formal description of the
compilers field. It tries to produce an intuitive learning of the process, based
on exercises and conforming to the learning-by-doing approach described in the
previous section. Exercises consist on the source code of a Java program that
must be compiled. The way the next exercise is selected (first and second phases
in the learning-by-doing cycle) is out of the scope of this paper.

Let’s assume the next exercise has been chosen. A typical web-based learning
application would ask the user to introduce, in some way, the translated object
code. We are using a different approach: the student executes the compiled code
instead of just writing it down. This compiled code is executed in a 3D virtual
environment that symbolises a metaphorical JVM. The system implements a
minimal Java Virtual Machine, only with its structures, to allow the virtual en-
vironment to present its state at every moment. Different objects and characters
appear, each of them representing a specific structure of the real JVM. The user
is symbolised by an avatar that inhabits in the virtual world (see Figure 6).

The student has an inventory where objects are kept. These objects represent,
for example, operands, constants, references to classes, and other intermediate
elements needed to execute the JVM instructions in the metaphorical world.

The learning environment is enhanced with a pedagogical agent called Javy
(Java taught Virtually) who supports the feedback phase. This avatar can pro-
vide the user with contextualised help about the exercise being solved. When
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the user asks for help, the agent provides different information depending on the
current exercise and state of the resolution process. Additionally, Javy is able
to finish by his own the problem, when the user requests it.

When the user wants to ask something to Javy, she starts a conversation in a
similar way to the used in some interactive entertainment software as Grim Fan-
dango from LucasArts. Concretely, the user approaches to Javy, and the agent
provides a set of valid sentences to be said. The user chooses one of them, and
Javy answers it, providing a second set of related questions and starting a new
conversation cycle. The next section will focus in the way this is accomplished.

4 System Knowledge

In order to be effective, every learning system needs to know whether the user has
performed the task correctly or not once the resolution phase is finished. When
the system possesses a pedagogical agent, it will need to monitor the solving
state throughout all the resolution process (not just at the end) in order to be
able to help the student when she gets stuck or asks for advice. In other words,
the resolution (third phase in Figure 1) runs simultaneously to the solution
verification and feedback stages (forth and fifth phases).

As said before, our system expects to teach the Java compilation process. It
possesses a set of exercises that become the first source of knowledge. Exercises
are indexed in order to be selected in the two first phases of the learning-by-doing
cycle depending on the current student. Internally, each exercise is composed of
pieces of Java code and their compiled versions. Exercises are designed by human
tutors who enrich them with annotations about the way the translation process
has taken place in them. Exercises support the teaching of the previously called
“high-level” concepts, in other words, the compilation process.

Students must execute the JVM instructions of the compiled code. In order
to know if they are acting correctly, the system has information about how JVM
instructions are performed, enhanced with suitable explanations. This knowledge
is also built by human tutors. It will be available at any moment, and it is shared
by all the exercises. This knowledge sustains the “low-level” domain, the JVM
execution model.

The joint point between both levels is the third source of knowledge, the
conceptual hierarchy that stores the domain concepts students have to learn. It
contains general explanations of all the concepts (not fit to a specific problem
or JVM instruction). The next subsections will describe these knowledge parts,
starting with the latter, the conceptual hierarchy.

4.1 Conceptual Hierarchy

The conceptual hierarchy is a net of related concepts. Each concept, has a name,
a textual description that details it, and some connections with other related
concepts.

The textual description is used by Javy to explain the concept when the
user asks for help. After one of such utterances (where Javy just “reads” the
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You should do a push. Put the value in
the inventory into the operand stack.

p u s h t h e v a l u e
push

inventoryoperandStack

bipush This instruction is used to put a
constant into the operand stack. [...]

bipush instruction

This is the place where objects can be
stored. It is similar to a pocket. [...]

inventory

The operand stack is a stack used to
store temporal results of the [...]

operand stack

What is the operand stack? What is the inventory?

How can I put the value?

...

.........

......

Concepts related to JVM instructions

Concepts related to JVM
“microinstructions”

Concepts related to JVM structures
Concepts related to the
metaphorical environment

Fig. 2. Detailed conceptual hierarchy fragment

description), the agent must offer a set of questions the user can ask, related
to the last explanation. We get the connected concepts using the links in the
conceptual hierarchy. In order for Javy to propose a question for each new
related concepts, those links are enriched with a sentence used to guide the
conversation. In that way, the next questions the user can ask are obtained
directly from the links of that concept in the conceptual hierarchy.

Figure 2 exemplifies this idea. For instance, when Javy is asked about the
push concept, he provides the attached explanation: “You should do a push. Put
the value in the inventory into the operand stack”. Then, he iterates through
the child nodes and recover two possible questions to provide the user: “What
is the operand stack?” and “What is the inventory?”. The conversation cycle is
repeated depending on the student selection.

4.2 Execution Graphs

The system has to store in some way how each JVM instruction is executed.
We have analysed all the instructions in order to identify the different steps
(microinstructions) needed to perform all of them. We consider a microinstruc-
tions as an atomic manipulation of a JVM structure. The previously described
conceptual hierarchy possesses a concept for each microinstruction, containing
a general description about its meaning.

The system also stores an execution graph for each instruction. Graph nodes
represent execution states for each instruction, and edges let advance the execu-
tion performing a microinstruction. Edges also store an explanation that ex-
poses why the attached microinstruction is valid. Therefore, conceptual hier-
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put into the operand stack the operand
of the instruction

pushFrame

No, no. He is Framauro, who will help
you in another task.

bipush execution graph

push

Fig. 3. Simple execution graph with an invalid path

archy maintains a general description of every microinstruction, and execution
graphs contextualise them in the instructions where they are used.

Figure 3 shows the execution graph of a quite simple JVM instruction
(bipush). Just the push microinstruction must be performed. As the figure
shows, the edge that triggers its execution has been enriched with the expla-
nation: “put into the operand stack the operand of the instruction”. If the user
makes a mistake doing a different step, Javy uses this text and mixes it with
a template to assemble his advice: “If I were you, I would try to put into the
operand stack the operand of the instruction”.

If the student insists on going wrong, Javy uses the name of the concept for
the valid microinstruction in the conceptual hierarchy (in this case “push the
value”, as Figure 2 shows) and another template. The agent would say: “If you
want to put into the operand stack the operand of the instruction, you should try
to push the value”).

The execution graphs can explicitly keep invalid paths, with specialised ex-
planations about common mistakes, so Javy can provide specific advices. Figure
3 shows that pushFrame microinstruction is invalid, and, if performed, the agent
would say “No, no. He is Framauro, who will help you in another task”.

4.3 Exercises

As said previously, exercises are composed of Java source code and its compiled
version. They are developed by human tutors, assisted by an authoring tool.
Source and object code is arranged in a tree of blocks, usually quite similar to
the compiler syntactic tree. Tutors are supposed to attach an explanation to
each block, referring to why it has been compiled in that way.

The tree of code blocks is also enriched with sentences in the edges that join
the nodes. Javy will use them to guide the conversation. Figure 4 shows an
exercise fragment, where each block in the tree has been labeled with a number
for clarity. When executing the first JVM instruction (bipush 5) the user is
allowed to ask the agent why the first operand in the “5*3” expression has been
translated into it. Javy will answer “In order to calculate 5*3, you must stack
the first operand, in other words, the number 5”. As the link between the block
1 and its parent is labeled with “Why?”, following the previous explanation the
user would be able to ask the reason of the action to go up in the tree.
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In order to calculate 5*3, you must
stack the first operand, in other words,
the number 5.

1

public static void main(String[] args) {
int c;

c = 5 * 3 ;

}
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7
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8

6

4
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bipush 5

bipush 3

imul

istore

return

Why?

3The first step to perform an
arithmetical operation (in this case a
multiplication), is always push [...]

The first operand (5) has just been
pushed. Now the second must be
stacked, the number 3.

2

To stack?

...

Fig. 4. Detailed exercise fragment

4.4 Putting All the Pieces Together

The three previous pieces of knowledge are not isolated, but interrelated by
additional links, becoming a big source of information used by Javy to talk
to the user. For example, code blocks in the exercises are usually linked with
nodes in the conceptual hierarchy. Usually small blocks referring to one JVM
instruction will be related with the concept of that instruction, and bigger blocks
will be connected with higher concepts concerning to compilation issues.

All these additional links are also marked with questions that are provided
to the user when the current conversation state is located in the node which is
the source of the edge. Figure 5 sketchs this general structure.

5 Detailed Example

In order to settle the previous section, a short example will be now detailed1.
The user is faced with the execution of the exercise presented in Figure 4. Using
the keyboard, the student can consult the Java source code. At the very begin-
ning, the first JVM instruction (bipush 5) must be executed. This instruction
is related to the number 5 of the source code, that is shown highlighted. Figure
6 shows this situation.

The current instruction, “bipush 5”, has a parameter that has been au-
tomatically put into the user inventory as a virtual object. Let’s assume the
student selects it and tries to give it to Framauro, an auxiliar character used
1 Available in http://gaia.sip.ucm.es/grupo/projects/javy/screenshots.html
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push

inventoryoperandStack

bipush
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3
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21
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Conceptual hierarchy

What is the operand stack?

What does the current instruction do?

Exercises Execution graphs

Tow
ard

s the arith
metical expression concept

Fig. 5. General vision of the Javy knowledge

to manipulate the JVM structure known as frame stack. Concretely, this action
in the virtual environment corresponds to the pushFrame microinstruction. Us-
ing the current execution graph (shown in Figure 3), Javy categorises this step
as invalid, and provides the explanation adapted to this specific error from the
graph: “No, no. He is Framauro, who will help you in another task”.

Eventually, the user feels lost and asks Javy. The agent must provide some
questions the user can ask. In the first conversation step, he always provides the
same alternatives:

– What am I supposed to do?
– Why do I have to do this instruction?
– Don’t worry. I will manage.

The last sentence is available at any point of the conversation. If the user
selects it, the dialogue will finish. The other two sentences are more interesting.
Although they are the same at the beginning of all the conversations, they link
with different pieces of information depending on the context.

The first sentence is related to the next microinstruction to be executed,
established by the execution graph. When selected, Javy uses the attached de-
scription and the template described in Section 4.2 to advise the user: “In order
to put into the operand stack the operand of the instruction you should try to
push the value”.

After that explanation, the agent provides a different valid question, assem-
bled using a template and the name of the microinstruction in the conceptual
hierarchy: “push the value? Could you tell me more?”. This sentence links with
the concept in the hierarchy referring to the current microinstruction.
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Fig. 6. System screenshoot

When the student chooses it, Javy consults his knowledge to provide the
attached explanation (that, as shown in Figure 2, is: “You should do a push.
Put the value in the inventory into the operand stack”). In that moment, the
user will be able to go deeper into the conceptual hierarchy as described in
Section 4.1.

The previous description should make clear that the first question available
to the the user at the very beginning of the conversation will let her get in-
formation about the concepts referring to the JVM instructions and structures.
The specific information provided will depend on the current instruction and
microinstruction.

On the other hand, the second sentence (“Why do I have to do this instruc-
tion?”) always links to the exercise information, specifically with the deeper
block containing the current JVM instruction. Let’s assume the user has cor-
rectly executed the first JVM instruction and she is now facing the second one,
bipush 3. If the user insists on making mistakes, Javy will provided tips built
as described in Section 4.2.

When Javy is asked, he provides the same three possible questions. Now, we
will focus on the second one. As just said, it links with the deeper code block in
the exercise information, in this case the chunk labeled with number 2 in Figure
4. When selected, Javy provides the attached explanation: “The first operand
(5) has just been pushed. Now the second must be stacked, the number 3.”.

Now the user will have two questions available. The first one links with the
parent code block shown in Figure 4 (labeled with number 3). This connection
will let the user to browse the code block tree, getting information about the
compilation process, in other words, the high-level concepts taught by the system.

The second available question links with the conceptual hierarchy using the
connection shown in Figure 5. The provided sentence is “What does the current
instruction do?”, that ends in the bipush concept.
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6 Conclusions and Future Work

In this paper we have presented JV2M and Javy, a pedagogical agent that
inhabits in a learning environment for teaching Java compilation and the Java
Virtual Machine internals. The text describes in some detail the knowledge stored
by the system and its use has been explain by means of an example.

However, the success of the application relies on the availability of a huge
exercise base, in order to recover the more suitable exercise to be presented to
the student. Our current research focus on using Case-Based Reasoning [1] and
its adaptation phase to reduce the amount of scenarios the human tutor has to
create and insert into the system.

Finally, though explanations provided by Javy are contextualized enough,
its generation is quite hard-coded. We are considering to use the current system
as a test bed for using Conversational Case-Based Reasoning [2] in order to guide
the conversation with Javy.
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Abstract. This study proposes an idiotype network model system
adopted an “asymmetric” idiotype - anti-idiotypic interaction, and shows
realizing immune tolerance as well as immune memory on a transient dy-
namics. To date, the immune tolerance was a problematic phenomenon
for traditional idiotype network models adopted “symmetric” idiotypic
interaction because they failed to reproduce it. This paper reports the
proposed model succeeds in the display of the immune tolerance by con-
sidering an asymmetric anti-idiotypic interaction. Actually, a computa-
tional experiment clarifies that its establishment associates with high
anti-idiotypic idiotype’s population level of when antigens are re-dosed.
This result indicates what the anti-idiotypic idiotype functions effec-
tively plays a decisive role for the establishment of the immune tolerance.
Lastly, this study closes at the suggestion that the asymmetric modeling
is more immunologically relevant than the symmetric one which most
theoreticians supported so far.

1 Introduction

For researchers studying mechanisms of immune networks, whether a style of
an activation-suppression interaction between lymphocytes is “symmetric” or
“asymmetric”, is a controversial problem. N.K.Jerne who proposed a ground-
breaking immune network theory called idiotype network theory accepted the
idea of the asymmetric interaction[1], and he made some binding sites on a
lymphocyte receptor discriminated between “being recognized sites” and “rec-
ognizing sites” . However, G.A.Hoffman raised a penetrating question about
this asymmetrical idea from the requisition that three major dynamical fixed
points representing for a virgin, an immune and a tolerant state must be stable:
“Hoffmann’s stability criteria”. He proved these fixed points except the virgin
state’s fixed point become unstable in so-called a “prey-predator” type of the
asymmetric idiotype network model, and considered the asymmetrical model
unacceptable from the stability criteria [2]. In response to the consideration, he
proposed a plus-minus “symmetrical” idiotype network model. Thereafter many
network models based on the symmetrical idea, as represented by the bell-shaped
network models [3] were proposed and examined enthusiastically. Much of the in-
vestigations clarified symmetrical network models also had some problems from
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a view of the idiotypic regulation. One major problem is that, although the sym-
metrical network model system possessed a suppressed state, the system does
not have any procedure to reach the suppressed state from the virgin state[4].
That is, the suppressed state is a “unreachable state” by any antigenic per-
turbations. Then, in response to the insufficiency in the symmetrical network
modeling approach, my previous study reconsidered an auto-catalytic idiotype
network model adopted an asymmetrical idiotypic interaction, then clarified the
model can retain immune memory against an antigen[5]. The most remarkable
point with the development of the immune memory is that it is realized on a
“transient” dynamics, not on a stable fixed point. The result means we do not
have to stick to Hoffmann’s stable criteria and to abort the idea of the asymmet-
rical idiotypic interaction. On the basis of the discussion, this study also adopts
the asymmetric idea, in addition to that, considers newly an anti-idiotypic id-
iotype. This paper reports that by the introduction of the new immunological
object, the proposed model can achieve the immune tolerance as well as the im-
mune memory on a transient dynamics, however, for the success of the immune
tolerance, there is the restriction that an antigen must be re-dosed just when
the anti-idiotypic idiotype’s population reaches the maximum value.

2 Description of the Model

Each lymphocyte has its own recognition molecular and its specific three di-
mensional shape is called idiotype[1]. The idiotype is characterized by a “recog-
nizing” receptor site and a “being-recognized” ligand site, called paratope and
idiotope respectively. An antigen has its own proper ligand site called antigenic
idiotope. The strength of interaction between a paratope and an (antigenic) id-
iotope is determined according to degree of specificity between their respective
three-dimensional shapes.

This paper presents an idiotype network dynamical model composed of an
antigen, an antigen-specific idiotype and an anti-idiotypic idiotype, which facili-
tates activation and suppression to the idiotype through the idiotypic interaction.
X1(t), X2(t) and A(t) represent population size of the idiotype, the anti-idiotypic
idiotype and the antigen at the time, t, respectively. Following the idiotype net-
work hypothesis[1], a growth dynamics of population of the idiotype, X1(t) and
its anti-idiotypic idioype, X2(t) is described by,

Ẋ1(t) = (b − b′)X1(t)X2(t) − dX1(t) + s + b′′X1(t)A(t), (1)

Ẋ2(t) = (b′ − b)X1(t)X2(t) − dX2(t) + s. (2)

The antigen population, A(t) follows a dynamics,

Ȧ(t) = −b′′X1(t)A(t). (3)

Figure 1 illustrates mutual asymmetric idiotypic interactions of among the
three species, the antigen, the antigen specific idiotype and the anti-idiotypic
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Fig. 1. Asymmetric idiotype - anti idiotypic idiotype network.

idiotype. The parameters b, b′ and b′′ mean the strength of the interaction of the
idiotype’s paratope - its anti idiotype’s idiotope, the idiotype’s idiotope - its anti-
idiotype’s paratope, and the antigenic idiotope - the antigen-specific paratope,
respectively. The parameters d and s are dumping and source rate of an idiotype,
respectively.

This study approximately solves the differential equations using the Runge-
Kutta method of order 4 with a time-step size, h = 10−2, and the system pa-
rameters were selected: b = 0.1, b′ = 15.0, b′′ = 0.1, s = 10−6 and d = 0.1.

3 Long-Term Immune Memory

This section presents the proposed idiotype network model can retain immune
memory by observing the enhancement of the second immune response against
the primary one for two times of antigen doses. Figure 2 (a) shows an immune
response when the same amount of the antigen with 1.1 units are dosed two
times at the times, 200 and 1700, then the dynamic behavior indicates the second
immune response is more boosted than the first one. Namely, this model system
can acquire immune memory against the dosed antigen.

Next, I explain a mechanism of the development of the immune memory from
the nullcline analysis of the model equations. A nullcline of a variable is given
as a characteristic line which satisfies the condition of the time-derivative of the
variable being zero, thus X1-nullcline X1(A) as a function of the variable A, is
given as,

X1(A) =
γ −

√
γ2 + 4(b′ − b)(b′′A − d)sd
2(b′′A − d)(b − b′)

, (4)

where

γ = 2(b′ − b)s − (b′′A − d)d. (5)
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Also, a nullcline of the variable A as a function of the variable X1, is given as,

A(X1) = 0. (6)

Figure 2 (b) shows X1(A) and A(X1) together with the orbit representing
for the immune memory in Figure 2 (a), and an intersection point of the two
nullclines means a unique stable fixed point, which is called “virgin state” be-
cause this state does not experience an antigenic infection. This virgin state is
given as an initial state of the system in simulations.
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Fig. 2. Immune memory: In Figure (a), when 1.1 units of antigen is dosed twice, at
the times, 200 and 1700, an accelerated and boosted recall immune response because
of re-exposure to the primary antigen is observed. Figure (b) plots the thinned-out
trajectory (crosses) of the immune memory response in Figure (a) together with the
nullclines Eqs (4) and (6) on the A − X1 plane.

A main reason for the establishment of the immune memory is that, after the
primary dose of the antigen, the system’s state takes much time to go back to
the initial state, therefore can remain at a transient state, (A, X1)=(1.0, 10.0−4)
on the X1 nullcline for a long interval. Because the relaxation rapidly becomes
slow on the nullcline. That results in boosting an immune response at the second
dose of the antigen, even though the amount of the first and second antigen dose
is the same, 1.1. The previous study presented that this type of immune memory
appeared in a single self-catalytic idiotype model. In this study, on the basis of
past achievements, it has demonstrated that the same type of the transient im-
mune memory emerges even in a new model system including the anti-idiotypic
idiotype. This result indicates a possibility that this type of immune memory
succeeds even in asymmetrical and more high-dimensional idiotype networks.
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4 Immune Tolerance and Timing of Antigen Dose

Immune tolerance is the immunological state of antigen-specific idiotype becom-
ing unresponsive to the re-exposure of the same antigen as the primary one. It is
also well-known as “negative” immune memory in immunology [6]. This section
discusses the proposed network model can realize the immune tolerance against
an antigen.
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Fig. 3. Immune tolerance : a dotted curve in Figure (a) represents time evolution of
the antigen-specific idiotype population X1, against two consecutive doses of the same
antigen with 2.1 units, at the time, 200 and 710. The population, X1 become sup-
pressed by re-dosing the antigen comparing with a case without considering secondary
antigen dose (solid line). Figure (b) shows time evolution of the anti-idiotypic idiotype
population, X2 in the simulation of Figure (a). The population, X2 become sustained
at a higher level by re-dosing the antigen at the time, 710.

In Figure 3 (a), a dotted and solid curves respectively represent time evolution
of the antigen-specific idiotype population, X1 in the case of an antigen with 2.1
units being dosed two times at 200 and 710, and for comparison, in the absence
of the secondary antigen dose at the time, 710. Comparing the solid line with the
dotted one, we can observe the secondary antigen dose with 2.1 units suppresses
the oscillatory immune response which the primary antigen induced. In other
words, the system can become immune tolerance against the antigen. Then, we
would like to focus on the behavior of the anti-idiotypic idiotype population, X2
in Figure 3 (b), in order to find out a reason why the immune tolerance becomes
possible. Actually when the immune suppression against the antigen occurs,
we can observe the anti-idiotypic idiotype population booming and sustained
in a high level. That is, the highly sustained anti-idiotypic idiotype population
enables the immune tolerance against the antigen.
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Fig. 4. Immune-response pattern depends on timing of an antigen dose: Each simula-
tion of Figure (a) and (b) is the same as one of Figure 3 (a) and (b) except difference
of timing of secondary antigen dose. Figure (a) shows that the antigen-specific idiotype
population, X1 is not suppressed as we have seen in Figure 3 (a), but rather boosted if
the second antigen is dosed when the anti-idiotypic idiotype population is at a minimal
level as we can confirm in Figure (b).

However, the immune tolerance does not always occur. Figure 3 and 4 suggest
we need to adjust the secondary antigen-dose timing to succeed in the immune
tolerance against the antigen. In fact, in the situation that the immune tolerance
has succeeded, the secondary antigen-dose timing has been adjusted when the
anti-idiotypic idiotype population, X2 reaches to a maximum value ( see Fig-
ure 3 (a),(b)). If you upset the timing by design, and dose the antigen at the
other timing when the anti-idiotypic idiotypic population, X2 is in a bust, then
you must observe that the idiotype X1 is not suppressed but rather excited (
see Figure 4 (a),(b)). To sum up, this investigation suggests that the immune
tolerance against the antigen emerges dynamically depending on a level of the
anti-idiotypic idiotype population of when the antigen is re-dosed.

5 Conclusions

This study has extended my previous “asymmetric” idiotype network model [5]
composed of an auto-catalytic idiotype by considering the anti-idiotypic idiotype,
and has demonstrated the updated asymmetric model can display not only the
immune memory but also the immune tolerance on the “transient” dynamics,
which my previous model did not. The result has an important implication that
we do not have to stick to the idea of the immunological states, such as im-
mune memory and immune tolerance being realized as stable dynamical fixed
points. But hitherto idiotype network models adopted “asymmetric” idiotypic
interaction has been unaccepted as immunologically relevant models. Because
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Hoffmann has proved theoretically that some fixed points the asymmetric mod-
els have are inevitable to be unstable [2]. However, if immunological states as
represented by the immune memory and the immune tolerance are realized as
not a stable fixed point, but rather a long-term transient dynamics, Hoffmann’s
stability criteria for acceptable models will become unreasonable. So I believe
this study must re-stimulate the activity of theoretical researches in terms of
asymmetric idiotype network models.
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Abstract. In our previous research, we proposed a new approach for
mutual repairing system using the immunity-based diagnostic mobile
agents. However, we have not yet analyzed the performance by more
detailed simulations and/or mathematical models. In this paper, the ap-
proach using the immunity-based diagnostic mobile agent is compared
with other approaches using majority vote model or host-to-host commu-
nication. Some results show that the immunity-based diagnostic mobile
agents can repair more abnormal hosts than the other methods. We also
address a mathematical model to explain a phase transition.

1 Introduction

Fault tolerance has been discussed from a lot of standpoints, such as fault de-
tection, fault avoidance and fault recovery. In recent years, the fault recovery
has attracted much attention again, for example self-repairing computers [1] and
reliable cellular automata [2].

We have studied autonomous distributed fault tolerant systems inspired by
the biological immune system. The immunity-based diagnosis model based on the
concept of the idiotypic network hypothesis [3] has been proposed by one of the
authors in [4]. Similarly to immune cells circulating through the body, mobile
agents with the immunity-based diagnosis model can monitor the state of host
computer, moving around computer network [5]. In our previous research [6], we
proposed a new approach for mutual repair using the immunity-based diagnostic
mobile agents. The repair by agents can be regarded as the neutralization of
the antigens toxicity by antibodies. In the approach, host computers and mobile
agents mutually test based on the immunity-based diagnosis model, and then
some hosts and agents try to replace their own data with data received from
others. The effectiveness of the approach was partially confirmed by some sim-
ulations. However, we have not yet analyzed the performance by more detailed
simulations and/or mathematical models.

In this paper, the approach using the immunity-based diagnostic mobile agent
is compared with other approaches using majority vote model or host-to-host
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communication. The majority vote is substituted for the immunity-based diag-
nosis, and host-to-host communication for mobile agent. Some results show that
the immunity-based diagnostic mobile agents can repair more abnormal hosts
than the other methods. We also address a mathematical model for the majority
vote on host-to-host communication to explain a phase transition on the number
of abnormal hosts.

2 Simulated Environment [6]

To make it easy to analyze the performance of diagnosis and repair, we employ a
simulated computer network environment. The network consists of N host com-
puters which are connected each other randomly. The number of connection per
host is Nc(2 ≤ Nc < N). The network topology is fixed in simulation execution.

Each host computer has the following four components: diagnostic module,
repairing module, data, and buffer for repair. The diagnostic and repairing mod-
ules are detailed in next section. For a simple data structure, we use a binary
string, where each bit is assigned either TRUE or FALSE. The length of string
is defined by L. We suppose that all bits of normal host are TRUE, while the
bits of abnormal host are partially corrupted to FALSE at the rate e. The aver-
age number of FALSE bits in the abnormal host is equal to eL. The abnormal
host can discover the FALSE bits, not by itself, but only by comparisons with
other normal units. Note that the target of diagnosis and repair is only the data,
not including diagnostic and repairing modules themselves. At the start of each
simulation, Nf (0)(≤ N) host computers are already abnormal.

3 Diagnosis and Repair Method

3.1 Two Approaches

In our previous research[6], we proposed an approach for mutual diagnosis and
repair using mobile agents as illustrated in Fig. 1(a). At the beginning of the
simulation, each host produces several mobile agents having a part of the host’s
data, diagnostic and repairing module, and buffer. Normal hosts therefore create
fault-free mobile agents, while abnormal hosts create faulty mobile agents having
some FALSE bits. Note that not only abnormal hosts but also faulty mobile
agents are targets for repair. During the simulation, mobile agents migrate from
host to host and diagnose each host. There are also mutual tests among agents
acting on the same host. The total number of mobile agents and the length of
agent’s data string are represented by M and La(≤ L), respectively.

An alternative approach of mobile agent is that host computer directly di-
agnoses and repairs the adjacent hosts as shown in Fig. 1(b). The approach of
host-to-host communication does not employ mobile agents. The difference be-
tween the two approaches is whether the object which can test host computer is
fixed or variable. In host-to-host approach, each host is tested by the same adja-
cent hosts repeatedly for the fixed network topology. In mobile agent approach,
each host is checked by various agents.
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Fig. 1. Two approaches for mutual diagnosis and repair.

3.2 Diagnosis and Repair Process

We detail the diagnosis and repair process using the immunity-based diagnosis
model proposed in [4]. First of all, a state variable Ri indicating the credibility
of unit is assigned to each unit. Unit represents host computer or mobile agent.
For one step, the following process can be executed:

1. Unit i sends a randomly-selected part of its data to unit j. The length of
transferred data string is fixed by Lt(≤ L). In Fig. 2, Lt = 1 and unit i sends
the third bit to unit j.

2. The diagnostic module in unit j decides the test outcome Tji by comparing
the received data with its own data:

Tji =

⎧⎨
⎩

1 if all corresponding bits are equal
−1 if one or more mismatches exist
0 if unit j does not test unit i

. (1)

In Fig. 2, Tji = 1 because the third bit is the same.
3. Unit j returns both the test outcome Tji and its own credibility Rj .
4. The diagnostic module in unit i receives some data from unit j and then

outputs Tij and Ri. If Tij = −1 and Ri < 0.5, the repairing module in unit
i stores the data received from unit j in the buffer for repair. In Fig. 2, the
second bit from unit j is stored in the buffer.

5. After unit i is also tested by the other units, the diagnostic module updates
the credibility Ri based on the immunity-based diagnosis model as follows:

dri(t)
dt

=
∑

j

TjiRj +
∑

j

TijRj − 1
2

∑
j∈{k:Tik �=0}

(Tij + 1), (2)

Ri(t) =
1

1 + exp(−ri(t))
, (3)
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Fig. 2. Diagnosis and repair process.

where the credibility Ri ∈ [0, 1] is a normalization of ri ∈ (−∞,∞) using
a sigmoid function. In addition, if the buffer has some data, the repairing
module rewrites the data. In Fig. 2, unit i successfully recovers TRUE at
the second bit.

A simpler substitution for the immunity-based diagnosis model is majority
vote model. The following parts of the majority model are mainly different from
the above-mentioned process in terms of not using the credibility Ri:

4’. Unit i receives some data from unit j and then outputs Tij . If Tij = −1, the
received data is stored in the buffer for repair.

5’. After unit i is also tested by the other units, if the buffer has some data and∑
j Tij < 0, the repairing module rewrites the data.

4 Simulation Results

In each simulation, the parameters listed in Table 1 are fixed or variable. For
the same communication costs at every step by the two approaches (mobile
agent and host-to-host communication), the length of agent’s data La is equal
to the length of transferred data Lt. Additionally, the number of mobile agents
per host is equivalent to the number of connection per host Nc on host-to-host
communication. The reason is that each host is tested by M/N mobile agents,
while it is checked by Nc adjacent hosts in the host-to-host approach.

Figure 3 illustrates the number of abnormal hosts after 100 steps Nf (100)
vs. the initial number of abnormal hosts Nf (0) for the following methods:

– the immunity-based diagnosis using mobile agents (ID MA)
– the majority vote using mobile agents (MV MA)
– the immunity-based diagnosis on host-to-host communication (ID H2H)
– the majority vote on host-to-host communication (MV H2H)

Each result takes an average over 100 runs. If the repairing module is not
installed, the number of abnormal hosts never changes. We make sure whether
Nf (100) is below Nf (0).
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Table 1. List of parameters.

Parameter Description Value

Ri(0) Initial value of credibility 1.0

ri(0) Initial value of intermediate variable 5.0

N Number of hosts 50

Nf (0) Initial number of abnormal hosts variable

e Data corruption rate 1

L Length of host’s data string variable

Lt Length of transferred data 1
La = Length of mobile agent’s data

Nc Number of connection per host 25
M/N = Number of mobile agents per host
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Fig. 3. The number of abnormal hosts after 100 steps Nf (100) vs. the initial number
of abnormal hosts Nf (0) for four methods, also changing the length of host’s data
string L.

When the length of host’s data string L is 1 in Fig. 3 (a), although ID H2H
is slightly different, the other methods can repair all abnormal hosts until Nf (0)
becomes 20. In other words, a phase transition can be observed. A mathematical
model for MV H2H when L = 1 will be discussed in the next section to explain
the phase transition.

In Fig. 3 (b), both MV MA and MV H2H using the majority vote are of no
effect for L = 8. Unlike the majority vote, the immunity-based diagnosis model
can repair some abnormal hosts even for L = 8. In addition, the immunity-based
diagnosis approach using mobile agent (ID MA) is better than the host-to-host
approach (ID H2H).

5 Mathematical Model

We attempt to construct a mathematical model for the simple method, namely,
the mutual repair using the majority vote on host-to-host communication. If
L = 1, abnormal host has only one FALSE bit and always sends FALSE to
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connected hosts. However, when L > 1, abnormal host sometimes sends TRUE
because the bits of abnormal host are partially corrupted to FALSE.

Assuming that L = 1, if normal host i with a TRUE bit tests adjacent
abnormal host j with a FALSE bit, then Tij = −1 according to Eq. (1), and vice
versa (Tji = −1). When all neighboring hosts of normal host i are abnormal,∑

j Tij = −Nc(< 0). The probability of such case is represented by p(t)Nc where
p(t) = Nf (t)/N , the probability of being abnormal host at step t.

In the majority vote, normal host i replace TRUE with FALSE by mistake
when

∑
j Tij < 0, that is, more than half of the neighboring hosts are abnor-

mal. The probability that
∑

j Tij < 0 is calculated by the sum of the binomial
distribution under the conditions that Nc = 2n + 1 and N � 1:

P (t) = pNc +
(

Nc

1

)
pNc−1(1 − p) + · · · +

(
Nc

Nc−1
2

)
p

Nc+1
2 (1 − p)

Nc−1
2 , (4)

where p ≡ p(t) = Nf (t)/N . In case of even-numbered Nc, the last term of the
right-hand side of the above equation is slightly different. Strictly speaking, we
should substitute the hypergeometric distribution for the binomial distribution
when N is small.

If some normal hosts mistakenly change TRUE to FALSE, the number of
abnormal hosts Nf(t) increases. On the other hand, some abnormal hosts suc-
cessfully replace FALSE with TRUE when more than half of the neighboring
hosts are normal. Note that Tij = −1 when abnormal host i tests adjacent nor-
mal host j. The probability that more than half of the neighboring hosts are
normal is 1 − P (t). In sum, the number of abnormal hosts at step t + 1 is given
as:

Nf (t + 1) = Nf (t) + P (t)(N − Nf(t)) − (1 − P (t))Nf (t) = P (t)N, (5)

where N − Nf (t) is the number of normal hosts at step t. For example, when
Nc = 3, the above equation is expanded by Eq. (4) as follows:

Nf (t + 1) =
N2

f (t)
N2

(3N − 2Nf(t)). (6)

Figure 4 plots the number of abnormal hosts at step t for N = 50. From the
graph, if Nf (0) < 25, Nf (1) < Nf (0) and finally limt→∞ Nf (t) = 0. Similarly,
limt→∞ Nf (t) = N when Nf (0) > 25. There is a fixed point for Nf(t) = 25. The
phase transition agrees with the graph when L = 1 as observed in Fig. 3 (a).
Figure 4 (b) also suggests that the curve becomes steep as Nc increases. Math-
ematical models for L > 1 and the other methods are under study.

6 Conclusions and Further Work

In this paper, the immunity-based diagnostic mobile agents can repair more
abnormal hosts than other methods using majority vote model or host-to-host
communication. The phase transition by the mathematical model agrees with
the simulation result. In further work, we will go on analyzing the performance
of mutual repair by both simulations and mathematical models.
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Fig. 4. The number of abnormal hosts at step t by the mathematical model for N = 50,
also changing the number of connection per host Nc.
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Abstract. We propose a new filter for preventing computer worms from
spreading. The new worm filter limits the number of unacknowledged
requests, rather than the rate of connections to new computers. Normal
network traffic is analyzed to determine appropriate parameters for the
worm filter. Performance evaluation showed that the worm filter stops
not only high-speed worms in the wild, but also simulated slow-speed
worms. Finally, the weaknesses of the worm filter is discussed.

1 Introduction

Anti-virus systems protect computers and networks from malicious programs,
such as computer viruses and worms, by discriminating malicious programs from
harmless programs, and removing only the former. Anti-virus systems can there-
fore be considered as the computers’ immune system.

An innovative method, a “virus throttle,” was proposed by Williamson in
2002 [1, 2]. The virus throttle slows and halts worm propagation without affect-
ing normal network traffic. Williamson focused attention on the differences in
network behavior between normal and infected computers. The infected com-
puter attempts to connect with many different computers as fast as possible,
while the normal computer tends to connect repeatedly with the same comput-
ers. Based on these differences, the virus throttle limits the rate of connections
to new computers. However, the virus throttle passes over slow-speed worms,
which propagate to a new computer every few minutes or hours, because it was
designed for restricting high-speed worms.

This paper presents a new worm filter for preventing both slow- and high-
speed worms from spreading. The worm filter is based on the differences in the
number of unacknowledged requests rather than the rate of connections to new
computers. In one-to-one communications, a reply is sent for each request. TCP
receives an acknowledgment (a SYN-ACK packet) for a connect request (a SYN
packet) in the 3-way handshake of TCP. Some popular UDP services, such as
the DNS service, provide a reply for a request. Therefore, the normal computer
generally receives a reply, although sometimes no reply is received due to human
errors, network problems, etc. On the other hand, the infected computer receives
almost no replies for worms’ requests, because the destinations of their requests
are generated almost randomly and active servers on the Internet are very sparse.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 93–99, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The worm filter counts the unacknowledged requests, monitoring both incom-
ing and outgoing packets on a router or a bridge. The unacknowledged count is
decreased at regular intervals, because a normal computer sometimes does not
receive a reply. If the unacknowledged count exceeds a threshold value, the worm
filter drops outgoing packets. If not, the worm filter allows outgoing packets to
pass through. Thus, the worm filter is based on the information regarding the
normal computer’s traffic (“self”) rather than the infected computer’s traffic
(“nonself”). This approach is analogous to that of the immune system in that
the immune system defines the “self” and eliminates others as “nonself.”

The algorithm of the worm filter is described in detail in Section 2, and
Section 3 presents analysis of normal network traffic to determine appropriate
parameters for the worm filter. Section 4 describes the implementation of the
worm filter and performance evaluation against some worms. Section 5 discusses
the weaknesses of the worm filter. Section 6 presents a summary of this paper.

2 Algorithm of the Worm Filter

The worm filter limits the number of unacknowledged requests. It monitors both
incoming and outgoing packets on a router as shown in Fig. 1. It monitors SYN
packets and SYN-ACK packets of the 3-way handshake of TCP, UDP packets,
and ICMP packets. Only outgoing packets whose destination is a broadcast
address or a multicast address (e.g., 224.0.0.0 – 239.255.255.255) are excluded,
because there are no replies from theses addresses.

The filter has two parameters. One is the time interval for decreasing the
number of unacknowledged requests, and the other is a threshold, which is the
maximum number of unacknowledged requests allowed.

To count the number of unacknowledged requests, the worm filter has a re-
quest table per local computer. The index of the request table is the set of
destination addresses, the destination port, and the protocol number of an out-
going packet (i.e., a request). The value of the request table is the time when the
worm filter received the request. In the case of ICMP packets, the destination
port is set to 0, because ICMP has no port.

The worm filter is divided into two processes for incoming and outgoing
packets. The process of outgoing packets makes an index for a request, and the
index is looked up in the request table. If an index is found, its value is updated
to the time when the process received the request, and the request is allowed to
pass through. If no index is found, the process checks the unacknowledged count.
If the count is less than the threshold parameter, the index is newly added to
the request table, and then the request is allowed. If the count is greater than or
equal to the threshold, the worm filter checks the value of the least recently used
index in the request table. If the difference between the current time and the
value exceeds the time interval parameter, the process removes the least recently
used index and its value. Then, the index is newly added and the request is
allowed. If the difference does not exceed the threshold, the request is eventually
dropped.
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The process of incoming packets makes an index for an incoming packet, and
the index is looked up in the request table. If the index is found, the process
removes the index and its value. Note that all incoming packets are allowed to
pass through regardless of whether the index is found.

3 Analysis of Normal Behavior

First, we analyzed the TCP network traffic, as most popular network applica-
tions, such as web browsers, mail user agents, and instant messengers use TCP.
The network traffic was captured from 5 computers, A, B, C, D and E, each
with a different network but all running Microsoft Windows r© XP Professional
operating system. Their capture periods were 301, 299, 194, 43, and 98 days,
respectively.

Figure 2 shows two dynamics of the unacknowledged count for computer B.
The time interval parameter was set at one year and one day, respectively, and
the threshold parameter was not set. In the case of one year, the unacknowledged
count gradually increased over a period of 299 days and eventually reaches 84.
This means that there were a few unacknowledged requests per day. With the
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time interval set to one day, the unacknowledged count oscillated between 0 and
10. The unacknowledged count sometimes reached more than 8 instantaneously.
Such a sharp momentary increase in number of requests has been observed in
other computers. This happens when a user surfs a web page that has images or
banners served from many different sites.

Figure 3 shows the frequency of the unacknowledged count. The small inset
shows the scaling up of the frequency range from 0 to 10. The time interval
parameter was set at one day, and the threshold parameter was not set. The
maximum unacknowledged count of computer C was much greater than those of
the other computers. The dynamics of the unacknowledged count of computer C
indicated that, for only one second, the unacknowledged count increased from 5
to 22 and returned instantaneously to 5. This occurred when the user of computer
C surfed more than about 17 web sites at the same time.

Next, the parameters of the worm filter were examined. Figure 4 shows the
maximum number of unacknowledged counts as a function of the time interval
parameter. The maximum unacknowledged counts for computers B, C, and E
increased monotonously, while those of computers A and D remain unchanged.
From here, the time interval parameter was set at 24 hours.
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Figure 5 shows the rate of dropped requests as a function of the threshold
parameter. The small inset shows the scaling up of the range of the rate from 0.0
to 0.1. When the threshold exceeded 21, no requests were dropped. However, this
threshold is still not appropriate, because TCP retransmits a connect request
(a SYN packet) before aborting the attempt. For Windows r© XP Professional,
the number of retransmissions is 2 by default. The retransmission timeout is
doubled with each successive retransmission in a particular attempt. The ini-
tial timeout is 3 seconds. Therefore, if the unacknowledged count decreases to
less than the threshold by 9 seconds, the retransmitted request passes through
the worm filter before aborting the attempt. Even when the worm filter drops
a request, most retransmitted requests would pass through when the sharp in-
crease in the number of requests was only momentary. To evaluate the number
of failed connections due to the worm filter, a simulator of the worm filter was
implemented. The simulator showed that, even with the threshold set to 12, no
connections failed as shown in Fig. 6.

Finally, the network traffic of TCP, UDP, and ICMP were analyzed. The
network traffic was captured from 8 computers on a LAN over a period of about
4 weeks. Each computer transmitted more than 10,000 packets, and the total
number of outgoing packets analyzed was 450,455.

Figure 7 shows the rate of failed connections as a function of the threshold pa-
rameter. It is interesting to note that only computer H maintained a high failed
connection rate. For the network traffic of computer H, there were almost no
replies for requests from one source port. The source port was used by SkypeTM,
which is a P2P network application for IP phone service. As the P2P network is
an ad-hoc network, the SkypeTMclient does not always receive replies from com-
puters that have sent a reply. In addition, SkypeTMattempts to exchange UDP
packets with many computers to maintain the connectivity of the P2P network.
Therefore, SkypeTMcaused too many unacknowledged requests. Fortunately, the
source port used by SkypeTMcan be specified by the user. When the worm filter
accepted outgoing packets from its source port, the failed connection rate was
decreased markedly as shown in Fig. 8.

In conclusion, the appropriate parameters for the worm filter were a time
interval of one day and a threshold of the number of unacknowledged requests
of 12. Note that outgoing packets from the source port of SkypeTMmust be
accepted if there are SkypeTMusers in a local network, although the accepted
port is a hole in the worm filter.

4 Implementation and Evaluation

The worm filter is implemented as a netfilter module on the Linux kernel
2.4.22. The netfilter is a framework for packet filtering, network address trans-
lation, and other packet mangling. The filter module is built in the Linux kernel
using iptables 1.2.7a. The use of iptables enables us to set up, maintain, and
inspect the tables of IP packets filter rules in the Linux kernel.

The worm filter was tested on a network as shown in Fig. 1. The network
was a virtual network created using VMware r© Workstation 4.5, which enables
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multiple operating systems to run concurrently on a single physical computer.
The worm filter was installed in the router shown in Fig. 1, which runs Vine
Linux 2.4R6. The parameters of the worm filter were a time interval of one day
and a threshold of 12. One of the users’ computers ran Microsoft Windows r© 2000
server, and this computer was ready for infection with the worms, CodeRedIv2,
CodeRedII, Slammer, and Blaster, captured in the wild.

To evaluate the time required for the worm filter to stop a worm, the
Windows r© 2000 server was intentionally infected with each worm. The worm
filter stopped each worm in under 0.01 seconds. Only 12 requests were falsely al-
lowed, which corresponded to the threshold parameter. Although the number of
allowed requests was a little larger than that of the virus throttle, all the stopping
times of the worm filter were faster than those of virus throttle [2]. In addition,
slow-speed worms that attempt to propagate slowly (e.g., only one computer per
hour) were simulated, and the worm filter stopped their propagation although
it took much longer to stop them than high-speed worms.

To evaluate the usability of network applications, popular network applica-
tions, such as Internet Explorer, Outlook r©, and MSN Messenger, were used for
a period of about 2 weeks. There were no failed connections and no degradation
was observed in network performance. When 24 web sites were opened at the
same time, only 3 requests were dropped, but these requests were retransmitted
after approximately 3 seconds by TCP retransmission. Currently, the worm filter
is being tested on a real network of 12 computers. In addition, it is necessary to
evaluate network scalability of the worm filter.

5 Weaknesses of the Worm Filter

The worm filter is based on the number of unacknowledged requests. If a worm
propagates to only those computers that send a reply, it passes over the worm
filter. Such worms do exist, although their numbers are small and they have not
yet caused massive epidemics. They are classified into 3 types of worm according
to the taxonomy of worms [3]: a metaserver worm, a topological worm, and a
passive worm.

The metaserver worm obtains a list of target computers from a metaserver,
which keeps a list of all the servers that are currently active. For example,
Santy worm, which was found on December 21st, 2004, sends search keywords
to GoogleTM(www.google.com), and obtains a list of target computers from the
search results. However, it is not difficult to stop their propagation, because they
are dependent on one or more metaservers.

The topological worm obtains a list of target computers from the devices of
the infected computer. For example, a worm that infects a web server obtains a
list of target computers from the web pages stored in its infected web server. As
these computers would usually be active, the infected computer would receive a
reply.

The passive worm either waits for target computers to visit or follows user’s
requests into target computers. For example, whenever a user on the infected
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computer surfs other sites, the worm attempts to infect the sites. The infected
computer would receive replies from those sites.

Not only do these worms receive a reply, but also their network traffic is
similar to that of an actual user. These behaviors make it difficult for the worm
filter to stop their propagation. An alternative filter would be needed to prevent
these worms from spreading.

6 Summary

A worm filter based on the number of unacknowledged requests was proposed
and implemented on the Linux operating system. Normal network traffic was
analyzed and an appropriate parameter set for the worm filter was shown. Per-
formance evaluation showed that the worm filter stopped not only 4 random-
scanning worms in the wild, but also simulated slow-speed worms. Finally, some
worms that can escape the worm filter were discussed. To stop their propagation,
an alternative worm filter would be needed.
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Combining Machine Learned and Heuristic
Rules Using GRDR for Detection

of Honeycombing in HRCT Lung Images

Pramod K. Singh and Paul Compton

School of Computer Science and Engineering
University of New South Wales
Sydney, NSW - 2052, Australia

{pksingh,compton}@cse.unsw.edu.au

Abstract. A knowledge based system for detection of honeycombing
patterns in HRCT lung images is described. In the system, rules gen-
erated by machine learning on low level image pixel-based features and
heuristic rules from the domain expert on high level region-based features
are combined using a generalized ripple down rules (GRDR) framework.
Results demonstrate that the systems’ performance can be incrementally
improved.

1 Introduction

Automatic pattern recognition (APR) in medical images is one of the key issues
in the development of a computer aided diagnosis (CAD) system. Certain disease
patterns in medical images can be detected via the application of well-known
machine learning and/or low level image processing but some patterns are more
easily resolved using heuristic knowledge. Generally, APR algorithms do not use
heuristic knowledge about the domain, because the machine generated rules can
not be combined easily with the heuristic rules. An APR system which integrates
machine learning and heuristic knowledge can take advantage of both kind of
knowledges.

The proposed method is tested on a real world problem of pattern recog-
nition in high resolution computed tomography (HRCT) images. HRCT is a
widely used technique for the assessment of lung diseases. Honeycombing is a
lesion belonging to the diffuse lung disease category. Amongst the entire dif-
fuse lung disease family, honeycombing is the most difficult pattern to detect
automatically as shown by Uppaluri and colleagues [8]. Most of the reported
honeycombing detection algorithms are based on either low level image process-
ing [10] or machine learning [8].

A ripple down rules (RDR) framework has been used for integrating machine
learning (ML) and knowledge acquisition (KA) techniques in several studies
[5],[9]. However, most of these systems use a single knowledge base built by
ML and KA together using the same feature space. Its obvious that a human
expert provides his/her opinion in the form of heuristic rules on object/region
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whereas pixel based analysis is done on spectral and texture features of the
image. Hence, the feature spaces of both expert and data based rules in such
problem domain are different. In this study we use generalized ripple down rules
(GRDR) framework for combining low level machine learning and high level
heuristic rules. For simplicity, we first present how the system is constructed and
report results without reference to the GRDR framework. This description and
the results achieved stand by themselves, but we believe there is considerable
value in describing the system as an example of the GRDR framework. This
follows earlier work on image processing which also links low level ML classifiers
and heuristic rules in a simpler RDR structure [3].

2 Machine Learning Rules Induction

The ML techniques used in other systems [3][5][9] develop a discriminative de-
scription of classes which discriminates between instances of one class and other
classes with an assumption that the instances of all possible classes of the do-
main are included in the training set, whereas this condition is seldom satisfied
in our application domain. Under such situations a characteristic descriptor for
a class should enable a system to identify all instances of that class and reject
all instances of the other (disjoint) classes. In order to get characteristic de-
scriptor for detection of honeycombing (HC) patterns we use an interval based
characteristic concept learner, IC2 [7], summarized as follows.

Data Preparation: The dataset for characteristic rule learning is generated
from the HRCT lung images by applying statistical operators to discrete cosine
transforms (DCT) of the labeled regions. The regions of the images are labeled
by the radiologists as regions of interest (ROI) for the diagnosis of lung diseases.
The feature generation technique is reported elsewhere [6].

Learning Algorithm: The IC2 constructs rules using instances of only one
class as described below. The algorithm consists of two main steps - rule gener-
ation and feature selection. In the first step a function called Interval Rules
creates concept rules, see Table 1. It works on single feature for simple rules and
generates composite rules using multiple features.

A feature selection method based on a wrapper model is used in this algo-
rithm. The function Feature Select uses a goodness measure for selection of
promising features, see Table 2. For measuring the goodness of the interval rules
generated from a feature or a set of features we use two measures called precision
and recall of the rules. Precision is the ratio of the number of target class ex-
amples correctly covered by the rules to the total number of examples covered.
Recall of the rules is ratio of the number of target class examples covered by
rules to the total number of target class examples. An accuracy factor f accuracy
measure combines recall and precision statistics using following fomula. A fea-
ture or feature set with a larger f accuracy is preferred. Thus, f accuracy is
used to rank the features and to guide the specificity factor σ in the interval
rules generation process.
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f accuracy =
β + 1

β
recall + 1

precision

(1)

where β is a generalization parameter. f accuracy, with a value of β greater
than 1, favors recall and more generalization of concepts, whereas with a value
smaller than 1, it favors precision and more specific rules.

Fig. 1. IC2 Algorithm

Here, the goodness measure needs negative examples for computation of the
precision of rules. Based on Mitchell’s density estimation concept [4] we synthet-
ically generate uniformally distributed negative examples for the target class to
be learned. For selecting the set of features we use the popular forward sequen-
tial selection (FSS) method in our algorithm. Fig.1 summarizes the IC2. Due
to space limitation we have omitted various details of the algorithm, for details
readers are referred to [7].

3 Experiment

Experiments were conducted to investigate the effectiveness of the proposed
method, we collected 29 labelled images of HC selected from 12 patients and
138 other images of normal and other tissue patterns selected from 52 patients.
The labelling of images is done by a radiologist of our group. In a single image
there may be one or more HC regions as shown in Fig.2(a). About 50% of the
regions of the HC class are used for initial learning and all images including HC
and other categories are used as test data.

Heuristic knowledge is acquired as an opinion of an expert on the results.
An example of heuristic knowledge is: ”honeycombing patterns appears only in
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Table 1. Interval Rules Function for Interval Rules Generation

Simple Interval Rules Composite Interval Rules

Input: Training Dataset D, Input: Training Dataset D,
feature f . feature set F .
Output: Disjunct Interval Set. Output: Cartesian Interval Set.
S Interval Algorithm: Initialization: Cart-intervals = φ.
Get min and max values of f in D. C Interval Algorithm:
Compute mean, SD and no. of intervals k. For each feature f ∈ F do{
Compute lower and upper bounds for //operator X is cartesian product.
each interval k. Cart-interval = Cart-intervals X
Allocate instance i ∈ D in one of the S interval(f).}
intervals k based on value of f . Allocate instance i ∈ D to one
Merge adjacent intervals of non-zero of the rule ∈ Cart-intrvals.
coverage and define new bounds. Remove rules ∈ Cart-intervals
Delete intervals of zero coverage. have zero instance coverage.
Return Disjunct intervals. Return Cart-intervals.

(a) (b) (c)

Fig. 2. Honey combing regions (a) labelled by radiologist;(b) detected by rules of con-
ceptual layer; (c) validated by rules of heuristic layer

the peripheral regions of the lung”. Such abstract knowledge is converted into
rules as follows. Suppose ROI1” is a detected HC region by ML rules; a typical
heuristic rule is: if Distance(ROI1, Boundary) ≤ τ then ROI1 is HC region”.
Where, Distance is a function which produces a projected distance between
the region and boundary in pixels, Boundary is a peripheral position and τ is
distance threshold in terms of pixels. In the present system we incrementally
captured 13 set of heuristic rules based on experts’ suggestions.

There are two separate knowledge bases systems(KBS): the ML and the
heuristic system. In each the rules are linked in RDR fashion. The key feature
of RDR is that the rules are evaluated in a strict order [1]. A rule that corrects
an incorrect conclusion is linked as a refinement rule to the incorrect rule and is
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Table 2. Feature Select for Feature Selection

Feature Select Function Goodness of a feature

Input: Dataset D, feature set F . Input: Dataset D, feature set F .
Output: Feature Subset S. Output: goodness measures.
Initialization: S = φ. Goodness Algorithm:
Feature Select Algorithm: Generate uniformally distributed
// use forward sequential selection method. negative dataset U for D.
While(Recall and Precision Divide D evenly into n
both not 100% or f accuracy groups, S1, S2, ..., Sn.
increasing){ For i from 1 to n Sn and
For each f ∈ F do { U as testing data and rest
S = S ∪ f . of data as training data{
Calculate Goodness(S). if F has only one element{
S = S − f .} // generate simple interval rules.
Select best feature f . Take feature f from F.
S = S ∪ f . enerate rules by S Interval(f)
F = F - f . } using training data.}
Return S. else{

// generate composite interval rules.
Generate rules by C Interval(F)
using training data.}
Test the rules on the testing data.
Count the total number of test
examples correct and incorrect.}
Calculate goodness measures:
recall, precision and f accuracy.
Return goodness measures.

only evaluated when the parent rule fires. In our system, if a ML rule gives the
wrong conclusion the expert labels the region and ML is applied to this data to
generate a new rule which is attached as a refinement. Similar RDR refinements
are made in the second system. RDR requires that a change should not affect
previous saved cases. With two separate systems, any change made to the first
system needs to be checked against the second.

3.1 Results and Discussion

Fig.2 shows one result of HC pattern detection in an image. The pattern detec-
tion results shown in Fig.2(b) and (c) clearly reveal the effect of heuristic rules in
the detection of ROIs. In Fig.2(b) the number of detected honeycombing ROIs
are 11 (small and big pink coloured regions), whereas there are only 2 ROIs
resulted in Fig.2(c) by reducing number of false detected regions.

Fig.3 shows the acquisition of rules in machine and heuristic knowledge bases
on incremental testing of cases. It clearly indicates that the errors in detection
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Fig. 3. Performance Graph of Integrated Rules in GRDR Framework

drop significantly after acquisition of some rules in the initial phase. The erro-
neous results, on some cases in the later stage, were fixed using exception rules.
This shows that the system is able to incorporate ML and heuristic rules in-
cremently. Although very small number of rules are involved, Fig.3 shows the
standard RDR pattern of a decreasing rate of rule addition as domain coverage
is achieved.

As mentioned above, in the system two separate ML and heuristic KBS are
linked. In order to maintain the consistency of rules the linking between them
facilitates cross checking. In our implementation the relations between these two
KBS are defined based on the control mechanism of the GRDR [2]. In the GRDR
control mechanism determines the sequence of evaluation of KBS is dependent on
the sibling and correction relations among them. In sibling relations the output
of first KBS must be passed through the second KBS with a restriction that the
output of first KBS can only be supplemented with new results by second KBS.
In correction relations the results of first KBS is passed through the second KBS
and if the second KBS does not provide any output then the output from the
first KBS is considered final, otherwise, output from the second KBS overrides
the result of the first KBS.

In the GRDR structure used here, the errors in ML KBS are fixed by addition
of new ML rules to KBS (sibling relations among ML rules). For these changes
the performance of heuristic KBS must be checked against past cases and the
only a ML rule which causes no change in heuristic KBS can be added. Other-
wise rules in heuristic KBS can override conclusion from ML KBS as required
(correction relations among ML and heuristic rules). But when these rules in
heuristic KBS give incorrect conclusions they are refined (correction relations
among heuristic rules). In the experiments here 2 sets of extra rules added for
ML KBS and 13 heuristic rules captured in heuristic KBS.

4 Conclusion and Future Work

In the paper, a GRDR based multi-level knowledge based pattern detection sys-
tem is presented which uses ML and heuristic rules to classify a complex pattern
in HRCT images. The ML rules for pixel level classification are generated using
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a characteristic concept learner on spectral and texture features of image pat-
terns. The resulting regions from machine-level knowledge base are validated by
heuristic rules acquired from the experts by inviting their opinions on classifica-
tion results. In the present system heuristic rules are acquired with the help of
a knowledge engineer because certain image processing procedures are needed
for getting appropriate features to translate the heuristic knowledge into appro-
priate rules. Further research is needed to facilitate easy acquisition of heuristic
rules, without involvement of knowledge engineer, in the system.
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Abstract. This paper presents an efficient method to determine a body
region-of-interest (ROI) enclosing a fetus in a two-dimensional (2D) key
frame that removes some irrelevant matters such as the abdominal area
in front of a fetus to visualize a fetal ultrasound volume along with the
key frame. In the body ROI determination, a clear frontal view of a fetus
lying down floating in amniotic fluid mainly depends on the successful
determination of the top bound among the four bounds of an ROI. The
key idea of our top-bound setting is to locate it in amniotic fluid areas
between a fetus and its mother’s abdomen, which are dark so as to typ-
ically induce local minima of the vertical projection of a key frame. The
support vector machines (SVM) classifier, known as an effective tool for
classification, tests whether the candidate top bound, located at each of
the local minima which are sorted in an increasing order, is valid or not.
The test, using textural characterization of neighbor regions around each
candidate bound, determines the first valid one as the top bound. The
body ROI determination rate as well as resulting 3D images demonstrate
that our system could replace a user in allocation of a fetus for its 3D
visualization.

Keywords: fetal ultrasound volume, visualization, region-of-interest,
significant local minimum, support vector machines.

1 Introduction

Recently, modern three-dimensional (3D) obstetrical ultrasound imaging systems
have been capable of generating a transparent view that depicts a sculpture-
like reconstruction of a fetus based on 3D visualization, which has a significant
impact, especially on diagnostic applications, in the obstetrical field. Typical
3D fetal ultrasound imaging systems allow users to define ROIs manually on
2D slices from a volume using some editing tools and then concatenate these
regions to form a volume-of-interest (VOI) [1]. Since a 3D fetal volume generally
contains a fetus including the wall of the uterus and floating matters in the
amniotic fluid areas, some means of separating the fetus from the surrounding
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data is necessary to obtain an uncovered view of the fetus while reducing the
volume size for manipulation of 3D images. A manual determination of the size
and position of an ROI enclosing an object to be visualized might be tedious and
time-consuming tasks even for obstetrical experts, especially for visualization of
a fetus directly from an acquired volume data in recent medical imaging systems.

In our previous work [2], an algorithm for setting a face ROI enclosing a fetal
face in a predefined body ROI is presented where the SVM using facial shape
features tests which is valid among the two candidate ROIs left and right around
a fetal neck. Since the accuracy of a face ROI setting depends on how accurately
its body ROI is determined, we further develop an efficient algorithm for auto-
matic determination of a body ROI enclosing a whole fetus for visualizing and
manipulating all its available anatomical organs. In this body ROI determina-
tion, since the top bound is most important in achieving a clear frontal view of
a fetus, the SVM, using texture features, tests whether candidate top bounds of
a body ROI are in amniotic areas or not. The candidate top bounds are given
at the local minima of the vertical projection of a key frame, which are induced
by amniotic fluid areas. Among them sorted in an increasing order, the SVM
selects the first valid candidate for the body ROI top bound. The left and right
bounds are found in the most left and right boundaries of bright regions in the
binarized key frame, which typically corresponds to bones of a fetus reflecting
ultrasound signals. The bottom bound is simply determined to the first local
minimum of the vertical projection of a key frame corresponding to an amniotic
area just under the fetus. In order to investigate whether each candidate top
bound is between a fetus and its mother’s abdomen or not, the dissimilarity
in textural activities of two neighbors around the bound is measured by BDIP,
BVLC moments [3], and DLPV (difference of local projection values). The rea-
son why the SVM approach is selected for finding a valid top bound is because it
can effectively overcome the difficult problem of searching for a general model to
fit databases such as fetal volumes which have variation of amniotic fluid levels
according to gestation [4]. For real-time visualization of a 3D fetus, its VOI is
then simply created by extending the body ROI of the key frame centered in its
volume to all frames and rendered to show a fetus surface in the frontal view.

2 Proposed Body ROI Determination

Fig. 1 shows the block diagram of a 3D fetal ultrasound visualization system
with the proposed body ROI determination. In the proposed method, the 2D
frame centered in a 3D fetal volume is first extracted as a key frame for body
ROI determination. Fig. 2a shows the 2D key frame and Fig. 2b shows its vertical
projection curve that is obtained as

μi =
1
W

W−1∑
j=0

Iij , 0 ≤ i ≤ H − 1 (1)

where Iij is the pixel intensity of the frame of size H × W . As shown in Fig.
2b, the bright area of the mother’s abdomen induces the first local maximum
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Fig. 1. Block diagram of a 3D fetal ultrasound visualization system with the proposed
body ROI determination.
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Fig. 2. Intermediate results of the proposed body ROI determination. (a) 2D key frame.
(b) Vertical projection curve of (a). (c) Depths of SLMs calculated on the interval
[Pfmax, Pgmax]. (d) Body ROI determined finally.

of the projection curve (at position Pfmax) and the very high intensity area
of the fetus induces the global maximum (at position Pgmax). Between these
two maxima, there typically exist local minima corresponding to the amniotic
fluid areas with very low intensities. Among these local minima, significant ones
considered as dark and deep valleys are searched by an algorithm that is called
here significant local minimum (SLM) search. This is for reducing the influence
of speckle noise and some irrelevant matters in dark amniotic areas on top bound
determination. That is, a SLM is defined as the one whose elevation (projection
value) is less than a threshold and where the minimum of its relative elevations
of two adjacent maxima is less than a value that is defined experimentally. Fig.
2c shows the depths of significant local minima which are computed as

Δk =
1
2

[(Mk−1 − mk) + (Mk − mk)] (2)

where mk denotes the projection value at the kth SLM, Mk−1 the projection
value at the largest maximum between the (k − 1)th and the kth SLM, and Mk

the projection value at the largest maximum between the kth and the (k + 1)th
local minima. The SVM tests whether each SLM sorted in an increasing order
of depth is valid or not using the features extracted at the SLM, which will be
presented in Chapter III. Finally the top bound (denoted as Ptop) is located at
the first valid SLM.

The bottom bound of the ROI, denoted as PBottom in Fig. 2b, is simply
determined as the first local minimum on the interval [Pgmax, H ]. The key frame
is next binarized by a recursive Otsu threshold [5] and the left and right bounds
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of the ROI are determined in the most left and right boundaries of bright regions
that typically correspond to bones of a fetus.

3 SVM Based Top Bound Selection

The SVM have been recently proposed as a new technique for patterns recogni-
tion. Intuitively, given a set of pattern or feature points which belongs to either
of two classes, the SVM finds the hyperplane leaving the largest possible fraction
of feature points of the same class on the same side, while maximizing the dis-
tance of either class from the hyperplane [4]. Prior to starting the classification,
the SVM classifier is trained from learning feature examples in a training set. As
a result, a feature example outside the training set can be classified well by the
SVM classifier. Whereas linearly separable data may be analyzed with a hyper-
plane, linearly non-separable data, which are usually encountered in practical
classification problems, are analyzed with an appropriate nonlinear operator for
mapping input feature points into a higher dimensional feature space by using
some proper kernels. Based on our test with all available kernels, a nonlinear
SVM classifier with Gaussian RBF kernel is selected to classify the SLMs from
which candidate ROI top bounds are given.

3.1 Feature Extraction for SVM

a. DLPV. As depicted in Fig. 3, the DLPV is defined as the averaged rela-
tive elevation of the projection curve around a candidate top bound, which is
expressed as

DLPV =

∑
l∈[−Δ,+Δ]

[p(Ptop) − p(l + Ptop)]

2Δ
(3)

where p(l+Ptop) are projection values in the interval [p(Ptop) − Δ, p(Ptop) + Δ].
Generally for a valid top bound, DLPV takes a large negative value due to a
SLM as shown in Fig. 3a. However for an invalid top bound, DLPV takes a
positive or small negative value due to a local minimum of small depth as shown
in Fig. 3b. As a result the less the DLPV is, the deeper the valley is.

b. Differences of BDIP and BVLC Moments. Another feature in SVM is
based on BDIP and BVLC moments [3]. While BDIP measuring the variation
of intensities in an image block, BVLC measures the degree of roughness in
an image block that is defined as the variation of local correlation coefficients
according to four orientations (−90◦, 0◦, −45◦, 45◦). Fig. 4 shows the BVLC and
BDIP values computed in the two neighbors around the top bound in the key
frame. Since BDIP and BVLC features are utilized to characterize the activity
of these neighbors also, the height of the two neighbors in this calculation takes
the same value of as that in Eq. 3.

Each of the two neighbors is divided into non-overlapping blocks of size B×B,
and then the BDIP and BVLC are computed in each block. In order to reflect
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Fig. 3. Computation of DLPV on interval of size 2Δ in case of (a) valid and (b) invalid
top bound.
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Fig. 4. BDIP and BVLC values computed in the two neighbor regions around a top
bound in a 2D key frame. (a) Original frame. (b) BDIP values. (c) BVLC values.

the activity characteristics in the proposed feature vector, all blocks are classified
into four classes. All the blocks are first classified into two groups by using the
average of BDIPs over all blocks as a threshold. Next all blocks in each group are
classified again into two subgroups by using the average of BDIPs over all blocks
in each group as a threshold. The first moments of BDIPs are then computed for
each class. Similarly, the first moments of BVLCs are computed for each class;
however, each class is classified by using the average of BVLCs as a threshold.
The regions outside the fan-shape areas, which generate BDIP and BVLC values
of zero, are excluded from the calculation of BDIP and BVLC thresholds. These
moments are combined to form a vector h , which can be written in general case
as

h = [μ1(D), μ2(D), · · · , μn(D), μ1(V ), μ2(V ), · · · , μn(V )] (4)

Here μi(D) and μi(V ) denote the BDIP and BVLC means for the ith class,
respectively. Let hUp and hDown represent the vectors, which are formed by Eq.
4 for the two neighbors above and below the top bound, respectively. We define
the difference vector E as

E =
hUp

σUp
− hDown

σDown
(5)
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where the division means a component-wise division and σUp and σDown stand
for vectors of standard deviations, which are calculated from the training DB,
for each component in hUp and hDown, respectively. These vectors are used as
normalization factors to prevent feature vector components of great variances
from dominating in the SVM calculation. The difference vector E, which rep-
resents the block activities for each class in the two neighboring areas is then
associated with the DLPV to form the (2n + 1) dimensional feature vector x for
the SVM, which takes a form of

x = [DLPV/σDLPV,E] (6)

where σDLPV denotes the standard deviation of the DLPV computed from the
training DB for the same reason. This vector is used as an input of the SVM
classifier to classify a given top bound into valid or invalid one. The significant
difference of feature vector components calculated from the training DB for the
two groups of top bounds implies that the proposed feature vector is effective in
the classification.

3.2 Top Bound Selection

If the candidate top bound is classified by the SVM as invalid, the next candidate
one is set up by successive replacement of the current candidate with a new
candidate according to the increasing order of their depth (Eq. 2), and the feature
vector is computed again for the new candidate. The replacement stops when the
validity of this new candidate is reached. Occasionally, if no new valid candidate
is found, the actual top bound is set to the one which generates the largest value
of the decision function.

4 Experimental Results

4.1 Preliminary for Experiments

A set of 116 real fetal volumes at different gestation stages, which has been
collected by Medison Co., Ltd Korea, is used to evaluate the performance of our
automatic body ROI determination algorithm applied in a visualization system.
The five frames of size 440 × 512 around the center frame sliced in the coronal
view of each fetal volume are extracted and the set of all 580 frames extracted
is arbitrarily divided into two subsets, each of which consists of 290 frames. One
of the two subsets is used as a training set in training the SVM classifier and the
other one as a test set in evaluating the performance of the proposed algorithm.
In each of 150 frames chosen at random from the training set, a valid top bound
is manually set to a local minimum with the largest depth, which is close enough
for the frontal view of a fetus so that fluids and matters are completely removed.
In each of the other 140 frames, an invalid top bound is set to one of the local
minima of its projection curve except the deepest one.
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The threshold for elevation of SLMs is adaptively computed from the mean μ
and standard deviation σ of the key frame as shown in Fig. 3. In the calculation
of BDIP and BVLC, the block size is chosen as 2 × 2. The height of the two
neighbors around a candidate top bound is chosen as the average of amniotic
fluid levels in the data set, Δ = 45. As selecting the SVM classifier with Gaussian
RBF kernel, a grid search for its best parameters of width σ and regularization
factor C is performed by a five-fold cross-validation procedure on the training
set. With the best cross-validation accuracy, the SVM classifier with σ = 4 and
C = 10 is configured for classification of candidate top bounds. The number of
classes for block classification in the computation of BDIP and BVLC moments is
determined as 4 because there is no significant improvement for further increase
in the number of classes.

4.2 Performance Evaluation

The receiver operating characteristic (ROC) analysis is used for providing a com-
prehensive summary of the trade-off between the sensitivity and the specificity of
the SVMs. To investigate the contribution of DLPV, BDIP and BVLC moments
to the role of the proposed feature vector, the ROC curve of the SVM trained by
using this vector is compared with those of the SVMs trained by using the other
combinations of DLPV, BDIP and BVLC moments. As shown in Fig. 5a, the
participation of all components yields the highest SVM performance (the area
under the ROI curve Az = 0.952) over the remaining combinations. The SVM
performance comparison in terms of accuracy, sensitivity, and specificity in Fig.
5b shows the effectiveness of the proposed feature vector in classification process.
Regarding to insights of the SVMs, the proposed feature vector also leads to the
smallest number of support vectors (about 28.3% of the trained samples).

The performance of the SVM in the proposed body ROI determination for a
test set of 290 frames is analyzed in Tab. 1. The accuracy of the top bounds given
at the first SLMs is 241 out of 290 (about 83.1%). Among these SLMs, 235 are
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correctly classified as valid (about 97.51%) and 6 are classified as invalid (about
2.49%). Among the other 49 incorrect SLMs, 42 that are classified as invalid are
to be successively replaced with a next SLM for SVM test and finally 35 out
of 42 are correctly determined, which leads to the total determination rate of
270/290 (about 93.1%). That means the performance is improved by about 10%
compared to the case without introducing the SVM based testing.

Table 1. Analysis of performance of the SVM in the proposed ROI determination for
a test set of 290 frames.

Accuracy Classification results for first SLMs being correct Determination
of first SLMs Valid Invalid rate

241/290 83.1% 235/241 97.51% 6/241 2.49% 270/290 93.1%

4.3 Visualization

In SONOACE 9000, a 3D imaging system of Medison Co. Ltd., an input volume
data is preprocessed by scan-conversion before applying the proposed algorithm.
The visualization here is based on ray-casting method [6] to produce 3D images
by directly processing the VOI without an intermediate geometrical representa-
tion. Since only the data within the VOI are rendered, the system offers in real
time actual 3D images of fetuses on display devices as depicted in Fig.6.

Fig. 6. Visualization of raw fetal volumes (first row) and their visualization with the
proposed ROI determination (second row).

5 Conclusion

An automatic body ROI determination using SVM based top bound selection for
visualization of a fetal ultrasound volume has been proposed. The experimental
results have proved the appropriateness of the proposed feature vector in the
validity test for an improvement of body ROI determination rate.
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Abstract. Fitting brightness profiles of galaxies in one dimension is
frequently done because it suffices for some applications and is simple
to implement, but many studies now resort to two-dimensional fitting,
because many well-resolved, nearby galaxies are often poorly fitted by
standard one-dimensional models. For the fitting we use a model based
on de Vaucoleurs and exponential functions that is represented as a set
of concentric generalized ellipses that fit the brightness profile of the
image. In the end, we have an artificial image that represents the light
distribution in the real image, then we make a comparison between such
artificial image and the original to measure how close the model is to
the real image. The problem can be seen as an optimization problem
because we need to minimize the difference between the original optical
image and the model, following a normalized Euclidean distance.
In this work we present a solution to such problem from a point of view
of optimization using a hybrid algorithm, based on the combination of
Evolution Strategies and the Quasi-Newton method. Results presented
here show that the hybrid algorithm is very well suited to solve the
problem, because it can find the solutions in almost all the cases and
with a relatively low cost.

1 Introduction

Galaxies span a wide range of morphology and luminosity, and a very useful way
to quantify them is to fit their light distribution. Fitting profiles for galaxies in
one dimension is frequently done because it suffices for some applications and is
simple to implement [5], but many studies now resort to two-dimensional fitting,
because many well-resolved, nearby galaxies are often poorly fitted by stan-
dard one-dimensional models. Although empirical techniques for galaxy fitting
and decomposition have led to a number of notable advances in understanding
galaxy formation and evolution, many galaxies with complex isophotes, ellip-
ticity changes, and position angle twists can be modelled accurately in two di-
mensions. We illustrated this by 5 examples, which include elliptical and spiral
galaxies displaying various levels of complexities. In one dimension, the galaxy
bulge and disk may appear to merge smoothly, which causes non-uniqueness
in the decompositions, while in two dimensions ishophote twists and ellipticity
change provide additional constraints to break those degeneracies.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 179–185, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Galaxy image and its modelled brightness profile

The algorithms we are using here are: Evolution Strategies (ES) [1, 6], Quasi-
Newton (QN) [2, 3] and a hybrid algorithm, merging both of them. The hybrid
algorithm takes advantage of the main features from the two previous algorithms:
the global exploration of ES and the fast convergence of QN when the search is
near the solution.

The rest of the paper is structured as follows: in Section 2 a brief description
of theory of brightness profiling and a description of the problem are presented,
the optimization methods are shown in Section 3, Section 4 includes the general
description of the implementation, results are presented in Section 5 and Section
6 includes conclusions and future work.

2 Brightness Profile

Surface brightness in a galaxy is literally defined as how much light the galaxy
emits[5], and luminosity is defined as the total energy received per unit of area
per unit of time. Then, the surface brightness of an astronomical source is the
ratio of the source’s luminosity F and the solid angle (Ω) subtended by the
source:

B =
F

Ω
(1)

The surface brightness profile in an elliptical galaxy follows the de Vaucoulers
Law r1/4 [4]:

Ib = Ie exp
[
−7.67

[(
r1/4

re

)
− 1
]]

(2)

where r is the distance from the galactic center, re is the mean ratio of the
galaxy brightness (the radius where half of the total brightness lies), and Ie is
the surface brightness for r = re.

Also, the surface brightness profile for a disc galaxy has an exponential dis-
tribution:

Id = I0 exp
(
− r

rd

)
(3)
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where I0 is the central surface brightness and rd is the radial scale length.
Finally, surface brightness distribution in elliptical and spiral galaxies can be

described as the sum of equations (2) and (3), which is an approximation of the
profile using concentric ellipses [5].

Id = Ib + Id (4)

In fact, it is not expected that equations (2) and (3) fit all the profiles mea-
sured in the radial range of the galaxy, because sometimes sky substraction errors
in external regions of galaxy can distort the profile. An example of a galaxy image
and its corresponding generated brightness profile using the previous equations
are shown in Figure 1.

The problem of two-dimensional fitting can be described in brief as follows:
given an image, taken from photometric observations, of a spiral or elliptical
galaxy, an exploration of search space will be done to estimate a set of param-
eters that define the surface brightness profile of the galaxy. Parameters to be
determined by the algorithms are: re, mean ratio of the galaxy brightness; Ie,
surface brightness in r = re; I0, central surface brightness; rd, radial scale length
and two angles i1 and i2, which are the rotation angles about the x and z axes,
with the x axis being horizontal and the z axis pointing towards the observer.

3 Optimization Methods

3.1 Evolution Strategies

Evolution Strategies (ES) [1, 6] is concerned with finding the global minimum of
a function with a large number of variables in a continuous space. The algorithm
starts by choosing k, {q1,q2, · · · ,qk} individuals, each characterized by an object
parameter vector q and a corresponding strategy parameter vector s:

qi = 〈q1,i, q2,i, · · · , qL,i〉 i = 1, · · · , k
si = 〈σ1,i, σ2,i, · · · , σL,i〉 i = 1, · · · , k

In the first generation the elements of the q and s vectors can be chosen
totally at random. Each of the k individuals must be evaluated according to a
fitness function. The fitness function is what we need to minimize (or maximize,
depending on the point of view), and also is called target function.

The next step is to produce a new population applying the genetic operators
cross-over and mutation. For cross-over, two individuals (parents) are chosen at
random, and then we create two new individuals (offspring) by combining the
parameters of the two parents.

Mutation is applied to the individuals resulting from the cross-over operation.
Each element of the new individual is calculated from the old individual using
the simple operation: qj,mut = qj +N(0, σj), where N(0, σj) is a random number
obtained from a normal distribution with zero mean and standard deviation σj ,
which is given by the strategy parameter vector. The process of cross-over and
mutation is repeated until the population converges to a suitable solution.
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3.2 Quasi-Newton

To solve a system of non-linear equations Newton’s method has to estimate the
Jacobian in each iteration, which implies computing partial derivatives; that
results in a very high computational cost. To avoid that complexity, Quasi-
Newton (QN) method [2, 3] substitutes the Jacobian Matrix in Newton’s method
with an approximate matrix that is recalculated in each iteration.

In the beginning, the Jacobian J(x1) is substituted by a matrix A1 in New-
ton’s method:

A1 = J(x0) +
[f(x1) − f(x0) − J(x0)(x1 − x0)] (x1 − x0)t

‖x1 − x0‖2
(5)

Then, this matrix is used to calculate x2:

x2 = x1 − A−1
1 f(x1) (6)

Quasi-Newton works with the two previous equations, substituting the corre-
sponding matrix for each iteration. It is possible to calculate the inverse matrix in
(9) with the following equation, avoiding the inversion process in each iteration:

A−1
i = A−1

i−1 +
(si − A−1

i−1yi)st
iA

−1
i−1

st
iA

−1
i−1yi

(7)

where yi = f(xi) − f(xi−1) and si = xi − xi−1.
The previous equation uses only matrix multiplication, then the total number

of operations in the whole process has a complexity O(n2).

3.3 Hybrid Algorithm

The hybrid algorithm used here is ES+QN. This hybrid algorithm is imple-
mented using ES as a global method to identify promising regions in the search
space, and then, once the region is located, we switch to a QN as local method
to refine the best solution found by ES.

The employed metric to determine where the interesting region lies and when
to change between algorithms is based on progress of the global algorithm, that
is, if the ES algorithm has found a stable region, it is a good sign indicating
that the optimum is near. So when the algorithm ES has not experimented an
improvement of 10% in its best individual during 10 generations, we switch to
the QN algorithm.

4 Implementation

ES were implemented using a population of 10 individuals and was evolved until
the target function reached a value greater than 0.95. QN was implemented using
the function FMINUNC included in the Optimization Toolbox of Matlab, using
all the default parameters.
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Table 1. Results for a set of galaxy images

Galaxy Original Image Best Model Type Algorithm Function Evaluations 1

1+
‖A−B‖2

B+ε

QN N/C N/C
NGC2768 Elliptical ES 5139 0.9824

Hybrid 2970 0.9824

QN N/C N/C
NGC2903 Spiral ES 3348 0.9719

Hybrid N/C N/C

QN N/C N/C
NGC3031 Spiral ES 5737 0.9616

Hybrid 4716 0.9664

QN 159 0.9514
NGC3344 Spiral ES 2430 0.9514

Hybrid 1588 0.9514

QN 302 0.9918
NGC4564 Elliptical ES 3671 0.9917

Hybrid 693 0.9918

In the beginning we have an image of a spiral or elliptical galaxy. By conven-
tion we chose working with 256x256 images in grey scale. In the image we first
determine the galactic center by finding the brightest pixels in a box of 10x10
pixels, in this box we take the central pixel and use its coordinates as the center
of the galaxy in the image.

The process starts by generating randomly a vector (or set of vectors in
the case of ES) of numbers which represents the set of brightness parameters
described in Section 2: [i1,j , i2,j, Ie,j , re,j , I0,j , rd,j ]

The parameter vector is used as input for a program which creates an artificial
image that represents the light distribution in the galaxy, following equations
(2) and (3). The obtained image is also 256x256 pixels in grey scale. Then, the
artificial image is evaluated with the following target function:
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f =
1

1 + ‖A−B‖2

B+ε

(8)

where A is the artificial image, B is the original optical image and ε is a very small
constant to prevent division by 0. The target function represents the similarity
between both images, and its value range is between 0 and 1, with 1 as a perfect
match and 0 as totally different images. At the end, the simulated image that
maximizes this equation is the one that was produced by the set of brightness
parameters we are looking for. We established empirically that with a minimum
value of 0.95 for the target function, the difference between images is almost
imperceptible.

If the target function has not reached the tolerance, then the next step is to
make a modification to the parameter vector. This modification is done according
to the optimization method (ES or QN), following particular features of each
technique, as seen in Section 3. Once the modification is done, the process is
repeated again.

The number of times the process can be repeated is determined in different
ways for each algorithm: for ES we established that the process stops if during
10 generations the target function has not been enhanced in a value greater than
0.3, and Matlab determines the total number of evaluations QN can do.

In the case of the hybrid algorithm, we start with ES and evolved the pop-
ulation until the target function has a value greater than 0.9, or if during 10
generations the target function has not been improved in a value greater than
0.1, then we change to QN, with the best individual reached until that moment
as the starting point for the local algorithm.

5 Results

Table 1 shows the results obtained after applying the algorithms to a set of
galaxy images. The first column indicates the name of the galaxy, the second
and third columns show the original and best model reached (by one of the three
algorithms) respectively, the fourth one the kind of algorithm used, the fifth one
the total number function calls needed by the algorithm to reach convergence
and the last one shows the value for the target function for the maximum found
(in a normalized quantity between 0 and 1, with 1 as a perfect match).

In the fifth column the smallest number of function calls is marked with bold
text, which indicates the algorithm with the best behavior in each example. We
choose the number of function calls as the measure of efficiency because, in most
cases, all the algorithms have very similar accuracies at the end.

From the table we can see that the hybrid algorithm has a very good behavior,
as was expected, it found four of five solutions, and the cost is lower than ES
(and in some cases similar to QN). QN is the algorithm with the most deficient
behavior, since it presents difficulties to reach convergence in three of the five
examples, but, on the other hand, when the algorithm was able to find a solution
it did so with only a few iterations. Also from the figure we see that ES is the
algorithm with the most stable behavior, it was able to find good solutions for all
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the cases, but the cost to reach an acceptable model is very high in comparison
with QN and the hybrid algorithm.

6 Conclusions

In this work we have solved the problem of two-dimensional fitting of bright-
ness profiles for spiral and elliptical galaxies using a hybrid algorithm, based
on a global optimization algorithm and a local optimization traditional algo-
rithm. The hybrid method was compared with the two optimization techniques
separately. The hybrid algorithm achieved the best results considering the to-
tal number of iterations and the number of solutions found. QN was the worst
because it was not able to find solutions in most of the cases, as was expected,
because the problem of fitting profiles is a complex problem with real noise, and
this kind of algorithm are not very well suited to work with this. ES is the most
reliable algorithm to find a solution, but the cost of finding a model can be very
high. Thus, it is possible to conclude that the hybrid algorithm outperforms QN
and ES in most of the examples.
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Abstract. This paper proposes an Active Queue Management(AQM)
scheme referred to as Fuzzy Predictive Preferential Dropping (FPPD).
Two contributions are made in this work. Firstly, a fuzzy predictor is
employed to improve the accuracy of traffic prediction. Secondly, a novel
congestion index, predicted traffic intensity from fast flows, is used to
derive packet dropping probability for AQM. The FPPD safely detects
real congestion caused by large flows while leaving transient traffic burst
from short-lived flows alone. Furthermore, a preferential dropping mech-
anism is adopted to treat packets from long-term fast flows and short-
lived flows differently. Simulations show that the proposed FPPD reduces
packet drop ratio and utilizes link bandwidth more efficiently than other
AQM schemes. It also improves the quality of service perceived by web
users.

1 Introduction

The research community has been advocating the deployment of active queue
management mechanisms at routers since the proposal of Random Early De-
tection (RED) [1]. It is known that the effectiveness of an AQM scheme de-
pends heavily on how well the scheme detects congestion and computes the
random dropping probability accordingly. The RED and its variants use average
queue length to compute random dropping probability. Although average queue
length based schemes can mask transient traffic burst, it is argued that using
queue length solely for both congestion and performance indices makes it hard
to achieve high link utilization and low packet loss ratio simultaneously [2]. This
has motivated other AQM schemes to introduce additional measures such as link
utilization [3] and input traffic rate [4] to detect congestion and compute random
dropping probability.

Recently AQM schemes based on traffic prediction have received much inter-
est because predictive AQMs generally yield small queue variation and high link
utilization. This work follows the practice of predictive queue management and
makes the following two contributions. A) A fuzzy inference system is proposed
for the prediction of future traffic on the basis of our previous work. B) A novel
congestion index, predicted traffic intensity from long-term fast (LTF) flows, is
used to compute packet dropping probability. The above two points consists of
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the core idea of the proposed Fuzzy Predictive Preferential Dropping (FPPD)
scheme. The FPPD scheme aims to reduce packet loss ratio by masking tran-
sient traffic change, while still timely reacting to real congestion caused by LTF
flows. Simulation studies carried out with NS-2 [5] demonstrate that the FPPD
achieves its design goal by outperforming other AQM schemes with lower packet
drop ratio and higher link utilization. It also improves the quality of service
(QoS) for web users by reducing complete time for web transactions.

The next section explains why predicted traffic from LTF flows should be used
for congestion detection and control. Section 3 introduces the FPPD scheme in
detail. The simulation results and related discussion are presented in Section 4.
Section 5 concludes the paper and gives our future work.

2 Motivation

To realize the objectives of AQM such as maximizing link utilization and reduc-
ing delay and delay jitter, it is necessary to stabilized packet queue length around
a small target length qt. However, for a control loop with variable and generally
large delay like the Internet, it is extremely difficult to stabilize output to a set
point (target queue length in this case) without predictive control. Predictive
queue management is required for stabilizing queue length in the sense that by
predicting the traffic intensity in the future control horizon(s), early adjustment
can be made to prevent large queue variation. Supposing that packet drop ratio
is adjusted in every control interval ( denoted as T seconds hereafter) and the
current queue length is q. If the arriving traffic in the next control interval is Ta

and the capacity of the link is C, the packet or byte dropping ratio during the
next interval is [6]

pd =
q + Ta − C − qt

Ta
(1)

to minimize the queue variation.
The scheme would work well for stabilizing queue length if the traffic on the

Internet was all controllable. However, according to the heavy-tailed distribution
of the Internet traffic, there exists a vast number of short-lived flows on the
Internet, which mostly last for only a few seconds and are too short to control.
It has been reported that transient traffic change caused by short-lived or slow
flows (SLS) has adverse impact on the stabilizing queue length [1]. This work
thus aims to compute random dropping probability on the basis of traffic from
LTF flows. In this way, the transient traffic noise caused by SLS flows diminishes
and the impact of the noise on queue performance can be reduced.

There is one more reason to compute random dropping probability using
traffic from LTF flows. Because LTF flows are the main contributors of Internet
congestion [7], more weight should be put on the traffic of LTF flow instead of
treating all the traffic equally. This can be further justified by the observation
that even the current queue length is not low, as long as there is no much
traffic coming from LTF flows, the network congestion is not severe and packet
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dropping ratio should not be increased much. Otherwise, it may lead to packet
over-dropping but only marginal performance gain in congestion control.

Based on the above understanding, this paper initiates to derive packet drop
probability using predicted traffic intensity from LTF flows to mask traffic noise.
A Fuzzy Predictive Preferential Dropping (FPPD) scheme is then proposed to
treat SLS flows more favorably. Next, the FPPD scheme is presented in detail.

3 Fuzzy Predictive Preferential Dropping

The FPPD scheme consists of the following three components.

– Collection of traffic from LTF flows
– Fuzzy prediction of traffic from LTF flows
– Preferential dropping

It is understood that to collect traffic from LTF flows for traffic prediction,
the first step is to differentiate LTF flows from other flows. Our previous L-LRU
proposal [8] for LTF flow detection is adopted in this paper. The L-LRU cache
only requires to maintain flow state for a small number of LTF flows. Simula-
tions driven by Internet traces have proved that the L-LRU cache is effective in
the detection LTF flows. Due to space limit, only the fuzzy predictor and the
preferential dropping mechanism are described in the paper.

3.1 Fuzzy Prediction of Traffic from LTF Flows

The ubiquitous existence of Long Range Dependence (LRD) among traffic ag-
gregates at various time scales implies that traffic prediction is viable1. Previous
research has shown that the predictability of Internet traffic can be exploited
to improve network efficiency as well as QoS. Moreover, our previous work has
shown that fuzzy prediction outperforms traditional linear prediction model with
better prediction accuracy [9]. This might be explained by the fact that fuzzy
prediction does not require to understand the distribution of system noise and
observation noise in advance. So in this work, the fuzzy Kalman filter proposed
in [9] is adopted for traffic prediction.

The input of the fuzzy predictor is a sequence of aggregated traffic from LTF
flows, Xt, collected by the L-LRU cache. The time scale used in this work to
aggregate incoming traffic is 0.01s. For a one-step-ahead prediction, the predicted
traffic in the next control interval is given by

X̂t = α ˆXt−1 + (1 − α)Xt−1 (2)

where α gives the exponential averaging weight of the past history. α is inferred
by a fuzzy system on the basis of normalized prediction error, which is defined
by

error =
|Xt − X̂t|

Xt
(3)

1 Similar LRD trend can also be found for traffic from LTF flows, according to our
experiments carried out with Internet traces.



Fuzzy Predictive Preferential Dropping for Active Queue Management 339

The fuzzy inference system adopts the following linguistic rules.

– If error is large, then α is small
– If error is medium, then α is medium
– If error is small, then α is large

The membership function of the α and error is given in Figure 1.
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Fig. 1. Membership function of the fuzzy predictor (a) error (b) α

The output of the predictor is the predicted traffic aggregate for the next
control interval. The predicted traffic intensity is then used to compute the
packet dropping probability based on (1). It should be noted that the system
performance has certain correlation with the span of the control interval used.
Generally the better performance comes with a smaller T , however, more compu-
tation is required. The simulation results presented in this paper used a control
interval of 0.01s, which is the same as the time scale used for traffic aggregation.
Since the computation overhead of the fuzzy inference engine is trivial, it has no
problem for online computation.

3.2 Predictive Preferential Dropping

By preferential dropping, this work means to drop packets from LTF flows more
vigorously during congestion. That is, if the packet count of flow i is longer than a
threshold Pltf (long-term) and its flow rate is higher than a threshold rltf (fast),
packets from flow i will be dropped more heavily. On the contrary, packets from
short-lived or slow flows will not be dropped, because dropping packets from
those flows has not much effect on queue dynamics and little performance gain
for congestion control. It is also highly desirable in the sense that dropping
packets from cached flows only helps reduce the time to complete web sessions
and allocate slow flows more bandwidth, because short-lived or slow flows are
less likely to be cached. The preferential dropping mechanism works as follows.
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For any incoming packet, if the flow which the packet belongs to is found
in the cache, the FPPD randomly drops the packet only if the following two
conditions are met. A) Flow rate (bandwidth) higher than a threshold rltf and
B) Total packet count higher than a threshold Pltf . If the two criteria are met
for an LTF flow, its packets will be dropped with a probability given by

pid = pd ∗ ri

rltf
(4)

where ri is the sending rate of flow i. Please note that the predictive packet
dropping probability, pd, still follows (1). However, the incoming traffic inten-
sity is replaced by the predicted future traffic intensity using the above fuzzy
predictor.

To implement the above preferential dropping, the total packet count for each
cached flow is counted by the L-LRU cache, while the flow rate is approximated
by the number of packets arrived during a fixed period of time T . Note that the
threshold rltf is simply given by management policies, say if a flow is sending
at a bandwidth above 0.1% of link bandwidth, its packets are more likely to be
dropped. The Pltf can be policy-based as well, for instance, most web sessions on
nowadays Internet is less than 100KB, Pltf can be set to 100 for a fixed packet
size of 1KB with the aim to reduce the packet drop ratio for web sessions.

4 Simulation Results and Discussion

The FPPD scheme is implemented for NS-2 evaluation. Three other schemes
RED, AFD [10] and LRURED [11] are used for performance comparison. Since
the RED is not equipped with preferential dropping mechanism, its performance
is used as a reference. The following simulations are done with a dumbbell topol-
ogy given in [12], with a bottleneck link of 15Mb/s bandwidth and 10ms de-
lay. The Round Trip Time distribution and other network configurations follow
[12]. The queue limit is set to 300 packets with a fixed packet size P of 1000
bytes/packet. The traffic model used for simulation is based on the Internet
traces, which contain both UDP and TCP flows. The TCP flows includes both
long-term FTP flows and short-term web sessions. The Packmime [13] is used for
web sessions simulation. All the simulations run for 600 seconds and are launched
for 6 times. The results presented as follows are given with 95% confidence in-
terval. Due to space limit, only the result under typical scenarios is presented
in this paper, although all the simulation results proved the effectiveness of the
FPPD scheme.

The performance of all the schemes under various traffic load level is pre-
sented as follows. 5 FTP flows and 5 constant rate UDP flows are running as
long-term traffic, while the number of web sessions launched by Packmime is
150, 180 and 200 per second respectively to vary the traffic load level. The tar-
get delay is set to 16ms (target queue length 30 packets) for all the schemes.
The packet count threshold for the FPPD is set to 50 to let any flows smaller
than 50KB pass without any packets dropped. The rate threshold is set to 10
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Table 1. Performance with Varied Traffic Load

Scheme Link Utilization Packet Loss Ratio
150 180 200 150 180 200

RED 0.86 0.94 0.96 0.82% 5.24% 9.56%

AFD 0.78 0.93 0.94 0.64% 3.57% 4.64%

LRURED 0.86 0.93 0.95 0.68% 3.66% 8.78%

FPPD 0.88 0.94 0.96 0.60% 2.22% 4.21%

and rate update period is 0.25, which means that only flows with a rate above
10∗8Kb
0.25sec = 320Kbps may lose their packets during congestion period.

Table 1 gives the packet loss ratio and link utilization under the three sce-
narios for different schemes. It can be seen that the FPPD achieves highest link
utilization and lowest packet loss ratio in all cases. The packet loss ratio is no-
tably lower than other schemes, because of the predictive control with masked
traffic noise. The benefit of traffic prediction is also revealed in the improved
link efficiency.

In addition to network efficiency, the FPPD also improves the QoS for web
users. As shown in Figure 2, where the cumulative distribution of time to com-
plete a web session is given. It can be seen that the FPPD finishes 98% of all
the web sessions less than 1.5 secs, by adopting the threshold based preferential
dropping, while all other schemes spend longer to complete web transactions.
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5 Conclusion and Future Work

A Fuzzy Predictive Preferential Dropping scheme for AQM is proposed in this
paper. Incorporated with the fuzzy prediction and the predictive control, the
FPPD scheme uses predicted traffic intensity from fast flows as the congestion
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control index. It ignores transient traffic changes caused by short-lived flows
while still promptly responding to real congestion. Its embedded preferential
dropping mechanism treats SLS flows favorably. Simulation results prove that
the proposed FPPD scheme outperforms other AQM schemes with improved
link efficiency and reduced packet loss ratio. It also reduces the transaction
completion time for web sessions. In the future, multiple-step ahead prediction
will be investigated to further improve the performance of the FPPD scheme.
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Abstract. DEA (data envelopment analysis) is a non-parametric tech-
nique for measuring and evaluating the relative efficiencies of a set of
decision-making units (DMUs) in terms of a set of common inputs and
outputs. Traditionally, the data of inputs and outputs are assumed to be
measured with precision, i.e., the coefficients of DEA models are crisp
value. However, this may not be always true. There are many circum-
stances where precise inputs and outputs can not be obtained. Under
such situations, data of inputs and outputs can be represented by fuzzy
numbers. Based on the dual program of DEA models, we propose fuzzy
DEA models for CCR and BCC models. Our fuzzy DEA models provide
crisp efficiency with fuzzy input and output data.

1 Introduction

Since the advent of the work of Charnes et at. [2], data envelopment analysis
(DEA) is a methodology that has been widely used to measure relative efficien-
cies within a group of decision making units (DMUs) that utilize several inputs
to produce a set of outputs. It has been applied to evaluate schools, hospitals
and various organizations with multiple inputs and outputs. Unlike regression
analysis, DEA uses only a single set of observations per DMU. Moreover, DEA
is sensitive to outliers. Therefore, it is very difficult to evaluate the efficiency of
DMU with uncertain inputs by conventional DEA models.

The DEA models with fuzzy data can more realistically represent real-world
problems where data may be missing or uncertain than traditional DEA mod-
els. Sengupta [9] proposed a fuzzy DEA model and solved it by Zimmermann’s
method [11]. Triantis et al. [10] solved their fuzzy model with the parametric
approach proposed by Carlsson et al. [1]. Kao and Liu [6, 7] transformed the
fuzzy DEA model to a family of the conventional crisp DEA models by apply-
ing the α-cut approach. Hougaard [5] extended scores of technical efficiency to
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fuzzy intervals to allow decision maker to use scores in combination with other
sources of available performance information. Entani et al. [3] developed a DEA
model with an interval efficiency. Guo et al. [4] proposed a fuzzy DEA model
to deal with efficiency evaluation problem with given fuzzy input and output
data, and extended the efficiency to be a fuzzy number. A crisp efficiency will
be more helpful for decision makers because it provides clearer information. In
this paper, we are going to derive fuzzy DEA models from this perspective.

2 The Data Envelopment Analysis Model

DEA is a mathematical model that measures the relative efficiency of DMUs with
multiple inputs and outputs with no obvious production function to aggregate
the data in its entirety. Relative efficiency is defined as the ratio of total weighted
output over weighted input. By comparing n units with s outputs denoted by
yrk, r = 1, . . . , s and m inputs denoted by xik, i = 1, . . . , m, the efficiency
measure for DMU k is

hk = Max
∑s

r=1 uryrk

s.t.
∑m

i=1 vixik = 1,∑m
i=1 vixij −

∑s
r=1 uryrj ≥ 0 for j = 1, . . . , n,

ur ≥ 0 for r = 1, . . . , s,
vi ≥ 0 for i = 1, . . . , m.

(1)

Mode (1), often referred to as the input-oriented CCR (Charnes Cooper Rhodes)
model [2], assumes that the production function exhibits constant returns-to-
scale. The following is referred to as the output-oriented CCR model:

1
gk

= Min
∑m

i=1 vixik

s.t.
∑s

r=1 uryrk = 1,∑m
i=1 vixij −

∑s
r=1 uryrj ≥ 0 for j = 1, . . . , n,

ur ≥ 0 for r = 1, . . . , s,
vi ≥ 0 for i = 1, . . . , m.

(2)

The BCC (Banker Chang Cooper) model (2) adds an additional constant vari-
able, ck, in order to permit variable returns-to-scale. The following is input-
oriented BCC model:

hk = Max
∑s

r=1 uryrk + ck

s.t.
∑m

i=1 vixik = 1,∑m
i=1 vixij −

∑s
r=1 uryrj − ck ≥ 0 for j = 1, . . . , n,

ur ≥ 0 for r = 1, . . . , s,
vi ≥ 0 for i = 1, . . . , m.

(3)

Model (4) is referred to as the output-oriented BCC model:
1
gk

= Min
∑m

i=1 vixik + ck

s.t.
∑s

r=1 uryrk = 1,∑m
i=1 vixij −

∑s
r=1 uryrj + ck ≥ 0 for j = 1, . . . , n,

ur ≥ 0 for r = 1, . . . , s,
vi ≥ 0 for i = 1, . . . , m.

(4)
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If a DMU proves to be inefficient, a combination of other efficient units can
produce either greater output for the same composite of inputs, use fewer inputs
to produce the same composite of outputs or some combination of the two. A
hypothetical decision making unit, k′, can be composed as an aggregate of the
efficient units referred to as the efficient reference set for inefficient unit k. The
solution to the dual problem of above models directly computes the multipliers
required to compile aggregated efficient unit k′. Therefore, we will focus on the
dual models. The dual of model (1) is:

hk = Minθk

s.t.
∑n

j=1 λkjxij − θkxik ≤ 0 for i = 1, . . . , m,∑n
j=1 λkjyrj ≥ yrk for r = 1, . . . , s,

λkj ≥ 0 for j = 1, . . . , n.

(5)

The dual of model (2) is:

1
gk

= Maxθk

s.t.
∑n

j=1 λkjxij − xik ≤ 0 for i = 1, . . . , m,∑n
j=1 λkjyrj ≥ θkyrk for r = 1, . . . , s,

λkj ≥ 0 for j = 1, . . . , n.

(6)

The dual of model (3) is:

hk = Minθk

s.t.
∑n

j=1 λkjxij − θkxik ≤ 0 for i = 1, . . . , m,∑n
j=1 λkjyrj ≥ yrk for r = 1, . . . , s,∑n

j=1 λkj = 1.

(7)

The dual of model (4) is:

1
gk

= Maxθk

s.t.
∑n

j=1 λkjxij − xik ≤ 0 for i = 1, . . . , m,∑n
j=1 λkjyrj ≥ θkyrk for r = 1, . . . , s,∑n

j=1 λkj = 1.

(8)

3 Fuzzy DEA Models

In this section, we are going to extend models (5)-(8) to fuzzy environment.

Definition 1. The α-cut of fuzzy set Ã, Ãα, is the crisp set Ãα = {x|μÃ(x) ≥
α}. The support of Ã is the crisp set Supp(Ã) = {x|μÃ(x) > 0}. Ã is normal iff
supx∈UμÃ(x) = 1, where U is the universal set.

Definition 2. A fuzzy subset Ã of real number R is convex iff

μÃ(λx + (1 − λ)y) ≥ (μÃ(x) ∧ μÃ(y)), ∀x, y ∈ R, ∀λ ∈ [0, 1],

where ∧ denotes the minimum operator.
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Definition 3. Ã is a fuzzy number iff Ã is a normal and convex fuzzy subset
of R.

Definition 4. A triangular fuzzy number Ã is a fuzzy number with piecewise
linear membership function μÃ defined by

μÃ(x) =

⎧⎨
⎩

x−aL

aM−aL
, aL ≤ x ≤ aM ,

aR−x
aR−aM

, aM ≤ x ≤ aR,

0, otherwise,

which can be denoted as a triplet (aL, aM , aR).

Definition 5. Let Ã and B̃ be two fuzzy numbers. Let ◦ be a operation on
real numbers, such as +, -, *, ∧, ∨, etc. By extension principle, the extended
operation ◦ on fuzzy numbers can be defined by

μÃ◦B̃(z) = sup
x,y:z=x◦y

{μÃ(x) ∧ μB̃(y)}. (9)

Definition 6. Let Ã and B̃ be two fuzzy numbers. Ã ≤ B̃ if only if Ã∨ B̃ = B̃.

Definition 7. Let Ã be a fuzzy number. Then ÃL
α and ÃU

α are defined as

ÃL
α = inf

μÃ(z)≥α
(z) (10)

and
ÃU

α = sup
μÃ(z)≥α

(z) (11)

respectively.

Assume inputs and outputs of DMUs are represented by triangular fuzzy
numbers. Fuzzy DEA models correspond to (5)-(8) are shown as follows. Fuzzy
model of (5) is

hk = Minθk

s.t.
∑n

j=1 λkjX̃ij − θkX̃ik ≤ 0 for i = 1, . . . , m,∑n
j=1 λkj Ỹrj ≥ Ỹrk for r = 1, . . . , s,

λkj ≥ 0 for j = 1, . . . , n.

(12)

Fuzzy model (6) is
1
gk

= Maxθk

s.t.
∑n

j=1 λkjX̃ij − X̃ik ≤ 0 for i = 1, . . . , m,∑n
j=1 λkj Ỹrj ≥ θkỸrk for r = 1, . . . , s,

λkj ≥ 0 for j = 1, . . . , n.

(13)

Fuzzy model (7) is

hk = Minθk

s.t.
∑n

j=1 λkjX̃ij − θkX̃ik ≤ 0 for i = 1, . . . , m,∑n
j=1 λkj Ỹrj ≥ Ỹrk for r = 1, . . . , s,∑n

j=1 λkj = 1.

(14)



A Fuzzy Method for Measuring Efficiency Under Fuzzy Environment 347

Fuzzy model (8) is

1
gk

= Maxθk

s.t.
∑n

j=1 λkjX̃ij − X̃ik ≤ 0 for i = 1, . . . , m,∑n
j=1 λkj Ỹrj ≥ θkỸrk for r = 1, . . . , s,∑n

j=1 λkj = 1.

(15)

Because of the convexity of fuzzy numbers, we can have the following defini-
tion equivalent to definition 6.

Definition 8. Let Ã and B̃ be two fuzzy numbers. Ã ≤ B̃ if only if ÃL
α ≤ B̃L

α

and ÃR
α ≤ B̃R

α for ∀α ∈ [0, 1].

Lemma 1. Let Ã and B̃ be two triangular fuzzy numbers denoted by (aL, aM , aR)
and (bL, bM , bR) respectively. Then Ã ≤ B̃ if only if aL ≤ bL, aM ≤ bM and
aR ≤ bR.

Proof: By definition 4 and 7, we have

ÃL
α = α(aM − aL) + aL, ÃR

α = aR − α(aR − aM ),
B̃L

α = α(bM − bL) + bL, B̃R
α = bR − α(bR − bM ),

If for all α ∈ [0, 1], ÃL
α ≤ B̃L

α and ÃR
α ≤ B̃R

α then

α(aM − aL) + aL ≤ α(bM − bL) + bL and aR − α(aR − aM ) ≤ bR − α(bR − bM ).

Let α = 1. We have aM ≤ bM . Let α = 0. We have aL ≤ bL and aR ≤ bR.
If aL ≤ bL, aM ≤ bM and aR ≤ bR then

α(aM − aL) + aL ≤ α(bM − bL) + bL

and
aR − α(aR − aM ) ≤ bR − α(bR − bM )

for α ∈ [0, 1]. That is, ÃL
α ≤ B̃L

α and ÃR
α ≤ B̃R

α for all α ∈ [0, 1]. �
Let X̃ij = (xijL

, xijM
, xijR

) and Ỹrj = (yrjL
, yrjM

, yrjR
). Following lemma

1, we can rewrite fuzzy model (12) as follows:

hk = Minθk

s.t.
∑n

j=1 λkjxijL
− θkxikL

≤ 0 for i = 1, . . . , m,∑n
j=1 λkjxijM

− θkxikM
≤ 0 for i = 1, . . . , m,∑n

j=1 λkjxijR
− θkxikR

≤ 0 for i = 1, . . . , m,∑n
j=1 λkjyrjL

≥ yrkL
for r = 1, . . . , s,∑n

j=1 λkjyrjM
≥ yrkM for r = 1, . . . , s,∑n

j=1 λkjyrjR
≥ yrkR for r = 1, . . . , s,

λkj ≥ 0 for j = 1, . . . , n.

(16)
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Fuzzy model (13) can be equivalently rewritten as model (17):

1
gk

= Maxθk

s.t.
∑n

j=1 λkjxijL
− xikL

≤ 0 for i = 1, . . . , m,∑n
j=1 λkjxijM

− xikM
≤ 0 for i = 1, . . . , m,∑n

j=1 λkjxijR
− xikR

≤ 0 for i = 1, . . . , m,∑n
j=1 λkjyrjL

≥ θkyrkL
for r = 1, . . . , s,∑n

j=1 λkjyrjM
≥ θkyrkM

for r = 1, . . . , s,∑n
j=1 λkjyrjR

≥ θkyrkR
for r = 1, . . . , s,

λkj ≥ 0 for j = 1, . . . , n.

(17)

Fuzzy model (14) can be equivalently rewritten as model (18):

hk = Minθk

s.t.
∑n

j=1 λkjxijL
− θkxikL

≤ 0 for i = 1, . . . , m,∑n
j=1 λkjxijM

− θkxikM
≤ 0 for i = 1, . . . , m,∑n

j=1 λkjxijR
− θkxikR

≤ 0 for i = 1, . . . , m,∑n
j=1 λkjyrjL

≥ yrkL
for r = 1, . . . , s,∑n

j=1 λkjyrjM
≥ yrkM

for r = 1, . . . , s,∑n
j=1 λkjyrjR

≥ yrkR
for r = 1, . . . , s,∑n

j=1 λkj = 1.

(18)

Fuzzy model (15) can be equivalently rewritten as model (19):

1
gk

= Maxθk

s.t.
∑n

j=1 λkjxijL
− xikL

≤ 0 for i = 1, . . . , m,∑n
j=1 λkjxijM

− xikM ≤ 0 for i = 1, . . . , m,∑n
j=1 λkjxijR

− xikR ≤ 0 for i = 1, . . . , m,∑n
j=1 λkjyrjL

≥ θkyrkL for r = 1, . . . , s,∑n
j=1 λkjyrjM

≥ θkyrkM for r = 1, . . . , s,∑n
j=1 λkjyrjR

≥ θkyrkR
for r = 1, . . . , s,∑n

j=1 λkj = 1.

(19)

To solve fuzzy models (12)-(15), we solve their equivalent linear programming
problems (16)-(19).

Theorem 1. Efficiencies given by fuzzy models (12)-(15) are all no greater than
1. That is, hk ≤ 1 and gk ≤ 1.

Proof: For models (12) and (14), let λkj =
{

1 if j = k
0 if j �= k.

Then θk = 1. Let θ∗k

be the optimal objective value of models (12) and (13). We have

θ∗k ≤ θk = 1.

That is, hk ≤ 1.
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Similarly, for models (13) and (15), let

λkj =
{

1 if j = k
0 if j �= k.

Then θk = 1. Let θ∗k be the optimal objective value of models (13) and (15). We
have

θ∗k ≥ θk = 1.

That is, gk ≤ 1. �

4 Conclusions

Traditional DEA deals with crisp data. When data are difficult to measure, fuzzy
numbers may be introduced to represent the vagueness or uncertainty of the data.
In this paper, we extended the duals of DEA models to fuzzy environment. In our
extension, the efficiency measured with fuzzy data is a crisp value which enables
decision makers to decide whether a DMU is relative efficient or not very clear.
It is also obvious that our fuzzy models encompass conventional DEA models.
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A Coupled Fuzzy Logic Control for Routers’
Queue Management over TCP/AQM Networks

Zhi Li and Zhongwei Zhang

University of Southern Queensland, Toowoomba, QLD, Australia

Abstract. Significant efforts in developing active queue management
(AQM) in gateway routers in a TCP/IP network have been made since
random early detection (RED) in 1993, and most of them are statis-
tical based. Our approach is to capitalize on the understanding of the
TCP dynamics to design an effective AQM scheme. In this paper, two
FL-based AQM algorithms are proposed with the deployment of traffic
load factor for early congestion notification. Extensive experimental sim-
ulations with a range of traffic load conditions have been done for the
purpose of performance evaluation. The results show that the proposed
two FLAQM algorithms outperform some well-known AQM schemes in
terms of both user-centric measures and network-centric measures.

1 Introduction

The control design philosophy of the current Internet is that reliable data trans-
fer must be provided by TCP operating at the endpoints, not in the network.
As a result, end hosts deploy sophisticated TCP end-to-end flow and congestion
avoidance algorithms, while routers in the network simply perform routing and
forwarding, with which the routers accommodate each incoming packet unless
the output buffer is full, and serve the packets in the buffer with FIFO order.
However, under heavy-loaded traffic, the current technique of queue manage-
ment, Drop Tail, causes not only high loss rate and low network throughput
but also long packet delay and lengthy congestion conditions. Research shows
that routers have the potential of knowing traffic conditions and thereby playing
an active role in traffic control instead of operating reactively. As a result, the
extension of the current queue management scheme to a method realizing traffic
and congestion control has thus been widely discussed. Random Early Detection
(RED) [1] is one of the first queuing schemes to realize active queue management
(AQM) that aims to proactively drop packets in such a way that the congestion
avoidance strategy of TCP works most effectively by means of detecting conges-
tion at its early stage. However, the main problem of RED is parameter tuning.
Due to the fact that Internet traffic is ever-changing or dynamic, this parameter
tuning issue thus has been a major hurdle to the deployment of RED in reality.
Efforts have been made in the auto-configuration of RED parameters such as
ARED [2]. Meanwhile, the problem of queue management has been addressed
from different standpoints. Some have addressed it in an empirical way such as

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 357–363, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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BLUE [3]. Some solutions regard it as an optimization problem such as REM
[4]. A high proportion of work in this area is based on classical control theory
such as PI [5].

In this paper, inspired by the success of fuzzy logic (FL) in the robust control
of nonlinear complex systems, we apply artificial intelligence technologies, partic-
ularly FL, to design an effective AQM scheme, FL-based AQM or FLAQM. The
rest of this paper is organized as follows. Section 2 will introduce the congestion
indicators used in FLAQM. Section 3 presents two FLAQM algorithms, FLAQM
and improved FLAQM. Section 4 provides the performance evaluation results
of FLAQM compared to some well-known AQM schemes, while conclusions are
given in Section 5.

2 TCP/AQM Modelling and Traffic Load Factor

Fig. 1. Block diagram of a generic AQM con-
trol system

Our hypothesis is that the Inter-
net is one of the most complex
systems. It is based on the fact
of the nonlinear nature of TCP
dynamics, and network complic-
ity such as varying round-trip time
(RTT) and different traffic pat-
terns, and various kinds of TCP
variants. Routers and endpoints cooperate to transmit data streams. There-
fore, an AQM can be viewed as a controller, and the control object is the traffic
plant representing the TCP/AQM system. Within the control-loop depicted in
Figure 1, the AQM controller makes decisions on dropping probability of arrival
packets based on the feedback from the traffic plant and then sends a control
signal to the traffic plant informing it of the dropping probability. Note that
valid feedback from the plant is delayed at least one RTT for each connection.

Precise detection of congestion levels is a key to the success of an AQM
design. Most existing AQM schemes have deployed queue length or input rate,
or both, for congestion indication. We choose traffic load factor, inspired by its
successful use in a rate-based scheme for controlling ABR flows in ATM networks
in [6]. The traffic load factor, denoted as z, is the ratio of input rate to target
capacity, where target capacity or expected traffic input rate is the leftover link
capacity after draining the remaining packets in an output buffer.

3 Fuzzy Logic Coupled Controller

Observing the TCP dynamics and congestion situations, we can see TCP/AQM
loop feature. If traffic load is higher, the buffer is likely full, the possibility of
dropping packets is high. However, if traffic load is low, even the buffer is full, the
likelihood of dropping packets is not high. Based on these observations, we would
be able to design a new AQM which coupled two FL controllers (FLCs). Two
FLAQM algorithms are proposed in this study, namely FLAQM and improved
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FLAQM. FLAQM directly uses traffic load factor z and its change Δz as inputs,
whereas improved FLAQM inputs the values of the reciprocal of z, z′ and its
change Δz′.

3.1 Structure of FLAQM

Δ

δz<=1+

AI_FLAQM

MD_FLAQM

pr=pr+   pr

pr=kpr

pr=0.0

Δ z>=0

Yes

No

No

Yes prΔ

k

z

Δ z

pr

FLAQM Controller

Fig. 2. The structure of FLAQM

It is clear that the set-point for
the measured plant output in
FLAQM, z, is 1 in that the input
rate equals the target link capac-
ity. Thus, the steady-state operat-
ing region toward which FLAQM
attempts to drive the closed-loop
feedback system is in the neighbor-
hood of z = 1, [1, 1+δ], where δ is a
constant. The FLAQM controller
copes with three cases as shown in
Figure 2. If load factor z is beyond the set-point of the system, multiplicative
decrease (MD) action is taken with negative Δz by using the MD FLAQM con-
troller, while additive increase (AI) is applied with positive Δz by using the
AI FLAQM controller. Otherwise, no changes are applied to the current values
of pr.

Membership functions for both FLCs: MD FLAQM and AI FLAQM are
shown in Figure 3. Note that the sup-min FL inference and the center of gravity
defuzzification methods are adopted. Tables 1 and 2 show the fuzzy if-then rules
in MD FLAQM and AI FLAQM respectively.

3.2 Discussion About FLAQM

We can improve FLAQM by using different traffic variables and control rules. For
instance, improved FLAQM uses z′ and Δz′ as process states and the dropping
probability pr as control output. The improved FLAQM controller also consists
of two FLCs, MD FLAQM and AI FLAQM which are activated when z′ < 1+δ,
where δ is a constant.

For the MD FLAQM controller, scaling or normalization of input variables
has been implicitly achieved. The inputs z′ and Δz′ are limited in the range of
[0, 1+δ]. For the AI FLAQM controller, however, the input Δz′ could vary from
negative infinite to zero despite the effective universe of discourse of z′ in the
range of [0, 1+ δ]. We argue that Δz′ < −(1+ δ) is a rather rare event as proved
in the simulations. In addition, although it really happens, the previous z′ must
be larger than 1 + δ and the previous control value of dropping probability pr
is zero. In this case, caution is needed to additively increase pr to accommodate
bursty traffic and maintain high link utilization. Therefore, in the controller, we
take the same action for any value of Δz′ less than −(1+δ) with Δz′ = −(1+δ).
Due to space limit, we will not show the graphs of the membership functions
and fuzzy rules of improved FLAQM.
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Fig. 3. Membership functions in FLAQM

Table 1. Rules of MD FLAQM in FLAQM

Δz/z H1 H2 H3 H4 H5

N5 MD P0 MD P1 MD P2 MD P2 MD P3

N4 MD P1 MD P2 MD P3 MD P3 MD P4

N3 MD P2 MD P3 MD P3 MD P4 MD P5

N2 MD P3 MD P3 MD P4 MD P5 MD P5

N1 MD P4 MD P4 MD P5 MD P5 MD P5

Table 2. Rules of AI FLAQM in
FLAQM

H1 H2 H3 H4 H5

P0 AI Z AI Z AI P1 AI P1 AI P2

P1 AI Z AI P1 AI P2 AI P2 AI P3

P2 AI P1 AI P2 AI P2 AI P3 AI P4

P3 AI P1 AI P2 AI P3 AI P3 AI P4

P4 AI P2 AI P2 AI P3 AI P4 AI P5

P5 AI P2 AI P3 AI P4 AI P4 AI P5

4 Applying FLAQM on a Simulated Network

We investigate the performance of the proposed FLAQM algorithms compared
with that of the traditional Drop Tail (or DT), RED [1], and ARED [2] via
simulations conducted on the NS2 network simulator [7].
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4.1 Network Topology and Traffic Pattern

A dumbbell network topology as depicted in Figure 4 is used to simulate a
network where a bottleneck link lies between a premise in the network client
side and an edge router in an ISP side as in reality. As shown in Figure 4, the
bottleneck link is from R2 to R3 with bandwidth of 1.5Mbps.

cn

s1
10Mbps

p ms

100Mbps
50ms

1.5Mbps
10ms

10Mbps

p ms

R1 R3R2

s2

sn

c2

c1
c1

p ms
c2

p mscn

p ms

p ms
sn

s2

s1

Servers Clients

Fig. 4. Network topology

We apply different queue management schemes in the output queue of router
R2 towards R3, while using Drop Tail elsewhere. Reno TCP is used with the
buffer size of R2 set as 160 packets (1000 bytes per packet). In addition, all the
traffic experiences the same propagation delay on the links from the server side
to the client side with 40ms from the serves to R1, and 1ms from R3 to the
clients.

In the simulations, traffic is generated to cause congestion on the bottleneck
in the selected network topology. Traffic from server s1 to client c1 models Web
service. The traffic is generated by the Poisson-Pareto traffic model1 with the
truncated threshold of Pareto distribution of 1000 packets. On the other hand,
the traffic from the other servers simulates extremely long bursts which last the
whole simulation period, and the number of such servers is varied ranging from
5 to 40 to create different traffic conditions. Note that the simulation duration
is 1000s and the first half is set as a warmup period.

4.2 Simulation Results

Compared with Drop Tail, RED, and ARED, our proposed FLAQM (FLAQM(I))
and improved FLAQM (FLAQM(II)) demonstrate their robustness in a various
traffic load conditions as follows.

– The performance comparison in terms of user-centric measures, including
user goodput2 and response time3, is shown in Figure 5. Weighted average

1 Flow arrivals form a Poisson process and flow lengths are distributed according to a
Pareto distribution.

2 The ratio of the amount of the packets received by the destination, excluding dupli-
cated packets, to the time spent.

3 The time spent to complete a response; namely, the elapsed time interval from the
server sending out the first packet of a response to the client receiving the last packet
of the response.
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is calculated by taking account of the number of flows for a given flow size.
Figure 5 (a) shows that improved FLAQM outperforms the others in terms
of TCP goodput, while FLAQM achieves goodput performance comparable
to ARED, and the goodput performance of Drop Tail is far more behind
the others. Figure 5 (b) shows that Drop Tail obtains the highest weighted
average flow latency in all the investigated traffic conditions and also flow
latency increases dramatically with the number of extremely long bursts
compared to those of the AQM schemes. Among the AQM schemes, improved
FLAQM still performs the best in terms of flow latency, while FLAQM and
ARED are comparable.
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Fig. 5. User performance

– The network throughputs of FLAQM and improved FLAQM are the best
as plotted in Figure 6, with almost 100% link utilization for all the schemes
including Drop Tail.
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On the other hand, not only is the queue dynamics of two FLAQM algorithms
steady compared to that of RED and ARED, but also improved FLAQM is
capable of quickly driving the system towards the set-point of traffic load factor
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z without much oscillation compared to FLAQM as shown in Figure 7 with the
dynamics of traffic load factor z when n=20.

Due to its achievement of better performance, improved FLAQM is set as
a default option for the FLAQM controller. Note that we also have conducted
simulations with changed traffic load conditions, which also prove the capabil-
ity of FLAQM, especially improved FLAQM. Due to space limit, we omit the
simulation results.

5 Conclusions

In this paper, we have applied FL to implement our knowledge-based control on
the complex nonlinear TCP/AQM system. Two algorithms, FLAQM and im-
proved FLAQM, have been presented. Performance evaluation of the proposed
schemes is carried out via extensive experimental simulations under a variety
of traffic conditions against a number of performance measures: TCP goodput
and flow latency from the user perspective and network throughput, link utiliza-
tion, and loss rate from the ISP perspective. By applying the proposed FLAQM
scheme to queue management, the simulation results show that the traffic perfor-
mance has been improved dramatically compared to that of both Drop Tail and
some well-known AQM schemes in all the investigated network circumstances.
More importantly, the fuzzy controllers, in particular improved FLAQM, are
robust in the face of traffic fluctuation and different network conditions. It thus
demonstrates the feasibility of applying FL to the area of traffic control in the
Internet. Autoconfiguration of FLAQM and its improved version by coupling
neural networks (NNs) and FL is our future work in order to obtain better
control.
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Abstract. In our previous work [7], we presented a robust centroid tar-
get tracker based on new distance features in cluttered image sequences.
A real-time adaptive segmentation method based on new distance fea-
tures was proposed for the binary centroid tracker. The target clas-
sifier by the Bayes decision rule for minimizing the probability error
should properly estimate the state-conditional densities. In this corre-
spondence, the proposed target classifier adopts the fuzzy-reasoning seg-
mentation using the fuzzy membership functions instead of the estima-
tion of the state-conditional probability densities. Comparative experi-
ments also show that the performance of the proposed fuzzy- reasoning
segmentation is superior to that of the conventional thresholding meth-
ods. The usefulness of the method for practical applications is demon-
strated by considering two sequences of real target images. The tracking
results are good and stable without difficulty of the estimation.

1 Introduction

Tracking algorithms include many different methods of target location estimation
which have been developed. The most common (and probably the best known)
of these in the military applications (fire control and guidance) is the centroid
tracker [1]-[4], which determines a target aim point by computing the geometric
or intensity centroid of the target object based on a target segmentation method.

Many kinds of segmentation algorithms have been developed in various ap-
plication areas. The problem of segmenting an object from a given field of view
is basic to many image processing applications. Examples of such applications
include medical ones, pattern recognition, or military targets in infrared and
visible images, etc.. There may not be an universal segmentation algorithm in
all kinds of applications of image segmentation. An appropriate segmentation
algorithm should be selected or developed for a particular application.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 371–377, 2005.
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A segmentation-based tracker needs to extract a target from the background
in the tracking window [7]. Image thresholding is one of the most common ap-
plications in image analysis. Among the image thresholding methods, bilevel
thresholding separates the pixels of an image into two regions (i.e., the object
and the background). The previous methods of target segmentation [1]-[4] in
the military tracking applications are a two-step process. First, the original gray
scale image is statistically analysed and transformed to a binary image by the
rule of the hard limiter through a determined intensity threshold:

βi =
{

1, Ii ≥ Threshold (or Ii ≤ Threshold)
0, otherwise,

(1)

where βi denotes the ith segmented pixel value and Ii an intensity value.

2 Target Segmentation Based on Fuzzy Reasoning

In the military targets of infrared images, the problem of segmentation is to
partition the target window into two regions, where all the points in one region
corresponding to target, and all points in the other corresponding to background.
Due to the limit of real-time application in the field of target tracking, few
methods have been employed to extract the target in cluttered images. Usually,
simple algorithms which determine a threshold of hard limiter have been used
for this kind of segmentation-based tracking algorithm [7].

Although the centroid tracker works well in some tracking environments, it
performs poorly in others. The limitations of the centroid tracking stem fun-
damentally from its inability to exploit fully the target signature information
present in the image. The moving target segmentation which separates the tar-
get from the background images is a critical step in the centroid tracker.

In the previous studies [7], we proposed new features in addition to the
conventional intensity feature in order to segment effectively a moving target in
the cluttered background images. These novel features were distances between
the predicted center pixel of a target object by a tracking filter and each pixel in
extraction of a moving target. The proposed centroid target tracker is depicted
in Figure 1 (a).

Allowing of the use of more than one intensity feature merely requires replac-
ing the scalar feature z by the feature vector Z = [z1 z2 z3 · · ·]T which denotes
the distinctive features to identify the target pixels from the background pixels.
Our pixel classifier model uses three features, Z = [z1 z2 z3]T for classifying a
target: pixel intensity z1, distance metric values, z2 and z3, which can be defined
as: ⎡

⎣ z1

z2

z3

⎤
⎦ ≡

⎡
⎣ I(x(i), y(i))

x(i) − x̂(k|k − 1)
y(i) − ŷ(k|k − 1)

⎤
⎦ , 1 ≤ i ≤ N (2)

where (x̂(k|k − 1), ŷ(k|k − 1)) is a predicted center pixel of a moving target at
the kth frame conditioned upon k − 1 image sequences (1, 2, · · · , k − 1), and N
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Fig. 1. (a) Block diagram of the proposed centroid tracker, (b) Schematic diagram of
prediction of tracking window

denotes the total number of pixels in the target window. I(x(i), y(i)) means the
gray intensity value in the ith pixel (x(i), y(i)).

Figure 1 (b) shows the schematic diagram of tracking window prediction of
the kth frame based on the k − 1 previous image frames. The distance metric
features are determined by two dimensional characteristics of a target, and sensor
noises.

We let ω denote the state of a pixel, with ω = ω1 for the target pixel and
ω = ω2 for the background pixel in the segmentation region. Because the state of
a pixel is unpredictable, we consider ω to be a random variable. We also assume
that a priori probabilities, P (ω1) and P (ω2), are known. Let p(Z|ωj) be the
state-conditional probability density function for the feature vector Z given that
the state of nature is ωj.

Suppose that we know both the a priori probabilities P (ωj) and the con-
ditional densities p(Z|ωj). The gray level image is transformed into a binary
image, with a new binary value B(x(i), y(i)) in pixel (x(i), y(i)), by the Bayes
decision rule for minimizing the probability of error:

Decide B(x(i), y(i)) =
{

1, if p(ω1|Z) > p(ω2|Z)
0, otherwise.

(3)

We can express the rule in terms of the conditional and a priori probabilities.

Decide B(x(i), y(i)) =
{

1, if p(Z|ω1) · P (ω1) > p(Z|ω2) · P (ω2)
0, otherwise.

(4)

If we assume that the feature variables z1 (pixel intensity), z2 and z3 are
independent each other, we compute the conditional probabilities using the es-
timated probabilities as follows:

p(Z|ω1) = p(z1|ω1) · p(z2|ω1) · p(z3|ω1), (5)
p(Z|ω2) = p(z1|ω2) · p(z2|ω2) · p(z3|ω2). (6)

The computation of a posteriori probabilities p(ωj |Z) and the a priori proba-
bilities lie at the heart of the Bayesian classification. In the previous study [7], we
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proposed a proper adaptive estimation technique of these probability functions.
In this paper, we will use the fuzzy membership function for the state-conditional
probability density functions instead of estimation as followings:

p(zi|ωj) ≡ fm(zi|ωj), i = 1, 2, 3 and j = 1, 2. (7)

where fm(zi|ωj) means the fuzzy membership function for the feature zi given
that the state of nature is ωj.

Fuzzy set theory has been applied to many areas of image processing includ-
ing the image thresholding only by using the intensity feature [5]. The fuzzy
membership function which represents the degrees of belonging of each region
for the two classes of pixels fully reflects the nature of the state-conditional
probability density function.

Let h(z1) denote the number of occurrences at the gray level z1 in the target
window image. Given a determined threshold value T , the average gray levels
and the class variances of the target and the background can be, respectively,
obtained as follows:

μ1 =
L−1∑
z1=T

z1 · h(z1) /

L−1∑
z1=T

h(z1), μ2 =
T−1∑
z1=0

z1 · h(z1) /

T−1∑
z1=0

h(z1). (8)

and

σ2
1 =

∑L−1
z1=T (z1 − μ1)2 · h(z1)∑L−1

z1=T h(z1)
, σ2

2 =

∑T−1
z1=0(z1 − μ2)2 · h(z1)∑T−1

z1=0 h(z1)
(9)

where L means the overall gray level. The average gray levels, μ1 and μ2, can
be considered as the reference intensity values of the target and the background
for the given threshold value T .

The membership functions between a pixel and its belonging region should
intuitively depend on the difference of its gray level from the reference value of
its belonging region. The membership functions which evaluate the belonging
relationship for a pixel can be defined as:

fm(z1|ω1) ≡ 1√
2πσ2

1

exp [−1
2
(
z1 − μ1

σ1
)2], (10)

fm(z1|ω2) ≡ 1√
2πσ2

2

exp [−1
2
(
z1 − μ2

σ2
))2], (11)

where fm(z1|ω1) and fm(z1|ω2) denote the exponential fuzzy membership func-
tions of the target and the background for the intensity feature in a given pixel,
respectively. The fuzzy membership functions are shown in Figure 2 (a) for the
intensity feature z1.

Next, we should define the fuzzy membership values of the distance metric
features for each class. Consider a target that is in track, i.e., its filter has at least
been initialized. One may define statistical membership values in the measure-
ment space, as shown in Figure 2 (b) for the distance metric features between
the predicted center point, (x̂, ŷ) and a classified pixel point, (x(i), (y(i)).
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Fig. 2. Membership functions for each feature variable, (a) intensity feature(z1), (b)
distance metric features(z2, z3)

fm(z2|ω1) ≡ a1√
2πσ2

x

exp [−1
2
(
z2

σx
)2] =

a1√
2πσ2

x

exp [−1
2
(
x(i) − x̂

σx
)2], (12)

fm(z3|ω1) ≡ a2√
2πσ2

y

exp [−1
2
(
z3

σy
)2] =

a2√
2πσ2

y

exp [−1
2
(
y(i) − ŷ

σy
)2], (13)

and,

fm(z2|ω2) ≡ 1 − fm(z2|ω1), fm(z3|ω2) ≡ 1 − fm(z3|ω1), (14)

where the scalars a1 and a2, and the variances σx and σy, are able to be properly
determined according to the size of the target window. Equations (12), (13)
and (14), denote the membership degrees of the distance metric features, z2 and
z3, for the target and the background, respectively.

3 Experimental Results

Moving targets are generally tracked after detecting moving objects, that is
also named as the initial step of a tracking algorithm. The initial step may
include a recognition process of wanted targets, or other initial step for each
tracking algorithm. Two real image sequences are taken by an active Forward-
Looking InfraRed (FLIR) system undergoing different types of motion. The first
image sequence (referred to tank image) is composed of 148-frame taken by 15
frame/sec with 640×480 dimensions. The second sequence (man image) consists
of 200-frames. Each sample frame is shown in Figure 3.

We used a Kalman filter [7] as the tracking filter which is a nearly constant
velocity model as the dynamics model. The Kalman filter is used to obtain the
state estimates for the tracking filter. To validate the usefulness and the tracking
accuracy, the instantaneous tracking error (Terror(k)) used in the study [7] is
also used in this paper. For each image sequence, we manually determined a real
target center point on the target object and its position tracked over the entire
sequences for a reference as precise as possible, similarly in [6], [7].

We compared the performance of the proposed segmentation algorithms with
that of the conventional segmentation-based tracking methods, similarly in [7].
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(a) (b)

Fig. 3. Sample images, (a): a tank image, (b): a man image

0 20 40 60 80 100 120 140
10

−1

10
0

10
1

10
2

10
3

Tracking results of Tank image sequences

frame number

Tr
ac

ki
ng

 e
rr

or
 (p

ix
el

)

Optimal threshold           
Optimal layering            
Statistical method          
Otsu threshold              
Fuzzy−reasoning segmentation

(a)

0 50 100 150

10
0

10
2

10
4

Tracking results of Man image sequences

frame number

Tr
ac

ki
ng

 e
rr

or
 (p

ix
el

)

Optimal threshold           
Optimal layering            
Statistical method          
Otsu threshold              
Fuzzy−reasoning segmentation

(b)

Fig. 4. Tracking results, (a): The tank image, (b): The man image

Considering the man image, the target intensity of a man is much correlated
with the background one compared with the tank image. Even though the whole
image sequences are not presented in this paper, it is very difficult to track the
man target due to the correlated background images by using the conventional
methods.

Figure 4 (a) and (b) show the instantaneous tracking errors for the tank and
the man images respectively. As shown in the comparative simulation results,
even though most of the applied methods have the reasonable tracking results
for the tank image, the conventional tracking methods can not tract the man
target from the cluttered background for the man sequences.

Figure 5 and Figure 6 show some segmentation results of the tank and the
man images. The comparative experiment results show that the fuzzy-reasoning
segmentation which has the additional feature (distance metric from the tracking
filter) has better performance than the previous methods which use the intensity
feature only. Most of the conventional methods can not exclude the clutters of
target-like intensity in the low contrast image sequences. But the proposed fuzzy-
reasoning segmentation can also restrict the clutters from entering the tracking
window very efficiently.

4 Conclusions

In the previous study [7], we proposed an adaptive segmentation based on the
Bayes decision rule using the additional distance features. The most distinc-
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(a) 1 (b) 35 (c) 100 (d) 177

Fig. 5. Tracking results of the tank image using fuzzy-reasoning segmentation

(a) 1 (b) 3 (c) 50 (d) 124 (e) 199

Fig. 6. Tracking results of the man image using fuzzy-reasoning segmentation

tive difference between the traditional segmentation methods and the proposed
method was that the proposed segmentation method has additional features of
the distance metric as the decision rule, and of low computational complexity for
the real-time applications compared with other complex segmentation methods.

In this paper, a fuzzy-reasoning segmentation using the fuzzy membership
function is proposed without estimating the state-conditional probability den-
sities. Through other experiments, the proposed fuzzy-reasoning segmentation
has good and stable tracking results, and is easy implementable compared to the
adaptive estimation approach. So, if we have difficulty in the exact estimation
of the state-probability density functions, this fuzzy-reasoning segmentation is
a good alternative in cluttered image sequences.
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Abstract. Modelling support for knowledge acquisition is a tool for
modelling domain knowledge. However, during the implementation of
the knowledge new knowledge is created. Event though this knowledge
is found in the knowledge base, the model usually is not updated with
the new knowledge and do, therefore, not contain all the knowledge in
the system. This paper describes how different graphical models support
the complex knowledge acquisition process of handling domain knowl-
edge and how these models can be extended by modelling knowledge
from rules in a knowledge base including probability. Thus, the models
are designed from domain knowledge to create production rules but the
models are also extended with new generated knowledge, i.e., generated
rules. The paper also describes how different models can support the do-
main expert to grasp this new generated knowledge and to understand
the uncertainty calculated from rules during consultation. To this objec-
tive, graphic representation and visualisation is used as modelling sup-
port through the use of diagrams of Unified Modelling Language (UML),
which is used for modelling production rules. Presenting rules in a static
model can make the contents more comprehensible and in a dynamic
model can make the uncertainty more evident.

1 Introduction

Knowledge acquisition is the process of capturing the domain knowledge and
transferring it from a source to a knowledge system [4]. The knowledge acqui-
sition comprises eliciting, modelling and encoding domain knowledge. Eliciting
means to acquire the knowledge from a domain expert. Modelling stands for
structuring the knowledge into some knowledge representation form. Encoding
involves to transfer the modelled knowledge and implement it into the system.
To ensure the usefulness of the system, the system is tested for usability by a
verification and validation test of the knowledge base [6], [5], [12].

This process is complex, due to a number of problems, e.g., difficulties with
formalising all kinds of knowledge, extracting the knowledge to be inserted into
a system, and developing a knowledge base with a specific knowledge representa-
tion for the knowledge [16], [2]. Tools for analysing, designing and implementing
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knowledge can minimize some of these problems. These tools are used for cap-
turing and modelling the domain where the model constitutes a layer between
the domain knowledge and the knowledge representation in the knowledge base
[6]. Usually, these models only view the knowledge from one angle while the
expert and the engineer may need different. Hence, modelling often requires
several different views of the domain knowledge. Moreover, usually the models
only consists of knowledge about the domain and not the knowledge in the en-
tire knowledge base, that is if the knowledge base has been extended with rules
generated during the implementation.

The knowledge is structured through graphic models, making it possible to
implement it into knowledge representation production rules [8]. When domain
knowledge is expressed as rules, a side effect of using them together is that
additional knowledge can be generated. This generated knowledge may not be
obvious to the domain expert but by presenting it to the expert through mod-
elling in the graphic models, i.e., the same models as for structuring knowledge,
make the content more evident. By this, the models are growing and become
larger than the original ones, which were built from the domain knowledge. The
models also become denser because the rules will be more closely connected since
the meta-rules, which are created from original rules, are placed on top of the
existing rules. Also the facts will be more closely connected due to these meta-
rules. A problem with denser knowledge bases is to present them to the domain
expert. Another problem is that the expert can be unaware of how the certainty
of the conclusions was drawn from certain knowledge.

This paper presents different graphic models to support the complex process
of knowledge acquisition by modelling domain knowledge visually. These models
are also used to handle the extended and usually complex knowledge bases that
contains closely connected rules. The graphic models are modelled with modi-
fied Unified Modelling Language (UML) diagrams to cope with the knowledge
engineer, the domain expert and the end user different perspectives [9]. These
diagrams are used to insert knowledge in the knowledge base as well as extend
with generated knowledge and inform the users about the systems processing [8].
An object diagram of UML is used to present rules from the domain knowledge
and new generated rules in the knowledge base. The sequence diagram of UML
presents a view of the rules with facts in a static fashion by illustrating the meta-
rules with their relationship and the collaboration diagram of UML presents a
view of the rules with uncertainty in a dynamic fashion. The modelling has been
tested in domains for hydropower development and river regulation, water anal-
ysis with plankton and alga, water analysis with water plants in nutritious water,
and classification of edible fungus.

2 Related Work

UML has become a commonly used modelling language in several different
methodologies used for developing systems, usually object-oriented systems. For
example, CommonKADS, which is a methodology for developing knowledge sys-
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tems, incorporates parts of UML [16]. Another approach is using UML Profiles
for knowledge modelling, which is an extension of UML from the design of the
knowledge modelling on an eXecutable Meta-modelling Language (XMF) frame-
work [1]. UML can also be used for modelling of other types of systems, such as
frame and constraint based systems [7]. In our approach, we work with UML for
knowledge-based systems that use the representation production rules [8], [9].

3 Modelling Knowledge

The quality of the knowledge base and usability of the system can be preserved
by letting the domain expert be involved in the process of knowledge acquisition
but also in other phases until the testing phase. The quality and usability is also
dependent of the end users consideration why these users would be involved in the
modelling process and until the system has been delivered. Thus, the modelling
should be user-centred and involve the different users in the development, i.e.,
both expert and end users [9].

When the domain knowledge is structured through models to fit the syntax
of rules, it is to say that the domain knowledge is filtered through the models
to production rules in the knowledge base. These rules are present from the be-
ginning of the development and, therefore, called initial rules. From these initial
rules new rules are generated through inferring and derivation, i.e., generated
rules. All these rules have to be filtered into new models to correspond to the
complete knowledge base. Filtering back and to rules can be presented as an
hourglass, se Figure 1.

Fig. 1. Filtering knowledge to and from knowledge base.

At the top of the figure, a model of the domain knowledge is created, thus, the
domain knowledge is filtered into a graphic model. From this model, rules are cre-
ated and inserted into the knowledge base. New knowledge is generated through
the creation of meta-rules, inferring and deriving rules. This new knowledge is
represented as facts and rules. A combination of initial rules and generated rules
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constitute larger and denser knowledge base than the model was representing
from the beginning. Therefore, the model has to be extended containing old and
new facts and rules. This improved model will be larger than the original one
since it contains both the domain knowledge and the generated knowledge.

The generated knowledge, i.e., meta-rules, inferred and derived rules, is
utilised in the interpretation to draw conclusions. However, the knowledge may
not necessary be of good quality. Moreover, this knowledge may not be realised
or even unknown to the domain expert. Once the expert is aware of the gener-
ated knowledge and finds it to be of good quality, the generated knowledge is
confirmed and can be used to find even more knowledge.

Meta-rules are rules that are combining ground rules with relationships or
other meta-rules. Thereby, the meta-rules tightly connect the other rules in
the knowledge base, which becomes more coherent and more closely connected.
Moreover, since the rules use facts, these facts will also be more closely connected
with the use of meta-rules.

Uncertainty is a part of the domain knowledge and refers to the degree of
plausibility of the statements. This is often used when conclusions are drawn
since the outcome of a reasoning strategy is usually not true or false it is some-
thing in between, e.g., unlikely, probably, rather likely or possible. The domain
expert may be unaware of using uncertainty in their problem solving and will,
therefore, have problems with applying the probability on their own knowledge.
However, uncertainty can be applied to rules through the use of factors of prob-
ability to give the individual rule a specific relevance in a context. These factors
are used in a conclusion to calculate the final certainty factor. Unfortunately,
some domain experts have difficulties with quantifying subjective and qualita-
tive knowledge. Hence, the factors of probability should be clearly presented to
make the probability more graspable and this can be assisted through graphic
modelling.

4 Rules from Domain Knowledge

Modelling domain knowledge is the process of structuring knowledge before im-
plementing it in the knowledge base. This includes structuring domain knowledge
in the form of graphic models and then in the shape of knowledge representation.

During the development, models are extended with the production rules.
These rules constitute a network where the connections (relationships) between
rules are important. Since the knowledge base tends to grow quickly, the models
have to cope with the complexity of the rules and their relationships. To this
objective, we use object diagram in UML [3], [13] as a graphic representation
tool for presenting the rules, se Figure 2.

The figure illustrates three different templates for rules connected to each
other via relationships. Each rule template is marked with an r: followed by
a Rule Name, which is to give a belonging to a class. The purpose of utilising
classes is that classes can be represented in a semantic classification diagram,
which can support grasping the detailed and more general rules. This diagram
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Fig. 2. Graphic presentation of rules in a knowledge base.

can be represented as a visual library including concepts and information in a
hierarchical manner [11].

The Rule Number is a unique identification of a specific rule and the Rule
Object Name is the name of rule or rules. This object name can be used by
several similar rules to create a rule set. Thus, all the rules that handle the same
subject area are gathered to constitute the rule set. The Conclusion Object is
the name of the conclusion that can be reached when this rule is satisfied (or
fired). Probability Factors is the number of certainty ranging from 1 to -1.
Facts (or Question Object Name) are terms pre-defined in a database or answers
to questions that have been answered by the users during a consultation (or
session) with the system. Rule Object Name is the name of other rules included
in this particular rule, i.e., connection to other rules in the knowledge base. These
rules are enumerated with and, or or not between the included rules denoting
the conditions for the other rules contribution in the consultation. That is to
make clear wheather both rules have to be fired (and) or either one (or) or not
at all (not). All slots in the templates are filled with information about a rule
corresponding to knowledge about the domain.

Through these graphic models, the knowledge is filtered into rules in the
knowledge base. Syntactically, each rule is implemented in the following struc-
ture:
rule(Rule Name, Rule Number, Rule Object Name, Conclusion Object,
Probability Factors):- Facts, Rules.

5 Generated Knowledge

During the knowledge acquisition, the domain expert usually extracts the knowl-
edge pieces, i.e., facts needed to draw conclusions, which are used in the rule.
This results in a knowledge base with rules only containing facts. However, when
the knowledge engineer develops the knowledge base, abstracted rules usually are
discovered which constitute the new generated knowledge. The abstracted rules
are used to manage other rules accomplished by combining rules through rela-
tionships. Thereby, these rules force coherency on the other rules in the knowl-
edge base and, hence, they are closely connected. Moreover since the rules use
facts, these facts will also be more closely connected by these abstracted rules.
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5.1 Meta-rules

Meta-knowledge is represented as meta-rules. This knowledge is used to decide
which rules are fired instead of following a conflict reasoning strategy [12]. Thus,
a meta-rule determines a strategy for using task-specific rules in the system [15]
by directing the problem solving and also determines how to best solve a problem
[6]. This is knowledge about the overall behaviour of the system [15] and not
directly related to the domain problem [14].

Rules and meta-rules are presented in a static diagram similar to the sequence
diagram of UML, see Figure 3. The diagram is static in the sense that it does not
change during consultation. Hence, the diagram is a representation, or snapshot,
of the actual contents of the knowledge base without considering external values
used by the system to draw conclusions.

Fig. 3. Presenting meta-rules in a static manner.

This diagram presents a view of the rules in a chronological order of firing
the rules. At the top of Figure, the rule is presented with the Rule Name and
the Rule Number. Within that rule, the Rule Object Name is specified together
with a lifeline. Everything specified along the lifeline corresponds to connections
to other rules in the knowledge base or to predefined or user-given facts. In this
case, the lifeline invokes two other rules with the arrow Check Rule together with
an or-branch and terminates with the arrow fired rule. Within each of the
invoked rules, the reply fact indicates a predefined fact is fetched or a question
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is asked. q:Question Object specifies a question where q stands for question
and the Question object is an association to a specific question. The answer is
the to the specific question. It the fact is pre-defined, the Question object is re-
lated to the fact and the answer is the value of it. Putting a cross against denotes
that the answer could not under any circumstance be true. In the other rule,
the c in c:Conclusion Object denotes that a conclusion is presented when the
rule has been fired. Conclusion Object denotes the conclusion to be presented
to the user.

From an experience of an assignment of modelling rules as performed in the
spring 2005, involving 70 students at Uppsala University, Sweden, we found that
new knowledge actually is generated. It turned out that modelling knowledge
in domains such as water analysis with plankton and alga, water analysis with
water plants in nutritious water, and classification of edible fungus did generate
abstracted rules.

5.2 Inferred and Derived Rules

Other types of generated knowledge are inferred rules and derived rules. Inferred
rules are derived from the initial rules. It is the process of linking new information
from old [14]. For example, if A implies B and B implies C, an inferred rule can
link these together by conclude that A implies C. In the inferred rules, the
antecedent of the initial rules appears in the body of the inferred rule. Inferring
rules can be applied on rules in a knowledge base. Derived rules are derived
from other rules. These rules are similar to inferred rules since it is the process
of linking new information. However, a derived rule can be regarded as a short
cut for several lines of primitive rules.

6 Modelling from Initial and Generated Rules

Modelling the entire knowledge base implies not only modelling from the do-
main knowledge but also modelling with the generated knowledge. Therefore,
the models need to be updated with this new knowledge from the knowledge
base. Thus, the models contain both the original domain knowledge and the
generated knowledge. Consequently, these models will be larger than the origi-
nal ones.

The domain expert is, quite likely, not aware of this generated knowledge
or has not realised that this knowledge is used in the problem solving. When
this generated knowledge becomes obvious, the domain expert needs to check
its quality for consistency and completeness. Therefore, the new generated rules
have to be modelled into the diagrams to be checked by the domain expert.
Thus, the entire knowledge base has to be remodelled where the rules from the
domain knowledge and the generated rules are modelled into the diagram, see
Figure 4.

The Figure 4 illustrates a remodelling of the model presented in Figure 2, in
an object diagram. The three rules at the top are the same rules as in Figure 2.
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Fig. 4. Graphic presentation of initial and generated rules.

From one of the three rules, three new rules have been generated. These rules
are tagged with gen-r: and include, meta-rules, inferred rules and derived rules.
Except for the tag, the content of the rule is the same as mentioned earlier. One
can argue that the slot Facts is unnecessary since the generated rules only should
contain other rules. However, the system must provide the facility of inserting
facts into generated rules needed when concretise a situation to be handled by
the system.

7 Uncertainty Management

Most real problems where knowledge systems are used, usually do not provide us
with clear-cut knowledge. Instead, the information is incomplete, inconsistent,
unmeasurable but also uncertain. The definition of uncertainty is the lack of
exact knowledge that enables us to reach a reliable conclusion. The lack of the
knowledge can be unsuitable for solving problems but the domain expert can still
cope with this situation and make right decisions. To some extent, the systems
also have the ability to handle the uncertainty and can, therefore, draw valid
conclusions [15] by using methods such as certainty factors or bayesian network.

Probability theory concerns the existence of a specifiable likelihood that some
event occurs, which can be expressed in terms of numbers. This probability is
represented as values of likelihood in the rules, mentioned earlier. These values
need to be presented together with the conclusion to be comprehensible by the
expert who measures the different conclusions probability. With graphic repre-
sentation of likelihood values together with rules and conclusions, the probability
of conclusions can become more evident.
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Probability theory, rules and conclusions can be presented as a dynamic
presentation in a diagram similar to the collaboration diagram of UML. The
diagram is dynamic in the sense that it changes constantly during the execution
of the system. The contents of the diagram depend on the inputs inserted by
the users during a session and the diagram presents the parts relevant to that
specific consultation, see Figure 5.

Fig. 5. Graphic presentation of uncertainty in a dynamic diagram.

To the upper left in the Figure, a rule is called with the input, Input 1 and
Input 2. The input is two knowledge pieces, facts or rules, calling a particular
rule. This rule calls other facts or rules to check if the fact is true or whether the
rules can be fired or not. In each rule, respectively, the probability factor
is specified. Also in the conclusion, the probability factor is presented. This
conclusion is presented to the end users with a value calculated from all the
factors involved in a consultation, i.e., all values of factors from fired rules are
gathered and computed.

8 Conclusions

In this paper we have presented modelling of rules from domain knowledge, i.e.,
filter rules from domain knowledge trough modelling. We have also presented
modelling of generated rules, i.e., meta-rules, initial rules and generated rules.
These models make it possible to actually see the connection between rules. It is
also possible to comprehend the factors of probability calculated for a conclusion
since the uncertainty is illustrated in the models. The modelling of rules has
been tested on several different domains. However, modelling of generated rules
remains to be investigated. Moreover, the applicability of modelling of generated
rules in a knowledge base for reengineering of knowledge will be investigated.
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Abstract. Usually the aim with knowledge management is to increase the 
profit, through capturing, storing, sharing, and utilising knowledge in an inno-
vative way. Can knowledge management be of use in organisations as schools, 
where profit is of no interest? This article discusses the need for knowledge 
management from the perspectives of students, teachers and parents. In a case 
study master students in computer science developed knowledge-based systems 
for schools. These systems can be classified as support for (1) students’ learn-
ing, (2) students and teachers regarding well being, (3) teachers’ decision mak-
ing. The conclusion is that intelligent systems, such as knowledge-based sys-
tems, could be used in schools, facilitating the knowledge management within 
the organisation. 

1   Introduction 

An important discovery of our time is that knowledge is the key to business and cor-
porate success [11]. As a matter of fact, managers have realised that the only sustain-
able source of competitive advantage is the organisation’s knowledge [12]. In a 
“knowledge-based society” it is vital to capture, store, share, and utilise knowledge in 
an innovative way, preferably in intelligent systems (IS), thereby creating new knowl-
edge. Knowledge management (KM) is the discipline that deals with this process. 
Usually, when speaking about KM the aim is to increase companies’ profit. There are 
several organisations, though, where profit is of no interest, in Sweden e.g. schools. Is 
there a need for KM in such an organisation and can it be successfully applied? 

During 2004 there was a case study performed towards KM for school organisa-
tions. The aim was to investigate the possibility to use intelligent systems in form of 
knowledge-based systems (KBS) as support in schools. The case study was carried 
out within the master course Knowledge Management in the Computer Science pro-
gram at Uppsala University. Uppsala municipality collaborated in the case study. 
During the course the students developed KBS for schools. The co-operation with the 
schools was deemed as a success and, therefore, it continued this year. This article 
will present the case study and an analysis of the result. 

First, there is a discussion about the need for KM and KBS in the school organisa-
tion. This is followed by a presentation of the case study. Then the different types of 
intelligent systems developed will be described, of which two are further developed 
to real systems. Conclusion and further work end the article. 
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2   The Need for Knowledge Management in Schools 

Knowledge management can be defined as management of organisational knowledge 
for creating business value and generating a competitive advantage [12]. Is there 
really a need for KM systems within the schools where it is difficult to speak about 
business values? After repeated discussions with teachers, parents, and representa-
tives from Uppsala municipality1 and the VLM Institute2 the answer is undoubtedly 
yes. Let us study the arguments from the viewpoints of teachers, students, and par-
ents. 

The demands on teachers have, at least in Sweden, increased. They are, besides tu-
toring, responsible for a lot of documentation and taking care of the students’ social 
well being. The documentation comprises, e.g., the students’ absence from school, 
goals for the students, results at tests and grading. The well being may concern prob-
lems with drugs, eating disturbance, depression, and harassment. In some of these 
cases the teacher is imposed to deal with problems by contacting parents or the social 
authorities. Regarding the tutoring some students may need extra tutoring or special 
ways of teaching because they may have, e.g., dyslexia, the Asperger’s syndrome, or 
damp. At the same time, as the teachers’ responsibilities are increasing, the staff sup-
porting the teachers is decreasing. The teachers could really benefit from a KM sys-
tem that relieves the pressure regarding the administration and offers decision support 
in difficult situations in form of IS.  

The students have more and more experience with interactive environments, e.g. 
through interactive websites. Integrating school activities into this environment has 
the potential of adding value to, and increasing the efficiency of the students’ intellec-
tual development and academic success. Services in a KM system for students could 
mean anything from getting information like schedules, goals for the education, crite-
ria for the grading, results, interactive teacher support to actual learning environ-
ments. A learning environment may offer material, from e.g. libraries and museums, 
which the students can investigate and use to create their own learning material. The 
availability of interactive learning environments may support students with different 
cognitive abilities and different learning styles, thereby improving their learning and 
maybe also their willingness to study.  

The parents expect that information regarding their children’s education should be 
available through Internet or school intranets. They are interested in being informed 
about their children’s presence, behaviour and results, in being involved in the 
schoolwork and able to take initiative in the communication with school. But, maybe 
even more important is that demands on parental involvement have been increased. 
The education in Sweden is since 1994 goal directed. The students are supposed to 
work, according to their prerequisites, towards personal knowledge goals. The 
teacher should be more like a supervisor and a mentor. It may be problematic for the 
teachers to adapt to this new role, to find relevant learning material, and especially to 
find time to handle this at the same time as the number of students increases. Thus, 

                                                           
1  www.uppsala.se 
2  VLM is a Swedish abbreviation for Virtual Learning Environments, www.vlm.se. Eleven 

municipalities close to Uppsala own the insitute.  
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the parents have to participate in the education, which could be facilitated by a KM 
system. 

Through a KM system for schools there is a possibility to get a more frequent, 
closer and natural co-operation between parents, students and teachers. The students 
can get access to e-learning environments, which is especially important when the 
education is goal oriented. The availability of extended interactive support during 
home work hours may reduce differences in academic results between students of 
different social backgrounds as well as reducing the impact of gender related issues. 
Moreover, the teachers’ administrative workload may decrease and thereby increase 
their time for tutoring.  

3   The Case Study 

The case study was performed as a part of the course Knowledge Management, which 
is given once a year at Dep. of Information Science, Uppsala University, and com-
prises 10 weeks of full-time studies. 2004 the students numbered 76. The goal of the 
course is that the students should get an understanding of explicit KM within compa-
nies and organisations. The course content is focused on different types of IT-systems 
that can facilitate KM, not only how to work with KM within an organisation. This is 
in line with Awad and Ghaziri [1] who states that KM involves people, organisational 
processes, and technology. Knowledge engineering, utilised for developing KBS, can 
be seen as a part of KM [9]. Therefore, the students have the possibility to learn how 
to develop such systems. 

In the course 2004 we collaborated with the VLM Institute and the municipality of 
Uppsala. The aim was to investigate if KBS could be used in the school organisation, 
facilitating KM within the organisation. 

The students developed KBS  principally for upper secondary schools. Before the 
course started a school teacher made an investigation, initiated by the VLM Institute, 
whether KBS are relevant for the school environment in Sweden or not. The pilot 
study showed that there is both a need and an interest in getting KBS supporting the 
activities in schools [7]. In the study several possible tasks appropriate for schools 
were proposed. Therefore, the municipality of Uppsala in collaboration with VLM 
provided us with experts within different areas related to schools, so that the students 
in the course could develop the requested KBS.  

The development comprised three weeks of interviewing, implementing, testing, 
documenting, and presenting the work. The students interviewed the experts, in aver-
age, three times. The knowledge engineering methodology  [9] was used to develop 
and document the prototype systems. The tools used for the development of the KBS 
were Match3 built upon decision tables and Klöver [5], a rule-based shell imple-
mented in Prolog. Finally, the experts tested the prototypes.  

The work was discussed continually by students and teachers at project meetings 
during the course. In the end the students demonstrated their implemented KBS and 
these were evaluated and approved by other students, the teachers, and representa-
tives from the VLM Institute and Uppsala municipality. 

                                                           
3  www.knowledge-values.com 
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4   Knowledge Engineering for Schools 
The knowledge engineering process involves identifying, capturing, representing and 
encoding knowledge followed by testing and evaluating the KBS [9]. As already 
mentioned, one goal with knowledge management is to create new knowledge. 
Nonaka and Takeushi describe knowledge creation and transformation as a knowl-
edge spiral [10]. Creation of organisational knowledge develops through a continuous 
and dynamic interaction between tacit and explicit knowledge. This is in line with 
knowledge engineering and KM where both tacit and explicit knowledge is involved, 
and the emphasis is in capturing tacit knowledge. 

Among the proposed 30 tasks in the pilot study [7], 16 were chosen and imple-
mented in the course. I classify the developed KBS into three groups; support for 
students, for students and teachers, and for teachers, see Table 1. The first group, 
related to the students’ learning, is a common direction when implementing KBS for 
schools. Wenger [13], e.g., has claimed that KBS offer an ideal basis on which to 
implement tutorial programs. Within our department we have experiences in develop-
ing such systems [3]. The other two groups are more rare. They are referring to the 
students’ and teachers’ psychological and physiological health but also to diagnosing 
students’ abilities to be able to support them in their education.  

It may be interesting to categorise the types of systems developed in alignment to 
types of problems solved by KBS [2]. We can find control, diagnosis, interpretation, 
and prescription4. Note, that in some of the cases it is difficult to do the classification. 
Control refers to governing the behaviour of an object to meet specified requirements. 
The systems in this group are number (5) and (11). In a diagnosis the system tries to 
infer malfunctions of an object based on observations. In the case study number (1), 
(9), (10), (13), and (15) belong to this group. An interpretation deals with inferring a 
description of a situation from, often noisy, data. Number (2), (6), (8), (12), and (16) 
can be seen as interpretations. Finally, when performing a prescription, recommended 
solutions to some kind of malfunction is generated. Here we find number  (3), (4), 
(7), and (14). 

Two of the prototypes have been further developed to real systems; the investiga-
tion of Asperger’s syndrome and the classification of drug usage. The work is docu-
mented in two master theses in computer science. The work with the latter system 
will be briefly described.  

The task for the drug system changed after discussions with the expert and the 
teachers. The reason was that it is more important to get support to determine whether 
a student is using drugs at all than to decide which drug the person may be using [8]. 
The problem for the teacher is to decide if he/she should contact the parents or the 
social authorities after being suspicious that a student may be using drugs. In some 
cases the law states that the teacher is obliged to contact the authorities. This is prob-
lematic, though, because several of the symptoms of drug usage are the same as ordi-
nary teenage behaviour, and one would of course not like to take drastic measures 
without a very good reason [6]. 

The change of the system did not stop there. The user interface and the explana-
tions in the system were further developed. Explanations are vital in KBS, especially 
                                                           
4  The others are design, instruction, monitoring, planning, prediction, selection, and simu-

lation 
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if the system should be a support when making decisions or facilitate learning. Impor-
tant is to present the domain context, not only presenting the rules in the system [4]. 
In the drug system the rules are not explained at all but the system generates different 
texts, in form of canned text, dependent on the inferred conclusion. It is also possible 
to get information regarding symptoms that are related to different drugs. The system 
is now integrated in an intranet for schools, Rexnet, administered by TietoEnator5. If 
students, teachers, and parents are counted the intranet is available to 70.000 users in 
the regions of Uppsala and Sandviken. 

5   Conclusions and Further Work 

Awad and Ghaziri [1] states that “creating technology to help users derive tacit 
knowledge from explicit knowledge is an important goal of knowledge manage-
ment”. We have contributed with such technology by showing that KBS can be util-
ised in schools’ for KM, both for teachers and students. 

The KBS implemented in the case study can be seen as knowledge modules in a 
KM system. What the systems have in common is that they provide explicit knowl-
edge based on experts’ implicit knowledge. This knowledge is shared with the users 
and it can be applied, e.g. in learning environments or when making decisions. Fur-
thermore, the knowledge provided may be integrated with the personal knowledge, 
i.e. going from explicit to implicit, which is in accordance with Nonaka’s and Takeu-
chi’s knowledge spiral [10].  

When analysing the project the involved groups were very satisfied. The students 
appreciated working with real tasks developing prototypes that could be further de-

                                                           
5  www.rexnet.se 

Table 1. The implemented knowledge-based systems categorised in different groups 

Support for Subject 
Students (1) Diagnosing chest pain (for nursing students) 
 (2) Classification of senile diseases (for nursing students) 
 (3) Generating advice for customers having stomach pains (for 

pharmacological students) 
 (4) Generating advice when dying hair (for hairdresser students) 
 (5) Practise for salesman (for business students) 
 (6) Classification of mushrooms (for biology students) 
Students  (7) Generating information about diet, exercise and weight 
& teachers (8) Estimating stress 
 (9) Diagnosis of depression 
 (10) Diagnosis and possible treatment of venereal diseases 
Teachers (11) Estimating the risk for harassment and generating guidance 
 (12) Classification of drug usage 
 (13) Diagnosis of dyslexia 
 (14) Support for teachers’ tutoring children with reading and writ-

ing problems 
 (15) Investigating Asperger’s syndrome 
 (16) Evaluating the risk for heart diseases based on the life style 
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veloped, e.g. as knowledge modules in a school intranet. Moreover, they thought it 
was very valuable to meet and interview the experts, and also to participate in the 
concluding discussion with people from VLM and the municipality. In the teacher 
group we have followed students developing KBS during several years. For the first 
time we had the opportunity to develop required systems within one organisation. 
This has enabled us to get a deeper understanding of crucial variables within KM and 
KBS. We have also appreciated this collaboration with VLM and Uppsala municipal-
ity, thereby  fulfilling the ‘third task’, i.e. the university’s task to co-operate with the 
society. The representatives from the VLM Institute and Uppsala municipality had the 
opinion that their investment was very valuable and they appreciated the possibility to 
co-operate with the university. They got involved in a project where they had the 
possibility to test the KBS technique and see that it worked out well. VLM even of-
fered the students to further develop some of the prototypes to real  systems. Fur-
thermore, they realised the potential and benefits of KBS and also the need for deal-
ing with KM within their organisation. Thus, there is an affirmative answer to the 
question whether KM can be of use in organisations such as schools, where profit is 
of no interest.  

Experiences from this project will be utilised in a regional EU project, OFFe (e-
services in a public environment), where the course teachers  will participate. 

The systems implemented, based on knowledge engineering, are prototypes and 
should be seen as forming a case study before a more complete KM system is devel-
oped. Such a system has of course to be planned together with the people involved. 
Thus, in further work a more thorough investigation of the needs within the school 
organisation has to be performed, meeting the demands from students, parents, teach-
ers and staff in the organisation. Furthermore, it is very important to test the knowl-
edge-based modules carefully, both with experts and with the forthcoming users. The 
KM system could be based on an intranet such as Rexnet. Rexnet can, as a school 
portal, offer several of the services required in a KM system for schools. The drug 
system has shown that it is possible to integrate knowledge-based modules in Rexnet, 
thereby building an advanced KM system.  
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rule(57,ca_sedimenthighsoil_rule,ca_sedimenthighsoil_text,0)
:- 

reply ( sedimenttransport_object, 'High' ) , 
 ( reply ( soilerosion_object, 'Small' ) ; 
 reply ( soilerosion_object, 'Moderate' ) ) . 

ca_sedimenthighsoil_rule
ca_sedimenthighsoil_text

ca_sedimenthighsoil_text

− 
− 
− 

temporary_rule( 57, ca_sedimenthighsoil_rule, 
ca_sedimenthighsoil_text, Number, Number_of_calling, Fired, Num-
ber_of_fired, Calling_rule, 0) :-  

Number_of_calling is Number +1 , 
assert ( Calling_rule ),  



reply (sedimenttransport_object, 'High' ),     
( reply ( soilerosion_object, 'Small' ) ; 
reply ( soilerosion_object, 'Moderate' ) ) . 
Number_of_fired is Fired +1.  
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Abstract. Knowledge management is used for handling knowledge and
activities in real world context. However, knowledge management can
also be used for the modelling of robot activities in a real world context.
Although robot technology is still under development, Intelligent Service
Robots are slowly becoming a reality. The programming of these robots
to support a closer interaction with the users is a complex problem in-
cluding the difficulty of correct modelling of the tasks of the robots. The
need for close cooperation between user and robot adds extra complex-
ity, compared to standard models for task modelling. In this paper we
outline a representation scheme, Task Pattern Analysis (TAPAS), that is
directed towards a notion of activities as rule-based behaviours. In task
pattern analysis, the tasks are described in terms of Task Patterns, con-
sisting of a frame rule, and Task Fragments, specifying and constraining
the applicability of the rules.

1 Introduction

There is currently ongoing research on (semi-) intelligent service robots (ISR),
which will serve as a type of butler or servant in the house. The needed tech-
nology is under development, both in terms of anthropomorphic robots [1] and
machinelike self-propelling agents already sold on the market, such as the au-
tonomous vacuum cleaner [2]. Regardless of their physical shape, these ISR:s are
facing interesting challenges from the perspective of knowledge representation.
One serious consideration is known as the frame problem [3]. In short, the frame
problem concerns how to handle defaults in a changing environment. Any agent
that is moving in a dynamic world, either needs to keep an account of what
is changing in the world, or continuously reason about the current state of the
world. The robot has to consider possible changes in the goals that are posed by
the dynamics of the environment. Since the ISR type of robot is moving around
physically, it needs to be especially aware of the world in order to avoid new
obstacles. Such obstacles could be things that have been temporarily placed in
new places, e.g. a chair that has been placed in a corridor.

Furthermore, a robot needs to be able to act upon the knowledge it has of
the world. To achieve this in a general way is naturally recognized as a difficult

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 422–429, 2005.
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task. In this article we discuss one possibility to model robot tasks in a dynamic
context in a restricted manner, using TAsk Pattern AnalysiS (TAPAS). The
TAPAS method is based on the notion of work tasks (for a robot) as constructed
from a well-founded set of activities.

2 Intelligent Service Robots

The application area for the TAPAS method is a specialized domain of robotics,
namely ISR for people with special needs. The basic assumption is that intelligent
machines could be a useful support in homes or workplaces. In this area there
are several important factors that influence the design of the robot activities.
The robots need to work in cooperation with the intended user using advanced
modes of interaction, such as natural speech or multimodal interfaces [4]. The
modes of operating the robot have to take the communicative capabilities of
the user into consideration, as these vary depending on e.g., whether the user is
paralysed or immobilised [5].

Apart from the close cooperation with the user there are other considerations
on the interaction design for the robot. The requirements on the functionality
for the robot are highly individual, depending both on the kind of disability
the user displays, as well as the personal preferences with the specific user. One
such fundamental consideration, established from an interview study made by
the author, is that the robot in many cases will not be requested as a performer
of tasks, but rather as a catalyst or facilitator. Thus the robot should be en-
abling the user to perform activities in contrast to doing things for the user
autonomously [6]. This perspective of facilitating provides certain crucial con-
strains on the description methods. One such constraint is the need for the robot
to be able to ask the user for advice at certain points or in the case of problems
appearing when performing the task.

In their role as task supporting agents, robots will need precise knowledge
about the situational context. This is relatively easy for aspects such as naviga-
tion and location identification. However, the robot also needs knowledge about
objects and properties of objects in order to perform certain tasks. Suppose, for
example, that we ask the robot to pick up a wallet from the floor. In order to
do so it needs to know what a wallet is, whether it is fragile or not, whether
it contains something that can be spilled or not. If we, on the other hand, ask
the robot to fetch a blue bowl in the living room, the robot needs to know that
it should bring the bowl including its content, rather than emptying the con-
tents of pop corn on the table before getting the bowl. Thus, task modelling for
service robots incorporates a need for a useful representation of common sense
knowledge concerning the tasks that need to be accomplished.

The robot itself, through its physical design, defines a number of minimal
activities or basic tasks. Examples of such basic tasks are “Go to a location”,
“Grasp object”, “Locate object”, etc. Currently robots are, for example, not suf-
ficiently advanced to locate an object on a cluttered desktop but much research
is done on image recognition, gesture recognition, etc. Thus, it will be feasible
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to assume that future robots will have at least a limited working functionality
of this kind. How to represent this kind of behaviour will, therefore, be more
and more important. It is desirable that the instruction of the robot is simple
to handle for the final user, once the initial programming of the robot has been
finished.

Several task description methods have been investigated for this area, such
as Hierarchical Task Analysis (HTA) [7] and Extended Task Action Grammar
(ETAG) [8, 9]. The purpose has been to find common properties of task descrip-
tions for robots. For most cases these descriptions:

– tend to describe shallow structures
– tend to generate numerous similar cases
– displayed a similarity in structure between different tasks
– do not manage to describe situational aspects of the tasks

From these attempts it turned out that the traditional methods used for task
analysis are not optimal for the modelling, which is necessary for the problem do-
main, and that the specification needs to be more extensive in order to facilitate
a useful modelling of the contexts. In previous research it has been shown that
tasks using artifacts can be modelled in a formal description, such as a pure
logic programming language [10, 11]. With these logic descriptions, electronic
mail tasks can be represented in a way that allows for simulation of the tasks.
However, these descriptions are still insufficient to describe tasks for intelligent
service robots. Therefore, a new description method has been developed, aiming
at minimizing the problems described above. The method is based on traditional
methods but combines the basic ideas for task modelling with a slightly different
perspective on task analysis.

3 The Task Pattern Analysis Method, TAPAS

Work tasks in general, and specifically in situations where robots are involved,
tend to consist of a set of activities that display common properties, making
it possible to generalize the descriptions. The general descriptions furthermore
display common features (which facilitate a description as patterns) as well as
differences (which make it interesting to describe them as patterns rather than
fixed rule structures). The common features are expressed in terms of patterns,
and the differences are expressed by filling in variable parts of the patterns, or
by specifying general constraints.

Many previous methods for task analysis and modelling have relied on the ex-
istence of these similarities, trying, e.g., to catch them in hierarchical structures.
However, in many cases the similarities occur on a lower level of abstraction than
allowed for by the modelling method. Moreover, usually these similarities can
not be described in such a way that the advantage of finding these similarities
can be utilized in full. Using the more or less standard method of HTA [7, 12]
tasks of saving files can be merged into one single hierarchical task structure,
which is a tree composed of goals and subgoals. Such a description may fit many
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different cases. The HTA structure does not directly address how to describe
such things as file names, or catalogues for the saving of the file. This means
that the HTA structures can be similar for a large number of tasks, but also that
a certain structure can be applied to different cases that are not represented by
the meaning of that particular HTA description. The use of plans does not help
out much since the plans only describe the order of the goals. Different tasks
may still be described by the same general plans.

In order to provide a solution to this problem, Task Pattern Analysis (TAPAS)
was invented. The basic construct of a task pattern is a rule, e.g. as in pat-
tern 1. The task is described as a pattern (first line) and a basic action struc-
ture (lines two to six), complemented by qualifiers (variables), so called task
fragments, that are used to describe some conditions on the applicability of
the pattern (lines seven and eight). Two of the task fragments, <agent> and
<place1>, are defined in this pattern as the robot and the robots location.
Saying . . .<agent> is_one_of [robot, John] . . . would make this pattern ap-
plicable for both the robot and the human actor “john”. By allowing only the
robot to be the <agent> we restrict the pattern to the robot.

Pattern 1 Sample pattern expressing the action of getting an object from a
place in a room.

<agent> gets <object> from <location2> at <room1> is
[ <agent> goes from <room1> to <room2>,
<agent> goes from <location1> to

<location2> in <room2>,
<agent> grasps <object> at <location2>,
<agent> goes from <room2> to <room1> ]

where <room1> = <agent>.current_room()
and <location1> is <room2>.entry_point()
and <agent> is_one_of [robot].

In the description there are several predefined building blocks. A special
entity is the use of function references such as

<room1>.entry_point()

These entities are special functions that are tightly connected to the robot’s
functionality. In this case, the function refers to the robot’s entry point, i.e. the
doorway of the room. These low level functions are programmed in the same
way as the basic patterns.

The most basic activities are not divisible, i.e. they are physical robot be-
haviours. They can be described as basic patterns, which are not expanded (cf.
patterns 2 and 3 below) but may still use constraining task fragments. In pat-
tern 2 a basic pattern is displayed, constrained only in that the robot cannot go
from a place to the same place in one action. Such constrains may be expressed
alternatively as meta rules, but most of the time it is clearer to express them
explicitly in the rules.
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Pattern 2 A basic pattern matched to a specific behaviour programmed into the
robot.

<agent> goes from <room1> to <room2>
where <room1> is_one_of [kitchen, study]
and <room2> is_one_of [kitchen,study]
and <room1> =/= <room2>

Note that in pattern 2 there is no further definition of the task, and there
are only constraints regulating the applicability of the rule. This is an indication
that the rule is matching a specific behaviour in the robot. Rules of this kind
are typical basic patterns.

In this example, the task fragment <agent> has not been constrained. How-
ever, since this pattern is used in pattern 1 and the task fragment <agent> is
constrained in the latter, the constraint is applied to this sub rule as well. The
same holds for the constraints on <room1> and <room2> in pattern 2, which
are automatically applied to pattern 1. In this way, sub or super patterns may
constrain each other. Also if there are alternative sub patterns that match for
certain super patterns, constraints will direct the continued instantiation of the
sub pattern.

Pattern 3 A second example of a basic pattern. This pattern shows the move-
ment of the robot within a room.

<agent> goes from <location1> to <location2> in <room>
where <room> is_one_of [kitchen, study]
and <location1> is_within <room>
and <location2> is_within <room>
and <location1> =/= <location2>

Pattern 3 is used to describe how a robot goes from a location in a room
to another. The pattern is structurally similar to the pattern displayed in 2 but
displays a different behaviour, in that it specifies a movement within a room
rather than a movement between rooms.

Pattern 4 The fourth pattern displays the constraints on the task needed for
the robot to grasp an object on a specified location.

<agent> grasps <object> on <location> is
[ <agent> locates <object> at <place>

<agent> moves forceps to <coordinates>
<agent> closes forceps
<agent> retracts forceps ]

where <location> is_one_of [table, work desk,
chest of drawers]

and <agent> is_at <location>
and <coordinates> is <place>.getCoordinates(<object>)
and graspable(<object>) is true
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Pattern 4 displays the necessary activities used to pick up an object from a
place. In this example, we display the use of functions to get low level information
(getCoordinates()), in this case, to get the physical coordinates of the object
to lift . Three of the sub patterns for this pattern involve the physical behaviours
of moving the forceps for the manipulation of the objects. The last line of this
pattern uses a check for a certain property of the object to be grasped.

The TAPAS examples displayed in this paper are purposely small and rel-
atively simple. For a real application the pattern systems are larger and more
complex. As a result the hierarchical structures may become relatively deep and
difficult to overlook in a manual process. Furthermore, patterns can also express
meta activities, such as asking the user to define objects which have not yet
been defined. This is possible by letting also task patterns be used to fill in as
task fragments. Thus the task pattern analysis method can be used to describe
relatively complex tasks for the Intelligent Service Robot. The backside of this
is that the description process is difficult to handle without computerized tools.

4 Task Pattern Sets

Task patterns are gathered into task pattern sets collecting those patterns that
are applicable for a robot in a certain situation. The task pattern sets are dy-
namically changing as the task is performed. Initially, a task pattern set may
contain only default actions, such as a pattern for what to do, if a time out
occurs during a task, or a pattern that tells the robot to wait for instructions.
Such patterns can be kept in the set continuously, also during the performance
of a certain task.

This is exemplified in figure 1, where the agent has 6 different patterns to
choose from. When pattern TP3 is chosen and executed, the context changes,
so that task patterns TP1, TP2, TP3 and TP5 are not available any more, for
example due to context-based constraints, whereas the new task patterns TP8
and TP9 have been advanced for the new context. Task pattern TP6 is still
available, and is not affected by the execution of TP3. In this case TP6 may be
a default pattern, with a low priority, which can be used to get help in case the
robot gets stuck during the execution of a task. Such a Task Pattern could, e.g.,
describe the activity needed to ask the user for new instructions. It could also
be the “time out” pattern that would allow the robot to return to the user in
case it cannot proceed with the task within a specified period of time.

When a first instruction is given to the robot, e.g., “Fetch book from table
in study”, the instruction is translated into an first pattern (such as pattern 1,
but with some of the fragments instantiated), which is added to the current task
pattern set. Each pattern in the set is assigned a priority. The default patterns,
which are supposed to be used as emergency actions or idle activities, are given
low priorities. This means that they will take precedence only in case the main
task pattern or any of its sub patterns cannot be concluded. When the task is
executed by the robot, the pattern is instantiated whenever possible, and then
replaced by its component sub patterns. The sub patterns are evaluated in their
turn, using the constraints as explained above to guide the order of evaluation.
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Fig. 1. Task patterns are collected into dynamic sets, which change as the task pro-
gresses. In this figure the task pattern set changes as task pattern TP3 is executed.
(figure by the author)

Models according to task pattern analysis as defined in this paper have been
developed by hand for a few sample applications. However, it turns out that
the automation of this process is a necessity, since task pattern analysis to a
large extent depends on the management of a large number of possible patterns.
A prototype editor for task patterns has been developed as a Masters Thesis
project [13].

5 Concluding Discussion

Task pattern analysis (TAPAS) is a conceptually simple but still powerful method
for the description of grounded tasks. By defining tasks in terms of patterns, the
large variety of small task structures describing similar tasks for the robot can
be accounted for. The method is aimed at the description of tasks that are well
founded, such as task descriptions for intelligent service robots where the robot
basic behaviours constitute the lowest level of description. This property also
makes the method suitable for describing tasks involving command based soft-
ware, e.g., as a macro description language. However, task pattern analysis may
be less useful for describing non-computerised tasks (such as traditional task
analysis methods), since these are not necessarily be well-founded.

In terms of human-robot interaction, task pattern analysis may be interesting
since it allows for the description of meta tasks, such as asking the user to define
an unknown object. The possibility to handle meta rules in the TAPAS method
has shown to be an advantage when it has been compared to most previous
methods used for task analysis.
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Abstract. This paper presents the first mediated certificateless pub-
lic key encryption and signature schemes. We also extend our schemes
into hierarchical schemes. Our schemes does not suffer from the key es-
crow property that seems to be inherent in the mediated identity-based
schemes. Key escrow is not always a good property for all applications
because the exposure of a master key enable all the users’ private keys to
be leaked. Our mediated certificateless public key encryption and hier-
archical schemes also support role based access control (RBAC) without
the key escrow to manage the access to resources of a system. We fi-
nally describe security of our schemes and compare our schemes with
the mediated identity based schemes from efficiency points of view.

1 Introduction

Revocation is one of the main difficulties faced in implementing Public Key
Infrastructures (PKIs). Boneh et al. [1, 2] introduced an efficient method for ob-
taining instantaneous revocation of a user’s public key and is called the mediated
RSA(mRSA). Their method was to use an online semi-trusted entity called the
SEcurity Mediator(SEM) which has a piece of each user’s private key. In such a
setting, a signer can’t decrypt/sign a message without a token information gen-
erated by the SEM. Instantaneous revocation is obtained by instructing the me-
diator to stop helping the user decrypt/sign messages. This approach has several
advantages over previous certification revocation techniques such as Certificate
Revocation Lists(CRLs) and the Online Certificate Status Protocol(OCSP): fast
revocation and fine-grained control over users’ security capabilities.

Recently Libert and Quisquater showed that the SEM architecture in a
mRSA can be applied to the Boneh-Franklin identity-based encryption and
GDH signature schemes [3]. Nali, Miri and Adams have shown that Libert
and Quisquater’s mediated identity-based encryption scheme is suitable for the
cryptographic support of role-based access control(RBAC) in [7]. They also pre-
sented the first mediated hierarchical identity based encryption and signature
schemes by extending the mediated identity-based encryption scheme of Libert
and Quisquater in [8].
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Unfortunately, all identity based cryptographic schemes have inherent weak-
ness, a key escrow property. Our main contribution is to remove key escrow
property in the above mentioned mediated identity-based schemes and the hier-
archical schemes by designing the first mediated certificateless public key encryp-
tion, signature and hierarchical schemes. A cryptosystem with the key escrow
property has some serious disadvantages. For example once the master key is
exposed, all the users’ private keys are leaked and all the prior communication
information is under the threat of exposure. In mediated identity based encryp-
tion and signature schemes, the trusted authority T A (in fact PKG) issues a
partial private key dID,user for user and another partial private key dID,sem for
SEM from a private key dID using its master secret key. As the result, the T A
is still able to decrypt or sign any messages. Moreover, the hierarchical schemes
of [8] still have an undesirable escrow property. Here, we present the hierarchical
encryption scheme which will protect all users against any of their ancestors and
against the root T A.

Certificateless public key cryptography (CL-PKC) [5] do not explicitly pro-
vide revocation of users’ security capabilities. This is natural since it aims to
avoid the use of certificates as in ID-PKC. On the other hand, revocation is
often necessary and even imperative. The way to obtain revocation in CL-PKC
systems can be handled in the same way as in Boneh-Franklin IBE [6]. Their
method is to require time dependent public keys, e.g., public keys derived from
identities combined with time or date stamps. This has an unfortunate conse-
quence of having to periodically reissue all private keys in the system. Moreover,
these keys must be periodically and securely distributed to individual users. In
contrast, our mediated CL-PKC schemes inherits its fine-grained revocation as
in mRSA. The remainder of this paper is organized as follows: In section 2, we
present our scheme, mCL-PKE to show how to remove the key escrow property.
A security analysis of our scheme is given in section 3. In section 4 and 5 we
present a signature scheme and show how to extend our schemes into hierarchi-
cal schemes. Section 6 discusses application aspects of our schemes. Finally, we
conclude in section 7.

2 Our Mediated Certificateless Public Key Encryption

Our mediated certificateless public key encryption (mCL-PKE) scheme uses two
private keys < DID, x >. The first private key issued by a trusted authority
T A is used to inherit one to one mapping between public ID and private key
DID. We use the second private key x ∈R Z∗

q in order to remove a key escrow
property and generate the corresponding pubic key Ppub. We name the private
keys < DID, x > as < PrkeyI, PrkeyII >.

In our scheme the first private key DID are split into shares via a one out of
two secret sharing scheme, with one share held by the user and the other by the
SEM. The encryption is then performed as a function of ID, Ppub as in the CL-
PKE scheme [5]. The decryption requires the cooperation of a user and a SEM
created by a T A. Our scheme using this mediator SEM supports instantaneous
revocation by instructing the SEM to stop interacting the user. Moreover, in
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our scheme the key escrow property is removed because only the user knows the
second private key x corresponding to Ppub.

1. Setup. Given a security parameter k, a T A:
(a) Run IG with input k in order to generate output < G1, G2, ê > where

G1 and G2 are groups of some prime order q and a bilinear map ê :
G1 × G1 → G2.

(b) Choose an arbitrary generator P ∈ G1.
(c) Picks s uniformly at random from Z∗

q and computes P0 = sP .
(d) Choose cryptographic hash functions

H1 : {0, 1}∗ → G∗
1, H2 : G2 → {0, 1}n

H3 : {0, 1}n × {0, 1}n → Z∗
q , H4 : {0, 1}n → {0, 1}n

where n denotes the size of plaintexts. The system’s public parameters
are params =< G1, G2, ê, n, P, P0, H1, H2, H3, H4 > while the master
key s ∈ Z∗

q is kept secret by the T A.
2. Key Generation. Given a user of identity IDA, the T A computes QA =

H1(IDA) ∈ G∗
1 and DID = sQA as a PrkeyI. Then it chooses random

numbers DID,user ∈R G1 and computes DID,sem = DID − DID,user. The
T A gives the partial private key DID,user to the user A and DID,sem to the
SEM over a confidential and authentic channel. The user A selects xA ∈ Z∗

q

as his PrkeyII and construct his public key as Ppub =< XA, YA >=<
xAP, xAP0 >.

3. Encrypt. To encrypt M ∈ M for a user A with identifier IDA ∈ {0, 1}∗
and public key Ppub =< XA, YA >, perform the following steps:
(a) Check that XA, YA ∈ G∗

1 and that the equality ê(XA, P0) = ê(YA, P )
holds. If not, return ”Error” and abort encryption.

(b) Compute QA = H1(IDA) ∈ G∗
1.

(c) Choose a binary string σ ∈ {0, 1}n and compute r = H3(σ, M).
(d) Compute U = rP ∈ G1, g = ê(YA, QA)r ∈ G2.
(e) The ciphertext is C =< U, V, W >=< rP, σ ⊕ H2(g), M ⊕ H4(σ) > .

4. Decrypt. When receiving C =< U, V >∈ C, the user A forwards it to the
SEM. They perform the following steps in parallel.
– SEM: 1. Check if the user’s identity IDA or public key is revoked. If it

is, return ”Error”.
2. Compute gsem = ê(U, DID,sem) and send it to the user A.

– USER: 1. A computes guser = ê(U, DID,user).
2. When receiving gsem from the SEM, A computes g′ = gxA

semgxA
user.

3. A computes σ′ = V ⊕ H2(g′) and then M ′ = W ⊕ H4(σ′).
4. A checks the ciphertext’s validity: U = r′P with r′ = H3(σ′, M ′).

Remark 1. In our scheme, the T A is trusted to not replace the public keys
of users and to issue only one private key PrkeyI to the correct user. This
means that a cheating T A impersonates an honest user by replacing a user’s
public key by one for which it knows the private key PrkeyII. We can use a
binding technique of [5] for these problems. This binding restricts A to using
a single public key. Moreover, if T A impersonates a user A there will be two
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private keys for IDA with different public keys and the T A can be identified as
having misbehaved.

3 The mCL-PKE’s Security

This section briefly discusses the security of our mCL-PKE scheme. We will
show that the mCL-PKE is weakly semantically secure against inside attackers
with an argument similar to the one provided for the proof of Theorem 4.1 of
[3]. Insider attackers can access only the user part of the private key PrkeyI
corresponding to any identity but the one on which they are challenged. We also
consider type I adversary AI and Type II adversary AII with and without the
master key respectively as in a security model for CL-PKE [9].

Theorem 1. If there exists a Type I or Type II IND-mID-CCA adversary with
non-negligible advantage against mCL-PKE, then there exists an adversary B
with non-negligible advantage against the CL-PKE scheme.

Proof. (Sketch) Only outline is presented here for space limitation. Please re-
fer to the full version of this paper for detailed proof. To prove Theorem 1, we
first modify the notion of weakly semantically security against insider attacks
(denoted by IND-mID-wCCA) given in [3] to consider type I and type II adver-
saries. In the random oracle model, we will use the attacker A against mCL-PKE
scheme to build an adversary B that is able to distinguish ciphertexts produced
by the CL-PKE. Overall the proofs are similar to the one of Theorem 4.1 in [3].

��

Remark 2. Our scheme assumed that users’ private keys must be protected to
ensure chosen ciphertext security as in Libert and Quisquater’s scheme [3]. That
is, our scheme is secure against chosen ciphertext attack in a weaker sense. Note
that this weak assumption can be strengthened in a strong sense by using the
ciphertext format of Baek and Zheng’s mediated scheme [4].

4 A Mediated Certificateless Signature Scheme

We will describe a mediated certificateless public-key signature (mCL-PKS)
scheme that is based on a provably secure ID-PKC signature scheme [10].

1. Setup. This is identical to Setup of our scheme mCL-PKE, except that there
is only one hash function H : {0, 1}∗ × G2 → Z∗

q .
2. Key Generation. Identical to mCL-PKE.
3. Sign. To sign M ∈ M, the user A with identifier IDA ∈ {0, 1}∗ and private

key DID, perform the following steps:
(a) Chooses a random number a ∈ Z∗

q .
(b) Computes r = ê(aP, P ) ∈ G2 and v = H(M, r) ∈ Z∗

q .
(c) Sends v to SEM and perform the following steps in parallel.

– SEM : 1. Check if the user’s identity IDA or public key is revoked.
If it is, return ”Error”.
2. Compute Usem = vDID,sem and send it to the user A.
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– USER: 1. A computes Uuser = vDID,user .
2. When receiving Usem from the SEM , A computes U = xA(Usem+
Uuser) + aP ∈ G1.
3. Returns < U, v > as a signature of M .

4. Verify. When receiving < U, v > on a message M ∈ M for identity IDA

and public key < XA, YA >, the verifier :
(a) Check that the equality ê(XA, P0) = ê(YA, P ) holds. If not, return ”Er-

ror” and abort verification.
(b) Compute r′ = e(U, P ) · e(QA,−YA)v.
(c) Accepts the signature if and only if v = H(M, r′) holds.

5 Mediated Hierarchical CL-PKE

This section describes a mediated hierarchical certificateless public key encryp-
tion scheme denoted by mHCL-PKE. Our mHCL-PKE scheme eliminate all
kinds of key escrow to any ancestor of an user in the mHIDE scheme [8]. We
assumes that there exist two disjoint tree-shaped hierarchies of users and SEMs,
respectively. Moreover, the root node of two hierarchies is a root T A and a set
of users is associated to each SEM. We denote by Levelt the set of nodes located
at tth level of both hierarchies. Except the root node, every node is identified
by an ID-tuple IDt = (ID1, ID2, . . . , IDt). The major steps of our scheme are
identical to the ones in [8].

1. Root Setup. This algorithm is identical to Setup for mCL-PKE, except that
now the ciphertext space for a level t. For ease of presentation, we denote the
master key by x0 instead of s. So we have P0 = x0P = (x0,user + x0,sem)P ,
P0,user = x0,userP and P0,sem = x0,semP .

2. Key Generation. Given each of its child-user IDt = (ID1, ID2, . . . , IDt),
the Usert−1 selects xt−1,user ∈R Z∗

q and computes Qt = H1(ID1|| . . . ||IDt)
∈ G∗

1, a partial private key Dt,user = Dt−1,user + xt−1,userQt of PrkeyI.
The Usert−1 gives Dt,user to its child IDt over a confidential and authen-
tic channel. Then he computes Rj,user = xj,userP for 1 ≤ j ≤ t, pub-
licly gives Rj,user to its child Usert. The user IDt selects zt ∈ Z∗

q as his
PrkeyII and constructs his public key as Pt =< Xt, Yt >=< ztP, ztP0 >.
Given each of its child-SEMt associated with Usert the SEMt−1 selects
xt−1,sem ∈R Z∗

q and computes Qt = H1(ID1|| . . . ||IDt) ∈ G∗
1, a partial pri-

vate key Dt,sem = Dt−1,sem + xt−1,semQt of PrkeyI. The SEMt−1 gives
Dt,sem to its child SEMt over a confidential and authentic channel. Then
the SEMt−1 computes Rj,sem = xj,semP for 1 ≤ j ≤ t, publicly gives Rj,sem

to its child SEMt.
3. Encrypt. To encrypt M ∈ M for a user IDt with public key Pt =< Xt, Yt >,

perform the following steps :
(a) Check that Xt, Yt ∈ G∗

1 and that the equality ê(Xt, P0) = ê(Yt, P ) holds.
If not, return ”Error” and abort encryption.

(b) Compute Qi = H1(ID1||ID2|| . . . ||IDi) ∈ G∗
1 for each 2 ≤ i ≤ t.

(c) Choose a random value r ∈ Z∗
q .
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(d) Compute g = ê(Q1, Yt) and V = M ⊕ H2(gr).
(e) Compute U0 = rP and Ui = rQi for 2 ≤ i ≤ t.
(f) Set the ciphertext C =< U0, U2, U3, . . . , Ut, V >∈ C.

4. Decrypt. When receiving C =< U0, U2, . . . , Ut, V >∈ C, the user with IDt

proceeds as follows:
(a) Check (U0, U2, U3, . . . , Ut) ∈ Gt

1. Otherwise, reject C.
(b) Forwards C to the SEMt , so that the following steps be performed in

parallel:
– SEMt :

1. Checks if the user’s identity IDt or public key is revoked. If it is,
returns ”Error”.
2. Computes gsemt = ê(U0, Dt,sem)(

∏t
i=2 ê(Ri−1,sem, Ui))−1 and

send it to the user IDt.
– USER IDt :

1. Computes gusert = ê(U0, Dt,user)(
∏t

i=2 ê(Ri−1,user , Ui))−1.
2. When receiving gsemt from SEMt, IDt computes gr = gzt

usert
·

gzt
semt

.
3. Computes M = V ⊕ H2(gr).

6 Application

Using our mCL-PKE scheme of section 2, we modify Nali, Adams and Miri’s
RBAC scheme [7] to remove the inherent key escrow property as follows: The
role manager (RM) has the role of the T A in our mCL-PKE scheme. For each
role IDi, the RM generates a DIDi = sH1(IDi) and a pair (DIDi,user , DIDi,sem).
The RM gives DIDi,user to the user and DIDi,sem, its sub role decryption key
shares to the SEMs associated with IDi. Each user chooses a private key x and
publish < xP, xP0 > by itself or via a directory service.

Database Manager (DBM) obtains from the RM the keys of all roles re-
quired to access m and encrypts m using these role keys with virtual identities
IDi1 , ..., IDik

. The DBM computes QIDij
= H1(IDij ) for j = 1, .., k and the

virtual identity QV ID =
∑k

j=1 QIDij
. Then the DBM obtains and stores in the

cipher table (CT) the ciphertext C = (U, V, W ) = (rP, σ ⊕ H2(g), M ⊕ H4(σ))
where g = ê(QV ID, xP0)r.

When the user A wants to access a protected M , A obtains C and the list
of roles from the DBM. A sends them to a minimum number of SEMs whose
roles are all ancestors of the roles. The SEMs check whether the user’s identity,
public key or any of the role identities is revoked or an RBAC separation of duty
is broken. If these conditions holds, the SEMs compute their partial decryption
of C by using their shares of the role keys and send it to the user A. A complete
the decryption of C by using his shares of the role keys.

Note that our scheme is the same as the RBAC scheme using mIBE except
using the pubic key which matches the private key. The application of a me-
diated hierarchical identity based encryption (mHIDE) which extends mIBE is
to support information access control in hierarchical structured communities of
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users whose access privileges change very dynamically [8]. Using our mHCL-
PKE scheme of section 5, we can modify the application to remove key escrow
property similarly.

7 Conclusion

In this paper, we have shown that the method of mRSA to allow fast revocation
of RSA keys can be used by certificateless public key cryptography (CL-PKC).
The mediated CL-PKC (mCL-PKC) that combines CL-PKC and mediated cryp-
tography tackles the issues asociated with certificate management in PKIs and
supports fine grained revocation. Moreover, we have shown that our mCL-PKC
is more suitable for the cryptographic support of role-based access control than
mediated ID-PKC because our schemes do not suffer from the key escrow prop-
erty of mediated ID-PKC.

One possible goal for future research is to design and analyze a mediated
selective ID-secure schemes in the standard model without random oracles. An-
other aim is to design and investigate the applications of a mediated certificate-
less public key cryptography.
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Abstract. The convenience of IEEE 802.15.4 (Low-rate Wireless Per-
sonal Area Network) based wireless access network will lead to wide-
spread deployment in the evolutionary computing and adaptive systems.
However, this use is predicated on an implicit assumption of confiden-
tiality and availability. In this environment, malicious device may obtain
an unfair share of the channel bandwidth. For example, IEEE 802.15.4
requires nodes competing for getting access to the channel to wait for a
’backoff’ interval, randomly selected from a specified range, before initi-
ating a transmission. Malicious devices may wait for smaller ’backoff’ in-
tervals than well-behaved devices, thereby obtaining an unfair advantage.
Such misbehavior can seriously degrade the throughput of well-behaved
devices. In this paper, we proposed an intelligent coordinator, a modifi-
cation to IEEE 802.15.4 specification to simplify the prevention of such
malicious devices. Proposed coordinator is able to ascertain whether to
apply PTP (Priority Time Period). Simulation results indicate that our
prevention mechanism is successful in handling MAC layer misbehavior.
We plan to foster our solution in the evolutionary computing systems
through further development.

1 Introduction

The growing importance of small and cheap wireless devices demands a com-
mon platform so that the device can communicate with each other. The IEEE
802.15.4 (Low-Rate WPAN) describes wireless and media access protocols for
personal area networking devices. This standard specifies the physical (PHY)
layer and Medium access control (MAC) sub-layer of a low cost, low power con-
sumption and ad hoc wireless network. The MAC layer provides services that
higher layers can use to access the physical radio. MAC layer protocols provide
a means for reliable, single-hop communication links between devices [1][5][6].
This specification is meant to support a variety of applications, many of which
are security sensitive. Wireless Medium Access Control (MAC) protocols such

� This work was supported by University ITRC Project of MIC. Dr. C.S.Hong is the
corresponding author.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 470–476, 2005.
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as IEEE 802.15.4 and IEEE 802.11 use distributed contention resolution mech-
anisms for sharing the wireless channel. The contention resolution is typically
based on cooperative mechanisms (e.g., random backoff before transmission)
that ensure a reasonably fair share of the channel for all the participating nodes.
In this environment, some malicious devices in the network may misbehave by
failing to adhere to the network protocols, with the intent of obtaining an un-
fair share of the channel. The presence of malicious devices that deviate from
the contention resolution protocol can reduce the throughput share received by
conforming devices. A misbehaving node may obtain more than its fair share of
the bandwidth by

• Selecting backoff values from a different distribution with smaller average
backoff value (e.g., by selecting backoff values from range [0,CW

4 ] instead of
[0, CW ], where CW (ContentionWindow) is variable maintained by each
node.

• Using a different retransmission strategy that does not double the CW value
after collision.

Such malicious misbehavior can seriously degrade the throughput of well-behaved
devices [2][3]. In this paper, we propose modification to IEEE 802.15.4, for sim-
plifying the prevention of such misbehaving devices. This paper is organized
as follows. Section 2 includes characters of IEEE 802.15.4 MAC specification
for channel access. Section 3 describes the proposed mechanism for prevention
against attacks. Also, we describe how to implement the proposed mechanism
with the existing IEEE 802.15.4 protocol. We can use reserved bits in the frame
without violating the IEEE 802.15.4 MAC frame format. This means the pro-
posed mechanism does not modify the frame structure and is compatible with
legacy devices. Performance results of proposed mechanism are presented in sec-
tion 4. Finally, we give some concluding remarks.

2 Media Access of IEEE 802.15.4

In this section we explain some defined functions of IEEE 802.15.4 MAC specifi-
cation for channel access. In this specification, the device uses CSMA-CA for re-
solving contention among multiple nodes accessing the channel. A device (sender)
with data to transmit on the channel selects a random backoff value from range
[0, 2BE-1]. BE is the backoff exponent, which is related to how many backoff pe-
riods a device shall wait before attempting to assess a channel. Each time device
wishes to transmit data frames during the CAP (Contention Access Period), it
shall locate the boundary of the next backoff slot and then wait for a random
number of backoff slots. If the channel is busy, following this random backoff,
the device shall wait for another random number of backoff slots before trying
to access the channel again. If the channel is idle, the device can transmit on the
next available backoff slot boundary. Acknowledgment and beacon frames shall
be sent without using a CSMA-CA mechanism [1]. Also, the MAC sub-layer
needs a finite amount of time to process data received by the PHY. To allow
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time

frame Ack Contention window

tack IFS

Fig. 1. Interframe Space

this, transmitted frames shall be followed by an IFS period; if the transmission
requires an acknowledgment, the IFS shall follow the acknowledgment frame
[1][8]. These concepts are illustrated in Figure 1. The IEEE 802.11 specification
uses four different interframe spaces. Varying interframe spacings create differ-
ent priority levels for different type of traffic. The logic behind this is simple:
high-priority traffic doesn’t have to wait as long after the medium has become
idle. Therefore, if there is any high-priority traffic waiting, it grabs the network
before low-priority frames have a chance to try. To assist with interoperability
between different data rates, the interframe space is a fixed amount of time,
independent of the transmission speed [8][9].

3 Media Access Mechanism Using Priority Time Period

The proposed mechanism is designed to require minimal modifications to IEEE
802.15.4 MAC specification. As mentioned above, a malicious device selects back-
off values from a different distribution with smaller average backoff value, than
the distribution specified by standard (e.g., by selecting backoff values from [0,
2BE−1

3 ], instead of [0, 2BE-1]). Such misbehavior of malicious device can seri-
ously degrade the performance of well-behaved devices. Also well-behaved de-
vices should consume the energy to acquire channel. The proposed mechanism
is designed to prevent misbehavior of malicious device using the PTP (Priority
Time Period) which is decided by coordinator. If well-behaved device repeatedly
can’t access the channel, device uses the PTP to transmit the frame; this frame
should be authenticated by coordinator. The start of PTP (Priority Time Pe-
riod) can locate in IFS (Interframe Space) as shown in Figure 2. The timestart

is the time to start PTP after acknowledgment frame and the length is the
maintenance duration of PTP; both timestart and length are decided by coor-
dinator. The coordinator transmits these values to well-behaved devices using
the encryption algorithm to protect these values. Key management between co-
ordinator and devices may be provided by the higher layer, but are out of scope
of this paper. Generally well-behaved device uses the CSMA-CA algorithm to
acquire the channel. If the value of NB is more than 3, the device can use the
PTP. In IEEE 802.15.4 specification, NB is the number of times the CSMA-CA
algorithm was required to backoff while attempting the current transmission;
this value shall be initialized to 0 before each new transmission attempt and the
maximum value is 6. At first, the coordinator decides whether apply the PTP
as shown in Figure 3. Priority Time Period is 1 bit in length and shall be set to
1 if coordinator applys the PTP. Otherwise, Priority Time Period subfield shall
be set to 0.
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time

frame Ack Contention window

tack
IFS

timestart length

Fig. 2. Proposed Priority Time Period

Beacon frame format

Superframe specification field

Octets: 2 1 4/40 2 variable variable variable 2

Bits: 0-3 4-7 8-11 12 13 14 15

Frame
control

Sequence
number

Addressing
fields

Superframe
specification

GTS
field

Pending
address

Beacon
payload

FCS

Beacon
order

Superframe
order

Final
CAP slot

Priority
Time Period

Battery life
extension

PAN
coordinator

Association
permit

Fig. 3. Beacon frame format for PTP

lengthtimestart

1Octets: 1

Encrypted beacon payload

Fig. 4. Encrypted information to use PTP

As shown in Figure 4, The accurate information to use PTP (the timestart

and the length) are encrypted by shared key between coordinator and well-
behaved devices. These values are included in beacon payload field.

• encrypted beacon payload: Ekey{timestart ,length}

A malicious device can’t know these values, because it has not shared key. Beacon
enabled network use a slotted CSMA-CA channel access mechanism, where the
backoff slots are aligned with the start of the beacon transmission. Each time
a device wishes to transmit data frames during the CAP, it shall locate the
boundary of the next backoff slot and then wait for a random number of backoff
slots. If the channel is busy, following this random backoff, the device shall wait
for another number of backoff slots before trying to access the channel again. If
the value of NB is more than to 3, the device can use the PTP. As mentioned
above, NB is the number of times the CSMA-CA algorithm was required to
backoff while attempting the current transmission. Also, the device includes hash
value for authentication as shown in Figure 5. The coordinator can authenticate
using this hash value whether the device is well-behaved or not. If malicious



474 Joon Heo and Choong Seon Hong

Format of the frame control field

Bits: 0-2 3 4 5 6 7-9 10-11 12-13

Frame
type

Security
enable

Frame
pending

Ack.
request

Intra-
PAN

Dest.
Addressing

mode

Reserved

14-15

Source
Addressing

mode
Reserved

Hashkey{timestart}

Fig. 5. Hash value for authentication

Decide whether
to apply PTP

Coordinator Device

beacon frame
Ekey {timestart, length}

data frame

acknowledgement

collision

if NB>3,
using the PTP

Hashkey {timestart}
Authentication

Using the
Hash value

data frame

acknowledgement

Fig. 6. Process for channel acquirement

device is detected, the coordinator can disconnect with that device. Figure 6
shows an entire process between coordinator and device.

4 Performance Analysis

In this section, simulation results are presented to demonstrate the effectiveness
of the proposed mechanism. The performance metrics we use include ’Delivery
Ratio of data frames of well-behaved devices’, which is the ratio of well-behaved
device’s frame throughput over their sending rate. All the simulation results are
based on a modified version of ns-2 network simulator. The traffic sources are
chosen to be constant bit rate (CBR) source using packet-size of 20 bytes. Figure
7(a) shows the delivery ratio of well-behaved devices depending on the backoff
range ratio of malicious device (for example, if malicious device select backoff
value from [0, 2BE−1

4 ], backoff range ratio is 0.25).
Also, Figure 7(b) shows the delivery ratio of well-behaved devices depending

on the number of devices. The simulation results demonstrate that severe con-
tention among frames of devices will cause significant performance degradation
without PTP (Priority Time Period).
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(a) Delivery ratio vs. backoff period ratio of malicious device (b) Delivery ratio vs. number of devices

Fig. 7. Delivery Ratio Performance Comparison

5 Conclusion and Future Works

Preventing MAC layer misbehavior is an important requirement in ensuring a
reasonable throughput share for well-behaved nodes in the presence of misbehav-
ing devices. In this paper, we have presented modification of IEEE 802.15.4 MAC
protocol to use PTP. Also, we have described how to implement the proposed
mechanism with the existing IEEE 802.15.4 protocol. We can use reserved bits in
the frame without violating the IEEE 802.15.4 MAC frame format. Simulation
results indicate that our prevention mechanism is successful in handling MAC
layer misbehavior. We plan to foster our solution in the evolutionary computing
systems through further development.
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Abstract. This paper describes design concepts of genetic algorithms in
the cryptographic protocols for a fault-tolerant agent replication system.
The principles of cryptographic protocols are outlined, followed by the
specification of modal logic that is used to encode the belief and knowl-
edge of communicating parties. Replication and voting do not suffice and
cryptographic support is required. Secret sharing is a fundamental no-
tion for secure cryptographic design. In a secret sharing protocol a dealer
shares a secret among n servers so that subsets of t + 1 or more servers
can later reconstruct the secret, while subsets of t or less servers have no
information about it. This is what it is called a threshold secret sharing
scheme. A verifiable secret sharing protocol adds fault tolerance to the
above tasks. Our protocol can be used by asynchronous fault-tolerant
service replicas.

1 Introduction

Computing over the Internet is not dependable and unreliable. Hosts connected
via the Internet constantly fail and recover. The communication links go down
at any time. Due to high communication load, link failures, or software bugs,
transient communication and node failures are common in the Internet. Infor-
mation transferred over the Internet is insecure and the security of an agent is
not guaranteed. Fault tolerance guarantees the uninterrupted operation of a dis-
tributed software system, despite network node failure. Therefore, reliability is
an important issue for Internet applications [2], [6], [8]. In this work, we address
the security and fault tolerance issues for mobile agent systems running across
the Internet. We present a cryptographic method in the replication and voting
protocols for the agent replication extension system. The system makes mobile
agents fault-tolerant and also detects attacks by malicious hosts.

In a mobile agent based distributed system, agents comprising an application
must survive possibly malicious failures of the hosts they visit, and they must
be resilient to the potentially hostile actions of other hosts. Correctness of a
computation should depend only on hosts that would be visited in a failure-free

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 483–489, 2005.
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run. The replication and voting are necessary to survive malicious behavior by
visited hosts. However, faulty hosts that are not visited by agents can confound
a naive replica management scheme by spoofing. We have been investigating
protocols for replication and voting in a family of applications. This problem
can be solved by cryptographic protocols.

The design ideas of cryptographic techniques in our protocols are discussed.
In a fault-tolerant mobile agent replication system, proactive secret sharing and
threshold signing take on an important role in facilitating mobile processes by
distributed authentication. The remainder of this paper is organized as follows.
Section 2 describes the system model, a fault-tolerant mobile agent computation
with replication and voting, and assumptions. Section 3 describes cryptographic
protocols with secret sharing. Finally, in Section 4 we present our conclusions.

2 The System Model

Let us consider a distributed system which is a collection of processors inter-
connected by a communication network. We will use processors with nodes in-
terchangeably. For each window of vulnerability, there are n processors that are
responsible for the service during the period of time. While a main node is re-
sponsible for the service, we call it a server. Servers hold the shares of a secret.
Each node is assumed to have an individual public/private key pair. Each server
is assumed to know the public key of all other nodes in the system. Cryptographic
techniques are employed to provide confidentiality and authenticity for passing
messages. It is assumed that the adversary is computationally bound; the fac-
toring problem is hard so that the adversary cannot subvert these cryptographic
techniques.

Our protocol is intended for use in the Internet environment, where failures
and attacks can invalidate assumptions about timing. Thus, we assume an asyn-
chronous system where there is no bound on message delay or processor speed.
We also assume that the network by which the nodes are connected is composed
of fair links. A fair link is a communication channel between nodes that does
not deliver necessarily all messages sent. If a node sends many messages to a
single destination, then one of those messages is correctly delivered. Messages in
transit may be read or altered by the adversary.

Replication of agents and data at multiple processors is a key to providing
fault tolerance in distributed systems. Replication is a technique used widely
for enhancing Internet services. The motivations for replication are to make the
distributed system fault-tolerant, to increase its availability, and to improve a
service’s performance.

A replication algorithm proposed in [1] for Byzantine fault tolerance in asyn-
chronous systems offers correctness guarantees provided that no more than 1/3
of servers fails. The amount of time an adversary has to compromise more than
1/3 of the servers is called the window of vulnerability. Less than 1/3 of the
servers in a window of vulnerability can be faulty. A faulty server can stop exe-
cuting the protocol, deviate from its specified protocol in an arbitrary manner,
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and corrupt or disclose locally stored information. A correct server follows the
protocol and does not corrupt or disclose locally stored information. A server
is considered correct in a time interval t if and only if it is correct throughout
interval t. Otherwise it is faulty in time t. With the assumptions described, to
cause the damage to the replicated service, an adversary is allowed to do the
following:

– compromise up to f faulty servers within any window of vulnerability,
– delay messages or correct servers by arbitrarily finite amounts,
– launch eavesdropping, message insertion, corruption, deletion, and replay

attacks

To give a precise definition for the window of vulnerability, we assign version
numbers (v0, v1, v2, ...) to shares, secret sharing, runs, and participating service
replicas. Each run of the protocol generates a new secret sharing. A sharing is
composed of the set of random shares which form a secret. Server initially store
shares with version number v0. If a run is executed with shares having version
number vold = vi, then this run and the resulting new shares have version number
vnew = vi+1. A secret sharing is assigned the same version number as its shares.

Fig. 1. The relations between old and new runs, shares, and epochs

Run vnew starts when some correct server initiates run vnew locally. Run
vnew terminates locally on a correct server once the server has forgotten all
information pertinent to vold shares. Run vnew terminates globally at the earliest
time t that the run has terminated locally on each correct server participated
in run vnew. An epoch vi is defined to be the interval from the start of the
run vi to the global termination of run vi+1. The relationship between old and
new runs, shares, and epochs, and their surrounding runs, shares, and epoches
is illustrated in Fig. 1. In a successful attack, an adversary must collect f + 1
or more shares all with the same version number. Since f + 1 or more servers
must be compromised during the same epoch to collect these shares, we define
the window of vulnerability to be an epoch.

One way to share a secret and achieve a threshold access structure is to use
the combinatorial secret sharing [4] technique. We split the secret up into m
shares, where m = combination(3f + 1, f). A share is given a label from 1 to
m. We find all possible combinations of f nodes from our 3f + 1 nodes, and we
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label each group of f nodes with a number from 1 to m. Then, a node ni gets a
share si with label x if node ni is not in a group with x.

For f = 1, m = 4 so we have four shares: S1, S2, S3, S4. We generate all
possible groups of f = 1 servers and label them with numbers 1 to m, i.e.,
g1 = n1, g2 = n2, g3 = n3, g4 = n4. Then we give share s1 to all nodes not in
group g1. Similarly, we give share s2 to all nodes not in group g2, s3 to all nodes
not in g3, and s4 to all nodes not in g4. Now, by construction, we summarize:
1) Each share is held by 2f + 1 nodes. 2) No set of less than f + 1 nodes have
all of the shares. 3) Any set of f + 1 or more nodes will have all of the shares.
For any given share, only f nodes do not have the shares, every other node has
it. Then, for each share, given a group of any f + 1 of the 3f + 1 nodes, at least
one of the nodes has the share.

One of the goals in this work is to provide fault tolerance to mobile multi-
agents through selective agent replication. Multi-agent applications reply on the
collaboration among agents. If one of the involved agents fails, the whole com-
putation can get damaged. The solution to this problem is replicating specific
agents. One must keep the solution as independent and portable as possible
from the underlying agent platform, so as to be still valid even in case of dras-
tic changes of the platform. This offers interoperability between agent systems.
The properties of agent systems are dynamic and flexible. This increases the
agent’s degree of proactivity and reactivity. Note that replication may often be
expensive in both computation and communication. A software element of the
application may loose at any point in progress. It is important to be able to go
back to the previous choices and replicate other elements.

A simple agent computation might visit a succession of hosts, delivering
its result messages to an actuator. The difficulties here arise in making such a
computation fault-tolerant. The agent computation of interest can be viewed
as a pipeline, depicted in the shaded box of Fig. 2. Nodes represent hosts and
edges represent movement of an agent from one host to another. Each node
corresponds to a stage of the pipeline. S is the source of the pipeline; A is
the actuator. The computation is not fault-tolerant. The correctness of a stage
depends on the correctness of its predecessor, so a single malicious failure can
propagate to the actuator. Even if there are no faulty hosts, some other malicious
host could disrupt the computation by sending an agent to the actuator first.

Fig. 2. Fault-tolerant agent computation using replication and voting
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One step needed to make fault-tolerant is replication of each stage. We assume
that execution of each stage is deterministic, but the components of each stage
are not known a priori and they depend on results computed at previous stages.
A node m in stage k takes as its input the majority of the inputs it receives from
the nodes comprising stage k − 1. And then, m sends its output to all of the
nodes that it determines consisting of k+1. Fig. 2 illustrates such a fault-tolerant
execution. The replicated agent computation with voting tolerates more failures
than an architecture where the only voting occurred just before the actuator.
The voting at each stage makes it possible for the computation to recover by
limiting the impact of a faulty host in one stage on hosts in subsequent stages.
It is assumed for every stage, i.e., an execution session on one host, a set of
independent replicated hosts, i.e., hosts that offer the same set of resources, but
do not share the same interest in attacking a host, because they are operated
by different organizations. Every execution step is processed in parallel by all
replicated hosts. After execution, the hosts vote about the result of the step. At
all hosts of the next step, the votes, the resulting agent states, are collected. The
execution with the most votes wins, and the next step is executed.

3 Cryptographic Techniques for Distributed Protocols

The agent computation using replication should tolerate one malicious host per
stage of the pipeline. Any two faulty hosts could claim to be in the last stage and
foist a majority of bogus agents on the actuator. These problems are avoided
if the actuator can detect and ignore such bogus agents. This could be accom-
plished by having agents carry a privilege from the source to the actuator.

The privilege can be encoded as a secret initially known to the source and the
actuator. It is necessary to defend against two attacks. First, a malicious host
might misuse the secret and launch an arbitrary agent to the actuator. Second,
a malicious host could destroy the secret, making it impossible for the remaining
correct agents to deliver a result.

To simplify the discussion, we start with a scheme that prevents misuse of
the secret by a malicious host. This scheme ensures that if a majority of replicas
visit only correct hosts, no hosts except the source and the actuator will learn the
secret. Agent replicas cannot carry copies of the secret, since the secret could then
be stolen by any faulty host visited by a replica. It is tempting to circumvent this
problem by the use of an (n,k) threshold secret sharing [7] scheme to share the
secret embodying the privilege. In an (n,k)threshold scheme, a secret is divided
into n fragments, where possession of any k fragments will reveal the secret, but
possession of fewer fragments reveals nothing. In a system having 2k-1 replicas,
the source would create fragments using a (2k-1, k) threshold scheme, and send
a different fragment to each of the hosts in the first stage. Each of these hosts
would then forward its fragment to a different host in the next stage.

However, this protocol fails, due to the voting at intermediate stage of the
pipeline. The voting should ensure that the faulty hosts encountered before a
vote cannot combine with faulty hosts encountered after the vote to corrupt the



488 Kyeongmo Park and Chuleui Hong

computation. However, in the scheme, minorities before and after the vote can
steal different subsets of the secret fragments. If they together hold a majority of
the secret fragments, then the faulty hosts can collude to reconstruct the secret.
One way to stop collision between hosts separated by a vote is to redivide the
secret fragments at each vote. The outline of a protocol for a system with (2k-1)
replicas is, as follows.

– The source divides the secret into 2k-1 fragments and sends each fragment
to one of the hosts of the first stage.

– A host in stage i takes the fragments it receives, concatenates them, and
divides that into 2k-1 fragments using a (2k-1, k) threshold scheme. Each
fragment is then sent to a different host in stage i+1.

– The actuator uses the threshold scheme backwards and recovers the original
secret.

This protocol is inefficient because secret sharing scheme require that each
fragment be the same size as the original secret. Thus, messages get longer at
every stage of the pipeline. In fact, the message size is multiplied by at every
stage.

Two protocols have been developed. They do not suffer from the exponen-
tial blowup in message size. In one protocol, message size grows linearly with
the number of pipeline stages and the number of replicas. In the other one,
message size remains constant but an initialization phase is required. The first
scheme uses chains of authentication, instead of a secret privilege, to prevent
masquerading. The second scheme renews [3], [5] the secret after each round,
making it impossible for fragments from before a vote to be used together with
fragments constructed after that vote. To address the second attack - destruction
of the secret by a faulty host - it is necessary to replace the secret sharing in the
protocols described with verifiable secret sharing. This scheme allows for correct
reconstruction of a secret even when hosts including the source are faulty.

4 Conclusion

In this paper, we describes design concepts of genetic algorithms in the crypto-
graphic protocols for a fault-tolerant agent replication system. The principles of
cryptographic protocols are outlined, followed by the specification of modal logic
that is used to encode the belief and knowledge of communicating parties. Repli-
cation and voting do not suffice and cryptographic support is required. Secret
sharing has been employed in the face of Byzantine faults. In a secret sharing
protocol, a dealer shares a secret among n servers so that subsets of t+1 or more
servers can later reconstruct the secret, while subsets of t or less servers have no
information about it. This is what it is called a threshold secret sharing scheme.
A verifiable secret sharing protocol adds fault tolerance to the above tasks. Our
protocol can be used by asynchronous Byzantine fault tolerant service replicas
to perform secret sharing.
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in Communicative Environment

Dariusz Król

Institute of Applied Informatics, Wroc�law University of Technology
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Abstract. The need for propagation mechanism in distributed environ-
ment is increasing in applications such as distributed databases, collabo-
rative editing of Web documents, cooperative software developments etc.
The propagation function required in these applications are often very
different from the traditional approach. Hence, a flexible way of spec-
ifying and implementing propagation function on individual objects in
distributed systems is required. We show how a propagation model with
multi-class facilities can be constructed.
The motivation for the presented work is to make the propagation process
as easy as possible. As a part of the data manipulation language, we
have developed reusable operators for object propagation. The approach
can be extended to object evolution in the context of mobile intelligent
environment.

1 Introduction

In the last years, many research has been carried out in developing the Migra-
tion and Propagation Theory (M&PT). M&PT has emerged to be a powerful
tool for solving various practical problems like schema evolution [13] and [17],
constraint maintenance [15], supervised learning algorithms [16], activity coordi-
nation, collaboration and cooperation [12], error detection [11] and mobile data
migration [10]. From the many object architectures proposed, the Multi-class
Object Model is found to be effective for solving a number of real integration
problems (see [9]). Several researchers have developed propagations algorithms
for implementing in different types of distributed and mobile systems. A detailed
survey on adequate examples is given in Section 4.

The most important feature for our propagation model is that it enables
the use of existing manipulation language. Furthermore, these methods can be
shared with other systems that require them, for example object migration and
data replication. The intention of the presented work is to remove propagation
traditional backward restrictions by focusing on the development of a efficient
language extension.

To satisfy the growing needs of such advanced applications, the propagation
model should be flexible, general, and extensible. Conventional model designs
are neither general nor extensible. The object-oriented frameworks allow new

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 527–533, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



528 Dariusz Król

features of the distributed objects to be incorporated dynamically without much
effort.

In order to fulfill the object evolution requirements [3], the value propagation
approach is presented. Concerning physical implementation, propagation func-
tions are specified to assure the correct object propagation and allow the user
to handle all objects consistently in both backward and forward changing.

The main contributions of this paper are as follows:

1. The proposed evolution strategy is based on a uniform Multi-class Object
Model with a solution for constraint definition.

2. In addition to data manipulation language, a definition of forward and back-
ward propagate operator using the same basic algorithms is given.

3. The strategy supports propagation updates with a prototype implementation
of SQL statements.

In this work, we present an adaptive propagation operator that can incremen-
tally propagate data changes from the source to the target using multi-object
framework as enabling technology. To our knowledge, this propagation strategy
is the first that achieves unified value propagation: backward and forward.

The rest of this paper is structured as follows. Section 2 shows an overview
of the value propagation example. The adequate operator is described in Section
3. Section 4 cites some related work. Section 5 summarizes the main ideas and
give the main topics for the future.

2 Motivating Value Propagation Example

To illustrate the problem, consider the following example. Suppose we have a
distributed system of a factory assembling vehicles. The vehicles are built up
of components imported from various countries. The schema of all classes are
shown in Figure 1, arrows indicate superclass-subclass relationships.

Fig. 1. The schema of objects
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Class Component has two atomic attributes: weight and cost. Attribute cost
stores a cost of production of a component expressed in a currency referred to
by local currency attribute. Subclasses of Component are Body, Cab, Frame,
Semitrailer, Engine, Car Chassis and Truck Chassis, of which first four contain
atomic attribute color. Class Currency has attributes name and rate. Attribute
rate is an exchange rate of a currency to national currency i.e. the currency of
a country the factory is located in. Class Vehicle has three atomic attributes:
weight, cost and color. Its subclasses Bicycle, Motor Vehicle, Truck and Car have
attributes: frame, engine, cab, chassis, semitrailer and body, which are references
to appropriate objects of class Component ’s subclasses.

In the presented situation we can see the following examples of value propa-
gation:

1. The color of a vehicle is usually the color of one of its components.
Eg. the color of a bicycle is the color of its frame, the color of a car is the
color of its body and the color of a truck we consider either the color of its
cab or its semitrailer (we can see that, it is a matter of a certain convention,
which is, however, not important for our research).
It is an example of a forward value propagation part-whole relationship, that
is, in the direction from part to whole, but note, that a property of only one
part object is propagated, properties of others are ignored.
This connection between objects implies that if a property of part object is
modified, the whole object should be updated, in order to keep consistency.

2. The weight of a vehicle is a sum of weights of all its components.
In our simplified example the weight of a bicycle is a weight of its frame,
the weight of a car is a sum of weights of its engine, chassis and body, and
the weight of a truck is a sum of weights of its engine, chassis, cab and
semitrailer.
It is also an example of a forward value propagation part-whole relationship,
but it takes into account properties of all part objects (in fact, all part objects
belonging to a certain set).
This connection between objects implies a need of whole object update in
case of modification of any of its part objects (precisely, all part objects
belonging to a certain set).

3. The cost of production of a vehicle is a sum of costs of production of all
its components but also of transportation and assembling. Since those costs
are expressed in different currencies, the overall cost have to be recalculated
basing on exchange rates.
The cost of a vehicle is a function of costs of its components (and other like
assembling, etc.), so it is another case of forward value propagation part-
whole relationship. In fact, it is the most general case of propagation, which
covers two previous examples.
Additionally, the function depends also on exchange rates i.e. objects of
some other class, which is connected with a logical relationship rather than
whole-part one (see Figure 2).

4. Either modification of a component object or a currency object implies a
need of updating a vehicle object. But also implies a need of change the cost



530 Dariusz Król

Fig. 2. Example of value propagation

of body, cab, engine, frame etc. This process is an example of a backward
value propagation.

3 Value Propagation Operator

The goal of the propagation operator is to produces output a set of incremental
changes that can be applied on the target objects. In this section we describe
an adaptive propagation strategy for pushing a change from an input data to an
output in both directions.

Propagation function must be specified in order to update the instance val-
ues. Two kinds of functions must be defined: forward and backward. The former
describes the new value of the instances. The latter describes the opposite di-
rection management. These propagate functions are reversible, which means the
changes can be freely managed.

Constraints defined on a object composition hierarchy traditionally are main-
tained in the forward direction. No systems, known to date, provide a mechanism
for enforcing integrity constraint in the backward direction along a object hier-
archy, which we called the backward propagation.

The fundamental question is for data integrity after propagation process is
completed. We use the following operators:

Constraint1, Constraint2, ..., Constraintk
Forward Propagation

O1, O2, .., Om (1)

O1, O2, .., On
Constraint1, Constraint2, ..., Constraintk

Backward Propagation
(2)

O1, O2, .., On
Constraint1, Constraint2, ..., Constraintk

Propagation
O1, O2, .., Om (3)
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Given our propagation model, we will now provide rules for forward and
backward propagation and for integration with manipulation language.

It seems more natural to specify object dynamics along with the definition of
the update to be customized. Thus, we propose to extend SQL so that the update
statement includes forward and backward clauses. Towards this, we introduce the
PROPAGATION condition that can specify which data should be changed by
the UPDATE statement and how. Essentially, the PROPAGATION condition
creates the customizable data modifications required by the changed in reality
objects.

The extended SQL UPDATE statement offers additional but optional clauses
such as: FORWARD PROPAGATION, BACKWARD PROPAGATION and
PROPAGATION.

Example 1. Value update

UPDATE My car SET Weight :1400WITH FORWARD PROPAGATION

Example 2. Attribute deletion

UPDATE My car DEL Chassis WITH BACKWARD PROPAGATION

Example 3. Association update

UPDATE My car FROM Truck INTO Car WITH PROPAGATION

4 Related Work

The research concerned the integration of heterogeneous data has been the objec-
tive of many intensive studies. The problem of propagation is rapidly encountered
when attempting to coordinate data in a distributed systems.

In addition to well known data integration during schema modifications, a
system must reflect changes also in the instances. The system schema cannot be
changed without considering what should happen to the stored data. If one of
them is changed, both shall be ever consistent one with the other. For fulfilling
this requirement, the following steps must be accomplished: identify the objects
to be updated and propagate the changes to the instances wherever they are.

Three main approaches have been identified in this aspect: immediate and
deferred update propagation and combination the above noted two methods. The
former approach initiates an immediate conversion of all objets affected by the
change. This causes delays during system modifications, but not during access
to objects. The latter generates a conversion program to convert objects into the
new schema. This conversion is not immediate, is delayed until an instance is di-
rectly accessed, then the conversion is invoked. Deferred conversion causes delays
during object access. Most often this approach is used for data reorganization.
The third, hybrid approach combines two of the above described methods. For
example, changes could be propagated to instances through operation, which is
selected by the user.
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The dominant implementation of adaptive propagation follows an algorith-
mic approach in that they propose specific algorithms to compute changes. The
authors of [1], and [4] analyze efficiency of the methods analytically and experi-
mentally. At this opportunity several languages have been developed to integrate
data sources (see [2]).

This work is based on previous works (see [7], [8], and [9]), which provide
modeling of the migration process from one environment to another, but handles
migration changes in addition to data updates.

5 Conclusion

The main advantage in the proposed concept is that a new language for manip-
ulation of objects can be formulated on SQL base. From this, it is possible to
manage the object dynamics for any given distributed configuration. This paper
also present a simple mapping scheme for forward and backward propagation
using multi-class object constraint schema.

Data propagation is not restricted only to the following statement: when an
update is applied to an object, the update is not just applied to this object only,
it may also propagate to its related objects in composition hierarchy according to
defined rules, until all reached objects have been updated. Also objects not direct
connected could be updated. This process could concern the state or behavior.
In this case the multi-class operators could be absolute necessary.

The propagation management involves not only the schema change but also
data manipulation operations, for example UPDATE statement. Thus, there is
a direct relationship between propagation and transaction processing (see [5],
and [14]). Since transactions change the state, we have to analyze their effects
during propagation to assure correctness and consistency of data.

Currently, we are working on an extension of the present approach in two
directions. First, we are specifying a mechanism to control concurrently propa-
gations within the transaction processing. Second, a object definition language
with integrated migration, propagation and replication is being specified. As a
final result, we intend to propose a complete evolution model with dynamics. In
addition, this propagation model will be implemented on top of a commercial
system, whose main attempt is to simulate the feasibility of the proposed model.

References

1. Bae M., Hwang B.: An Update Propagation Method Based on the Tree of Replicas
in Partially Replicated Databases. Lecture Notes in Computer Science 3320 (2004)
25–29

2. Bertino E., Guerrini G., Merlo I.: Extending the ODMG Object Model with Trig-
gers. IEEE Transactions on Knowledge and Data Engineering 16 (2004) 170–188

3. Castellani X., Jiang H., Billionnet A.: Method for the analysis and design of class
characteristic migrations during object system evolution. Information Systems 26
(2001) 237–257



A Propagation Strategy Implemented in Communicative Environment 533

4. Claypool K., Rundensteiner E.A.: AUP: Adaptive Change Propagation Across
Data Model Boundaries. Lecture Notes in Computer Science 3112 (2004) 72–83

5. Corradi A.: Parallel Objects Migration: A Fine Grained Approach to Load Distri-
bution. Journal of Parallel and Distributed Computing 60 (2000) 48–71

6. Jurisica I., Mylopoulos J., Yu E.: Ontologies for Knowledge Management: An Infor-
mation System perspective. Knowledge and Information Systems 6 (2004) 380–401

7. Król D.: Migration mechanism for multi-class object in multi-agent systems. Lec-
ture Notes in Artificial Intelligence 3214 (2004) 1165–1171
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Abstract. In the collaborative learning, the learner often focuses on the
particular person based on the person’s understanding level. If the infor-
mation about particular person whom the learner focuses on is acquired
automatically, the learner is able to understand the target person easily.
So, it is necessary to estimate the understanding levels of others. How-
ever, in the collaborative learning environment, since the learner does not
utter all the knowledge that he knows, to externalize explicitly the under-
standing levels of the learners is difficult. The understanding level about
the knowledge which is not uttered by the learner is also estimated from
the uttered information. So, in this paper, we define solution network
which represents the relations of knowledge in the exercise with their
strengths. When the utterance is generated, the understanding level of
the uttered knowledge and its related knowledge is estimated by means
of the solution network.

1 Introduction

With a rapid spread of computer and network technology, many systems which
support collaborative learning have been constructed[1]. The collaborative learn-
ing is one of learning styles in which various learners exchange their opinions
and solve common problems through a network. In such a learning environment,
learners sometimes cannot communicate with each other effectively because com-
munication means are restricted.

A learner often focuses on particular person in order to know the person
deeply and acquire knowledge from the person efficiently. If the information
about particular person whom the learner focuses on is acquired and is shown
to the learner automatically, the learner is able to understand the target per-
son easily. Ito, et al.[2] constructed a system which determines a target person
whom the learner focuses on, based on patterns of utterances, such as a type
of utterance, target person and utterer. The system also acquires the face of
the target person through network cameras automatically. However, in the col-
laborative learning, a learner often focuses on the particular person based on
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the person’s understanding level. Thus, In our approach, the other learners are
identified based on their understanding levels. The following steps are needed in
order to determine the target person for the learner;

– estimating understanding levels of others,
– modeling understanding level of the learner itself, and
– determining the target person by comparing the understanding levels of oth-

ers based on that of the learner.

In this paper, we discuss a method for estimating understanding levels of others.
In order to determine the target person whom the learner is interested in,

it is necessary to estimate the understanding levels of others. In the research
of ITS(Intelligent Tutoring System), understanding levels of learners are esti-
mated based on answers written by them. Student modeler in SINT[3] estimates
understanding levels of learners based on a dialogue. Andrew, et al.[4] models
learners based on thirty questions multiple-choice test. In such a learning envi-
ronment, a learner tends to write all the knowledge that he knows stepwisely
so that it is easier for the system to estimate his understanding level correctly.
However, in the collaborative learning environment, the learner does not utter all
the knowledge that he knows. The system cannot assume that the learner dose
not understand the knowledge which is not uttered by the learner[5]. Therefore,
in this paper, the understanding level of knowledge which is not uttered by the
learner is estimated by the uttered knowledge. The knowledge which is closely
related to the uttered knowledge is also regarded to be understood by the ut-
terer. So, in our approach, the knowledge used in the exercise and their relations
are modeled as the Bayesian Network structure called solution network. The so-
lution network represents the relations of knowledge in the exercise with their
strengths. Based on the solution network, the learner’s understanding levels of
knowledge which are related to the uttered knowledge are able to be estimated.
However, the understanding levels of the knowledge which is not uttered are
not estimated correctly. Therefore, the probability of correctness is attached to
the understanding levels of knowledge which are estimated by the system. In
this paper, the collaborative learning of mathematical exercises in high school is
addressed.

2 Approach

Answers of mathematical exercises consist of several solution steps in each of
which corresponds to a derivation method or a formula. In the collaborative
learning, the learner wants to know which steps are derived by other learners
respectively. So, the understanding level in each step needs to be managed. The
followings are features of estimating understanding level of a learner.

1. The understanding level for a exercise can be estimated by his utterances.
The learner indicates a particular solution step in generating utterance. The
understanding levels in all solution steps are determined by all utterances
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which he generated. Therefore, the understanding level for a exercise needs
to be estimated by his utterances. From now on, the understanding level for
a exercise estimated according to each utterance is defined as understand-
ing rate and understanding level estimated by all utterances is defined as
understanding level.

2. Degree of understanding rate is estimated according to types of utterances.
The learner does not always understand the solution step that he mentions.
For example, when a learner inquires about a solution step, he hardly un-
derstand the target solution step.

3. The understanding rates in solution steps which are not uttered are esti-
mated by the utterance which indicates a particular solution step.
For example, if a solution step is understood by a learner, solution steps
that should be derived before the derived solution step are also regarded to
have been understood already. Of course, the understanding rates in solution
steps which are not uttered explicitly is ambiguous.

According to the features above, we propose the system which estimates the
understanding levels of others based on their utterances, in order to model the
others from a viewpoint of a learner.

Fig. 1. Framework of estimating understanding level

Figure 1 shows the framework of estimating an understanding level of another
learner in our system. The system contains the degree of understanding rate for
each type of utterance. It also has the solution network, which holds solution
steps of the exercise with strengths of their relations. When the utterance which
indicates the particular solution step has been generated, the understanding rate
in the target solution step is estimated according to its type. Then, understand-
ing rates in related solution steps are estimated based on understanding rate in
the target solution step and strengths of their relations represented as the solu-
tion network. Moreover, a probability of correctness of estimated understanding
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rates are also calculated according to the solution network. The understanding
rate in solution step whose probability of correctness is bigger should reflect to
the understanding level.

3 Understanding Level Based on Utterance

3.1 Understanding Rate in Accordance with Type of Utterance

The understanding rate in a solution step in which a learner indicates is esti-
mated from his intention to utter his opinion. For example, when the learner
inquires about the solution step, he hardly understands the target solution step.
In order to discriminate the understanding rate, six types of utterances are intro-
duced initially: “proposition”, “opinion”, “inquiry”, “reply”, “agreement” and
“objection”. Then, the understanding rate for each type is defined. The under-
standing rate takes a value of 0 to 1. The higher the value of the understanding
rate is, the more the learner understands the solution step. Table 1 shows the
example of understanding rates for types of utterances. When the utterance con-
tains a keyword of a solution step, the understanding rate in the solution step
is estimated according to its type.

Table 1. Example of understanding rate for types of utterances

types of utterances reply opinion agreement objection proposition inquiry

understanding rate 0.9 0.8 0.6 0.6 0.4 0.1

3.2 Solution Network

The solution network represents the knowledge, which is used in the exercise of
the collaborative learning, with the strengths of their relations. Since the solu-
tion network is structured as Bayesian Network, the solution network consists of
nodes and links. The nodes represent solution steps and contain keywords which
characterize the solution steps. The nodes also hold the degree of dependency
on the former solution step, which show the probability that the current solu-
tion step is also understood if the former solution step is understood, and the
probability that the solution step is understood even if the former solution step
is not understood. The links represent an order among the solution steps.

Figure 2 shows an example of the solution network. In the mathematical
exercises, a solution step is assigned to the statement which corresponds to one
formula or derivation method. The solution step is characterized by the equations
derived from the formula. In this example, the solution step 2 is characterized
by the equation f(4) = 4+a and the statement “maximum value, 4+a”. So, this
node contains keywords such as, “f(4) = 4 + a” and “maximum value, 4+a”.
Moreover, this node holds the probabilities which represent dependency on the
solution step 1.

The understanding rate in the related solution steps is calculated by the
following equations.
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Fig. 2. Example of solution network

– Understanding rate in the next solution step for current solution step:

u(N) = CP (N |C)u(C) + CP (N |C̄)(1 − u(C)) (1)

– Understanding rate in the previous solution step for current solution step:

u(B) =
u(C) − CP (C|B̄)

CP (C|B) − CP (C|B̄)
(2)

In these equations, C indicates a current solution step, N the next solution step,
and B the previous solution step. u(C) is the understanding rate in the current
solution step. CP (C|B) corresponds to the probability that solution step C is
understood if the solution step B is derived and CP (C|B̄) the probability that
the solution step C is understood even if the solution step B is not derived. For
example, if the “opinions” in the solution step 2 whose understanding rate is 0.8
is generated in the solution network of Figure 2, the understanding rate in the
solution step 3 is calculated as 0.49 by the equation (1).

3.3 Estimation of Understanding Level

The understanding rates which are estimated by using the solution network are
not always correct. That is, the understanding rates in solution steps which are
closely to the uttered solution step are more correct than those that are apart
from the uttered solution step. The understanding rates with large accuracy
should have great influences on the estimation of the understanding level in all
the solution steps. Therefore, the probability of correctness is attached to each
understanding rate. The following is an equation for determining the probability
of correctness for the understanding rate:

t(I) = 1.00 − α × NL(I − C), (3)
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where I is an estimated solution step and C an uttered solution step. t(I) corre-
sponds to the probability of correctness of the understanding rate in the solution
step I and NL(I −C) indicates the number of links between the solution steps I
and C. α, which is a constant, represents a decreasing degree of correctness per
link. If the understanding level is calculated by the understanding rate with low
accuracy, the understanding level is not trustworthy as well. The probability of
correctness of the understanding level is defined as follows:

Tn(X) =
Tn−1(X)

Tn−1(X) + t(X)
× Tn−1(X) +

t(X)
Tn−1(X) + t(X)

× t(X), (4)

where n is the number of utterances which are input in the discussion and X is a
target solution step. t(X) is the probability of correctness of the understanding
rate, while Tn(X) is that of the understanding level when n utterances have been
generated. In this equation, the value whose probability of correctness is larger is
selected in precedence. Based on these probabilities, the current understanding
level is calculated. The following is an equation for determining the understand-
ing level in the solution step X after n utterances have been generated.

Un(X) =
Tn−1(X)

Tn−1(X) + t(X)
× Un−1(X) +

t(X)
Tn−1(X) + t(X)

× u(X) (5)

u(X) is the understanding rate in the solution step X , while Un(X) is the un-
derstanding level when the n utterances have been generated. According to this
equation, the value which is more correct is reflected to the current understand-
ing level as well.

4 Experiment

We implemented the proposed mechanism as a part of our collaborative learning
environment called HARMONY[6]. In this learning environment, a learner needs
to indicate the types of utterances on inputting his utterances.

In this experiment, five students in our laboratory were participated to solve
a mathematical exercise of high school collaboratively. The solution steps and
their keywords of the mathematical exercise are shown in Figure 2. The objective
of our experiment is to evaluate whether the calculated understanding rate in the
solution step is adequate. So, the examinees were asked to point out the degrees of
the understanding rates in individual solution steps of other examinees when the
utterances with keywords had been generated. The average of the understanding
rates pointed out by the examinees are compared with the understanding rate
calculated by the prototype system.

During the learning, 3 out of 101 utterances included keywords. Tables 2, 3
and 4 show the average of the understanding rates of utterer that are pointed out
by examinees, the understanding rate calculated by the system, and differences
between them. The understanding rates calculated by the system to be validate,
if the difference is less than 1.5. In Table 2, the understanding rate in the solution
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Table 2. Understanding rates for utterance 1

utterance 1. f(x) = (x − 3
2
)2 + a − 9

4
(proposition)

solution steps solution step 1 solution step 2 solution step 3

average value of examinees 0.825 0.3 —

estimated value of system 0.4 0.42 0.365

difference 0.425 0.12 —

Table 3. Understanding rates for utterance 2

utterance 2. So, the answer is 4 + a < 0, isn’t it? (opinion)

solution steps solution step 1 solution step 2 solution step 3

average value of examinees 0.5 0.566 0.866

estimated value of system 1.0 1.0 0.8

difference 0.5 0.434 0.066

Table 4. Understanding rates for utterance 3

utterance 3. I was mistaken. That is a < −4. (opinion)

solution steps solution step 1 solution step 2 solution step 3

average value of examinees 0.55 0.7 0.933

estimated value of system 1.0 1.0 0.8

difference 0.45 0.3 0.133

step whose keyword was input was not estimated correctly. In this experiment,
the understanding rate for the proposition is defined as 0.4, because proposition
is generated by the learner who comes up the new idea but is not sure to its
correctness. However, examinees thought that the utterer who input proposition
understood the target solution step. So, the understanding rates assigned to each
type of utterance should be reviewed so as to satisfy the examinees’ senses.

On the other hand, Tables 3 and 4 are the results of utterances whose types
are “opinion”. These utterances indicate the solution step 3. Based on the re-
sult, the system can estimate the understanding rate in the solution step 3
almost correctly. However, the understanding rates in other solution steps are
not estimated correctly. This is because the examinees solved the exercise by
the answering path which was different from what we assumed. Since these solu-
tion steps 1 and 2 are not the solution steps that were derived by the examinees,
these value were not sure about the utterer’s understanding rate in those solution
steps. If the system held nodes in these solution steps, it could have estimated
understanding rates in the derived and underived solution steps more correctly.

5 Conclusion

In this paper, we proposed a method of estimating understanding levels of others
from utterances so as to identify the target person of the learner. Based on the
experimental result, the understanding rate in the solution step whose keyword
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is included is estimated correctly if the understanding rate for the types of utter-
ances is assigned validly. In order to set appropriate understanding rate for the
types of utterances, we need to investigate impressions that each type of utter-
ance gives to learners. Moreover, the system cannot estimate the understanding
rates in the solution steps which are not prepared as the nodes in the solution
network. To represent the several paths for the answer as the solution network
should be needed.

For our future work, we need to construct the mechanisms for modeling the
understanding level of the learner itself and determine the target person of the
learner by comparing others’ understanding levels based on that of the learner.
Then, we should define the information of the target person to be proposed to
the learner so as to make their discussion active.
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Abstract. We have constructed the agent that takes a role of a teacher
and assists the group for deriving answer of mathematical exercises in
the collaborative learning support system. In mathematical exercises,
the complementary diagram is drawn for the purpose of grasping the
current learning situation and deducing the derivation method for the
next answering step. So, the objective of our research is to construct
the advising mechanism for the agent that proposes the diagram in the
next answering step. In the environment that students can freely draw
a diagram, it is unsuitable to prepare the appropriate diagram for each
answering step in advance. So, our system analyzes the students’ dia-
gram and generates a new diagram dynamically based on the analyzed
information. In our approach, stepwise generation of the complementary
diagram corresponding to each step is regarded as a forward reasoning
in the production system. The situation is regarded as the learner’s dia-
gram and the prepared rules are regarded as rules for drawing diagram.
So, the diagram for each answering step is generated dynamically by
applying particular rules to the current diagram. Consequently, by the
proposed diagram, students can arrange the current learning situation
and understand the derivation method for the next answering step easily.

1 Introduction

In recent years, the collaborative learning through network is one of hottest
subjects. In the collaborative learning, plural students solve common exercises
collaboratively by exchanging their opinions with each other. However, if the
understanding levels of students are different and the communication among
students is ineffective, students sometimes cannot attain to their learning goals.
In order to deal with such situation, to grasp the learning situation of the group
and generate appropriate advices is very important.

There are some researches which aim at assisting collaborative learning.
Nakamura, et al. constructed a pseudo learner that grasps the understanding
level of the individual student and makes statements instead of the student,
when the learning group had a passive discussion and students fell into im-
passe situation[1]. Supnithi, et al. proposed the integrated model “Opportunistic
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Group Formation(OGF)”, which is a function to form a collaborative learning
group dynamically[2]. When OGF detects the situation for a learner to shift
from individual learning mode to collaborative learning mode, it forms a learn-
ing group whose members are assigned a reasonable learning goals and social
roles. These researches assume that each student learns the learning materials
by him/herself. And, by learning these materials in the learning group, these
researches attempt to step up students’ problem solving ability. On the other
hand, in our research, the learning materials are assumed to be prepared for the
group learning, and to be learned through the interaction with other learners.

We focus on collaborative learning of high school-level mathematics. We have
developed the agent which grasps global learning situation of the group by ex-
tracting keywords uttered through the chat-based interaction[3][4]. Then, if the
agent detects an impasse situation, it gives the advice as one of the utterances.
In general, in solving mathematical exercises, students often draw diagrams so
as to arrange the current learning situation and deduce the derivation method
for the next answering step. Therefore, the objective of our research is to con-
struct the advising mechanism of proposing appropriate diagrams which enable
the group to derive the next answering step according to the current learning
situation.

Ito, et al. analyzed the student activities for drawing diagrams for geometry
exercises[5][6]. Based on this analysis, students tend to add particular figures
to current diagram supplementarily in deducing the next answering step. By
adding supplementary figures, students change viewpoints for deducing the next
answering step and also make the learning goal and the answering steps to the
learning goal clear. To show the diagram to the group is not to give answers
directly but to promote more active discussion. Diagrams drawn by students
are all different, especially for the mathematical exercises of function. So, to
show the diagram which is prepared for each answering step in advance is not
suitable for the current situation. In addition, the supplementary figure is able
to be defined according to the derivation method. Therefore, in our approach,
the rules for drawing supplementary figures are prepared. Then, the diagram in
each answering step is generated dynamically by applying particular rules to the
current diagram.

In Section 2, the approach to generate the diagram and the outline of our sys-
tem are introduced. In Section 3, the mechanism for generating diagram is shown
in detail. The prototype system and its evaluation are discussed in Section 4.
Finally, our conclusion is shown in Section 5.

2 Approach

In the collaborative learning environment, the students share a diagram sup-
plementarily and derive the correct answer through discussing with each other.
The diagram which each student draws is not always identical even if the learn-
ing situations are the same. Therefore, in the environment in which students
can freely draw a diagram, it is unsuitable to prepare the diagram statically.
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So, our system analyzes the students’ diagrams and generates a new diagram
dynamically based on students’ diagram.

A process of solving mathematical exercise consists of many answering steps
and the derivation method is applied to proceed the learning from one answer-
ing step to another. An example of answering steps in mathematical exercises
is shown in Figure 1. The derivation method is corresponded to theorem, rule,
or formula. In each answering step, the diagrams correspond to derived equa-
tions are drawn in order to arrange the current learning situation. On the other
hand, the figures that indicate the derivation method for the next answering
step are added to the current diagram. These figures are defined according to
the derivation method. In the mathematical exercises of function, supplemen-
tary figures that indicate sub-goals or preconditions of the derivation method
are used mostly.

Exercise Derive the maximum and minimum values of 
              y=2x^2+8x+5 (1 x 3)

answering step1

derivation  method:
to derive top of parabola

derivation  method:
to apply range to parabola

answering step2 goal

sub-goal:
to derivate top of parabola

sub-goal:
to derive the coordinate y

sub-goal:
to derive inclination
of parabola

Fig. 1. Answering steps in mathematical exercise

In the collaborative learning, it is effective for the system to give the advice
so that students grasp the next derivation method. One of the advantages in the
collaborative learning is that various answering viewpoints are derived from plu-
ral students. Therefore, to prepare the diagram for each learning step in advance
and provide the same diagram for every learning situation limits the derivation
method to be discussed in the group. In our approach, stepwise generation of
the complementary diagram corresponding to each step is regarded as a forward
reasoning in the production system. That is, the appropriate drawing rule that
corresponds to a method for drawing supplementary figure of particular deriva-
tion method is selected and applied to the diagram of current answering step. By
applying the rules whose preconditions are satisfied with the current answering
step, different diagrams are generated according to the learning situation and
even in the same situation. In addition, whether they are appropriate or not, var-
ious diagrams may become a trigger of an active discussion and of discovering
various answering viewpoints.

Figure 2 shows a conceptual configuration of our system for generating sup-
plementary figures. Our system consists of two layers; model conversion layer
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Fig. 2. System architecture

and diagram generation layer. In the model conversion layer, diagrams drawn by
the group are transformed into/from internal model that is the representation
of a diagram inside the system. If the impasse situation is detected, the internal
model for the diagram of the group is sent to the diagram generation layer. In
the diagram generation layer, a new internal model is generated by applying
rules for drawing diagram to current internal model. Rules for drawing diagram
indicate the supplementary figure to be added for each derivation method. Then
internal model is sent back to the model conversion layer, is transformed into
the diagram, and then is provided to the group.

3 Mechanism for Generating Diagram

3.1 Internal Model

The internal model is the representation of a diagram inside the system. In order
to add supplementary figures to the diagram of the group, the system needs to
grasp the figures that compose the diagram. However, the scale or range of figures
drawn by students is different from each other. If figures of two diagrams are
about the same, the same rules for drawing diagram can be applied. Therefore,
the internal model is sufficiently definedd as the figures and the relations between
figures.

Figures and relations between figures are expressed as predicates. Table 1
shows the internal model of mathematical exercise in two-dimensional function.
Variables x and y indicate the figures. Currently, 6 kinds of figures and 12 kinds
of relations are defined, which are enough to represent all preconditions of the
derivation method for answering two-dimensional function.

3.2 Rules for Drawing Diagrams

Rule for drawing diagrams indicate the rule to add supplementary figures for
each derivation method. The rule for drawing diagrams is expressed in the form
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Table 1. Internal model of mathematical exercise in two-dimensional function

point(x) line(x)
figure segment(x) parabola(x)

x-axis(x) y-axis(x)

cross(x, y) on(x, y)
relation contact(x,y) apart(x, y)
between parallel(x, y) vertical(x, y)
two top(x, y) pivot(x, y)
figures edge(x, y) same-long(x, y)

same-shape(x, y) opposite-shape(x, y)

of “(〈rule number〉 IF 〈conditional part〉 THEN 〈operation part〉)”. In the con-
ditional part, the internal model that corresponds to the precondition of the
derivation method is described. When applying the derivation method, particu-
lar figures and relations are added to the current internal model. So, the opera-
tion part is defined as “(add 〈supplementary figures and relations between the
figures〉)”.

Table 2. Example of rule for drawing diagrams

An example of the rule for drawing diagram is shown in Table 2. This example
is a rule for deriving the top of parabola. If the internal model includes parabola,
the system adds the points to the top of parabola.

4 Prototype System

Currently, the prototype system is implemented in the stand-alone learning en-
vironment. This system is mainly implemented using Java and, figures and re-
lations are managed as independent objects. Prolog is used to select and apply
the rule for drawing diagrams.

The interface of the prototype system is shown in Figure 3. The student
draws a diagram by pushing buttons for drawing figures and buttons for drawing
relations, and by clicking the particular coordinates on the canvas of drawing
diagrams. Moreover, the student can delete the object easily by choosing the
target object in the list. When the figure is added, the input figure is drawn in a
different color in order to highlight it. After “next button” is pushed, the diagram
is transformed into the internal model. Then, appropriate rules are selected and a
new diagram with the supplementary figures is displayed as the advice. If “cansel
button” is pushed, another rule which fits to the current diagram is applied and
another diagram is generated.
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Fig. 3. Interface of prototype system

Fig. 4. Example of applying rule for drawing diagrams

If plural rules match with the current internal model, the rule which has the
biggest number of predicates in the precondition part is selected. Figure 4 shows
the example of generating diagrams. The left side in Figure 4 is a diagram which
the student draws, and the right shows the diagram generated after the rule for
drawing diagrams has been applied. Based on this internal model, the line which
connects to a point and a line and crosses over a line perpendicularly is added
to the diagram as a supplementary figure.
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We evaluate our system by analyzing the prepared rule for drawing diagrams.
Currently, we define 9 kinds of rules for drawing diagrams for high school-level
mathematics exercise in two-dimensional function. Figure 5 shows the relation
of rules for drawing diagrams according to their preconditions. Each node cor-
responds to the rule and the link indicates the inclusive relation. That is, the
precondition of the rule in an upper level contains the precondition of the rule
in a lower level. Preconditions of type 5 and 6 are different from others. On
the other hand, types 1, 2, 3, 4, 7, 8, and 9 are highly related to other rules.
So, the lower rules are difficult to be selected even if it was appropriate to the
current learning situation. To avoid applying the inappropriate rules for draw-
ing diagram, it is necessary to select the applicable rules for drawing diagram
according to the types of exercises and control the order to apply.

The number 
of preconditions

type97 or more

5

3

1

type8

type4

type2 type3

type7

type5 type6

type1

Fig. 5. Inclusive relation of rules according to their precondition

5 Conclusion and Future Work

In this paper, we proposed the mechanism of generating diagrams as an advice
for the mathematical exercise in two-dimensional functions. In our approach,
the diagram is generated by applying the rule corresponding to each derivation
method to the internal model of the current diagram. By generating the diagram
based on the forward reasoning, various kinds of diagrams from various view-
points would be expected. Currently, we have constructed the prototype system
that is executed in a stand-alone learning environment.

For our future work, we must introduce the prototype system into the collab-
orative learning environment and evaluate whether it can promotes the active
discussions of various viewpoints. In the collaborative learning, diagrams are
not drawn stepwisely. Therefore, the history of applying the rules for drawing
diagrams should be managed and rules are needed to be selected in considering
the history. Moreover, currently we focus on only mathematical exercises in two-
dimensional function. In order to generate the advice that makes learners induce
various viewpoints, we need to extend the target area, such as three-dimensional
function, trigonometric function and so on. Of course, the internal model and
rules for drawing diagrams should be extended according to the target area.
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Abstract. Web-based learning, be it in higher education, corporate,
government or health care sector, has been rapidly developing over the
past several years. The current manual system of allocating labs to stu-
dents is not only time consuming for lecturers and head tutors but is also
inefficient and inconvenient. In this paper, we present an evaluation on
the design of a web based lab administration system; the system provides
a flexible and comprehensive tool for e-learning. The software develop-
ment life cycle is described, as well as functions which are innovative and
unique in this system.

1 Introduction

Web-based learning, be it in higher education, corporate, government or health
care sector, has been rapidly developing over the past several years. One of the
prominent advantages of e-learning is the flexibility of delivery. Asynchronous
learning, such as this, allows the learners not only to work at their own set
pace but from virtually any location they choose. Of these, higher education has
been the most notable in setting the trend. One of the challenges has been in
providing more practical approaches to e-learning. Such approaches need proper
refinement and delivery during design, especially considering the convergence of
these different teaching methods, which can add further complexity. The focus
of this paper is in evaluating a design of a web based lab administrative system,
a type of web-based learning, with a knack for software agents.

Many research works have been conducted in the field of web-based learning,
such as [3] and [4], which apply agent technology in online collaborative learn-
ing. On the other hand, there is not any notable commercial software which
solely target laboratory administration; however, there are a few commercially
available software which offer similar capability of our Automated Lab Infor-
mation Administrative System (ALIAS). WebCT [6], for example, offers many
integrated features in web-based learning. It targets the higher education sector
in delivering e-learning by letting lecturers design a subject’s structure online.
Yet another relevant example in e-learning is MIT (Massachusetts Institute of
Technology) OpenCourseWare [5] project introduced in 1999. Its initiative to
make e-learning a thing of the past has given a new meaning to education-
“knowledge and ideas are shared openly and freely for the benefit of all” [5].
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2 System Analysis and Design

2.1 Domain Analysis

The current manual system of allocating labs to students is not only time con-
suming for lecturers and head tutors but is also inefficient, inconvenient, causes
lapse in communication, and increase in human resources. The whole process
begins with a design of a lab signup sheet made up of preference features (i.e.
lab day, lab time) by the staff. They are distributed during lecture where the
students indicate which labs they would like to attend in order of preference,
usually from 1-7. Once all of the sheets have been turned in these preferences
are then manually sorted according to the student’s preference(s) by the staff.
The staff may opt to use a spreadsheet tool or sort them manually on paper.
The final allocation is posted in a bulletin board visible to students.

Fig. 1. Class Diagram

Using a manual system such as the one above has drawbacks. The first notable
point that comes to mind is the increase in error. For example, lab clashes may
not be avoided if a chosen lab times are not checked for each of the student’s
subject during lab signups; this checking could save student time and hassle
later. The other point is a waste of valuable time; the tasks become repetitive
and administrative for the staff. Moreover, the students are obliged to fill out
the preference sheets if they wish to be allocated; this causes unnecessary hassles
if the student was absent on the day the signups. Depending on the number
of students enrolled in a subject the role of assigning labs can become quite
challenging if there are conflicts such as those who are not able to attend certain
labs due to unknown restrictions. These problematic reasons have a given a
rise to the creation of ALIAS, where a reduction or a complete elimination in
administrative tasks is the key. The core of the high level domain class diagram,
Figure 1, includes the following classes: Student, Lab, Preference and LabSignUp.
These four classes represent the main thrust of the lab allocation process. The
identified classes and their relationships are shown in a domain class diagram at
an analysis level.
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2.2 Data Analysis

ALIAS will use a relational database for data storage. However, not all the data
will be stored in the data storage as some data are referenced to/from another
system, such as the university Lightweight Directory Access Protocol (LDAP)
system. Most database communication will take place through dynamic SQL
and stored procedures. The use of stored procedures will make some functions
reusable (compared to using queries directly from the server side program mod-
ules) and will also simplify maintenance.

2.3 UI Analysis

The screenshot, Figure 2, is an example of a look and feel of the menus in the
system. Each subject has its own menus which are more relevant to a given
situation. For example the menus may be different for a student than for a staff
given the same subject. The figure captures a screen for a staff once labs have
been set up.

Fig. 2. Menu- screen after setting up lab

2.4 Systems Design Description

ALIAS will be accessible to students and staff alike from anywhere with an
internet connection. Students will be prompted to log in to ALIAS with the
same username and password they use for other study hall accounts at La Trobe
University. Once logged in, they will be shown their current registered classes;
they will have an option to click on the classes to view lab availability for each
class. They will also be given an option to view lab availability, which corresponds
to classes they have not yet registered. Students will be allowed to sign up for
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labs even though they have not yet officially enrolled in a subject, as the staff is
obliged to sign them up per Department policy. The lab administrative system
will have four consecutive modes each with time deadlines: preference, allocation
adjustment, final, and post-mortem mode.

During preference mode, students are allowed to state their preferences for
each subject they are enrolled in or will be enrolling in the near future. They
will also be able to view, adjust, or delete their preferences during this mode.
The system has intelligence built-in; a software agent will coherently check for
any lab clashes and display only the labs which are available to the student.
If students are not able to attend any of the given lab choices options will be
provided to state the reasons for the time conflict. These students will be flagged
as unallocated students. Since there is a great deal of autonomy within staff, an
option will be provided during the post-mortem mode for them to allocate these
students manually to any given lab which may have spots remaining.

During allocation adjustment mode, students are allowed to view their al-
located labs once the allocation has occurred.Currently, time will be used as a
trigger to allocate students, The time, in this case, refers to the expiry date for
signups. Students may also be allowed to adjust their allocation provided that
there are still spots remaining. If students who are not placed in labs for any rea-
son (i.e. the labs become full, unavailability of labs) they will be automatically
flagged as unallocated students.

During final mode, students are able to view the final student allocation.
During this mode, lab adjustment by the students is not allowed. An algorithm
heavily based on recursive formulation [1] is used for allocation (i.e. students
with first preference are allocated until labs are full; remaining first preference
students are allocated to second preference labs and so on until all the students
have been allocated). The staff will be able to manually assign those students,
who were unallocated during the allocation adjustment mode, to an appropriate
lab if they choose to do so.

During post-mortem mode, any lab related issues, such as assigning of grades
or recording lab attendance by head tutors can be configured per each need. Staff
will have access to view their corresponding labs either before or after the final
allocation is complete. They should be able to view all the students per each
lab allocation for their own subject. They can also adjust the final list as per
their own requirement, as well as allocating those students who were flagged
as unallocated. A facility will be provided to export the lab allocation list to a
spreadsheet. Staff will also be able to send individual or group e-mails relating
to any lab work to corresponding lab lists if desired.

It should be noted that before students are able to state their preferences
during the preference mode above, either a lecturer or a head tutor will be
able to set up labs. During the set up, they will be given options to define any
parameters and constraints (i.e. define the minimum, maximum and optimum
size for labs) for each lab. Please note that tutorials are treated in the same
manner as labs in the context of this paper.
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This web based learning tool is designed to automate the current manual
gruelling task of assigning labs to students. It will streamline the whole pro-
cess, from setting up of labs to final allocation, and conducting post-mortem if
required. Furthermore, students will also have a great degree of convenience in
selecting and viewing lab preferences as long as they have a connection to the
Internet.

3 System Architecture and Implementation

The J2EE design patterns used in ALIAS assists in the way of rapid devel-
opment as they are highly extensible due to reusability. This is critical when
time to market is important. The portability aspect of J2EE is helpful when
changing vendors as this does not greatly affect the system already being built.
J2EE’s many components have built-in support which greatly reduces the prob-
lems associated with integration and connections. For example, XML, JDBC,
RMI/IIOP and countless other technologies are seamlessly integrated into the
J2EE framework.

Fig. 3. System Architecture

The language level system architecture, Figure 3, reflects the types of pro-
gramming languages/techniques used to accomplish a certain architectural goal.
The middleware software components consist of the following- web (Apache Web
Server) and application server software (Jakarta Tomcat), firewall software, re-
lational database management system software (Oracle 9i), and fault tolerant
web server software all deployed under Linux Red Hat operating system. Tom-
cat will provide support for JSP and servlet, the main language used for this
architecture.

A HTTP request is received by servlet/JSP container (Tomcat) via Apache
web server, which resides within a firewall. If the request is for a static web page
however, Apache will not forward the request. If the request is for authenticating
a user (password will be encrypted via HTTPS), a function call from a business
tier Java class will be made via a plug-in to the university LDAP system. If
the request involves accessing a data store, a dynamic SQL or stored procedure
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will be performed to extract the data. The data will be sent in the form of
a result set or in XML format by the Oracle 9i RDBMS. The result set data
will be converted to XML and wrapped inside an object. Before forwarding the
response on to the Apache web server, XML data is then converted to XHTML
using XSLT and CSS. It is assumed that all connections are made through
HTTP, thus the reason for XHTML conversion. The following will be used for
client side GUI: JavaScript, XHTML, CSS, XML and XSLT.

4 Testing

Structural and functionality testing examines the extent to which ALIAS meets
the expected functional requirements. They verify that the system performs all
the desired functions and conforms to the requirement specifications. Before
completion of the project a wide range of normal and erroneous input data
would be used to validate each feature of all the behaviours of the system, to
ensure that the applications perform efficiently, correctly, and most importantly,
bug-free in a real world environment. Different types of testing, white box, black
box and usability, were conducted to ensure that the software conforms to the
highest of standards.

The survey in Figure 4 is used to identify the level of acceptance from the
users’ point of view. In analysing the survey, 4th year students seems to have the
highest level of satisfaction whereas 1st year students seems to have the least.

Fig. 4. Useability Testing Sample Survey
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This result is consistent with their computer skills and programming capacities.
Furthermore, it can be concluded from the survey that an overall satisfaction
has been reached within the department.

5 Conclusion

This paper describes a tool for automating a lab administrative system in a web-
based learning environment. The current manual system consists of too much
overhead. It not only takes up extra human resources, but it also comprises of
several inconveniences which make it difficult to focus on the primary goal of
teaching. The redundancies and discrepancies caused by the system can spill over
to a domino effect within the staff in the department. This amounts to avoidable
human errors or loss of time due to menial administrative tasks. In meeting
the demands of a viable solution to the problem at hand, a tool in web-based
learning has been proposed. The tool, ALIAS, solves most, if not all, problems
related to the administration of lab allocation. This innovative tool not only
enriches student experience through interactive learning similar to [2] but also
assists both the students and staff in making the process less time consuming;
the end result is higher efficiency and more time for academic learning.
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Abstract. We introduce an intelligent safety verification method based
on a paraconsistent logic program EVALPSN with a simple example for
brewery pipeline valve control. The safety verification is carried out by
paraconsistent logic programming called EVALPSN.

Keywords: EVALPSN (Extended Vector Annotated Logic Program
with Strong Negation), safety verification, paraconsistent logic program,
intelligent control.

1 Introduction

We have developed an annotated logic program called EVALPSN (Extended
Vector Annotated Logic Program with Strong Negation) in order to deal with
defeasible deontic reasoning and contradictions [2], and shown that EVALPSN
can be applied to some safety verification based control [3, 4]. The basic ideas of
the EVALPSN safety verification and control are that the safety properties for
control in deontic expression can be easily translated into EVALPSN and the
control can be performed by EVALPSN programming.

The safety verification for pipeline control is a crucial issue to avoid unex-
pected mixture of different kinds of liquid. In fact, for example, nitric acid and
caustic soda are used in cleaning process for brewery plant pipelines, then such
pipeline valve control is strongly required to avoid the mixture of them, however,
formal safety verification methods for such control have not been applied yet. In
this paper, we introduce how to apply the EVALPSN safety verification method
to pipeline valve control with a simple example.

The outline of the EVALPSN safety verification is as follows : we suppose the
safety properties P in deontic expression for the pipelines, which are translated
into EVALPSN ; if we want to start a process in the pipelines, the current
environment(sensor) information for the process such as valve open-close states
is also translated into EVALPSN ; then the safety for the process is verified by
EVALPSN programming.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 708–715, 2005.
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Fig. 1. Lattice Tv(n = 2) and Lattice Td

2 EVALPSN

We review the outline of EVALPSN briefly and the details of EVALPSN can
be found in [2]. Generally, a truth value called an annotation is explicitly at-
tached to each literal in annotated logic programs. For example, let p be a
literal, μ an annotation, then p :μ is called an annotated literal. The set of anno-
tations constitutes a complete lattice. An annotation in EVALPSN has a form
of [(i, j), μ], which is called an extended vector annotation such that the set of
the first components (i, j) constitutes the lattice, Tv = { (x, y)|0 ≤ x ≤ n, 0 ≤
y ≤ n, x, y and n are integers }. The ordering(�v) of the lattice Tv is defined
as : let v1 = (x1, y1) ∈ Tv and v2 = (x2, y2) ∈ Tv, v1 �v v2 iff x1 ≤
x2 and y1 ≤ y2. For each vector annotated literal p : (i, j), the first component
i of the vector annotation denotes the amount of positive information to sup-
port the literal p and the second one j denotes that of negative one as well, and
the set of the second ones constitutes the lattice, Td = {⊥, α, β, γ, ∗1, ∗2, ∗3,�}.
The ordering(�d) of the lattice Td is described by the Hasse’s diagram in Fig. 1.
Therefore, the complete lattice Te of extended vector annotations is defined as the
product Tv ×Td. The ordering(�) of the lattice Te is defined as : let [(i1, j1), μ1]
and [(i2, j2), μ2] be extended vector annotations, [(i1, j1), μ1] � [(i2, j2), μ2] iff
(i1, j1) �v (i2, j2) and μ1 �d μ2. The intuitive meaning of each member in the
lattice Td is ⊥ (unknown), α (fact), β (obligation), γ (non-obligation), ∗1 (fact
and obligation), ∗2 (obligation and non-obligation), ∗3 (fact and non-obligation),
and � (inconsistency). Therefore, EVALPSN can deal with not only inconsis-
tency between usual knowledge but also between permission and forbiddance,
obligation and forbiddance, and fact and forbiddance.

There are two kinds of epistemic negation ¬1 and ¬2 in EVALPSN, which
are defined as mappings over Tv and Td, respectively.

DEFINITION 1 (Epistemic Negations, ¬1 and ¬2)

¬1([(i, j), μ]) = [(j, i), μ], ∀μ ∈ Td,

¬2([(i, j),⊥]) = [(i, j),⊥], ¬2([(i, j), α]) = [(i, j), α],
¬2([(i, j), β]) = [(i, j), γ], ¬2([(i, j), γ]) = [(i, j), β],
¬2([(i, j), ∗1]) = [(i, j), ∗3], ¬2([(i, j), ∗2]) = [(i, j), ∗2],
¬2([(i, j), ∗3]) = [(i, j), ∗1], ¬2([(i, j),�]) = [(i, j),�].
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These epistemic negations, ¬1 and ¬2, can be eliminated by the above syntactic
operation. On the other hand, the ontological negation(strong negation, ∼) in
EVALPSN can be defined by the epistemic negations, ¬1 or ¬2, and interpreted
as classical negation.

DEFINITION 2 (Strong Negation) ∼ F =def F → ((F → F ) ∧ ¬(F → F )),
where F be a formula and ¬ be ¬1 or ¬2, and → is a classical implication.
Here we can define EVALPSN formally.

DEFINITION 3 (well extended vector annotated literal) Let p be a literal. p :
[(i, 0), μ] and p : [(0, j), μ] are called well extended vector annotated literals(weva-
literals for short), where i, j ∈ {1, 2, · · ·}, and μ ∈ { α, β, γ }.

DEFINITION 4 (EVALPSN) If L0, · · · , Ln are weva-literals,

L1 ∧ · · · ∧ Li∧ ∼ Li+1 ∧ · · · ∧ ∼ Ln → L0

is called an Extended Vector Annotated Logic Program clause with Strong Nega-
tion abbr. EVALPSN clause. An Extended Vector Annotated Logic Program
with Strong Negation is a finite set of EVALPSN clauses.

Deontic notions and fact are represented by extended vector annotations as
follows : “fact” is represented by an extended vector annotation [(m, 0), α] ;
“obligation” by an extended vector annotation [(m, 0), β] ; “forbiddance” by
an extended vector annotation [(0, m), β] ; “permission” by an extended vector
annotation [(0, m), γ] ; where m is a positive integer.

3 Safety Verification

Pipeline Network
We take a pipeline network described in Fig. 2 as an example. In Fig. 2, arrows
indicate liquid flows, home-plate figures do tanks, and cross figures do valves.
We consider logical safety verification for the network like railway network in-
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terlocking. We have physical entities : tanks T A = {T0, T1, T2, T3} ; pipes
PI = {Pi0, P i1, P i2, P i3, P i4} ; (a pipe is a pipeline including neither valves
nor tanks) ; valves VA = {V0, V1} ; and logical entities : processes PR =
{Pr0, P r1, P r2, P r3} ; (processes are logically defined as a set of sub-processes
and valves) ; sub-processes SPR = {SPr0, SPr1, SPr2, SPr3, SPr4} in the
network. Each entity has logical or physical states.
Sub-processes have two states locked(l) and free(f), “the sub-process is locked”
means that the sub-process is logically locked(reserved) for one process (liquid
flow) and “free” means unlocked.
Processes have two states set(s) and unset(xs), “the process is set” means that
all the sub-processes in the process are locked and “unset” means not set. Valves
in the network are supposed to control two liquid flows in the normal and cross
directions as shown in Fig.3.
Valves have two controlled states ; controlled mixture(cm) which means that the
valve is controlled to mix the two liquid flows in the normal and cross directions,
controlled separate(cs) which means that the valve is controlled to separate the
two liquid flows in the normal and cross directions as shown in Fig.3. We
suppose five kinds of cleaning liquid, cold water(cw), warm water(ww), hot wa-
ter(hw), nitric acid(na) and caustic soda(cs). Then we consider the following
four processes in the pipeline network with the process schedule (Fig. 4) : Pr0,
a brewery process ; the tank T0 to the valve V0(cs) to the tank T1 : Pr1 and
Pr2, cleaning processes by nitric acid and cold water ; the tank T2 to the valve
V1(cm) to the valve V1(cs) to the tank T3 : Pr3, a brewery process with mixing
; the tank T0 to the valve V0(cs) to the tank T1, and the tank T2 to the valve
V1(cm) to the valve V1(cs) to the tank T3 :

In order to verify the safety for valve control, we introduce three safety prop-
erties, SPr (for sub-processes), Val (for valves), and Pr (for processes).

Pipeline Safety Properties
SPr : It is a forbidden case that the sub-process over a given pipe is simultane-
ously locked by different kinds of liquid.
Val : It is a forbidden case that valves are controlled to mix different kinds of
liquid unexpectedly.
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Pr : Whenever a process is set, all its component sub-processes are locked and
all its component valves are controlled consistently.

Safety Verification in EVALPSN
First of all, we translate the safety properties for the pipeline network into
EVALPSN. The following predicates are used in the EVALPSN safety verifi-
cation.
• Pr(i, l) : [μ1, μ2] represents that the process i for the liquid l is set(s) or un-
set(xs), where i ∈ {p0, p1, p2, p3} is a process id and l ∈ {b, cw, ww, hw, na, cs},
where μ1 ∈ Tv1 = {⊥1, s, xs,�1} and μ2 ∈ Td.
• SPr(i, j, l) : [μ1, μ2] represents that the sub-process from the valve i (or the
tank i) to the valve j (or the tank j) occupied by the liquid l is locked(l) or
free(f). Moreover, if a sub-process is free then the kind of liquid in the pipe is
not cared, and the liquid is represented by the symbol “0”(zero). Therefore, we
have l ∈ {b, cw, ww, hw, na, cs, 0}. i ∈ {v0, v1} and j ∈ {t0, t1, t2, t3} are valve
id and tank id corresponding to the valves V0,1 and the tanks T0,1,2,3. where
μ1 ∈ Tv2 = {⊥2, l, f,�2}, and μ2 ∈ Td.
• V al(i, ln, lc) : [μ1, μ2] represents that the valve i occupied by the two kinds of
liquid ln, lc ∈ {b, cw, ww, hw, na, cs, 0} is controlled separate(cs) or mixture(cm),
where i ∈ {v0, v1} is a valve id, and μ1 ∈ Tv3 = {⊥3, cm, cs,�3} and μ2 ∈ Td.
The arguments ln and lc of the predicate V al represent the liquid flows in the
normal and cross directions, respectively. Generally, if a valve is released from
the controlled state, the liquid flow in the valve is represented by the symbol 0
that means “free”.
• Eql(l1, l2) : [μ1, μ2] represents the liquids l1 and l2 have the same(sa) kind
or different(di) ones, where l1, l2 ∈ {b, cw, ww, hw, na, cs, 0}, and μ1 ∈ Tv4 =
{⊥2, sa, di,�4} and μ2 ∈ Td.
• Tan(ti, l) : [μ1, μ2] represents that the tank Ti has been filled fully(fu) with
the liquid l or empty(em), where i ∈ {0, 1, 2, 3}, l ∈ {b, cw, ww, hw, na, cs, 0},
and μ1 ∈ Tv5 = {⊥5, fu, em,�5} and μ2 ∈ Td.

Now we formalize the three safety properties SPr, Val and Pr in EVALPSN.
Then we interprete the safety properties deontically.

SPr. This condition can be intuitively interpreted as derivation rules of forbid-
dance. If a sub-process from a valve (a tank) i to a valve (a tank) j is locked by
one kind of liquid, it is forbidden for the sub-process to be locked by different
kinds of liquid simultaneously. This condition is translated into the following
EVALPSN clauses :

SPr(i, j, l1) : [l, α]∧ ∼ Eql(l1, l2) : [sa, α] → SPr(i, j, l2) : [f, β], (1)

where l1, l2 ∈ {b, cw, ww, hw, na, cs}. Moreover, in order to derive permission for
locking sub-processes we need the following EVALPSN clauses :

∼ SPr(i, j, l) : [f, β] → SPr(i, j, l) : [f, γ], (2)

where l ∈ {b, cw, ww, hw, na, cs}.
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Val. This condition also can be intuitively interpreted as derivation rules of
forbiddance. We have to consider two cases : one is for deriving the forbiddance
from changing the control state of the valve, and another one is for deriving the
forbiddance from mixing different kinds of liquid without changing the control
state of the valve.

Case 1. If a valve is controlled separate, it is forbidden for the valve to be
controlled mixture, conversely, if a valve is controlled mixture, it is forbidden
for the valve to be controlled separate. Thus, generally we have the following
EVALPSN clauses :

V al(i, ln, lc) : [cs, α]∧ ∼ Eql(ln, 0): [sa, α]∧ ∼ Eql(lc, 0): [sa, α]
→ V al(i, ln, lc) : [cs, β], (3)
V al(i, ln, lc) : [cm, α]∧ ∼ Eql(ln, 0): [sa, α]∧ ∼ Eql(lc, 0): [sa, α]
→ V al(i, ln, lc) : [cm, β], (4)

where ln, lc ∈ {b, cw, ww, hw, na, cs, 0}.

Case 2. Next, we consider the other forbiddance derivation case in which dif-
ferent kinds of liquid are mixed even if the valve control state is not changed.
We have the following EVALPSN clauses :

V al(i, ln1, lc1) : [cs, α]∧ ∼ Eql(ln1 , ln2) : [sa, α]∧ ∼ Eql(ln1 , 0): [sa, α]
→ V al(i, ln2 , lc2) : [cm, β], (5)
V al(i, ln1, lc1) : [cs, α]∧ ∼ Eql(lc1 , lc2) : [sa, α]∧ ∼ Eql(lc1 , 0): [sa, α]
→ V al(i, ln2 , lc2) : [cm, β], (6)
V al(i, ln1, lc1) : [cm, α]∧ ∼ Eql(ln1 , ln2) : [sa, α] → V al(i, ln2, lc2) : [cs, β], (7)
V al(i, ln1, lc1) : [cm, α]∧ ∼ Eql(lc1 , lc2) : [sa, α] → V al(i, ln2, lc2) : [cs, β], (8)

where ln1 , lc1 ∈ {b, cw, ww, hw, na, cs, 0} and ln2 , lc2 ∈ {b, cw, ww, hw, na, cs}.
Note that the EVALPSN clause ∼ Eql(ln, 0) : [sa, α] represents there does not
exist information such that the normal direction with the liquid ln in the valve
is free (not controlled). As well as the case of sub-processes, in order to derive
permission for controlling valves, we need the following EVALPSN clauses :

∼ V al(i, ln, lc) : [cm, β] → V al(i, ln, lc) : [cm, γ], (9)
∼ V al(i, ln, lc) : [cs, β] → V al(i, ln, lc) : [cs, γ], (10)

where ln, lr ∈ {b, cw, ww, hw, na, cs, 0}.

Pr. This condition can be intuitively interpreted as derivation rules of permission
and directly translated into EVALPSN clauses as a rule “if all the components
of the process can be locked or controlled consistently, then the process can be
set”. For example, if the brewery process Pr0 consists of the sub-process the
tank T0 to the valve V0, the valve V0 with controlled separate by beer in the
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normal direction, and the sub-process the valve V0 to the tank T1, then we have
the following EVALP clause to obtain the permission for setting the process Pr0,

SPr(t0, v0, b) : [f, γ] ∧ SPr(v0, t1, b) : [f, γ] ∧ V al(v0, b, l) : [cm, γ] ∧
Tan(t0, b) : [fu, α] ∧ Tan(t1, 0): [em, α] → Pr(p0, b) : [xs, γ], (11)

where l ∈ {b, cw, ww, hw, na, cs, 0}.
Control Examples. We suppose that all the sub-processes and valves in the
pipeline network are unlocked (free) and no process has already started at the
initial stage. Then, if we have all the requests for the processes Pr0,1,2,3, in order
to verify the safety for all the processes, the following fact EVALP clauses (as
the current states) are input to the EVALPSN pipeline control :

SPr(t0, v0, 0): [f, α], V al(v0, 0, 0): [cs, α], SPr(v0, t1, 0): [f, α],
V al(v1, 0, 0): [cs, α], SPr(v0, t2, 0): [f, α], SPr(v1, v0, 0): [f, α],
SPr(t3, v1, 0): [f, α], T an(t0, b) : [fu, α], T an(t1, 0): [em, α],
T an(t2, 0): [em, α], T an(t3, na) : [fu, α].

Then all the sub-processes and valves in the network are permitted to be locked
or controlled. However the tank conditions do not permit the processes Pr2 and
Pr3 to be set. We show that the beer process Pr0 can be verified to be set as
follows : we can have neither the forbiddance from locking the sub-processes
SPr0 and SPr1, nor the forbiddance from controlling the valve V0 separate with
beer in the normal direction, by the EVALPSN clauses (1), (4), (5), (6) and
the above fact EVALP clauses ; therefore we have the permission for locking the
sub-processes SPr0 and SPr1, and controlling the valve V0 separate with beer in
the normal direction and any liquid in the cross direction, SPr(t0, v0, b) : [f, γ],
V al(v0, b, l) : [cm, γ], SPr(v0, t1, b) : [f, γ], where l ∈ {b, cw, ww, hw, na, cs, 0},
by the EVALPSN clauses (2) and (9) ; moreover, we have the tank conditions,
Tan(t0, b) : [fu, α] and Tan(t1, 0): [em, α], thus we have the permission for setting
the beer process Pr0, Pr(p0, b) : [xs, γ], by the EVALPSN clause (11).

4 Conclusion

In this paper, we have introduced EVALPSN based safety verification for pipeline
process control. Furthermore, If we consider the safety verification for process
order we need to verify the safety for the temporal order relations such as “the
process 1 must be before the process 2”.
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Abstract. Many advanced knowledge-based systems with purposes of
discovery and/or prediction, such as anticipatory reasoning-reacting sys-
tems, legal reasoning systems, geographical information system, and so
on, require a forward deduction engine for modal logics as an important
component. However, until now, there is no forward deduction engine
with the general-purpose for modal logics. This paper presents a general-
purpose forward deduction engine for modal logics. We show some essen-
tial requirements and functions for a general-purpose forward deduction
engine for modal logics, present our implementation of the forward de-
duction engine, and show possible applications based on our forward
deduction engine.

1 Introduction

A forward deduction engine is an automated deduction system which deduces
new conclusions from given premises automatically by applying logical inference
rules (inference rules for short) to the premises and previously deduced results
repeatedly until some previously specified termination conditions are satisfied
[1]. Many advanced knowledge-based systems with purposes of discovery and/or
prediction, such as anticipatory reasoning-reacting systems [2, 3], legal reasoning
systems [9], geographical information system, agent-oriented systems, theorem
finding systems and so on, require a forward deduction engine for modal logics
as an important component. However, until now, there is no forward deduction
engine with the general-purpose for modal logics.

This paper presents a general-purpose forward deduction engine for modal
logics. We show some essential requirements and functions for a general-purpose
forward deduction engine for modal logics, present our implementation of the
forward deduction engine, and show possible applications based on our forward
deduction engine.

2 Automated Forward Deduction Based on Modal Logics

Automated forward deduction is a process of deducing new conclusions from
premises automatically by applications inference rules to the premises and pre-
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viously deduced conclusions repeatedly until some previously specified termina-
tion conditions are satisfied [1]. The process of automated forward deduction is
as follows.

1. Initialization process: premises, inference rules and termination conditions
are taken as an input.

2. Taking an inference rule up process : it takes an inference rule up from the
set of inference rules.

3. Matching process : it judges whether the inference rule which is took up at
taking an inference rule up process can apply to premises and previously
deduced conclusions which are took up from the set of premises or not.

4. Deduction process: it deduces a conclusion from the inference rule and the
premises and previously deduced conclusions which are succeed at matching
process.

5. Duplication checking process: it compares the conclusion deduced at de-
duction process with premises and previously deduced conclusions to check
whether it is duplicate or not.

6. Adding process: it adds the conclusions which was judged to be new at
duplication checking process to the set of premises.

7. Outputting process: it outputs all deduced conclusions.

Difference between automated forward deduction and automated forward
deduction based on modal logics is whether it based on modal logics or not.

Modal logic is the logic of necessity and possibility, of ’must be’ and ’may be’
[4, 7]. Necessity and possibility may be interpreted in various ways. For examples,
necessity is interpreted as necessity truth in alethic modal logic [4]; necessity
is interpreted as moral or normative necessity in deontic logic [6]; necessity is
interpreted as what is known or believed to be true in epistemic logic [8]; necessity
is interpreted as to what always has been or to what henceforth always will be
true in temporal logic [11].

One of the difference between modal logics and nonmodal logics is whether
they contains modal operators which denotes certain modal expressions as their
vocabulary or not. Moreover different modal logic has different kind of modal
operators, and the number of modal operators is also different in each modal
logics.

Other difference among between modal logics and nonmodal logics is whether
they contains inference rules concerning with a certain modal operator or not.
Furthermore different kind of inference rules are defined in each modal logics,
and the number of inference rules defined in each modal logics are also different.

3 Requirements and Functions for General-Purpose
Forward Deduction Engine for Modal Logics

We define requirements for a general-purpose forward deduction engine for modal
logics. The requirements are classified by two elements. One is requirements for
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a general-purpose forward deduction engine. The other is requirements for a
general-purpose forward deduction engine for modal logics. We name the re-
quirements for a general-purpose forward deduction engine as the general re-
quirements, and name the requirements for a general-purpose forward deduction
engine for modal logics as the particular requirements.

In this paper, we define the particular requirements because Cheng already
defined the general requirements [1]. Briefly, we describe the general require-
ments; a general-purpose forward deduction engine must deduce conclusions by
applying inference rules to premises and previously deduced conclusions; it must
be able to take premises as input from users; it should not serve conclusions
which are duplicate to premises and previously deduced conclusions; it should
terminate its execution by certain termination condition; it should provide a way
to customize its termination condition.

Requirement 1 A general-purpose forward deduction engine for modal logics
must provide a way to use various modal operators defined in each modal logics
which users can satisfy.

Requirement 2 A general-purpose forward deduction engine for modal logics
must provide a way to use various inference rules defined in each modal logics
which users can satisfy.

A general-purpose forward deduction engine for modal logics must provide
modal operators and inference rules which are defined in modal logics because
differences between a general-purpose forward deduction engine and it for modal
logics are whether it can use modal operators and the inference rules.

Moreover a general-purpose forward deduction engine for modal logics pro-
vide a way to use various modal operators and various inference rules defined in
each modal logics for users, because there are a lot of modal logics and modal
operators and inference rules are defined in each modal logics. We can not know
what modal logics users want to use, i.e, we can not know what modal oper-
ators and the inference rules users want to use, therefore we can not satisfy
the requirements by implementing some specified modal operators and inference
rules.

Furthermore, a general-purpose forward deduction engine for modal logics
should be able to be used even when new extensions of modal logic are proposed
because such new extensions of modal logic must have advantage for other modal
logics which was proposed before and users must want to use the logics.

In order to satisfy Requirement 1, a general-purpose forward deduction en-
gine for modal logics provide enough number of modal operators for users and we
provide customizing modal operators function which make correspondence
between a certain modal operator and characters. one of the differences among
various modal logics is the number of modal operators because modal operators
does not have fixed interpretations; same operators are interpreted different way
in each logic system [12].

In order to satisfy Requirement 2, we design customizing inference
rules function where users customize inference rules. I guess that we can not
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provide enough number of inference rules and enough kind of inference rules
which users satisfy by a way of implementing some specified inference rules be-
cause a lot of modal logics exist and a lot of inference rules were also defined in
these modal logics, moreover we can not know which inference rules users want
to use, furthermore, even if new extensions of modal logic is provide, users can
not use forward deduction engine with it immediately, therefore we should pro-
vide a way of customizing inference rules where users can make inference rules
which user want to use.

From two of the general requirements which is that a general-purpose forward
deduction engine should terminate its execution by certain termination condition
and it should provide a way to customize its termination condition, we should
define a termination condition for forward deduction engine for modal logics.
Cheng proposed a method which is to measure a degree of nested a implication
which is a kind of logical operators to limit the range of candidates for “new
knowledge” [1]. The method can be used as termination condition for a forward
deduction engine [1].

We modify the methods suitable for our purpose because the method may
not work well as termination condition of a forward deduction engine for modal
logics. In modal logics, there is an inference rule which join modal monadic
operators to a formula. If the forward deduction engine does not have the limit
method for joining modal monadic operators to a formula, then the forward
deduction engine may not terminate its execution.

Definition 1 Let degΔ(A) = n denote that the degree of nested a monadic or
binary operator Δ in a formula A is n. A and B are formulas.

1. If there is no occurrence of Δ in A, then degΔ(A) = 0
2. If ∗ is a monadic operator other than Δ, then degΔ(∗A) = degΔ(A).
3. If ◦ is a binary operator other than Δ, then

degΔ(A ◦ B) = max(degΔ(A), degΔ(B)).
4. degΔ(∀xA) = degΔ(A)
5. If Δ is a monadic operator then degΔ(ΔA) = degΔ(A) + 1
6. If Δ is a binary operator then degΔ(AΔB) = max(degΔ(A), degΔ(B)) + 1

Our termination condition is to deduce all formulas which can be deduced
from given premises and inference rules and which are not exceeding some degree
of some operators which a user specifies.

4 Implementation and Experiments

According to the functions defined in section 3, we implement a general-purpose
forward deduction engine for modal logics by improving an automated forward
deduction system for general-purpose entailment calculus (EnCal for short) [1].
EnCal is a forward deduction engine based on nonmodal logics. Our forward
deduction engine is based on propositional modal logics.

In order to provide enough number of modal operators to users, we investigate
the number of operators in 7 modal logics, and we find 15 monadic operators and
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6 binary operators, therefore our forward deduction engine provides 31 binary
operators and monadic operators, moreover in our forward deduction engine, a
user defines which characters correspond to logical and/or modal binary and/or
monadic operators by customizing modal operators function.

In order to implement a customizing inference rules function, we in-
vestigate inference rules. An inference rule is formulated from some well formed
formula schemata which are patterns of formulas [10]. In these well formed for-
mula schemata, not less than one well formed formula schemata are premises
of the inference rule and not less than one well formed formula schemata are
conclusions of the inference rule. Applying an inference rule is pattern matching
a well formed formula schemata which is a premise of the inference rule and
formula which is a premise of a forward deduction engine and a conclusion is de-
duced by applying results of pattern matching. In our forward deduction engine,
inference rules are inputted as a series of some well formed formula schemata and
by applying pattern matching to well formed formula schemata and formula, our
forward deduction engine deduces conclusions corresponding to each inference
rules.

In order to terminate execution of forward deduction engine with limit of
degree, our forward deduction engine takes operators and limit of degree corre-
sponding to the operators and our forward deduction engine counts degree of
conclusions which are deduced by our forward deduction engine. If the degree
of conclusions is not less than the limit of degree, then they were not added
into a set of premises. If the degree of conclusions is not more than the limit
of degree, then they were added into a set of premises. Our forward deduction
engine deduces conclusions until all conclusions which is not more than the limit
of degree.

We deduced some set of logical theorems of 6 systems of propositional modal
logic from axioms of each system. The systems of which we deduced logical
theorems were the systems K which is a minimal alethic modal logic , D which
is a minimal deontic logic, Kt is a minimal temporal logic, S4 which is a minimal
doxastic logic and K4 which is minimal epistemic logic. In our experiments, we
deduced all formulas of which deg→(A) are not exceeding 2 and deg�(A) are not
exceeding 2 in each logic system. The number of deduced conclusions of K are
215, D are 751, Kt are 1227, S4 are 1154. K4 are 278. In these logic systems, one
or two modal operators are defined and three or four inference rules are defined. If
we can not specify “deg�(A) are not exceeding 2” as termination condition, Our
forward deduced engine with these logic systems can not terminate its execution
because these logic systems contains necessitation or temporal generalization
which are inference rules joining modal monadic operators to a formula.

5 Possible Applications

Our forward deduction engine can be a useful component for developers of ad-
vanced knowledge-based systems which requires conclusions including modal ex-
pressions. For example, in anticipatory reasoning-reacting systems which is a
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new type new type of reactive system and which can detects and predicts omens
of attacks anticipatory, our forward deduction engine based on temporal rele-
vant logic can be used as a anticipatory reasoning engine [3]. If legal reasoning
systems which deduce legal conclusions for given case by statutory laws and old
judicial precedents [9] contain our forward deduction engine based on deontic
logic as a judicial precedents generating engine then the legal reasoning systems
can automatically generate new judicial precedents from old judicial precedents
and statutory laws.

On the other hand, our forward deduction engine can be a useful tool for
researchers. Our forward deduction engine can be used as an important compo-
nent in theorem finding systems in various fields. Our forward deduction engine
also a useful tool for logicians which propose new logic systems. the logicians
can easily make an example to show how to use the logic systems. logicians can
get a lot of logical theorems in various logic systems easily and uses the logical
theorems for various purposes.

6 Concluding Remarks

In this paper, we defined essential requirements for a general-purpose forward
deduction engine for modal logics. We also designed essential functions for a
general-purpose forward deduction engine for modal logics. We presented our
implementation of our general-purpose forward deduction engine for modal logics
too.

Our forward deduction engine can be used in various advanced informa-
tion systems, such as legal reasoning systems, anticipatory reasoning-reacting
systems and agent-oriented systems in various fields because our forward deduc-
tion engine deduce conclusions including various modal expressions which were
required in various fields by customizing inference rules and customizing modal
operators. Our forward deduction engine also can be a useful tool for researchers
because our forward deduction engine can be used as an important component
in theorem finding systems in various fields.

As future works, we will design and implement a general forward deduction
engine based on first order predicate logics because, for practical use, a forward
deduction engine should be enriched vocabulary of modal logics. We will also
improve performance of a forward deduction engine because a forward deduction
engine is useless at all if it can not satisfy a requirement of acceptability of time
[5]. We will also have to make an example to show effectiveness of our forward
deduction engine.
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Uncertainty Management in Logic Programming:
Simple and Effective Top-Down Query Answering
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Abstract. We present a simple, yet general top-down query answering procedure
for logic programs managing uncertainty. The main features are: (i) the certainty
values are taken from a certainty lattice; (ii) computable functions may appear
in the rule bodies to manipulate certainties; and (iii) we solve the problem by a
reduction to an equational systems, for which we device a top-down procedure.

1 Introduction

The management of uncertainty in deduction systems is an important issue whenever
the real world information to be represented is of imperfect nature (which is likely
the rule rather than an exception). Classical logic programming, with its advantage of
modularity and its powerful top-down and bottom-up query processing techniques, has
attracted the attention of researchers and numerous frameworks have been proposed
towards the management of uncertainty. Essentially, they differ in the underlying notion
of uncertainty1 (e.g. probability theory [10, 11], fuzzy set theory [13], multi-valued
logic [3, 6, 7, 9], possibilistic logic [5]) and how uncertainty values, associated to rules
and facts, are managed. Roughly, these frameworks can be classified into annotation
based (AB) and implication based (IB). In the AB approach (e.g. [6, 11]), a rule is
of the form A: f(β1, . . . , βn) ← B1: β1, . . . , Bn: βn, which asserts “the certainty of
atom A is at least (or is in) f(β1, . . . , βn), whenever the certainty of atom Bi is at least
(or is in) βi, 1 ≤ i ≤ n”. Here f is an n-ary computable function and βi is either a
constant or a variable ranging over an appropriate certainty domain. In the IB approach
(see [3, 7] for a more detailed comparison between the two approaches), a rule is of
the form A

α← B1, ..., Bn, which says that the certainty associated with the implication
B1 ∧ ... ∧ Bn → A is α. Computationally, given an assignment v of certainties to
the Bi, the certainty of A is computed by taking the “conjunction” of the certainties
v(Bi) and then somehow “propagating” it to the rule head. The truth-values are taken
from a certainty lattice. More recently, [3, 7, 13] show that most of the frameworks can
be embedded into the IB framework (some exceptions deal with probability theory).
Usually, in order to answer to a query in such frameworks, we have to compute the
whole intended model by a bottom-up fixed-point computation and then answer with
the evaluation of the query in this model. This always requires to compute a whole
model, even if not all the atoms truth is required to determine the answer. To the best of
our knowledge the only work presenting top-down procedures are [4, 6, 7, 13].

1 See e.g. [12] for an extensive list of references.
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In this paper we present a general, simple and effective top-down query answering
procedure for logic programs over lattices in the IB framework, which generalizes the
above cited works. The main features are: (i) the certainty values are taken from a
certainty lattice; (ii) computable functions may appear in the rule bodies to manage
these certainties values; and (iii) we solve the problem by a reduction to an equational
systems over lattices, for which we device a top-down procedure, which to the best of
our knowledge is novel.

We proceed as follows. In the next section, we will briefly recall some preliminary
definitions. Section 3 is the main part of this work, where we present our top-down
query procedure and the computational complexity analysis, while Section 4 concludes.

2 Preliminaries

Certainty Lattice. A certainty lattice is a complete lattice L = 〈L,�〉, with L a count-
able set of certainty values, bottom ⊥, top element �, meet ∧ and join ∨. The main idea
is that an statement P (a), rather than being interpreted as either true or false, will be
mapped into a certainty value c in L. The intended meaning is that c indicates to which
extend (how certain it is that) P (a) is true. Typical certainty lattices are the following.
(i) Classical 0-1: L{0,1} corresponds to the classical truth-space, where 0 stands for
‘false’, while 1 stands for ‘true’. (ii) Fuzzy: L[0,1]Q , which relies on the unit real in-
terval, is quite frequently used as certainty lattice. (iii) Four-valued: another frequent
certainty lattice is Belnap’s FOUR [1], where L is {f, t, u, i} with f � u � t and
f � i � t. Here, u stands for ‘unknown’, whereas i stands for inconsistency. We de-
note the lattice as LB . (iv) Many-valued: L = 〈{0, 1

n−1 , . . . n−2
n−1 , 1},≤〉, n positive

integer. A special case is L4, where L is {f, lf, lt, t} with f � lf � lt � t. Here, lf
stands for ‘likely false’, whereas lt stands for ‘likely true’. (v) Belief-Doubt: a further
popular lattice allows us to reason about belief and doubt. Indeed, the idea is to take
any lattice L, and to consider the cartesian product L×L. For any pair (b, d) ∈ L×L,
b indicates the degree of belief a reasoning agent has about a sentence s, while d in-
dicates the degree of doubt the agent has about s. The order on L × L is determined
by (b, d) � (b′, d′) iff b � b′ and d′ � d, i.e. belief goes up, while doubt goes down.
The minimal element is (f, t) (no belief, maximal doubt), while the maximal element
is (t, f) (maximal belief, no doubt). We indicate this lattice with L̄.

In a complete lattice L = 〈L,�〉, a function f : L → L is monotone, if ∀x, y ∈ L,
x � y implies f(x) � f(y). A fixed-point of f is an element x ∈ L such that f(x) =
x. The basic tool for studying fixed-points of functions on lattices is the well-known
Knaster-Tarski theorem. Let f be a monotone function on a complete lattice 〈L,�〉.
Then f has a fixed-point, the set of fixed-points of f is a complete lattice and, thus,
f has a least fixed-point. The least fixed-point can be obtained by iterating f over ⊥,
i.e. is the limit of the non-decreasing sequence y0, . . . , yi, yi+1, . . . , yλ, . . . , where
for a successor ordinal i ≥ 0, y0 = ⊥, yi+1 = f(yi), while for a limit ordinal λ,
yλ = lub�{yi: i < λ}. We denote the least fixed-point by lfp(f). For ease, we will
specify the initial condition y0 and the next iteration step yi+1 only, while the condition
on the limit is implicit.

Logic Programs. Fix a lattice L = 〈L,�〉. We extend standard logic programs [8]
to the case where arbitrary computable functions f ∈ F are allowed in rule bodies to
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manipulate the certainty values. In this paper we assume that F is a family of continuous
n-ary functions f :Ln → L. That is, for any monotone chain x0, x1, . . . of values in L,
f(∨ixi) = ∨if(xi). The n-ary case n > 1 is similar. We assume that the standard
functions ∧ and ∨ belong to F . Notably, ∧ and ∨ are both continuous. For reasons of
space, we limit our attention to propositional logic programs. The first order case can
be handled by grounding. There exists free software (e.g. Lparse), which transforms a
logic program with variables into one with propositional variables only. So, consider
an alphabet of propositional letters. An atom, denoted A is a propositional letter. A
formula, ϕ, is an expression built up from the atoms, the certainty values c ∈ L of
the lattice and the functions f ∈ F . Note that members of the lattice may appear in
a formula, as well as functions: e.g. in L[0,1]Q , ϕ = min(p, q) · max(r, 0.7) + v is a
formula, where p, q, r and v are atoms. The intuition here is that the truth value of the
formula min(p, q) ·max(r, 0.7)+ v is obtained by determining the truth value of p, q, r
and v and then to apply the arithmetic functions to determine the value of ϕ. A rule is
of the form A ← ϕ, where A is an atom and ϕ is a formula. The atom A is called the
head, and the formula ϕ is called the body. A logic program, denoted with P , is a finite
set of rules. The Herbrand base of P (denoted BP ) is the set of atoms occurring in P .
Given P , the set P∗ is constructed as follows; (i) if an atom A is not head of any rule
in P∗, then add the rule A ← ⊥ to P∗ 2; and (ii) replace several rules in P∗ having
same head, A ← ϕ1, A ← ϕ2, . . . with A ← ϕ1 ∨ϕ2 ∨ . . .. Note that in P∗, each atom
appears in the head of exactly one rule.

Example 1 ([9]) Consider L[0,1]Q , where ∧ = min and ∨ = max. Consider an in-
surance company, which has information about its customers used to determine the risk
coefficient of each customer. Suppose a value of the risk coefficient is already known, but
has to be re-evaluated (the client is a new client and his risk coefficient is given by his
precedent insurance company). The company may have: (i) data grouped into a set of
facts {(Experience(john) ← 0.7, (Risk(john) ← 0.5, (Sport car(john) ← 0.8};
and (ii) a set of rules, which after grounding are:

Good driver(john) ← Experience(john) ∧ (0.5 · Risk(john))
Risk(john) ← 0.8 · Young(john)
Risk(john) ← 0.8 · Sport car(john)
Risk(john) ← Experience(john) ∧ (0.5 · Good driver(john))

Interpretations. An interpretation I of a logic program on the lattice L = 〈L,�〉 is
a mapping from atoms to members of L. I is extended from atoms to formulae as fol-
lows: (i) for c ∈ L, I(c) = c; (ii) for formulae ϕ and ϕ′, I(ϕ ∧ ϕ′) = I(ϕ) ∧ I(ϕ′),
and similarly for ∨; and (iii) for formulae f(ϕ), I(f(ϕ)) = f(I(ϕ)), and similarly for
n-ary functions. The ordering � is extended from L to the set I(L) of all interpreta-
tions point-wise: (i) I1 � I2 iff I1(A) � I2(A), for every ground atom A. We define
(I1 ∧ I2)(A) = I1(A) ∧ I2(A) and similarly for ∨. With I⊥ we denote the bottom
interpretation under � (it maps any atom into ⊥). It is easy to see that 〈I(L),�〉 is a
complete lattice as well.

Models. An interpretation I is a model of a logic program P , denoted by I |= P , iff for
all A ← ϕ ∈ P∗, I(ϕ) � I(A) holds.

2 It is a standard practice in logic programming to consider such atoms as false.
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Query. A query, denoted q, is an expression of the form ?A (query atom), intended as
a question about the truth of the atom A in the minimal model of P (see below). We
also allow a query to be a set {?A1, . . . , ?An} of query atoms. In that latter case we ask
about the truth of all the atoms Ai in the minimal model of P .

Semantics of Logic Programs. The semantics of a logic program P is determined by
the least model of P , MP = min{I: I |= P}. The existence and uniqueness of MP is
guaranteed by the fixed-point characterization, by means of the immediate consequence
operator ΦP . For an interpretation I , for any ground atom A, ΦP (I)(A) = I(ϕ), where
A ← ϕ ∈ P∗. We can show that the function ΦP is continuous over I(L), the set of
fixed-points of ΦP is a complete lattice under � and, thus, ΦP has a least fixed-point
and I is a model of a program P iff I is a fixed-point of ΦP . Therefore, the minimal
model of P coincides with the least fixed-point of ΦP , which can be computed in the
usual way by iterating ΦP over I⊥ and is attained after at most ω (the least limit ordinal)
iterations.

Example 2 Consider L[0,1]Q , the function f(x) = x+a
2 (0 < a ≤ 1, a ∈ Q), and

P = {A ← f(A)}. Then the minimal model is attained after ω steps of ΦP iterations
starting from I⊥(A) = 0 and is MP(A) = a.

Example 3 Consider Example 1. It turns out that by a bottom-up computation the
minimal mode is MP , where (for ease, we use first letters only) MP(R(j)) = 0.64,
MP(S(j)) = 0.8, MP(Y(j)) = 0, MP(G(j)) = 0.32, MP(E(j)) = 0.7.

3 Top-Down Query Answering

Given a logic program P , one way to answer to a query ?A is to compute the minimal
model MP of P by a bottom-up fixed-point computation and then answer with MP(A).
This always requires to compute a whole model, even if in order to determine MP(A),
not all the atom’s truth is required. Our goal is to present a general, simple, yet effective
top-down method, which relies on the computation of just a part of the minimal model.
Essentially, we will try to determine the value of a single atom by investigating only
a part of the program P . Our method is based on a transformation of a program into
a system of equations of monotonic functions over lattices for which we compute the
least fixed-point in a top-down style. The idea is the following. Let L = 〈L,�〉 be a
lattice and let P be a logic program. Consider the Herbrand base BP = {A1, . . . , An}
of P and consider P∗. Let us associate to each atom Ai ∈ BP a variable xi, which
will take a value in the domain L (sometimes, we will refer to that variable with xA

as well). An interpretation I may be seen as an assignment of lattice values to the
variables x1, ..., xn. For the immediate consequence operator ΦP , a fixed-point is such
that I = ΦP (I), i.e. for all atoms Ai ∈ BP , I(Ai) = ΦP(I)(Ai). Therefore, we may
identify the fixed-points of ΦP as the solutions over L of the system of equations of the
following form:

x1 = f1(x11 , . . . , x1a1
) ,

...
xn = fn(xn1 , . . . , xnan

) ,

(1)

where for 1 ≤ i ≤ n, 1 ≤ k ≤ ai, we have 1 ≤ ik ≤ n. Each variable xik
will

take a value in the domain L, each (continuous) function fi determines the value of xi
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(i.e. Ai) given an assignment I(Aik
) to each of the ai variables xik

. The function fi

implements ΦP(I)(Ai). For instance, by considering the logic program in Example 1,
the fixed-points of the ΦP operator are the solutions over a lattice of the system of
equations

xE(j) = 0.7 , xS(j) = 0.8 , xY(j) = 0 , xG(j) = min{xE(j), 0.5 · xR(j)},
xR(j) = max{0.5, 0.8 · xY(j), 0.8 · xS(j), min{xE(j), 0.5 · xG(j)}} .

(2)

It is easily verified that the least solution corresponds to the minimal model of P . There-
fore, our general approach for query answering is as follows: given a logic program P ,
translate it into an equational system as (1) and then compute the answer in a top-down
manner. Formally, let P be a logic program and consider P∗. As already pointed out,
each atom appears exactly once in the head of a rule in P∗. The system of equations
that we build from P∗ is straightforward. Assign to each atom A a variable xA and
substitute in P∗ each occurrence of A with xA. Finally, substitute each occurrence of
← with = and let S(P) be the resulting equational system (see Equation 2). The an-
swer of a query variable ?A w.r.t. a logic program P is computed by the algorithm
Solve(P , ?A). It first computes S(P) and then calls Solve(S(P), {xA}), which will
solve the equational system answering with the value for xA. Therefore, query answer-
ing in logic programs reduces to query answering in equational monotone systems of the
form (1), which we address next. We refer to the monotone system as in Equation (1)
as the tuple S = 〈L, V, f〉, where L is a lattice, V = {x1, ..., xn} are the variables
and f = 〈f1, ..., fn〉 is the tuple of functions. As it is well known, a monotonic equa-
tion system as (1) has a least solution, lfp(f ), which can be computed by a bottom-up
evaluation. Indeed, the least fixed-point of f is given as the least upper bound of the
monotone sequence, y0, . . . ,yi, . . ., where y0 = ⊥ and yi+1 = f (yi).

Our top-down procedure needs some auxiliary functions. s(x) denotes the set of
sons of x, i.e. s(xi) = {xi1 , . . . , xiai

} (the set of variables appearing in the right hand
side of the definition of xi). p(x) denotes the set of parents of x, i.e. the set p(x) =
{xi: x ∈ s(xi)} (the set of variables depending on the value of x). In the general case,
we assume that each function fi: Lai �→ L in Equation (1) is monotone. We also use fx

in place of fi, for x = xi. Informally our algorithm works as follows. Assume we are
interested in the value of x0 in the least fixed-point of the system. We associate to each
variable xi a marking v(xi) denoting the current value of xi (the mapping v contains
the current value associated to the variables). Initially, v(xi) is ⊥. We start with putting
x0 in the active list of variables A, for which we evaluate whether the current value of
the variable is identical to whatever its right-hand side evaluates to. When evaluating a
right-hand side it might of course turn out that we do indeed need a better value of some
sons, which will assumed to have the value ⊥ and put them on the list of active nodes
to be examined. In doing so we keep track of the dependencies between variables, and
whenever it turns out that a variable changes its value (actually, it can only increase) all
variables that might depend on this variable are put in the active set to be examined. At
some point (even if cyclic definitions are present) the active list will become empty and
we have actually found part of the fixed-point, sufficient to determine the value of the
query x0. The algorithm is given below.
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Procedure Solve(S ,Q)
Input: monotonic system S = 〈L, V, f 〉, where Q ⊆ V is the set of query variables;
Output: A set B ⊆ V , with Q ⊆ B such that the mapping v equals lfp(f) on B.

1. A: = Q, dg: = Q, in: = ∅, for all x ∈ V do v(x) = ⊥, exp(x) = 0

2. while A �= ∅ do
3. select xi ∈ A, A: = A \ {xi}, dg: = dg ∪ s(xi)
4. r: = fi(v(xi1), ..., v(xiai

))

5. if r � v(xi) then v(xi):= r, A: = A ∪ (p(xi) ∩ dg) fi
6. if not exp(xi) then exp(xi) = 1, A: = A ∪ (s(xi) \ in), in: = in ∪ s(xi) fi

od

The variable dg collects the variables that may influence the value of the query vari-
ables, the array variable exp traces the equations that has been “expanded” (body vari-
ables are put into the active list), while in keeps track of the variables that have been
put into the active list so far due to an expansion (to avoid, to put the same variable
multiple times in the active list due to function body expansion). The attentive reader
will notice that the Solve procedure is related to the so-called tabulation procedures,
like [2, 4]. Indeed, it is a generalization of it to arbitrary monotone equational systems
over lattices.

Example 4 Consider Example 1 and query variable xR(j) (we ask for the risk coeffi-
cient of John). Below is a sequence of Solve(S, {xR(j)}) computation. Each line is a
sequence of steps in the ‘while loop’. What is left unchanged is not reported.
1. A: = {xR(j)}, xi: = xR(j), A: = ∅, dg: = {xR(j), xY(j), xS(j), xE(j), xG(j)},

r: = 0.5, v(xR(j)):= 0.5, A: = {xG(j)}, exp(xR(j)):= 1, A: = {xY(j), xS(j), xE(j), xG(j)},
in: = {xY(j), xS(j), xE(j), xG(j)}

2. xi: = xY(j), A: = {xS(j), xE(j), xG(j)}, r: = 0, exp(xY(j)):= 1

3. xi: = xS(j), A: = {xE(j), xG(j)}, r: = 0.8, v(xS(j)):= 0.8, A: = {xE(j), xG(j), xR(j)},
exp(xS(j)):= 1

4. xi: = xE(j), A: = {xG(j), xR(j)}, r: = 0.7, v(xE(j)):= 0.7, exp(xE(j)):= 1

5. xi: = xG(j), A: = {xR(j)}, r: = 0.25, v(xG(j)):= 0.25, exp(xG(j)):= 1,
in: = {xY(j), xS(j), xE(j), xG(j), xR(j)}

6. xi: = xR(j), A: = ∅, r: = 0.64, v(xR(j)):= 0.64, A: = {xG(j)}
7. xi: = xG(j), A: = ∅, r: = 0.32, v(xG(j)):= 0.32, A: = {xR(j)}
8. xi: = xG(j), A: = ∅, r: = 0.64
10. stop. return v( in particular, v(xR(j)) = 0.64)
The fact that only a part of the model is computed becomes evident, as the computation
does not change if we add any program P ′ to P not containing atoms of P , while a
bottom-up computation will consider P ′ as well.

Given S = 〈L, V, f 〉, where L = 〈L,�〉, let h(L) be the height of the truth-value set
L, i.e. the length of the longest strictly increasing chain in L minus 1, where the length
of a chain v1, ..., vα, ... is the cardinal |{v1, ..., vα, ...}|. The cardinal of a countable set
X is the least ordinal α such that α and X are equipollent, i.e. there is a bijection from
α to X . For instance, h(FOUR) = 2, while h(L[0,1]Q) = ω. It can be shown that the
above algorithms answer correctly.

Proposition 5 Given monotone S = 〈L, V, f〉, then there is a limit ordinal λ such
that after |λ| steps Solve(S, Q) determines a set B ⊆ V , with Q ⊆ B such that the
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mapping v equals lfp(f ) on B, i.e. v|B = lfp(f )|B . As a consequence, let P and ?A be
a logic program and a query, respectively. Then MP(A) = Solve(P , {?A}) 3.

From a computational point of view, by means of appropriate data structures, the op-
erations on A, v, dg, in, exp, p and s can be performed in constant time. Therefore,
Step 1. is O(|V |), all other steps, except Step 2. and Step 4. are O(1). Let c(fx) be
the maximal cost of evaluating function fx on its arguments, so Step 4. is O(c(fx)).
It remains to determine the number of loops of Step 2. In case the height h(L) of the
lattice L is finite, observe that any variable is increasing in the � order as it enters in
the A list (Step 5.), except it enters due to Step 6., which may happen one time only.
Therefore, each variable xi will appear in A at most ai · h(L) + 1 times, where ai is the
arity of fi, as a variable is only re-entered into A if one of its son gets an increased value
(which for each son only can happen h(L) times), plus the additional entry due to Step
6. As a consequence, the worst-case complexity is O(

∑
xi∈V (c(fi) · (ai · h(L) + 1)).

Therefore:

Proposition 6 Given monotone S = 〈L, V, f〉, where the computing cost of each func-
tion in f is bounded by c, the arity bounded by a, and the height is bounded by h, then
the worst-case complexity of the algorithm Solve is O(|V |cah).

In case the height of a lattice is not finite, the computation may not terminate after
a finite number of steps (see Example 2). Fortunately, under reasonable assumptions
on the functions, we may guarantee the termination of Solve (see [12]). For instance,
a condition that guarantees the termination of Solve is inspired directly by [3]. On
lattices, we say that a function f : Ln → L is bounded iff f(x1, . . . , xn) � ∧ixi. Now,
consider a monotone system of equations S = 〈L, V, f 〉. We say that f is bounded iff
each fi is a composition of functions, each of which is either bounded, or a constant
in L or one of ∨ and ∧. For instance, the function in Example 2 is not bounded, while
f(x, y) = max(0, x + y − 1) ∧ 0.3 over L[0,1]Q is. It can be shown that

Proposition 7 Given monotone S = 〈L, V, f〉 with f bounded, then Solve terminates.

Concerning the special case were the equational system is directly obtained from the
translation of a logic program, we can avoid the cost of translating P into S(P) as we
can directly operate on P . So the cost O(|P|) can be avoided. In case the height of the
lattice is finite, from Proposition 6 it follows immediately that the worst-case complex-
ity for top-down query answering is O(|BP |cah). Furthermore, often the cost of com-
puting each of the functions of fP is in O(1). By observing that |BP |a is in O(|P|) we
immediately have that in this case the complexity is O(|P|h). It follows that over the
lattice FOUR (h = 2) the top-down algorithm works in linear time. Moreover, if the
height is a fixed parameter, i.e. a constant, we can conclude that the additional expres-
sive power of logic programs over lattices (with functions with constant cost) does not
increase the computational complexity of classical propositional logic programs, which
is linear The computational complexity of the case where the height of the lattice is not
finite is determined by Proposition 7. In general, the continuity of the functions in S(P)
guarantees the termination after at most ω steps.

3 The extension to a set of query atoms is straightforward.
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4 Conclusions

We have presented a simple, general, yet effective top-down algorithm to answer queries
for logic programs over lattices with arbitrary continues functions in the body to manip-
ulate uncertainty values. We believe that its interest relies on its easiness for an effective
implementation and the fact that many approaches to uncertainty management in logic
programming are based on lattices, respectively.
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Abstract. Trust management is a promising approach for the authorization in
distributed environment. There are two key issues for a trust management sys-
tem: how to design high-level policy language and how to solve the compliance-
checking problem [3, 4]. We adopt this approach to deal with distributed au-
thorization with delegation. In this paper, we propose an authorization language
AL, a human-understandable high level language to specify various authorization
policies. Language AL has rich expressive power which can not only specify del-
egation, and threshold structures addressed in previous approaches, but also rep-
resent structured resources and privileges, positive and negative authorizations,
separation of duty, incomplete information reasoning and partial authorization
and delegation. We define the semantics of AL through logic programming with
answer set semantics and through an authorization scenario we demonstrate the
application of language AL .

1 Introduction

Access control is an important topic in computer security research. It provides availabil-
ity, integrity and confidentiality services for information systems. The access control
process includes identification, authentification and authorization. With the develop-
ment of Internet, there are increasing applications that require distributed authorization
decisions. For example, in the application of electronic commerce, many organizations
use the Internet (or large Intranets) to connect offices, branches, databases, and cus-
tomers around the world. One essential problem among those distributed applications
is how to make authorization decisions, which is significantly different from that in
centralized systems or even in distributed systems which are closed or relatively small.
In these traditional scenarios, the authorizer owns or controls the resources, and each
entity in the system has a unique identity. Based on the identity and access control
policies, the authorizer is able to make his/her authorization decision. In distributed au-
thorization scenarios, however, there are more entities in the system, which can be both
authorizers and requesters, and probably are unknown to each other. Quite often, there
is no central authority that everyone trusts. Because the authorizer does not know the
requester directly, he/she has to use the information from the third parties who know
the requester better. He/She trusts these third parties only for certain things to certain
degrees. The trust and delegation issues make distributed authorization different from
traditional access control scenarios.
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In recent years, the trust management approach, which was initially proposed by
Blaze et al. in [3], has received a great attention by many researchers [3, 4, 7]. Un-
der this approach public keys are viewed as entities to be authorized and the autho-
rization can be delegated to third parties by credentials or certificates. This approach
frames the authorization decision as follows: “Does the set C of credentials prove that
the request r complies with the local security policy P ?” from which we can see
that there are at least two key issues for a trust management system: (1) Designing a
high-level policy language to specify the security policy, credentials, and request. Better
it is if the language has richer expressive power and is more human-understandable; (2)
Finding well theory foundation for checking proof of compliance.

In our research, we view the problem of a language for representing authorization
policy and credentials as a knowledge representation problem. Logic programming ap-
proach has been proved very successful in knowledge representation. Some research
using logic programming in centralized access control systems has been well devel-
oped [2, 5], where underlying languages can support multiple access-control policies
and achieve separation of policies from enforcement mechanisms. But their work fo-
cuses on centralized systems, and can not be used in distributed systems. Delegation
Logic [7], developed by Li et al., is an approach in distributed systems along this line.
However the D1LP is based on Definite ordinary logic program, which is less expressive
and flexible, and cannot deal with some important issues such as negative authorization,
and nonmonotonic reasoning. D2LP extends D1LP to have the nonmonotonic features
and bases its syntax and semantics on GCLP (Generalized Courteous Logic Programs).
Since it was only briefly mentioned in [6], it was not clear yet how D2LP can handle
nonmonotonic reasoning in distributed authorization. In our research, we design a lan-
guage AL, a nonmontonic language, which is based on Answer Set Programming. We
adopt the delegation with depth control and static and dynamic threshold structure from
DL approach. Compared to previous work in trust management systems, our language
is able to specify positive and negative authorization, the request from conjunctive sub-
jects, structured resources and privileges, incomplete information reasoning, and partial
delegation and authorization. The reasons we choose Answer Set Programming as the
foundation of language AL are as follows: (1) Through negation as failure, Answer
Set Programming implements nonmonotonic reasoning which is reasoning about in-
complete information. A language with nonmontonic feature is easy to specify security
policies which is close to the natural language. For example, many systems permit a
login request only if they do not find that the requester inputs the password wrong over
consecutive three times; (2) The highly efficient solvers for Answer Set Programming
have been implemented, such as Smodels, dlv etc. This is an important reason that
Answer Set Programming has been widely applied in product configuration, planning,
cryptanalysis, etc. We need to indicate that Smodels supports some extended literals
such as constraint literal and conditional literal which are particularly useful to express
the static and dynamic threshold structures.

The rest of this paper is organized as follows. Section 2 presents the syntax and
expressive features of language AL. Section 3 provides the formal definition of the
semantics of AL and shows how to use language AL through an authorization scenario.
Finally, Section 4 concludes the paper.
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2 An Authorization Language AL
In this section, we define the syntax of the authorization language AL and illustrate its
expressiveness via some examples. Language AL consists of entities, atoms, thresh-
olds, statements, rules and queries.

Entities. In distributed systems, the entities include subjects who are authorizers who
own or control resources and requesters who make requests, objects which are resources
and services provided by authorizers, and privileges which are actions executed on
objects. We define constant entities starting with a lower-case character and variable
entities starting with an upper-case character for subjects, objects and privileges. We
provide a special subject, local. It is the local authorizer which makes the authorization
decision based on local policy and credentials from trusted subjects.

Atoms. An atom is a function symbol with n arguments, generally one, two or three
constant or variable entities to express a logical relationship between them. There are
three types of atoms:

Relation atoms. A relation atom is a 2-ary function symbol and expresses the relation-
ship of two entities. We provide three relation atoms, neq, eq, and below. The atoms
neq and eq denote two same type entities equal or not equal, and below to denote the
hierarchy structure for objects and privileges. In most realistic systems, the data infor-
mation is organized using hierarchy structure, such as file systems and object oriented
database system. For example, below(ftp, pub-services) denotes that ftp is one of
pub-services.

Assert atoms. This type of atoms, denoted by exp(a1, . . . , an), is an application depen-
dant function symbol with n arguments, usually one, two or three constant or variable
entities and states the property of the subjects, or the relationship between entities. It is
a kind of flexible atoms in language AL. For example, isaTutor(alice) denotes that
alice is a tutor.

Auth atoms. An auth atom is of the form, right(sign, priv, obj), in which sign is +,
-, or �. It states positive or negative privilege executed on the object based on its
arguments, sign, obj, and priv. When an auth atom is used in delegation statement, the
sign is � to denote both positive and negative authorizations.

Threshold Structure. There are two types of threshold structures, static threshold and
dynamic threshold. The static threshold is of the form, sthd(k, [s1, s2, . . . , sn]),
where k is the threshold value, [s1, s2, . . . , sn] is the static threshold pool, and we re-
quire k ≤ n and si �= sj for 1 ≤ i �= j ≤ n. This structure states that we choose
k subjects from the threshold pool. The dynamic threshold structure is of the form,
dthd (k, S, sub assert exp(. . . , S, . . .)), where S is a subject variable and we require
that S is one argument of assert atom exp. This structure denotes we choose k subjects
who satisfy the assert statement.

Statements. There are four types of statements, relation statement, assert statement,
delegation statement, and auth statement. Only the local authorizer can issue the rela-
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tion statement to denote structured resources and privileges. We provide the following
examples for them respectively.

Relation statement: local says below(alice, postgraduate).
Assert statement: hrM asserts isStaff (Alice).
Delegation statement: sa delegates right(�, access, ftp) to ipB with depth 2.
Auth statement: sa grants right(+, access, ftp) to ipB.

Rules. A rule is a local authorization policy or a credential from other subjects, in which
the basic unit is a statement. It is of the form,

〈head-statement〉 if 〈list-of -body-statement〉
with absence 〈list-of -body-statement〉.

The issuer of the rule is the issuer of the head statement. Then we limit the issuer
in head statements is just a single subject while it can be a complex structure in body
statements. We present the following examples to demonstrate expressive power of AL.

Partial delegation and authorization: A firewall system protects the allServices, includ-
ing ssh, ftp, and http. The administrator permits ipA to access all the services except ssh
and delegates this right to ipB and allow it redelegated within 2 steps.

local grants right(+, access, X) to ipA if
local says below(X, allServices), local says neq(X, ssh).

local delegates right(�, access, X) with depth 2 to ipB if
local says below(X, allServices), local says neq(X, ssh).

Separation of duty: A company chooses to have multiparty control for emergency key
recovery. If a key needs to be recovered, three persons are required to present their
individual PINs. They are from different departments, managerA, a member of man-
agement, auditorB, an individual from auditing department, and techC, one individual
from IT department.

local grants right(+, recovery, k) to [managerA, auditorB, techC].

Negative authorization: In a firewall system, the administrator sa does not permit ipB
to access the ftp services.

sa grants right(−, access, ftp) to ipB.

Incomplete information reasoning: In a firewall system, the administrator sa permit a
person to access the mysql service if the human resource manager hrM asserts the per-
son is a staff and not in holiday.

sa grants right(+, access, mysql) to X if
hrM asserts isStaff (X), with absence hrM asserts inHoliday(X).

Query
Language AL supports single subject query and group subject query. They are of the
forms,

sub requests right(+, p, o), and
[s1, s2, . . . , sn] requests right(+, p, o).

Through group subject query, we implement separation of duty which is an important
security concept. It ensures that a critical task cannot be carried out by one subject. If
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we grant an authorization to a group subject, we permit it only when the subjects in the
group request the authorization at the same time.

3 Semantics of AL
We define the semantics for language AL through translating it to logic programs, eval-
uating answer sets of them using Smodels and answering the authorization queries based
on answer sets. Readers are referred to [1] for Answer Set Programming and [8] for
Smodels. In this section, we first give the formal definition for domain description DAL
of language AL and how to answer queries QAL which are requests in language AL. In
our full paper [9], we define function TransRules(DAL) to translate DAL into answer
set program P , and function TransQuery(QAL) to translate query QAL into answer
set program Π and ground literals ϕ(+) and ϕ(−). We use ϕ(+) to denote positive
right and ϕ(−) to denote negative right. We solve a query based on P , Π and ϕ via
Smodels. Note that program P includes not only rules translated from DAL directly,
but also propagation rules, and conflict resolution rules predefined because we permit
both positive and negative authorizations in our language. We also argue that through
logic programming we can specify different propagation and conflict resolution policies
easily [9].

An answer set program may have one, more than one, or no answer sets at all. For
a given program Π and a ground atom ϕ, we say Π entails ϕ, denoted by Π |= ϕ, iff
ϕ is in every answer set of Π .

Definition 1. A domain description DAL of language AL is a finite set of rules.

Definition 2. Given a domain description DAL and a query QAL of language AL,
there are TransRules(DAL) = P and TransQuery(QAL) = Π ∪ ϕ(+) ∪ ϕ(−). We
say that query QAL is permitted, denied, or unknown by the domain description DAL
iff (P ∪ Π) |= ϕ(+), (P ∪ Π) |= ϕ(−), or (P ∪ Π) �|= ϕ(+) and (P ∪ Π) �|= ϕ(−)
respectively.

Now we represent a specific authorization scenario to demonstrate how to define
the semantics of language AL.
Scenario: A server provides the services including http, ftp, mysql, and smtp. It
sets up a group for them, called services. The server trusts the security officer so to
assign all the services to related people. The security officer so grants the services to
staff . The service mysql can not be accessed if the staff is in holiday. Officer so can get
information of staff from the human resource manager hrM . The policy and credentials
are described as follows.

local says below(http, services).
local says below(ftp, services).
local says below(mysql, services).
local says below(smtp, services).
local delegates right(�, access, services) to so with depth 3.
so grants right(+, access, services) to X if hrM asserts isStaff (X).
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so grants right(−, access, mysql) to X
if hrM asserts isStaff (X), hrM asserts inHoliday(X).

hrM asserts isStaff (alice).
hrM asserts isStaff (bob).
hrM asserts inHoliday(alice).

After translating above domain description, we get a logic program. Through Smodels,
we compute one and only one answer set for it. Here we demonstrate part authorization
information for Alice in the answer set as example,

auth(local, alice, right(+, access, http), 2),
auth(so, alice, right(+, access, http), 1),
auth(local, alice, right(−, access, mysql), 2),
auth(so, alice, right(−, access, mysql), 1),
auth(local, alice, right(+, access, mysql), 2),
auth(so, alice, right(+, access, mysql), 1),
grant(alice, right(+, access, ftp)),
grant(alice, right(+, access, smtp)),
grant(alice, right(+, access, http)),
grant(alice, right(−, access, mysql)).

For Alice, there is both positive and negative authorization information for the ser-
vice mysql with the same step 2. According to the following conflict resolving and
decision rule,

grant(X, right(−, P, O)) ←
auth(local, X, right(+, P, O), T1),
auth(local, X, right(−, P, O), T2),
not neg far(X, right(−, P, O), T2),

if the step of negative authorization is less or equal to that of positive authorization,
we grant negative authorization to Alice. In the answer set, because there are both pos-
itive and negative authorizations for service mysql to Alice, we grant Alice negative
authorization for service mysql.

The predicates auth and delegation are helpful for us to find the authorization path.
We have

auth(so, alice, right(−, access, mysql), 1),
delegate(local, so, right(�, access, services), 3, 1) and
below(mysql, services),

From the rule,
auth(local, X, right(−, access, O), T + 1) : −

delegate(local, so, right(�, access, services), 3, 1),
auth(so, X, right(−, access, O), T ),
below(O, services).

we conclude auth(local, alice, right(−, access, mysql), 2) is in the answer set.
We can also find that the authorization passes from local to so, and then from so to
alice.
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4 Conclusion

In this paper, we developed an expressive authorization language AL to specify the
distributed authorization with delegation. We used Answer Set Programming as a foun-
dational basis for its semantics. As we have showed earlier, AL has a rich expressive
power which can represent positive and negative authorization, structured resources
and privileges, partial authorization and delegation, and separation of duty. We should
indicate that our formulation also has implementation advantages due to recent devel-
opment of Answer Set Programming technology in AI community1. The scenario in
section 3 has been fully implemented through Answer Set Programming.
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Abstract. This paper describes the architecture and the implementa-
tion of the SAMIR (Scenographic Agents Mimic Intelligent Reasoning)
system, designed to implement 3D conversational agents. SAMIR uses
an XCS classifier system to learn natural facial postures to be shown
by the agents, during their dialogues with users. An administration pro-
gram can be run by agent administrators in order to fine-tune the agent
knowledge base and emotive responses. It results in a flexible approach to
dialogue and facial expressions management, fitting the needs of different
web applications such as e-shops or digital libraries.

1 Introduction

Intelligent learning agents are software components required, for example, by web
applications, military training applications or videogames. When used in a web
context, they are mainly devoted to replacing classical WYSIWYG interfaces,
which are often confusing for casual users, with reactive and/or pro-active virtual
clerks. This sort of advisors can converse with them and fulfill their specific
needs, finding information on their behalf without pressing a lot of buttons and
selecting several menus. These systems use an animated 2D/3D look-and-feel
and since that, they are often referred to as Embodied Conversational Agents,
representing a face or an entire body, which serves to manifest the personality and
the intelligence of the virtual persona. It enhances users trust into an interaction
scheme which is clearly mimicking a face-to-face conversation, as reported in [4].

The Interface project [13] features an MPEG-4 facial animation player com-
pletely written in Java, built upon the Shout3D rendering engine. Some example
applications were provided online, enabling users to chat with a chatterbot im-
proved with a synthetic face and some audio output. In these samples, the user
can discuss with the dialogue software by typing text, whilst the server includes
a dialogue manager to generate an appropriate answer with emotions, and a
Text-To-Speech process to construct audio output and the phonemes.

Military systems have been using intelligent agents for quite a while, and
the Steve agent was used in many simulations of peacekeeping scenarios, as re-
ported in [10]. It is remarkable that Steve’s behavior is not scripted: It consists
of a set of general, domain independent capabilities operating over a declarative
representation of domain tasks. Steve can be applied to a new domain simply

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 768–774, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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by feeding new declarative knowledge of the virtual world at hand (i.e., its ob-
jects and especially their spatial properties), and the description of the tasks
to be completed. Task description uses a relatively standard hierarchical plan
representation, which is clearly based on goals and their causal relationships.

Many different videogames use so-called bots, specific kind of intelligent
agents, mainly devoted to executing relevant actions in a game, be it a RTS
(Real Time Strategic), a FPS (First Person Shooter), or something else. Quake
bots are a very well known example in this field, being firstly used by the best-
selling Quake videogame, and since that moment on, by a considerable amount of
hobbyists and researchers around the world who were interested in implementing
strategies and smart game-play [8].

SAMIR is focused on web solutions based on light and efficient clients.
SAMIR digital assistants are smart web agents, using an XCS classifier sys-
tem to learn correct sensors/effectors pairs, integrated with a customizable 3D
look [2]. The remainder of the paper is organized as follows. The next section
describes the architecture of SAMIR. In the third, fourth and fifth sections, the
three main modules of SAMIR are detailed. Some experimental results are given
in the sixth section. Finally, conclusions are sketched in the last section.

2 Overview of the System

The SAMIR (Scenographic Agents Mimic Intelligent Reasoning) system is a
framework for building Embodied Conversational Agents running on the web [1].
SAMIR has been designed in order to fulfill the following specific requirements:

- SAMIR’s agents should be able to run on the web, avoiding specific plug-ins.
- SAMIR should be available to heterogeneous clients, running on different

operating systems, using at least the 1.1 version of the Java language.
- Agents should be embodied by 3D faces, rendered and animated at a high

framerate on the client machine (with optional OpenGL acceleration).
- Last but not least, agents should mimic a convincing and, to some extent,

intelligent behavior.
Figure 1 depicts the standard implementation of the SAMIR system. The

main scenario for SAMIR is an e-commerce website: The user types some re-
quests in a text box that will be captured by the DMS (Dialogue Management
System) Client, which will send it to the Server Dispatcher, on the server side
of the application. The Server Dispatcher is in charge of controlling messages on
the server side, and will forward users requests both to the BeMan (Behavior
Manager) module and to the DMS Server. The former will process the request
to decide what kind of expression should be assumed by the 3D face, while the
latter will decide the next answer to be given to the user. The DMS Client will
analyze data producing the answer to be shown to users in a text area, and
finally SAMIR face will be animated according to the new expression generated
by the system.
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Fig. 1. The SAMIR architecture.

3 The Animation Module

The FACE (Facial Animation Compact Engine) module heavily relies on SACs
(Standard Anatomic Components).

SACs are face regions, acting as objects offering different services. Those in-
clude different types of low-level deformations useful for the animation process,
or face remodeling needed in order to customize 3D faces. We decided to use
mainly a morph-target base technique because, in our opinion, it represented
the best compromise between speed and accuracy. FACE was conceived keep-
ing in mind lightness and performance so that it supports a variable number
of morph targets: For example we have used either 12 high-level ones or the
entire low-level FAP set, in order to comply with the MPEG-4 standard [9].
Using just a small set of high-level parameters might be extremely useful when
debugging the behavior module because it gets rid of long sets of facial param-
eters. An unlimited number of timelines can be used allocating one channel for
the stimulus-response expressions, another one for eye-lid non-conscious reflexes,
and so on.

4 The Dialogue Management System

Two software modules, the DMS Client and the DMS Server, are the main com-
ponents of the Dialogue Management System (DMS), a client/server application
capable of managing user inputs and properly process them in order to obtain
an adequate response to user requests and needs.

The DMS Client captures user inputs to be sent to the DMS Server, which
analyzes the current input text typed by the user and looks for certain classes of
words that are particularly relevant in the domain addressed by the system. The
result of the task performed by the server side of the DMS consists of a textual
response containing the result of the search issued by the user, or an invitation to
be more precise in formulating requests. This task is accomplished through the
use of the ALICE chatterbot open source software [3]. All the knowledge of the
system is enclosed in the AIML dialogues, which are XML files storing a set of
pre-defined categories. An AIML category is an elementary unit structured in two
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main parts: A pattern section matching user input, and a corresponding template
section containing an adequate response to user requests and/or actions (i.e., a
JavaScript execution). The pattern matching algorithm used by ALICE finds a
sort of morphological distance (i.e., based on the similarity of words) between the
text typed by the user and the list of possible patterns in the system. To assist
users during their navigation in a bookshop web site, for example, required the
definition of a set of AIML categories resembling a dialogue in a real bookstore.
Successful examples of book requests issued to the Amazon bookshop web site
are: I want a book written by Sepulveda, I am looking for a book entitled Journey
and whose author is Celine, I am searching for all books written by Henry Miller
and published after 1970, I am interested in a book about horror. Equivalent
interrogative forms are also allowed.

5 The Behavior Generator

The Behavior Manager (BeMan) aims at managing the consistency between the
facial expression of the character and the conversation tone. It relies on soft
computing approaches, namely a Learning Classifier System (LCS). Learning
Classifier Systems (LCS) represent a machine learning paradigm introduced by
Holland in 1976 [7] which tries to combine the best of reinforcement learning
techniques [12] and genetic algorithms [6].

The learning module of SAMIR has been implemented through an XCS [14],
a specific kind of LCS that differs in some aspects from the traditional Holland’s
framework. At discrete time intervals, the agent observes a state of the environ-
ment, takes an action, observes a new state and finally receives an immediate
reward. In our case the environment is the web site where SAMIR is embedded
in, the actions are represented by the verbal (simple text) and non-verbal (facial
expressions) responses of the character and the reward should be an estimate
of the correctness of SAMIR behaviour. In such an environment, the repertoire
of possible actions and states perceivable by the agent is very limited: In fact,
the agent could only detect the clickstreams or textual requests. Given such a
hard constraint, to find a way to infer the proper behaviour for the agent, we
decided to map the universe of the dialogue for some applicative scenario (some
e-commerce web sites, a peculiar entertainment application, etc.).

This mapping is expressed by specific classifiers i.e., rules in a classical IF
input THEN output form: In the current implementation of the system the
input is a string coded on a ternary alphabet (0, 1 and #, the don’t care symbol
which represent a wildcard allowing for the presence of 0 or 1), whilst the output
is coded on a simple binary alphabet. The input string, represented by a 6 digits
string, indicates whether a peculiar category was detected or not. As in the
well-known domain of text categorization, user’s phrases are inspected, in order
to decide what subset of the given semantic categories will match them. In
our scenario, for example, most of the experimentation performed so far used
compliment, insult, order, greeting, vulgarity and question. For each category a
vocabulary of fitting terms is defined (a Bag-of-words [11]), which will be detect
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in the users’ requests. The verbal responses of the agent are grouped together in
categories, while the non-verbal responses (e.g., the facial expressions assumed
by the 3D face) are expressed using Ekman’s model of universal expressions
[5]: Six expressions, which are common to the whole human race, are linearly
combined in order to achieve a large set of possible expressions. We employed 7
bits to code the value of each expression (values are in the [0,127] range), so that
a 42 digits string constitutes the output part of a classifier. A genetic algorithm
which recombines the existing rules can learn new ones, which are necessary in
order to avoid a very standard generation of behaviours.

An example of a classifier is portrayed below (note that blanks are just used
for the sake of easier reading):

IF 1000## THEN 0110010 0000000 0000000 0000000 1100100 0000000

6 Experimental Results

Here, we are just describing the last set of experiments performed so far, with
our Agent Administration Program (AAP): It is a server side application, used
to let agents learn a set of meaningful rules at the agent administrator’s wish.
For other experimental results related to different aspects of SAMIR, one can
take a look for example at [2].

The core idea of the AAP is a reward procedure which can give credit based
on the administrator intervention: The XCS learns the rules selected by the
administrator: Clearly, different sets of rules might be defined by different ad-
ministrators. We present here some results obtained using the administration
program over two period of fifteen minutes both: Our program should be able to
generate meaningful rules in a few minutes, because otherwise there would be no
point in using it. The importance of our Administrative program is twofold, be-
cause it enables to test and detect errors occurred in the dialogue design phase,
and it can generate and select effective rules for the SAMIR system, by means
of a fast and interactive process.

Figure 2 shows the growth of rules in the system during the experiment,
whilst figure 3 reports the number of rules which achieved very good rewards,
ending up as the most relevant rules. It should be noted here, that the duration

Fig. 2. The growth of rules in the system, during the experiment.
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Fig. 3. The number of relevant rules i.e., the ones which were highly rewarded.

Fig. 4. The action part of a relevant rule in the system.

of the experiment summed up to 30 minutes, the number of runs (a ”run” here
is a request/answer couple) was 152, the final number of rules in the system 131,
and the number or relevant rules 8. These numbers are quite different from the
ones usually obtained with maze or classification problems, but SAMIR uses a
different definition of a run: Usually a classifier system is executed in a batch
procedure, in order to learn, for example, all the useful rules until we reach a
goal state (i.e., the LCS has learnt a satisfactory policy in that run). In our
case a run is represented by a request/answer couple, and the learning process
could go on indefinitely if we did not stop it: There is not an explicit condition
for convergence, but the administrator can stop and restore the process at any
given time. We are reporting just a rule here for the sake of brevity, but we are
giving some more details to explain the learning process in the XCS. One of the
most rewarded rules during the experiment was 100000->0000111 1101100
0001010 00001110011111 1010011. It can be translated in a more readable
form: IF greetings THEN (sadness=7, joy=108, anger=10, disgust=7, fear=31,
surprise=83 ). This is a very good rule for the system, because if user’s greetings
are perceived, mainly joy and surprise will be shown by the 3D face. The values of
the other expressions are so small that they are not perceivable in the expression
(see figure 4), while the fear value seems to reinforce the surprise one, because
both the expressions cause the 3D face to open its mouth.
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7 Conclusions

In this paper we presented the architecture and the implementation of the
SAMIR system, born to create 3D agents acting as advisors for web applica-
tions. Specifically, we explained how theAAP tool can learn rules by means of
the XCS, to generate facial expressions coherent with the conversation going on
with users. We reported some experimental results that clearly show that the
AAP can be profitably used to modify the knowledge base of an agent in an
interactive fashion.
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Abstract. A Decentralised Adaptive Clustering (DAC) algorithm for self-moni-
toring impact sensing networks is presented within the context of CSIRO-NASA
Ageless Aero-space Vehicle project. DAC algorithm is contrasted with a Fixed-
order Centralised Adaptive Clustering (FCAC) algorithm, developed to evaluate
the comparative performance. A number of simulation experiments is described,
with a focus on the scalability and convergence rate of the clustering algorithm.
Results show that DAC algorithm scales well with increasing network and data
sizes and is robust to dynamics of the sensor-data flux.

1 Introduction

Structural health management (SHM) is expected to play a critical role in the develop-
ment and exploitation of future aerospace systems, operating in harsh working environ-
ments and responding to various forms of damage and possible manufacturing and/or
assembly process variations. Ultimately, large numbers of sensors will be required to
detect and evaluate a wide range of possible damage types within a large and complex
structure. Robustness, scalability, reliability and performance verification are also key
SHM requirements. A future vision of self-monitoring robust aerospace vehicles in-
cludes both local and global SHM systems. The local actions are anticipated to identify,
evaluate, and trigger repair for a wide range of damage or defect conditions in aerospace
materials and structures. In parallel, global actions should enable dynamic evaluation of
structural integrity across large and remote areas. This dual architecture, in turn, entails
the need for dynamic and decentralised algorithms used in damage detection, evalua-
tion, diagnostics, prognosis and repair. In order to address these requirements we have
chosen to investigate the application of a complex multi-agent system approach to the
architecture, and seek to develop methodologies that will enable the desired responses
of the system (the remedial actions) to emerge as self-organised behaviors of the com-
municating system of sensing and acting agents.

CSIRO-NASA Ageless Aerospace Vehicle (AAV) project developed and exam-
ined several essential concepts for self-organising sensing and communication networks
[1, 3, 8, 9]. Some of these concepts are being developed, implemented and tested in the
AAV Concept Demonstrator (AAV-CD): a hardware multi-cellular sensing and commu-
nication network whose aim is to detect and react to impacts by projectiles that, for a

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 796–805, 2005.
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vehicle in space, might be micro-meteoroids or space debris. The CD consists of “cells”
that not only form a physical shell, but also have sensors, logic, and communications.
Currently, each cell contains a small number of passive piezoelectric polymer sensors
bonded to an aluminium skin panel in order to detect the elastic waves generated in
the structure by impacts. Each AAV cell contains two digital signal processors, one of
which acquires data from the sensors, while the other runs the agent software and con-
trols the communications with its neighboring cells. Importantly, a cell communicates
only with four immediate neighbors. The CD does not employ centralised controllers
or communication routers. A stand-alone Asynchronous Simulator capable of simulat-
ing the CD dealing with some environmental effects such as particle impacts of various
energies has been developed and used in the reported experiments.

Single cells may detect impacts and triangulate their locations, while collections of
cells may solve more complex tasks, for example, produce an impact boundary with de-
sired characteristics or an impact network [3, 9] to pre-optimise secondary inspections
and repairs. Some responses could be purely local, while some may require emergence
of dynamic reconfigurable structures, with some cells taking the roles of “local hier-
archs”. In fact, most hierarchical clustering architectures for multi-agent networks are
based on the concept of a cluster-head (a local hierarch). A cluster-head acts as a local
coordinator of transmissions within the cluster. Often, a cluster-head is dynamically se-
lected among the set of nodes. Moreover, clusters would form and re-form when new
damage is detected on the basis of the local sensor signals. In the SHM context, an ex-
ample of a coordinated task initiated by a cluster head is Active Damage Interrogation
(ADI) with a piezoelectric transducer array, emitting moderate to high frequency en-
ergy from one or more transducers and using the other transducers as sensors to monitor
the energy propagation through the structure. A meaningful ADI scenario may require
an emergent formation of clusters of cells with similar damage levels. A cluster-head
would then fit the data to a diagnostic model. The sensor-data clustering task has two
primary challenges:

– Decentralised clustering: most existing algorithms for clustering focus on how to form clus-
ters, given a file or database containing the items. Decentralization creates the additional
complication that, even if a correct classification can be determined with the incomplete in-
formation available, the location of items belonging to a class also needs to be discovered [6];

– Dynamic (on-line) clustering: new events may require reconfiguration of clusters – thus, the
resulting patterns or clusters have to be constantly refined.

This requires efficient algorithms for decentralised sensor-data clustering in a dis-
tributed multi-agent system. In Section 2 we describe an adaptive algorithm enabling
self-organisation of stable but reconfigurable impact data clusters, connecting the cells
which detected impacts with energies within a certain band (e.g., non-critical impacts).
These clusters are expected to reconfigure in real-time if required. Importantly, the clus-
ter algorithm should be robust in the face of changes caused by new damage, cells’
failures and node insertion/ removal. Section 3 presents comparative analysis between
decentralised and centralised versions of the developed algorithm, followed by a dis-
cussion of the obtained results and future work.



798 Piraveenan Mahendra rajah et al.

2 Adaptive Clustering Algorithms

In this section we describe the decentralised and centralised versions of the developed
adaptive clustering algorithm. The input can be described as a series (a flux) of impact
energies detected at different times and locations, while the output is a set of non-
overlapping clusters, each with a dedicated cluster-head (an AAV cell) and a cluster
map of its followers (AAV cells which detected the impacts) in terms of their sensor-
data and relative coordinates.

Before presenting details of the algorithms, we would like to position our work in
relation to the method of clustering within a fully decentralised multi-agent system,
proposed recently by Ogston et al. [6]. The work of Ogston and her colleagues clearly
points out the problems of centralised clustering when “data is widely distributed, data
sets are volatile, or data items cannot be compactly represented”. They present a method
for grouping networked agents with similar objectives or data without collecting them
into a centralised database, which shows very good scalability and speed in compari-
son with the k-means clustering algorithm. The method employs a heuristic for break-
ing large clusters when required, and a sophisticated technique dynamically matching
agents objectives, represented as connections in the multi-agent network. The reported
clustering results provide a considerable motivation for our effort. Nevertheless, we
need to account for specifics of our application: a particular communication infras-
tructure where each cell is connected only to immediate neighbours in Von Neumann
neighbourhood; constraints on the communication bandwidth; dynamic impact scenar-
ios where density of impacts may vary in time and space; a decentralised architecture
without absolute coordinates or id’s of individual cells on a multi-cellular aerospace
vehicle skin; etc. Therefore, our main goal is not a new clustering method per se, but
rather an evaluation of a simple clustering technique in a dynamic and decentralised
setting, exemplified by the CD sensor and communication network, in terms of scal-
ability and convergence, under specific communication constraints. To this effect, we
attempted to abstract away some sensor-data features. For example, instead of consid-
ering time-domain or frequency-domain impact data, detected and/or processed by cell
sensors [8], we represent a cell sensory reading with a single aggregated value (“impact-
energy”), define “differences” or “distances” between cells in terms of this value, and
attempt to cluster cells while minimising these “distances”. This approach can be rel-
atively easily extended to cases where “distances” are defined in a multi-dimensional
space. In short, our focus is on evaluating inter-agent communications required by a
decentralised clustering algorithm, dynamically adapting to changes.

The algorithm involves a number of inter-agent messages notifying agents about
their sensory data, and changes in their relationships and actions. For example, an agent
may send a recruit message to another agent, delegate the role of cluster-head to another
agent, or declare “independence” by initiating a new cluster. Most of these and similar
decisions are based on the clustering heuristic described by Ogston et al. [7], and a
dynamic offset range. This heuristic determines if a cluster should be split in two, and
the location of this split.

2.1 Clustering Heuristic
Firstly, all n agents in a cluster are sorted in decreasing order according to their impact-
energy value x. Then, a series of all possible divisions in the ordered set of agents is
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generated. That is, the first ordering is a cluster with all agents in it; the second ordering
has the agent with the largest value in the first cluster and all other agents in the second
cluster; and so forth (the n-th division has only the last n-th agent in the second cluster).
For each of these divisions, the quality of clustering is measured by the total square
error:

E2
j =

k∑
i=1

∑
x∈Ci,j

‖x − mi,j‖2 ,

where k is a number of considered clusters (k = 2 when only one split is considered),
Ci,j are the clusters resulting from a particular division and mi,j is the mean value of the
cluster Ci,j . We divide E2 values by their maximum to get a series of normalised values.
Then we approximate the second derivative of the normalised errors per division:

f ′′(E2
j ) =

(E2
j+1 + E2

j−1 − 2E2
j )

h2
,

where h = 1
n . If the peak of the second derivative is greater than some threshold T for

a division j, we split the set accordingly; otherwise, the set will remain as one cluster.

2.2 Decentralised Adaptive Clustering (DAC)

Each agent is initially a follower to itself, and its followers’ list will contain only it-
self. Each agent is also a cluster-head initially (a singleton cluster). The communication
messages (shown in italic) can be “flooding” broadcasts or dead-reckoning packets us-
ing relative coordinates of their destination on the AAV grid. The algorithm involves
the following steps carried out by each cell (agent) which detected an impact with the
value x (henceforth, references like “larger” or “smaller” are relative to this value):

1. Keeps broadcasting its recruit message initially (recruit messages will always contain the
followers’ list of an agent). This broadcasting is done periodically, with a broadcasting-
period P , affecting all agents with values within a particular offset of the value x of this
agent, i.e., with values between x − ε and x + ε. The offset ε is initially set to a proportion
α of its agent value: ε = αx.

2. If an agent in a singleton cluster receives a recruit message from a “smaller” agent, it ignores
it.

3. If an agent p in a singleton cluster receives a recruit message from a “larger” agent q in a
singleton cluster, it becomes its follower, stops broadcasting its own recruit messages and
sends its information to its new cluster-head q: an acceptance-message with its relative co-
ordinates and the agent-value x. It also stores details of the cluster-head q: the agent-value
xq and relative coordinates.

4. If an agent p in a singleton cluster receives a recruit message from a “larger” agent q which
does have other followers, it ignores the message: simply because the “larger” agent q would
also receive and handle a recruit message from p itself (see step 6).

5. If an agent receives an acceptance-message from some potential follower agent, it adds the
agent involved in its followers’ list.

6. If a member of a non-singleton cluster, either the head or a follower, receives a recruit mes-
sage (either from a “larger”, “smaller” or “equal” agent), it forwards it to its present cluster-
head.
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7. After forwarding a recruit message to its cluster-head, a follower ignores further recruit
messages until the identity of its head has been re-asserted (as a result of the clustering
heuristic being invoked somewhere).

8. The cluster-head waits for a certain period W , collecting all such forward messages (the
period W , called heuristic-period, should be greater than 2P ). At the end of the heuristic-
period, the clustering heuristic is invoked by the cluster-head on the union set of followers
and all agents who forwarded the messages. The “largest” agent in any resulting cluster is
appointed as its cluster-head.

9. The cluster-head which invoked the heuristic notifies new cluster-heads about their appoint-
ment, and sends their cluster maps to them: a cluster-information message.

10. A cluster-head stops sending its recruit messages P cycles before it invokes the clustering
heuristic. If it is re-appointed as a cluster-head, it resumes sending recruit messages.

11. If an agent receives a cluster-information message it becomes a cluster-head. If it was already
a cluster-head with a cluster map, it erases that cluster map and accepts the new cluster map.
It also notifies all its new followers.

12. A follower will periodically get recruit messages from its cluster-head. If this does not hap-
pen for a while, then it means that this follower is no longer in the followers’ list of its
cluster-head. Then it will make itself a cluster-head and start sending its own recruit mes-
sages. The offset of these recruit messages will be determined by the offsets it had when it
was a cluster-head the last time (not necessarily the same as ε).

Because of the unpredictable timing of the clustering heuristics being invoked in
various agents, it is possible that a cluster-head keeps a particular agent as its follower
even after its offset ε has changed and this particular agent is now out of range. To
counter this, the cluster-head checks its followers’ list periodically and removes agents
with values out of range. It is also possible that a cell detects a new impact, possibly
increasing the agent-value by a large amount. If this agent was a follower, it immediately
becomes a cluster-head and updates its former cluster-head. The former cluster-head
will delete it from its followers’ list.

Depending on the nature of the set of agent values, the offset ε may be initially too
small to reach any other agent. To counter this, an agent periodically (with a period Δ)
increases its offsets exponentially until a certain limit: εk+1 = max(2εk, βx), where
ε0 = ε initially, and β is the limit proportion (e.g., the initial ε0 may be 0.01x and
after 5 periods the offset would become ε5 = 0.32x). Alternatively, the increase will
stop when the offsets of an agent have been reset by the clustering heuristic. When the
clustering heuristic is applied, it may produce either one or two clusters as a result. If
there are two clusters, the offset of each new cluster-heads is modified. It is adjusted in
such a way that the cluster-head of the “smaller” agents can now reach up to, but not
including, the “smallest” agent in the cluster of “larger” agents. Similarly, the cluster-
head of “larger” agents can now reach down to, but not including, the “largest” agent
(the cluster-head) of the cluster of “smaller” agents. These adjusted offsets are sent to
the new cluster-heads along with their cluster maps.

2.3 Fixed-Order Centralised Adaptive Clustering (FCAC)

In order to evaluate DAC, its centralised version was developed. To achieve a congru-
ence between decentralised and centralised versions we define the notion of “reachabil-
ity” imitating the recruit messages. That is, any agent that is within a particular offset of
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the agent-value of a cluster-head, i.e., with values between x− ε and x+ ε, is said to be
reachable from that cluster-head. This allows us to essentially replace broadcast mes-
sages with simple data-array searches. Direct cell-to-cell messages (e.g., forwarding)
are replaced with simple data-array operations, such as inclusion, deletion, merge, split,
etc. For example, an addition of a follower p is decided when an agent p is “reachable”
from a cluster-head q, and is accomplished by inclusion of p into an ordered list, headed
by q.

The Centralised Clustering Algorithm is an iterative process, involving two func-
tions. The first function is a sequential processing of each cluster-head “reaching” to all
other agents – analogous to recruit messages, while each “reaching” event may trigger
an addition of a list of followers to an existing cluster – analogous to forward messages.
The second function follows the first, and invokes the clusering heuristic by all current
cluster-heads, potentially changing the clustering outcome. These functions are repeat-
edly invoked on the list of agents, and offsets are continuously modified (as described
at the end of the previous subsection), until any agent is “reachable” only from a unique
cluster-head. Once no cluster-head can “reach” agents that are not its followers, the
centralised algorithm terminates.

The quality of clustering is measured by the weighted average cluster diameter [10].
The average pair-wise distance D for a cluster C with points {x1, x2, . . . , xm} is given
by

D =

∑m
i=1

∑m
j=1 d(xi, xj)

m(m − 1)/2
,

where d(xi, xj) is the Euclidean distance between points xi and xj . The weighted av-
erage cluster diameter for k clusters is given by:

D̄ =
k∑

i=1

mi(mi − 1)Di /

k∑
i=1

mi(mi − 1) ,

where mi is the number of elements in the cluster Ci with the pair-wise distance Di.
This metric is known to scale well with the size of data points and number of clusters
in a particular clustering. It does not, however, account for singleton clusters, while
favouring small clusters.

We would like to point out, at this stage, that neither decentralised nor centralised al-
gorithm guarantees a convergence minimising the weighted average cluster diameter D̄.
In fact, DAC may give different clusterings for the same set of agent values, depending
on the physical locations of the impact points. The reason is a different communication
flow affecting the adjustment of the offsets. Each time the clustering heuristic is exe-
cuted in an agent, its offsets are either left alone or reduced (they are never increased).
The scope of agents involved in the clustering heuristic depends on the order of mes-
sage passing, which in turn depends on the physical locations of impacts. The adjusted
offsets determine which agents can be reached by a cluster-head, and this will affect the
result of clustering. Therefore, for any set of agent values, there are certain sequences
of events which yield better clustering results than others.

The developed centralised algorithm does not simulate all possible sequences of
events – hence, the name: Fixed-order Centralised Adaptive Clustering (FCAC). Agent
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values are entered in a random order, which may not initiate the “best” ordering of
events and yield the best clustering for a particular data set. In other words, centralisa-
tion of sensor-data is not a guarantee of a superior performance, and processing of all
permutations is prohibitive even for a very small number of elements. On occasions,
DAC may even outperform FCAC. Nevertheless, randomisation of data proved to be
sufficient for the purposes of our comparison.

3 Experimental Results

We conducted extensive simulations to compare DAC and FCAC algorithms, with the
intention of determining whether DAC algorithm is robust and scales well in terms of
the quality of clustering and convergence. The quality of clustering is measured by the
weighted average cluster diameter D̄. The convergence is measured by the number of
times (denoted H) the clustering heuristic was invoked before stability is achieved with
each data set. This number of times is is chosen as a metric instead of the total time
taken in order not to reward DAC for employing essentially parallel computation.

Since we wanted to compare the DAC and FCAC algorithms, we considered the
ratio of the weighted average cluster diameters D̄ given by FCAC and DAC:
D̄FCAC/D̄DAC . Similarly, we traced the ratio of numbers of times the clustering
heuristic was executed before DAC and FCAC algorithms stabilised with each data
set: HFCAC/HDAC . Random values were used as agent values. Each resulting data
series was approximated with polynomials, and the best fit was selected according to
Mallows’ criterion [5]:

Cp = RSSp/s2 − L + 2p ,

where p is the polynomial’s order, L is the data sample size, RSSp is the residual sum
of squares, and s2 is given by RSSM/(L − M), which is the estimate for the residual
variance obtained from the complete model with all M regressors included. We used
Mallows’ criterion because predictive and descriptive ability of the model dealing with
noisy data is important.

The scalability analysis considered two scenarios. The first scenario kept the AAV
grid array size constant, while increasing the number of impacts detected within it. The
second scenario, on the contrary, fixed the number of impacts, while increasing the
grid size. In other words, the density of impacts was increasing in the first case, and
decreasing in the second.

Effect of Increasing Density. Figure 1[top-left] shows the weighted average cluster
diameter ratio D̄FCAC/D̄DAC against the increasing number of impacts. It illustrates
that, while the relative performance of DAC decreases with the number of impacts, it
scales well and decreases “gracefully”. The relative decrease in performance is linear,
and DAC gives comparable performance with FCAC for large data sets. Figure 1[top-
right] shows that, as the number of impacts increases, DAC needs relatively more and
more executions of clustering heuristics to stabilise than the FCAC algorithm. This is
expected, as the clustering heuristic needs to be invoked in many different agents with
limited information in the DAC algorithm. As the number of impacts increases, DAC
takes relatively more computation and time before stabilising. However, the best fit (a
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Fig. 1. Top-left: the quality ratio D̄F CAC/D̄DAC for increasing impact density. Top-right:
the convergence ratio HF CAC/HDAC ; increasing density. Bottom-left: the quality ratio
D̄F CAC/D̄DAC ; decreasing density. Bottom-right: the convergence ratio HF CAC/HDAC ; de-
creasing density.

4-th order polynomial) indicates that DAC may in fact stop losing ground with respect
to FCAC for even larger numbers of impacts. The reason is that larger data samples
have more possible orderings and FCAC has a lesser chance to process the best one. At
this stage it is unclear whether DAC will begin to outperform FCAC, but at least it does
not perform worse than 4 times compared to the latter.

Effect of Decreasing Density. Figure 1[bottom-left] shows that an increase in the grid
size has an interesting effect on the relative performance of the DAC algorithm. Not
only the DAC algorithm scales very well with respect to the network array sizes, but it
begins to outperform the FCAC algorithm when the array becomes larger. This is indi-
cated by both the best fit (a 2-nd order polynomial) and the next best (linear) fit. Figure
1[bottom-right] shows that the relative convergence rate of DAC algorithm can be best
approximated by a 3-rd order polynomial (again, the next best fit was linear). Both
approximations indicate that, as the array becomes larger, the decentralised algorithm
begin to outperform the centralised version.

The described experiments simulated impacts detected at the same time – to evaluate
scalability with respect to array sizes and the number of impacts. Another factor is
dynamics of the impact flux. To analyse robustness of the DAC algorithm in the face of a
spatiotemporal impact flux, we developed scenarios where impacts appear periodically,
with varying periods. For the FCAC algorithm, still all data were given at once since,
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in this case, periodic data insertion is not relevant. Again the ratio D̄FCAC/D̄DAC

of weighted average cluster diameters was taken. It was observed that DAC is robust
against the timing of impacts: the impact period does not affect the relative performance
of the DAC algorithm. In other words, DAC is as good with dynamic data insertion as
FCAC is with static (or dynamic) data insertion.

4 Conclusions and Future Work

We presented Decentralised Adaptive Clustering (DAC) and Fixed-order Centralised
Adaptive Clustering (FCAC) algorithms for self-monitoring impact sensing networks.
The experiments indicate that DAC algorithm can be used to cluster sensor-data, achiev-
ing a high quality in a dynamic impact sensing network. The DAC algorithm scales rea-
sonably well with respect to array sizes and the number of impacts, and is robust in the
face of a spatiotemporal impact flux. This provides a very good support for deploying
other, more sophisticated algorithms in the sensing networks. The density-based algo-
rithms may particularly be relevant in our application: e.g., DBSCAN algorithm would
allow us to discover clusters with arbitrary shape [2]. Another avenue is, of course, de-
ployment of hierarchical clustering algorithms. However, in this case, rather than par-
allelising clustering by partitioning the data set over the AAV network and maintaining
a central point as done in P-CLUSTER algorithm [4], we are investigating dynamic
hierarchies emerging in response to the constraint on the number of clusters, and the
communication protocols required for that. In addition, such a dynamic hierarchy in
a self-monitoring impact sensing network may be capable of diagnostic actions and
localised SHM responses to global patterns detected by the network.
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Ivan Jureta1, Manuel Kolp1, Stéphane Faulkner2, and T. Tung Do1

1 Information Systems Research Unit, University of Louvain, Belgium
kolp@isys.ucl.ac.be

2 Department of Management Sciences, University of Namur, Belgium
stephane.faulkner@fundp.ac.be

Abstract. Today high volume of goods and services is being traded using on-
line auction systems. The growth in size and complexity of architectures to sup-
port online auctions requires the use of distributed and cooperative software tech-
niques. In this context, the agent software development paradigm seems appro-
priate both for their modelling, development and implementation. This paper pro-
poses an agent-oriented patterns analysis of best practices for online auction. The
patterns are intended to help both IT managers and software engineers during the
requirement specification of an on-line auction system while integrating benefits
of agent software engineering.
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Abstract. This paper presents a novel approach for implementing rea-
soning and learning systems based on Intelligent Agents. It is particularly
suited for agent systems working in complex and cooperative dynamic
environments. This approach was developed to overcome limitations con-
fronted while researching the use of agents in such environments. A brief
background of the underlying conceptual reasoning model is described,
followed by details of the implemented framework and concluded with
some final remarks and future work.

1 Introduction

Recent research directions [7, 9] for enhancing the performance of agent based
systems have lead to the investigation of human reasoning models as a main
paradigm for implementing intelligent agents. The widely used Beliefs Desires
and Intentions (BDI) model was developed by Bratman [2] to describe how
humans perform practical reasoning. Practical reasoning is defined as considering
actions that need to be performed given a particular situation [10]. An important
assumption about the BDI model is that a BDI agent’s actions must be logically
consistent with the combination of its beliefs and goals. The BDI reasoning
process is believed to consist of at least two distinct activities, the first activity
being deliberation, which involves deciding what goals to achieve [10], and the
second activity, means-ends reasoning, involves deciding how to achieve this goal
[10].

JACK is a commercial platform for developing intelligent agents based on
the BDI model that uses events and plans to define different behaviours that
an agent can exhibit [1]. A behaviour is executed by posting an event which is
handled by a plan. The plan contains any relevant code that causes the agent
to exhibit the desired behaviour. A plan is also able to post other events and
the JACK language provides a number of ways in which events can be posted
and handled. This makes it a powerful platform for building complex agent
behaviours. However, one limitation that was observed is that all plans must be
pre-defined to be used. There is no way in the current distribution (version 5.0)
to modify a behaviour, short of modifying the plan code (or the way the plan is
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selected) and re-compiling it off-line. This limitation is specifically addressed by
this research.

Section 2 presents a brief overview of a conceptual reasoning and learning
model previously developed and ties our Cognitive Hybrid Reasoning Intelligent
Agent System. Our case study related to a learning agent is presented in section
3. The final section presents concluding remarks and future directions.

2 Cognitive Hybrid Reasoning Intelligent Agent System

Rasmussen’s decision ladder [5], Boyd’s OODA loop [4] and Bratman’s BDI are
three popular models for describing human decision making. Recent research
has also revealed that these models are complementary and can in-fact be fused
together to yield a new, hybrid and more detailed conceptual reasoning model
that supports learning [6]. The Cognitive Hybrid Reasoning Intelligent Agent
System (CHRIS ) is an implementation of this model that was developed as
an extension to JACK. It provides a complete framework for designing agents
based on the reasoning model. The framework however is not directly executable.
A specific application must be designed such that it uses the framework and
implements any required additional components. The only reason for this, is
that any non-implemented components are inherently application specific, in-
fact these components ‘hook’ the framework code with code from the specific
application into one complete working system.

The framework divides the Agent’s reasoning process into six stages. Each of
the stages have been implemented in different Java packages which are required
to be imported for successful compilation. Two additional packages are also
required as listed below.

1. Agent: Provides an extended JACK learning agent, the CHRIS capability
and associated Java interface classes.

2. Observation: Receives sensations and converts raw data into useable infor-
mation.

3. Orientation: Uses new information to update the Agent’s beliefs accordingly.
4. Decision: Manages goals that the agent is trying to achieve.
5. Action: Executes tasks that cause the agent take actions in the environment.
6. Learning: Modifies the actions taken by the agent according to specified

learning goals, active and passive learning methods are available.
7. Logging: Controls the logging functionality built into the framework.
8. Util: Utility classes that were created while developing the framework.

Active learning is realised by traditional Reinforcement Learning (RL) al-
gorithms. It involves handling a event that has an attached learning goal. The
agent then activates the learning algorithm specified in the learning goal and ex-
ecutes different actions while observing the results of the actions. The learning is
achieved by the algorithm finding an optimal state-action value function based
on rewards generated by its learning goal. That is, a function that translates a
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particular state to a specific action that is to be taken in that state. The optimal
value function causes the agent to make choices that give it maximum rewards.

Passive learning is a feature that has been implemented specifically in the
CHRIS framework but was inspired by the ‘exploration control module’ pre-
sented by Dixon [3]. It allows an RL action-selection policy to be replaced by
a JACK plan written in a specific way. This allows an agent to learn the be-
haviour of a pre-written JACK plan, and evaluate the JACK plan with respect
to the given learning goal. Skill control is another feature that allows the agent
to switch from passive learning to active learning. When enabled, skill control
uses specified thresholds for switching between the two learning methods.

The interested readers are invited to contact the first author for a detailed
description of CHRIS.

3 Example Learning Agent

A simple example system was implemented in order to test the features provided
by the framework, it involves an agent that learns how to play the game of Tic
Tac Toe. The actions available to the agent are variable and are based upon the
moves available to the agent for a particular state. The Sarsa [8] RL algorithm
and the EGreedy [8] policy were selected. The learning goal’s reward function
is based on the action that the agent chooses, it returns a -20 if the action
results in the agent losing the game, a +20 if the action results in the agent
winning the game and -1 if the action results in a stalemate or if the game is not
finished. This instructs the agent to avoid losing and try to win in the quickest
possible way. The required components for both active and passive learning were
implemented and four runs of 2500 plays were made for each type of learning.
The learned data was preserved after each run for that particular learning type
to demonstrate that the agent is able to save, load and improve upon the value
function over multiple executions.

Figure 1(a) shows the performance of the agent for active learning. The agent
uses an exploration rate of 50% for the first run of 2500 plays. This is indicated
by the very low performance of the agent during the first 2500 plays where it
loses approximately 75%, draws approximately 25% and wins less than 1% of
the games. The exploration rate is then set to 10% for the subsequent runs and
the performance suddenly changes to approx 70% drawing, 15% winning and
15% losing. The small spikes in the lines every 2500 correspond to starting a
new run.

Figure 1(b) shows the performance of the agent for passive learning. During
the first 2500 runs the agent’s skill control is disabled. Which means that it
learns from its actions but it acts based on a regular JACK plan that contains
a behaviour for playing Tic Tac Toe, the learning package has no effect on the
actions taken by the agent which performs at 65% draws, 35% losses and 5%
wins. For subsequent runs the skill control is enabled which causes the agent to
switch back and forth between active and passive learning depending on its per-
formance. Again a substantial change in performance is achieved, draws remain
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(a) Active Learning

(b) Passive Learning

Fig. 1. Learning Agent performance when playing Tic Tac Toe

at approximately 65% while both wins and losses stabilise at approximately 18%.
This example demonstrates an advantage of passive learning. It performs well
at the start when learning is inexperienced, but it also improves its performance
later on when learning is so experienced that it provides a better behaviour than
the pre-written JACK plan. The behaviour of the agent can be even further im-
proved through tweaking its reward function or improving a state generalisation
function defined within its learning goal.
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4 Conclusions and Future Work

This paper describes a framework that is based upon a hybrid, conceptual rea-
soning model. The framework allows the creation of JACK agents with the ability
to learn from their experiences. Learning is achieved through RL algorithms that
execute different actions while observing the results of the actions until an opti-
mal state-action value function is reached for a given learning goal. The optimal
value function causes the agent to make choices that give it maximum rewards.

Future work for CHRIS includes implementing different types of learning
agents and assessing their performance. Some additional RL algorithms (eg.
Eligibility Traces) may also be implemented in order to improve learning per-
formance. A Planning capability based on [8] is also intended to be integrated
into CHRIS. The planning capability would allow the agent to learn a Model
of the environment. The Model would be used to ‘mimic’ the environment in a
limited way allowing the agent to do off-line learning using simulated experiences
against the model.
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Abstract. Trust plays a fundamental role in multi-agent systems in which tasks 
are delegated or agents must rely on others to perform actions that they them-
selves cannot do. The concept of trust may be generalised and considered as a 
level of confidence in one's predictions of another agent's future behaviour. This 
has applicability beyond that normally ascribed to trust: for instance, one may 
be confident that a particular agent's intentions are hostile, and that this will be 
borne out by particular behaviours. In this paper we present a cognitive model 
of trust in which the central component is a Belief-Desire-Intention model or 
'theory of mind' of a person or agent that evolves over time. 

1   Introduction 

In this paper we propose, as a concept for discussion, a generalisation of trust that 
appears to follow naturally from the cognitive approach. We regard trust as an agent's 
confidence in its belief in the 'theory of mind' that it has of another. We call this the-
ory a 'model of trust'. In consequence an agent can be said to be better trusted if it 
behaves more predictably, whether or not the behaviour is beneficial to the trusting 
agent. An untrustworthy agent is one that is not predictable. 

Delegation can be regarded as the incorporation of an action of another agent into a 
plan. In the generalised model delegation becomes an acceptance that the second 
agent will act in a certain way. In the case that the expected action is not considered 
beneficial, it would serve to constrain planning, by filtering out plans that are incon-
sistent with the expected action. In our conception, trust and acceptance can still serve 
to reduce the amount of time spent deliberating over which plan to adopt. 

The application of interest is that of human-agent teams. Trust is of concern in the 
formation and maintenance of any team, but with human-agent teams it is feasible to 
analyse the intentions of other agents, either human or artificial. The primary concern 
then becomes developing a representation of our model of trust that is understandable 
both to the human and software agents in the team. 

Our interest is in individual-level trust. However, the generalisation we propose is 
relevant also with regard to system-level trust, or more precisely, an individual's trust 
in the system. The system in which an agent operates is not usually overtly helpful to 
the agent, and can be expected to prevent it from doing certain things. The agent is 
entitled to expect, however, that the system be consistent, and to some extent predict-
able. The agent should be able to make plans under the assumption that the system 
will behave as specified. 



Beyond Trust: A Belief-Desire-Intention Model of Confidence in an Agent's Intentions      845 

We now discuss research context. Ramchurn, Huynh and Jennings [10] survey the 
state of the art of the subject of trust in multi-agent systems. They distinguish between 
system-level trust and individual-level trust. The former they classify into trustworthy 
interaction mechanisms (protocols), reputation mechanisms and distributed security 
mechanisms. Individual-level trust they divide into socio-cognitive models, reputation 
models, and evolutionary and learning models. 

Castelfranchi and Falcone [5, 6] put the case for the cognitive model of trust. They 
assert that: (1) only a cognitive agent (one with goals and beliefs) can trust another 
agent, (2) trust is a complex mental attitude of one agent about another with regard to 
behaviours or actions relevant to particular goals, and (3) trust is the mental counter-
part to delegation. 

Marsella, Pynadath and Read [9] describe PsychSim, a multi-agent system for 
simulating social interactions that incorporates theory of mind. Its basis lies in deci-
sion theory, rather than in the Belief-Desire-Intention model [3]. 

The layout of the remainder of this paper is as follows. In section 2 we present mo-
tivating examples illustrating different aspects of the problem. Section 3 develops the 
model of trust in more detail and emphasises the role of commitment. Section 4 gives 
a categorisation of strategies of commitment. In section 5 we discuss a possible way 
of implementing our model as an extension of JACK Teams [2]. Finally we summa-
rise and discuss future research. 

2   Motivating Examples 

2.1   Scenario 1 

John, who works in a bar, approaches his employer, Sarah, asking that he be consid-
ered for the position of bar manager; this would mean more money but requires 
greater responsibility. Sarah explains that in his performance to date he has not yet 
demonstrated all the characteristics she requires of someone in that position. She 
explains her requirements: she must be confident he has a high level of knowledge 
and skills; that his goals are consistent with the success of the bar; that he will act 
appropriately in any given situation; and that he has a high level of commitment to the 
success of the bar and an appropriate level of commitment to any task that he under-
takes. Her intention is that whoever takes on the position will fulfil it in the way she 
would want it to be done, but without her having to closely supervise the work. To-
gether, they devise a plan by which John can convince Sarah that she can trust him in 
the role of bar manager. John's commitment to this plan is part of the test. 

2.2   Scenario 2 

Corporal Jackson is monitoring airborne surveillance of shipping movements in the 
area north-west of Australia. He is watching a boat that is outside of normal shipping 
lanes. From its speed he knows it is powered, but apparently not fast, and he deduces 
from its course that the captain is unaware of a cyclone 100 km to the east currently 
moving towards the craft. Over time, he becomes more certain that it is not a fishing 
boat and that the captain's intention is to land on the Australian coast. Based on his 
confidence in that intention, he requests a vessel to intercept the suspect craft, provid-
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ing a predicted course, which includes direction changes Corporal Jackson expects the 
captain to make when he becomes aware of the approaching cyclone. 

2.3   Scenario 3 

Alicia is a highly skilled tennis player. When she plays Mairi for the first time, she 
will yet have some expectations. Primary among these will be that Mairi will attempt 
to win, and will, to some extent, be committed to that attempt. Over the course of the 
match, Alicia will develop a notion of Mairi's knowledge of tennis, her ability, the 
tactics she uses, and her level of commitment to the game. This estimation will evolve 
over time, as the two meet in future tournaments. (Commitment – more precisely, 
courage and resolution, or 'heart' – is ascribed a particular importance in sport, and is 
often cited as what enables a champion player to come from behind and win.) 

2.4   Scenario 4 

Parker is an experienced criminal planning a heist. After much thought, and some 
telephone calls, he has gathered together a small group to execute the plan he has 
conceived. Parker has worked with some of the team before, and knows how they 
might act. Others he knows only by reputation, and one or two are unknown to him 
(but are necessary because they know the 'score'). In common, they have (Parker be-
lieves) an intention to carry out his plan, and some level of commitment to that inten-
tion. As part of his deliberation, Parker has assigned a role for each member of the 
team, and to some extent the roles are designed to suit the person – their knowledge, 
abilities and desires. Parker himself has a role, suited to his own beliefs about himself. 
A nagging doubt persists for him about the intentions of certain members of the 
group, and their commitment to his plan. This doubt leads him to remain watchful and 
observant of their behaviour. Once he understands their motivations and intentions, he 
can make any necessary contingency plans. 

2.5   Discussion 

The common theme of these scenarios is the prediction of the future behaviour of 
another person, to the extent of believing that it will stay within certain bounds. This 
implies a theory of mind: a model of their knowledge, abilities and motivations. 

Of interest in a computing context is the Belief-Desire-Intention model [3], the in-
spiration for implemented BDI agent architectures. This model uses the notions of 
Belief, Desire, Intention and Plan to describe rational behaviour of humans. Intention 
is defined as a desire to which a person has commitment. In implemented BDI sys-
tems, this means an objective that an agent is part-way through executing a plan to 
achieve. 

Desires may not be known, but can sometimes be assumed or inferred. Thus, Cor-
poral Jackson believes the captain has a general desire to avoid cyclones. Desires are 
usually only hypothetical indicators of future action, however, and are not as useful to 
know about as intentions. 

In these scenarios, commitment plays a central role. A high level of commitment 
enhances predictability of future action, and therefore trust. Different levels and 
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strategies of commitment apply to different tasks and goals. John's intention to put out 
the rubbish bins on Tuesday night does not acquire the same kind of commitment as 
his intention to keep the bar clean. Commitment can usefully attach to things that are 
not actions – for example, norms and obligations: telling the truth or not stealing from 
the till. This differs from Bratman's notion of commitment as an aspect of intention, 
which in turn implies performing a plan. We regard commitment as a separate mental 
attitude, additional to desire and intention – as it is regarded, for example, in [4]. 

Plans are not so important in the scenarios. Generally speaking, it is not necessary 
to know or to specify how a person will do something: it often suffices simply to 
know they are able to do it. Rather than plans, we speak mainly about abilities. 

3   Towards a BDI Model of Trust 

3.1   The Model of Trust 

We consider trust as a set of beliefs about another person or agent. This means beliefs 
about knowledge (beliefs), abilities, desires and commitments. We disregard intention 
in favour of commitment, which (according to Bratman) converts desire into inten-
tion. Other modalities, such as norms and obligations, can also be modified by com-
mitment. We regard commitment as being more fundamental. 

The purpose of the model of trust is to predict behaviour to the extent of determin-
ing whether it will stay within certain bounds. 

3.2   Building a Model of Trust 

Building a model of trust can be a joint exercise. The proactive version of the process 
is described in Scenario 1. Sarah lets John know what is required, and John demon-
strates behaviour that leads her to believe that he has the characteristics she requires. 
Each has some level of commitment to the process of building trust, and each may 
reconsider their intention to continue. In an important sense, however Sarah is in 
control, and might be expected to withhold certain aspects of her model. 

The process can also be one-sided, as in scenario 2, although it can be undermined. 
The captain may be deliberately travelling slowly to disguise the vessel's actual speed, 
and may in fact know about the cyclone. The captain may be said to be participating 
in the building of trust, but in a way that is at cross-purposes with the corporal. 

The process is non-monotonic – the model of trust should be reconsidered with 
new information. This may be subject to non-reconsideration. If John uncharacteristi-
cally arrives late one day without a good excuse, Sarah may yet decide to overlook 
the incident, perhaps simply because she is in a good mood. 

If the model for a person is negatively altered then any delegations of authority 
should in principle be reconsidered. There is room here too for non-reconsideration. 
Having gone through a long process of building trust and finally giving John his pro-
motion, Sarah might be expected to have some commitment to keeping him on. 

There is also the possibility that a person's level of trust is such that they distrust 
the 'facts' rather than the person. The possibility of such mistrust, and the possibility 
of non-reconsideration, leads to 'stickiness' of the model of trust. 
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3.3   Fitting the Model: Roles and Stereotypes 

In the positive-trust situation, the goal is to delegate an action, task or role. It makes 
sense to specify a model of trust desired for the delegatee. This model is essentially a 
job specification, and should be compared to the model developed for the people 
being considered. We refer to the specification as a 'role definition'. 

More generally, we refer instead to 'stereotypes'. Corporal Jackson has (among 
others) stereotypical models for 'fisherman' and for 'people smuggler'. He compares 
his deduced model of trust of the captain to each of these stereotypes. Over time, he 
becomes more certain about which of the stereotypes best fits the situation. 

4   Strategies of Commitment 

The following describes a characterisation of strategies of commitment that is detailed 
in [8]. This description builds upon work by Rao and Georgeff and by Wooldridge, 
but ultimately relies on Bratman's original conception. 
1. Null commitment means either single-shot commitment or delegated commitment. 

John may make a single attempt to clean a stain off a glass; if he does not succeed 
he throws the glass away. Sarah asks John to put the rubbish out, and then forgets 
about the request, trusting him to do as he was asked. 

2. Blind commitment means the intention is maintained until the agent believes it has 
been achieved. John sets to the task of washing glasses, and continues until all the 
glasses that have been stacked up are washed. 

3. Single-minded commitment means the intention is maintained until it is believed 
either that it has been achieved or that it is impossible. Mairi continues to try to 
win against Alicia until either she has succeeded or Alicia has won. 

4. Open-minded commitment means the intention is maintained until it is believed 
impossible. Corporal Jackson maintains his duties of surveillance so long as in-
formation continues to arrive. 

Each of these strategies can be subject to reconsideration. John may discontinue 
washing the glasses to help Kylie with a difficult customer. 

Finally, there is the issue of non-reconsideration: an intention due for reconsidera-
tion may not be reconsidered. A typical reason for this is lack of time. 

5   Implementing the Model of Trust: Extending JACK Teams 
JACK [1] is an implementation of BDI. JACK Teams [2, 7] is an extension of JACK, 
and of the BDI model, that provides a team-oriented modelling framework. A team in 
JACK Teams is also an agent, and inherits all the characteristics of an agent in JACK. 

The purpose of JACK Teams is to model the process of delegation. It achieves this 
through what are called roles. Teams require roles, which relevant team members 
(role fillers) must fulfil. A role consists of a set of tasks, for each of which a role filler 
must have a relevant plan, as well as 'teamdata' constructs, which allow beliefs (data) 
to be exchanged between team and team member. The details of the plan need not be 
specified – only the fact of its existence is required. The concept of role thus appears 
to be quite similar to that of ability, as we have defined it. 

We consider extending the concept of role in JACK Teams to incorporate our 
model of trust. 
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5.1   Implementing Positive Trust 

First we consider the 'positive' situation, where trust leads to delegation. Ability is 
already incorporated in JACK Teams, matching the concept of role. As with ability, 
required knowledge is not specified in detail. The role filler is expected to have, or to 
be able to obtain, the knowledge it requires. In effect, knowledge is subsumed into 
ability. With teamdata it is possible to keep track of what a team member believes (or 
what it says it believes). It is thus possible to define a requirement for knowledge in 
terms of the ability to respond to a query. 

Of more interest is introducing the notion of commitment, either to the role or to 
specific events that the role handles. The team cannot simply require the team mem-
ber to state its level of commitment and leave it at that. It must have a means of 
checking each team member's level of commitment, or else the specification itself 
would become pointless. 

The latter principle also applies to ability and to knowledge, but we emphasise the 
importance of commitment. Lack of knowledge, ability or commitment all produce 
the same effect: consistent failure at a particular task. Conversely, it is hard to think of 
a situation where too much knowledge or ability would be a problem. Too much 
commitment to a task, however, can easily be seen to cause problems, even assuming 
the agent is not malevolent. Over-commitment to a task can cause other tasks to fail. 

5.2   Implementing Generalised Trust 

In the general situation, the requirement is to maintain a model of trust for an agent, 
and occasionally to compare this model to various stereotypes. We propose a strategy 
for implementing the model. 

The model of trust should be maintained as a team. This means using the team con-
struct as a storage mechanism for information about the observed agent. The model-
of-trust team should incorporate the surmised commitments the observed agent has to 
its intentions (roles). 

Secondly, the stereotypes should be specified as roles. As discussed above, these 
roles should include specifications of level of commitment. 

Finally, the model should be compared to the stereotype. The aim is that the 
model-of-trust team should 'tender' for the stereotype role. A successful tender means 
that the model fits the stereotype. 

5.3   Completing the Model 

The generalised situation should encompass the positive. A team should have a 
model-of-trust team for any agent (sub-team) in which it is interested. The model-of-
trust team is subject to reconfiguration whenever more is learned about the sub-team, 
either through supervision or more indirect observation. 

6   Summary and Future Research 

In this paper we have generalised the cognitive model of trust, regarding it as confi-
dence in a theory of mind of another agent, which we call a model of trust. We have 
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emphasised the idea of commitment as a contributor to this trust. Commitment we 
have defined to incorporate intention, norms and obligations. We have briefly ex-
plored how to implement this in JACK Teams. 

The model we have presented falls squarely into the classification of individual-
level trust given in [10]. While it is a cognitive model, it is also capable of evolving 
('learning') over time. It is also possible to use the model to provide reputation evalua-
tions, and indeed to evaluate other agents in their 'role' of reputation provider. 

Future research lies in looking more closely at the implementation in JACK 
Teams, leading to modelling the mechanism described. Initially, the focus will be on 
implementing the positive model of trust, as this is closest to the purpose and mecha-
nism of JACK Teams itself. Achieving this may give a clearer insight into the means 
of implementing generalised trust. 
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SET Index to 0 
EXTRACT all properties of FocusedClass into Iterator 
FOR each Item in Iterator 
    IF Item is not a property 
        RAISE OntologyType exception 
    END IF 
    EXTRACT all property values of Item at “rdfs:range” 
    into SubIterator 
    FOR each SubItem in SubIterator 
        IF SubItem is-a class or literal THEN 
            STORE SubItem in LinkedClasses[Index] 



            INCREMENT Index 
        ELSE 
            RAISE OntologyType exception 
        END IF 
    END LOOP 
END LOOP 
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FOR each Class in Collection 
    COMPUTE Semantic weight coefficient using 
    equation(1) 



END LOOP 
SORT all classes in Collection according to Semantic 
weight coefficients 
SET Collection[0] as the Root of Tree 
EXTRACT all properties related to Root with “rdfs:range” into 
Iterator 
FOR each Item in Iterator 
    EXTRACT all property values of Item at 
    “rdfs:domain” into SubIterator 
    FOR each SubItem in SubIterator 
        IF SubItem is a class and SubItem is-in  
        Collection 
            APPEND SubItem to Root in Tree 
            Call subTree(SubItem, Collection) (recursive) 
        ELSE 
            Do nothing 
        END IF 
    END LOOP 
END LOOP 
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Abstract. One fundamental issue for semantic web application is how
to define the mapping between relational model and RDF model, so that
the legacy data in relational databases can be integrated into seman-
tic web. In this paper, we propose an view-based approach to mediate
relational schema using RDF-based ontology. We formally define the On-
tology View, and precisely define the semantics of answering queries using
ontology view. With our approach, we highlight the important role played
by RDF Blank Node in defining semantic mappings and representing the
incomplete part of relational schema.

1 Introduction

For many semantic web applications, it is required to integrate legacy relational
databases using RDF-based ontologies, so that the relational data can be re-
trieved and manipulated by formulating RDF queries upon the ontologies. Es-
sentially speaking, this is the problem of uniformly querying many disparate
relational data sources through one common virtual interface. In this case, rela-
tionship or mappings must first be established between the source schemas and
the target common schema. A typical approach to define this kind of mappings
is called answering query using view [1] [2].In this paper, we study the problem
of view-based relational schema mediation using RDF-based ontology1. While
most of the preceding work has been focused on the relational case, and recently
the XML case, we consider views associated with RDF ontologies.

In more specific, we introduce the Ontology View approach to defining map-
ping between source relational schema and target RDF ontologies, and precisely
define what it means to answer a target RDF query, given a set of such kind
of ontology views. We define a Target RDF Graph Instance that satisfies all the
requirements with respect to the given views and source instances, and we take
the semantics of query answering to be the result of evaluating the query on
this RDF Graph Instance. With our approach, we highlight the important role
played by RDF Blank Node in defining semantic mappings and representing the
incomplete information or hidden semantics of relational schema.

1 This work is funded by China 973 project, No.2003CB317006, and China 211 core
project: Network-based Intelligence and Graphics.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 873–879, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Related Work. There are a lot of semantic tools that concern mapping RDF
with relational model. Some of them deal with the issue on using RDBMS as
RDF triple storage, such as Sesame [6], KAON [5], Jena [4], etc. Others deal with
the issue on exposing relational data as RDF, such as D2RMap [7],D2RQ [3] and
RDF Gateway2. Our work resembles the latter case such as D2RMap, etc. Com-
paring with them, we employee a view-based approach which has been proven to
be a flexible way to define semantic mappings. Furthermore, the formal aspects
of the query answering including the query semantics and query complexity are
not reported for these work. [9] considers the problem of answering query using
views for semantic web,but their approach is more description-logic-oriented.

The rest of the paper is organized as follows: Section 2 defines the Ontol-
ogy View by some examples. Section 3 deals with the issue of the semantics of
answering query using Ontology View. We conclude in Section 4.

2 Ontology View

We start our discussion with a simple use case: suppose both W3C organization
and Zhejiang University (abbreviated as ZJU) have a legacy relational database
about their employees and projects, and we would like to integrate them by the
FOAF ontology3, so that we can query these relational databases by formulating
RDF queries upon the FOAF ontology.

The mapping scenario in Figure 1 illustrates two source relational schemas
(W3C, and ZJU),a target RDF schema (a part of the foaf ontology), and two
mappings between them. Information in the two sources may overlap:the same
project may appear in both sources.Graphically, the mappings are described by
the arrows that go between the “mapped” schema elements. Essentially speaking,
a RDF view is a mapping assertion of the form QS → QT ,where QS is a query
over the source relational schema and QT is a query over the RDF ontology.
These mappings specify a containment assertion: for each tuple returned by QS ,
there must exist a corresponding tuple in QT . For instance, the right part of
the view V1 can be viewed as a RDF query QT over the foaf ontology, and
the view specifies that: for each tuple of the w3c:emp table, there must exist a
corresponding RDF graph instance that matches the query pattern of QT .

We formally define the Ontology View as below.

Definition 1.RDF Triple Assume there is an infinite set U , called RDF URI
references; an infinite set B, called the Blank Nodes; and an infinite set L,
called RDF literals. A triple (s, p, o) ∈ (U ∨B)× (U)× (U ∨B ∨L) is called
an RDF triple. In such a triple, s is called the subject,p the predicate and o
the object.We use UBL to denote the union of the set of U, B, and L.

Definition 2.RDF Graph An RDF graph is a set of RDF triples.
Definition 3.Ontology View Let V ar be a set of variable names disjoint from

UBL. A typical Ontology View is like the form:
2 RDF Gateway: http://www.intellidimension.com
3 Friend of a Friend (FOAF) project:http://www.foaf-project.org/
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?y1

?y2

?y 3

fo a f:Pe rs o n

fo a f :P r o je c t

fo a f:O rg an iza t io n

? en ?em

rdf :t y p e
fo a f :c ur r e n t P ro je c tf o a f :n a m e

fo a f :m bo x

r df :t y p e

rdf :t y p e

? p n

fo a f :n a m e fo a f :fun d e dB y

? fo n ? fo h

f o a f :n a m efo a f :h o m e p a ge

W 3C  source:  w3c:emp(?en,?em,?pn,?ph,?fon)

ZJU source:   zju: emp( ?en,?em) ,

Source Relati onal  Schem as Targ et Schem a: foaf o ntol ogy

zju:e mp_pro( ?en,?pn)

zju:pro_o rg(?pn,?f on)

zju:o rg(?fon,?foh)

?p h

f o a f :h o m e p a ge

W3C  Source:
 V1:  w 3c:emp(?en,?em,?pn ,?ph,?fon)  :-
              (?y1, r df:type, foa f:Person),
              (?y1, f oaf:name, ? en),
              (?y1, f oaf:mobx, ?em),
              (?y1, f oaf:current Projec t, ?y2 ),
              (?y2, r df:type,foaf:Projec t),
              (?y2, f oaf:name,?pn),
              (?y2,fo af:homepage,?ph),
              (?y2,fo af:fundedBy, ?y3),
              (?y3, r df:type,foaf:Organization),
              (?y3, f oaf:name, ? fon).

ZJU Sourc e:
 V2: zju:em p(?en,?em )      :- (?y1 ,rdf:type, f oaf:Person) ,
                                         (?y 1, foaf:nam e, ?en), (?y 1, foaf:mob x, ?em).

 V3: zju:em p_pro(?en ,?pn) :-(?y1 , rdf:type, foaf:Person ),  (?y1, fo af:name, ?en),
                                        (?y1 , foaf:currentProjec t, ?y2), (?y2, rdf:type,foa f:Projec t),
                                        (?y2 , foaf:name , ?pn).

 V4: zju:pr o_org(?pn, ?fon) :-(?y1 , rdf:type,f oaf:Projec t ), (?y1, foaf:projec tNam e,?pn),
                                        (?y2 ,foaf:fundedBy, ?y2),  (?y2, rdf:ty pe,foaf:Org anization),
                                         (?y 2, foaf:nam e, ?fon).

 V5: zju:or g(?fon,?foh )      :-(?y1 ,rdf:type,fo af:Organiza tion), (?y1 ,foaf:name,  ?fon),
                                        (?y1 ,foaf:homepage,?foh).

Fig. 1. The Ontology View Example: The symbols ?en, ?em, ?pn, ?ph, ?fon, ?foh are
variables and represent, respectively, “employee name”, “mail box”, “project name”,
“project homepage”, “funding organization name”, “funding organization homepage”.
The foaf ontology consists of three classes: foaf:Person, foaf:Project, foaf:Organization.

R(X̄) : G(X̄, Ȳ ), where:
1. R(X̄)is called the head of the view, and R is a relational predicate ;
2. G(X̄, Ȳ ) is called the body of the view, and G is a RDF graph with some
nodes replaced by variables in V ar.
3. The X̄, Ȳ contain either variables or constants. The variables in X̄ are
called distinguished variables, and the variables in Ȳ are called existential
variables. We require that the view be safe, that is to say, every variable
that appears in the head must also appear in the body. And we often denote
individual existential variables as “?y1,?y2,...”.

3 The Semantics of Ontology View

In this section, we consider the issue of query semantics using ontology view. The
fundamental problem we want to address is: given a set of source instances I,i.e.,
a set of source relations, and given a set of Ontology Views such as V 1, V 2,etc.,
what should the answers to a target RDF query be?

3.1 RDF Query

Roughly speaking, a RDF query can be viewed as a RDF graph with some nodes
replaced by variables. The following example q1 illustrates a query over the target
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RDF ontology in Figure 1. The queries are written in SPARQL4 query notation.
This query asks for all tuples with person name (?en), mail box (?em), project
name (?pn), project homepage, the homepage of the organization funding the
project(?foh). There is one optional blocks in the where part. According to the
SPARQL specification, the OPTIONAL predicate specifies that if the optional
part does not lead to any solutions, the variables in the optional block can be
left unbound.

(q1):select ?en,?em,?y2,?pn,?ph,?foh where
(?y1 rdf:type foaf:Person) (?y1 foaf:name ?en)
(?y1 foaf:mbox ?em) (?y1 foaf:currentProject ?y2)
(?y2 rdf:type foaf:Project) (?y2 foaf:name ?pn)
(?y2 foaf:homepage ?ph) (?y2 foaf:fundedBy ?y3)
(?y3 rdf:type foaf:Organization)
OPTIONAL(?y3 foaf:homepage ?foh)

We then formally defined the RDF query we consider in this paper as below.

Definition 4. RDF Query Let V ar be a set of variable names disjoint from
UBL. A RDF query is like the form: H(X̄) : −G(X̄, Ȳ ), plus a set of con-
straint C, where:
1. H(X̄)is called the head of the query;
2. G(X̄, Ȳ ) is called the body of the query, and G is a RDF graph with some
nodes replaced by variables in V ar.
3. The X̄, Ȳ contain either variables or constants. The variables in X̄ are
called distinguished variables, and the variables in Ȳ are called existential
variables.
4. The C is a subset of the variables occurring in H .The variables in C can
be left unbound if no solution can be found.

3.2 The Query Semantics

To define the semantics of answering query using view,one possible approach
that has been extensively studied in the relational literature, is to consider the
target instance, which is yielded by applying the view definition onto the source
instances, as an incomplete databases [2][8]. There are often a number of possible
databases D that are consistent with this incomplete database. Then the query
semantics is to take the intersection of q1(D) over all such possible D. This
intersection is called the set of the certain answer.

We take a similar but somewhat different approach,which is more RDF-
inspired. We define the semantics by constructing a Target RDF Graph Instance
G based on the source instances and ontolgoy views, then define the result of a
target RDF query to be the result of evaluating it on G.

The construction process goes like this way: for each tuple in the sources, we
add a set of RDF triples in the target so that the ontology view is satisfied.For
4 W3C’s SPARQL query language:http://www.w3.org/TR/rdf-sparql-query/
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_:bn1  rdf:type  f oaf:Person;
      f oaf:name "D an Brickley";
      f oaf:mbox "danbri@w 3 .org";
      f oaf:current Projec t _:bn 2.
_:bn2  rdf:type  f oaf:Projec t;
      f oaf:name "S WAD";
      f oaf:homepage "http://s w ad.org";
      f oaf:fundedBy _:bn3.
_:bn3  rdf:type fo af:Organiza tion;
      f oaf:name "EU".

_:bn4  rdf:type  fo af:Person;
      fo af:name "h uajun";
      fo af:mbox "h uajunsir@z ju.edu.cn";
      fo af:currentP rojec t _:bn 5;
      fo af:currentP rojec t _:bn 6;
_:bn5  rdf:type  fo af:Projec t;
      fo af:name "D artGrid";
      fo af:homepage "http://dart.org"
      fo af:fundedBy _:bn7.

_ :bn7 rdf:typ e foaf:Organization;
      foaf:nam e "NSFC";
      foaf:hom epage "http ://w w w .ns fc .gov.cn".
_ :bn6 rdf:typ e  foaf:Pro jec t;
      foaf:nam e "TCM-G rid";
      foaf:fund edBy _:bn8 .
_ :bn8 rdf:typ e foaf:Organization;
      foaf:nam e  "China86 3";
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h t t p :/ /da r t .o r g

fo a f :h o m e p a ge

so urc e  1 :
 w3 c :e m p ( " D a n  B r ic k le y " ," da n br i@ w3 .o rg" ," SW A D " ," h t t p ://sw a d.o rg" ," E U " ) ;  w3 c :e m p (" h ua jun " ," h ua j un sir @ z ju.e du .c n " ," D a r t Gr id " ," h t t p ://da r t . o r g" ,  " N SF C " ) .

 z j u:e m p ( " h ua jun " ," h ua jun sir @ z ju.e du.c n " ) ,  z ju:e m p _ p r o ( " h ua jun " ," T C M - Gr id" ) ,
 z j u:p ro _ o rg(" T C M - Gr id" ," C h in a 8 6 3 " ) ,   z ju :o r g( " C h in a 8 6 3 " ," h t t p ://ww w.8 6 3 .o r g.c n " ) .

s o urc e  2 :
 z ju:e m p (" h ua j un " ," h ua jun sir @ z ju.e du.c n " ) ,   z ju:e m p _ p ro ( " h ua jun " ," D a r t Gr id" ) ,
 z ju:p r o _ o r g( " D a r t Gr id" ," N S F C " ) ,   z ju:o r g( " N SF C " ," h t t p ://www.n sfc .go v .c n " ) ;

A p p ly in g O n t o lo gy  Vie w
Source Instance

Target Ins tance

Fig. 2. Convert the source relational instances into target RDF graph instances. We
also describe the RDF graph using the N3 notation at the below of the figure.

example, applying the ontology views such as V 1, V 2, etc. on each tuple in both
w3c and zju sources (in the top of Figure 2), will yields a RDF graph instance
as in Figure 2.

The key notions is the skolem functions we introduced to generate the blank
node IDs in the target RDF instance.As can be seen, corresponding to each ex-
istential variable ?y ∈ Ȳ in the view, we generate a new blank node ID. For
examples, :bn1, :bn2 in Figure 2 are both newly generated blank node IDs cor-
responding to the variables ?y1, ?y2 in V 1. This treatment of the existential
variable is in accordance with the RDF semantics, since blank nodes can be
viewed as existential variables. In general, we associate each RDF class in the
target ontology with a unique Skolem Function that can generate blank node
ID at that type. For instances, we associate the RDF classes with the follow-
ing skolem functions respectively: foaf:Person: SF1(?en); foaf:Project: SF2(?pn);
foaf:Organization:SF3(?fon).

The choice of function parameters depends on the constraints user want to set
on the target schema. For example,SF1(?en) set a new constraint that says: “if
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two instances have the same value slot for the property foaf:name, then they are
equal and have the same blank node ID”. This is somewhat similar to the Pri-
mary Key Constraint in relational database, and is useful for merging instances
stemming from different sources. For example, for project name “DartGrid”, the
same blank node ID will be generated for both W3C and ZJU sources, so that
the data from different sources can be merged together.

Blank Nodes. For many legacy database, the semantics of the relational
schemas are often not represented explicitly enough for integration. Take the
w3c:emp table as the example again, the emp table imply the semantics that
says “there is some project whose name is ..., whose homepage is ...”, and “for
each project, there is a funding organization whose name is ...”, although these
semantics are not explicitly described in the table schema. These semantics can
be well captured by RDF blank nodes, since blank nodes fit quite well to repre-
sent the meaning of “there is something”. As matter of fact, this is one of the
cases of representing incomplete information. The “incomplete” problem [8] has
been discovered for a long time, and considered as a very important issue with
related to data integration system, and it is more acute for semantic web appli-
cations because they are open-ended system where closed world assumption will
fail.

The evaluation of q1 on this RDF graph G produces the following set of
triples. Note that the query require the variable ?ph (the project homepage)
MUST be bound to an instance, but the variable ?foh (the organization home-
page) can be left unbound, namely, is nullable.

Table 1. Query answers after evaluating q1 on the RDF instance in Figure 2.

Person.name Person.mail-box Project Pro.name Pro.homepage Org.homepage

Dan Brickley danbri@w3.org :bn2 SWAD http://swad.org NULL

Huajun huajunsir@zju.edu.cn :bn5 DartGrid http://dart.org http://nsfc.gov.cn

Based upon the observation above, we give the formal details regarding the
semantics for target RDF query answering.

Definition 5 Target RDF Instance Let I be a source instance, V be a set
of RDF views, we call a RDF graph G a Target RDF Instance with respect
to I, V , if G satisfies the constraints of V for the given I, where: 1.G is
generated by applying the RDF views on I; 2.The blank nodes in G are
generated using the skolem functions associated with the RDF classes.

Definition 6 Query Answer Let q be a RDF query, then the set of the query
answer of q with respect to I, V ,denoted by answerV (q, I), is the set of all
tuples t such that t ∈ q(G) for the Target RDF Instance G.

Theorem 1. Given the ontology view language and RDF query language de-
fined in Definition 3 and 4, the problem of answering query using materialized
ontology view is NP-complete.
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This query semantics is different with the certain answer in relational litera-
tures for two practical reasons: Firstly,the query answer can contain nulls during
evaluation, because of the OPTIONAL predicate used in RDF query, secondly,
The query answer can contain newly generated blank node IDs.

Theorem 1 answers the question of the complexity of the problem of an-
swering query using ontology view. Informally speaking, given a set of source
instances, we can convert the source data into corresponding RDF instance in
polynomial time. Since the query semantics of answering query using view is de-
fined as evaluating the query upon the target RDF instance, these two problems
have the same computational complexity. It has been proven that the problem
of querying RDF graph with blank nodes is NP-Complete [10].Therefore,the
problem of answering query using materialized ontology view is NP-complete.

4 Conclusion

This paper presents a view-based approach to mediate relational schema using
RDF-based ontology.We define a Target RDF Graph Instance that satisfies all the
requirements with respect to the given views and source instances, and take the
semantics of query answering to be the result of evaluating the query on this RDF
Graph Instance. With our approach, we highlight the important role played by
the RDF blank nodes in defining the semantic mapping and representing. Some
of the open questions that remain to be answered are: extension to a larger class
of RDF queries and ontology views that would include aggregation, recursion
and predefined constraints such as subclass and subproperty.
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Abstract. Several intelligent Web-based systems need complex reasoning mech-
anisms and problem solving capabilities in order to perform their tasks. These
systems should protect their users against the complexity of their inference en-
gine. Such a protection should be offered both to the final users and to the domain
experts that instantiate the Web systems on the different particular domains. We
claim that to this purpose an intermediate representation layer, with the role of fill-
ing the gap between the implementation-oriented view of the domain (needed by
the reasoning module) and the human-oriented view of the same domain (suitable
both for the final users and for the domain experts), is required. This intermedi-
ate layer also provides a representation which is independent from the specific
reasoning approach adopted. In the paper we discuss these issues by referring to
a specific example, i.e. the STAR system (a Web-based system which exploits
a configuration engine to support the user in organizing a personalized tour) to-
gether with STAR-IT, a tool that supports the instantiation of STAR on different
domains.

1 Introduction

People surfing the Web require an active and intelligent support, even in complex tasks
(e.g., the Web should provide financial or medical advice, leasure and entertainment
offers, travel plans and so on). For this reason, Web-based systems need to be equipped
with complex reasoning mechanisms and problem solving capabilities.

To avoid ad hoc solutions, the exploitation of existing problem solvers is recom-
mended, also to ensure a certain degree of generality and flexibility which guarantees
the possibility to configure (in the following we will use the term instantiate) the system
on different domains.

Current systems exploiting problem solving techniques (e.g., configuration sys-
tems [1, 2]) are typically designed for expert users, and they are based on an implemen-
tation-oriented representation of the domain. However, when these services are offered
on the Web, the interaction needs of typical Web surfers, which include a large number
of non-expert users requiring a natural and user-friendly interaction, cannot be ignored.

This scenario poses three main challenges to be faced when designing and devel-
oping an intelligent Web-based system that supports the user in a complex problem
solving task:
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– Non-expert users should not be exposed to the complexity of the knowledge rep-
resentation and of the reasoning mechanisms used by the problem solver. In fact,
both the knowledge representation and the reasoning mechanisms could be quite
complex, expecially if the system exploits an existing problem solver (a configura-
tor, a planner, or whatever), which was designed to be general with respect to the
specific application domain.

– The system should not be committed to any specific approach, i.e., it should be
designed in order to work with different problem solvers of the same type (e.g.
different planners, possibly representing the domain knowledge in different ways),
as well as with different types of problem solvers, since a same complex task may
have more than one sound formalizations (e.g., some tasks may be formalized both
as planning problems or as a scheduling problems). In other words, the reasoning
engine should be wrapped within an independent module, in order to support the in-
teroperability of the system with other modules, implementing different reasoning
approaches.

– Another important aspect concerns the instantiation of the Web system on a par-
ticular domain and its maintenance. Such tasks are usually performed by a domain
expert who is not aware of the reasoning techniques nor of the particular knowl-
edge representation used by the problem solver. Thus, a tool supporting the domain
expert in these tasks is needed.

We claim that this three goals require an intermediate representation layer, with the
role of filling the gap between the implementation-oriented view of the domain, needed
by the reasoning module, and the human-oriented view of the same domain, needed
by the frontend of both the instantiation tool and the final system. This intermediate
layer also provides a representation which is independent from the specific reasoning
approach adopted. In other words, such a layer will guarantee both the tranparency of
the reasoning mechanisms for the user (domain expert and final user) and the indepen-
dency of the frontend of the system (intantiation tool and final system) from the specific
reasoning techniques adopted.

The design of such a layer requires a domain ontology, based on the concepts used
by people to reason about that domain, coupled with a translation module, that pro-
vides the mapping between these concepts and the representation needed by the actual
reasoning engine.

In the following we will discuss in more detail this solution by referring to a specific
example, i.e. STAR (Smart Tourist Agenda Recommender), a Web-based system which
exploits a configuration engine to support the user in organizing a personalized tour
in a given geographical area. In particular, we will discuss the main functionality of
STAR-IT, a tool that supports the instantiation of STAR on different domains.

In Section 2 we introduce STAR, while in Section 3 we describe the istantiation
tool; Section 4 concludes the paper.

2 STAR

In the travel and tourist domain different systems have been developed to support the
users to plan long trips, involving flights scheduling and hotel reservation, or even to
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select a set of tourist activities (e.g. [3–5]). However, in such systems the task of orga-
nizing a coherent agenda is totally left to the user.

The organization of a tourist agenda is a task that people are quite used to deal with.
However, accomplishing such a task in a satisfactory way can be complex and time
consuming, since it requires to access different information sources (tourist guides, the
Web, local newspapers, etc.), to consider various kinds of constraints (the available
time, the physical locations in which the different activities take place, and so on), and
to mentally backtrack many times (e.g. when discovering that an interesting museum
is closed, that two historical buildings are too far from each other to be visited in the
same morning). Within our prototype STAR [6], we have tried to automate the task of
organizing a tourist agenda by defining it as a configuration problem and exploiting a
configuration engine based on the FPC framework [7], to find a solution that fulfils
user requirements.

Intuitively, a configuration problem [8] is the task of assembling a (sub)set of pre-
defined components in order to build a complex entity that meets a set of requirements.
The component types are given a priori and no new type can be introduced during
the configuration process. Usually, a set of constraints define the valid combinations
of components. These constraints may restrict the types or the number of components
allowed as parts of the complex entity, or they may express more complex relations
among the components.

STAR’s architecture currently includes three main modules: the Frontend, the Back-
end and the Knowledge Base. The Frontend consists of two components: the User In-
terface exploits XML/XSL technology to dynamically generate HTML Web pages, dis-
played on the browser; the Frontend Manager is a Java Servlet that takes the role of a
mediator between the Backend and the interaction with the user.

The Knowledge Base contains a FPC declarative representation of a generic agenda
as a complex (i.e. configurable) entity in which tourist items (e.g. buildings, restaurants,
etc.) are the basic components and denote the corresponding activities (e.g. visits to
buildings, lunch in a restaurant, etc.).

The Backend encompasses three submodules: a FPC configurator (the reasoning
engine); the translator of the user’s requirements into a set of FPC (input) constraints;
and the Backend Manager, which handles the interaction with the Frontend and coor-
dinates the activities of the other two Backend submodules. All these submodules are
implemented in Java.

STAR’s reasoning engine takes as input both the knowledge base and the input
constraints (representing the user requirements) in order to configure a suitable agenda
to suggest to the tourist (i.e. the final user of the system).

3 STAR-IT

STAR-IT is a tool supporting the domain expert in instantiating STAR on particular
domains. Two STAR applications may differ with respect to various dimensions, which
represent the degrees of freedom of the instantiation activity. Here, we focus on those
dimensions that are most closely related to the problem solving capability: the descrip-
tion of the general structure of an agenda and the definition of the properties that the
final user can impose as requirements.
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Fig. 1. Instantiation Process

We will show how the domain expert can instantiate a system like STAR without
being a knowledge engineer, and in a way that is totally independent from the specific
inference engine actually exploited by the system. Figure 1 depicts the instantiation
process.

Thanks to STAR-IT, the domain expert can describe the general structure of an
agenda and its possible content by means of common concepts, which include: the
time slots of the day (e.g. morning, afternoon, etc.); the tourist items (e.g. buildings,
restaurants, events, etc.) that are involved in the tourist activities (e.g. visiting build-
ings, eating, attending events, etc.); the possible durations of the activities; the daily
opening hours and the actual tourist attractions availability in particular days; the dis-
tance between the physical locations in which the activities take place.

STAR-IT produces an intermediate representation based on these concepts, which
expresses the user-oriented view of the domain and is independent from the specific rea-
soner. A module, called Adapter, plays the role of a bridge between the problem solver
and the rest of the system. Such module takes as input the intermediate representation
and it produces a knowledge base in the problem solver format (therefore the Adapter
depends on the particular problem solver). In the current prototipe, a FPC general con-
figurator plays the role of the problem solver and the Adapter translates the intermediate
description of the general agenda into a FPC knowledge base. Such a knowledge base
is expressed by means of the usual configuration concepts: configurable and basic com-
ponents and subcomponents, partonomic relations, constraints among (sub)components
and so on. The domain expert can be unaware both of the configuration ontology and
of the ways the configuration concepts are actually represented within the configurator.

In the following we show a fragment of the internal representation, based on an
XML language, adopted by STAR-IT at the intermediate layer:

<DAILY_AGENDA>
<TIME_SLOTS>
<TIME_SLOT>

<TS_NAME>Morning</TS_NAME>
<TS_MAX_DURATION>12</TS_MAX_DURATION>
<TS_PREFERRED_DURATION>10</TS_PREFERRED_DURATION>
<ACTIVITIES>

<ACTIVITY>
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<A_NAME>havingBreakfast</A_NAME>
<A_MIN_NUM>0<A_MIN_NUM> <A_MAX_NUM>1</A_MAX_NUM>
<A_ITEM_TYPE>Bar</A_ITEM_TYPE>
...

</ACTIVITY>
<ACTIVITY>
<A_NAME>visitingAttractions</A_NAME>
<A_MIN_NUM>0<A_MIN_NUM> <A_MAX_NUM>10</A_MAX_NUM>
<A_ITEM_TYPE>TouristAttraction</A_ITEM_TYPE>
...

</ACTIVITY>
<ACTIVITY> <A_NAME>havingLunch</A_NAME>...</ACTIVITY>
<ACTIVITY> <A_NAME>doingShopping</A_NAME>...</ACTIVITY>
<ACTIVITY> <A_NAME>attendingEvent</A_NAME>...</ACTIVITY>

</ACTIVITIES>
</TIME_SLOT>
<TIME_SLOT> <TS_NAME>Afternoon</TS_NAME>...</TIME_SLOT>
<TIME_SLOT> <TS_NAME>Evening</TS_NAME>...</TIME_SLOT>

</TIME_SLOTS>
...

</DAILY_AGENDA>

The part enclosed in the DAILY AGENDA tags describes the general structure of
a one-day agenda. This fragment, for instance, says that a day is partitioned in three
time slots (Morning, Afternoon and Evening). The morning should better not exceed
10 time units (the domain expert can define her own time unit; in this example, each
time unit roughly corresponds to half an hour) and it must not be longer than 12 time
units. The set of all the possible activities is specified for each time slot of the day;
e.g. in the morning a tourist can have breakfast, visit up to 10 tourist attractions and so
on. The tourist items that can be involved in the activities are described in the section
enclosed between the AVAILABLE TOURIST ITEMS tags and they are organized into
a taxonomy, as shown in the following:

<AVAILABLE_TOURIST_ITEMS>
<CLASSES>
<CLASS>

<C_NAME>Bar</C_NAME> <SUBCLASS_OF>FoodPlace</SUBCLASS_OF>
...

</CLASS>
...

</CLASSES>
<ELEMENTS>
<ELEMENT>

<E_NAME>HappyBar</E_NAME> <IS_A>Bar</IS_A>
</ELEMENT>

<ELEMENTS>
<AVAILABLE_TOURIST_ITEMS>

The Adapter translates this user-oriented representation into the representation re-
quired by the configurator. In particular, in the current prototype, it builds a FPC
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partonomy representing the configurable daily agenda which, in this example, has three
configurable direct components corresponding to the morning, the afternoon and the
evening. These components have a set of partonomic roles representing the allowed ac-
tivities and that can be filled with the tourist items, which are the basic components of
the configuration. Moreover, a set of FPC constraints restrict the set of valid configu-
rations; e.g. the maximum and the preferred duration of the morning is coded by two
weighted constraints (one with k = 10 and w �= ∞ and the other with k = 12 and
w = ∞), as follows:

Σ({〈havingBreakfast, duration〉, 〈visitingAttractions, duration〉,
〈havingLunch, duration〉, 〈doingShopping, duration〉,
〈attendingEvent, duration〉}) ≤ k, weight = w

STAR-IT supports the domain expert also in defining the possible (final) user’s re-
quirements on a tourist agenda, i.e. which properties of the agenda are influenced by
user’s preferences and needs (e.g. having/not having breakfast, visiting historical mu-
seums, etc.), expressed in an initial interview (Web form) that STAR proposes to the
user.

STAR-IT enables the domain expert to list the set of questions that STAR will ask
to the final user, along with a finite set of possible answers. Each answer represents a
user requirement whose meaning is specified during the instantiation phase.

To express the semantics of each answer, the domain expert has to identify which
time slots, which activities, and which kinds of tourist items the requirement refers
to; moreover, she has to specify the actual content of the requirement. For instance,
in the following we show the intermediate representation of a requirement stating that
the tourist is interested to visit many baroque buildings either in the morning or in the
afternoon.

<REQUIREMENT>
<TIME_SLOTS>
<TIME_SLOT>Morning</TIME_SLOT>
<TIME_SLOT>Afternoon</TIME_SLOT>

</TIME_SLOTS>
<ACTIVITIES>
<ACTIVITY>visitingAttractions</ACTIVITY>

</ACTIVITIES>
<TOURIST_ITEMS>
<ITEM_TYPE>

<CLASS>Building</CLASS>
<RESTRICTIONS>

<RESTRICTION>
<ATTRIBUTE>Style</ATTRIBUTE> <VALUE>Baroque</VALUE>

<RESTRICTION>
</RESTRICTIONS>

</ITEM_TYPE>
</TOURIST_ITEMS>
<CONTENT>many</CONTENT>

</REQUIREMENT>
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In the current prototype, the intermediate representation of each requirement is
translated into a set of FPC constraints.

4 Conclusions

In this paper we have presented STAR-IT, a tool supporting the instantiation of STAR
(a Web-based system supporting the user in organizing a personalized tourist agenda)
on new domains, and we have discussed how STAR-IT faces two main challenges: (i)
it hides the technological complexity to the user (i.e. the domain expert), who needs
not to be aware of the actual inference mechanisms underlying the system; (ii) it is
not committed to a specific reasoning module, therefore modules based on different
inference techniques can be easily plugged in the system. In particular, we have shown
how an intermediate representation layer, representing the human-oriented view of the
domain, can be exploited to achieve these goals.

A first prototype of STAR-IT has been implemented (as a Web-based Java appli-
cation) and it has been used to instantiate a STAR application on the city of Turin.
The current prototype is still only a research prototype and feedback from real users is
needed in order to enhance the usability of the tool and to refine the approach.
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Abstract. The tour guide services are a LBS application that provides
the information based on the location of users. The recent researches
of the tour guide services focus on the context-sensitive computing, but
the tour guide services based on HTML contents can provide only the
static information. Therefore, the goals of our research are to semanti-
cally search the information. For the purpose, we describe the ontologies
of the tour guide services, and express the tour information as the RDF
contents based on the ontologies. In this paper, we present the archi-
tecture of the tour information Services based on the Semantic Web
technologies and describe the process of the implementation.

1 Introduction

The Location Based Services (LBS) provide the context sensitive information
based on the mobile users’ location. The LBS includes the services such as local
maps, local weather, traffic condition, tour guides, and shopping guides. For ex-
ample, travellers can search not only the location of hotels and ATM machines
near by user’s current location but also the addition information using the LBS
system when they visit a city first. Therefore, LBS provides different results as
the users’ position even though users request the same services[11]. Tour guide
services are one of the most useful services. The tour guide services provide the
additional information such as pictures and detail descriptions of users’ inter-
esting place as well as simple location information. Especially, the researches
of context sensitive computing has recently increased to provide the adaptive
information to users’ situation. The objective of the context sensitive tour guide
services is to provide the different information as the location moving, traffic situ-
ation, weather and cost even though users request the same information[2, 8, 10].

In this paper, we focus on how we get the needed information of users. The
existing tour guide services have provided static information and must store
the information as the situation estimated in advance because the existing re-
searchers are interested in providing the information. Therefore, we try to apply
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the technologies of the Semantic Web to tour guide services to generate more
dynamic information as the requirements of users when creating the information.
The Semantic Web[1] is a technology to add information on Web to well-defined
meaning, to enable computers as well as people to understand the meaning of
the documents easily, and to automate the works such as information search,
interpretation, and integration.

We describe the Semantic information of the tour guide services using the
technologies of the Semantic Web and propose a method which can semantically
search the information for the requirement of users. This paper is organized in
the following manner. In section 2, we present related work, followed by overview
of tour guide services and the Semantic Web. In section 3, we present the archi-
tecture of tour guide services based on the Semantic Web and implement a simple
prototype to realize the architecture in section 4. The final section summarizes
and presents the future work.

2 Related Work

There have been a number of researches to provide context sensitive Tour Guide.
Abowd et al.[2] has developed the Cyberguide, which is handheld electronic
tourist guide system that supplies the user with information based on user’s
location. This system provides the following components: a map component for
cartographer services, information component for librarian services, positioning
component for navigator service and communication component for messenger
service. Davis et al.[8] has an ongoing project GUIDE to investigate electronic
tourist guides in a practical real-world environment. They have been building and
testing different versions of electronic tourist guides for the city of Lancaster over
the past few years. Their current approach uses wireless communication on a pen-
based tablet computer. They intended to consider not only the location but also
the visitor’s interests, the city’s attractions, mobility constraints, available time,
weather and cost as the context for their context sensitive tour guide system.
Simcock et al.[10] focus on the software support for location-based applications.
They are not just interested in the location but also other elements, attractions
and equipment near by. Their main aim is to develop a context sensitive travel
expo application. The application consists of a map mode, a guide mode, and
an attraction mode. It provides map service and tourism information service
through HTML-based sound, images, and text.

The recent researches in Tour Guide Services focus on the context sensitive
computing. Although these systems provide context sensitive Tour Guide infor-
mation based on location through HTML-based content, there still remain a
challenge to overcome the limitations of their approache, static information.

The Semantic Web[1] is a technology to add information on Web to well-
defined meaning, to enable computers as well as people to understand meaning
of the documents easily, and to automate the works such as information search,
interpretation, and integration. The automated agents and dedicate search en-
gines can be a high level of automation and intelligence because the Semantic
Web documents have a meaning that a computer can interpret, contrary to exist-
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ing HTML-based Web documentations. The Semantic Web consists of Uniform
Resource Identifier (URI), UNICODE, Resource Description Framework (RDF),
RDF Schema, and Ontology hierarchically. The RDF is an XML-based language
to describe resources like images, audio files, or concepts available via the Web.
The RDF model is called as a triple because it has three parts, subject, predicate,
and object. The subject and object means a resource, and the predicate defines
their relation. The ontology defines the common words and concepts used to de-
scribe and represent an area of knowledge. The Semantic Web documents must
be represented as the RDF which defines common data of special domains based
on an ontology which represents data relation. The contents on this structure
can be searched, integrated, and inferred semantically.

The systems using the Semantic Web have been developed in practical fields,
and its effectiveness was also presented. Tanen et al.[9] have developed the
Courseware Watchdog which is a comprehensive approach for supporting the
learning need of individual in the environment of fast change using Ontology.
Lee et al.[7] presented an architecture how a service flow can be automatically
composed by syntactic, semantic, and pragmatic knowledge in medical services
called ”Semantic Medical Services(SMS)”. Hunter et al.[3] presented a Web-
services-based system which they have developed to enable organizations to
semi-automatically preserve their digital collections using ontologies.

3 Semantic Web Based Tour Guide Services

In this section, we use the technologies of the Semantic Web to provide the
Semantic information for the requirement of users as expressing and searching
the information of tour guide services semantically. In our previous work, we
defined an ontology for hotel information and provided the information using the
method which is to crawl the required information of users from HTML-based
contents[5]. However, this HTML-based contents had a problem that it can not
completely search the semantic information. Therefore, we use RDF(Resource
Description Framework) which is a language designed to the Semantic Web to
express tour contents. And we design the structure of the Tour Guide System
for supporting the semantic information. We use an ontology of hotel domain to
describe the semantic contents.

The tour guide services provide the tour information and map services for
touring as shown in Figure 1. The users input the search values including loca-
tion, room type, meal type, and the range of the price through the Web browser
and request the results of the search to the tour guide server (Figure 1(a)).
Next, The tour guide server executes the requested search and shows the lists
of hotels agreed with the condition (Figure 1(b)). The map service provides
the location information of the hotel if they select a hotel item in the provided
results (Figure 1(c)).

The tour guide system includes the three components such as the Tour Guide
Client, the Guide Server, and the Tour Contents Server(Figure 2). First, we
define the ontology of the hotel domain, and the Tour Contents Server generates
the RDF contents as the defined hotel ontology. The Guide Agent of the Guide
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Fig. 1. User interface of Location Sensitive Tour Guide using Semantic Web.

Fig. 2. Architecture of Semantic Web Based Tour Guide System.

Client attains the location of the users and provides the interface for guiding
the tourists using the map service component and Web browser component. The
map service component uses the mobile GIS model developed in our previous
work[6] to provide the map services. We proposed the map reduction that is a
method to provide the map services, and the Simple Spatial data Format(SSF)
that is an efficient digital map format. The Tour Guide Agent uses the Web
browser component to search the requested information of the users. The Tour
Information Service of the Tour Guide Server executes the practical searching
to find semantic information. The Web browser is an interface to transmit and
attain the query for the searching.

The Tour Information Service(TIS) generates the query statements of the
Resource Description Query Language(RDQL) to search RDF documents with
the users’ search condition inputted from the Tour Guide Client. Next, the TIS
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Fig. 3. Ontology modeling example in hotel domain. (a) Protege-2000, (b) OWLViz.

searches the RDF contents stored in the Tour contents Server by the Joseki
Client/Server , which is a API for supporting the remote query, and send the
search results to the Tour Guide Client. We will explain the detail method for
describing and searching the tour information in section 4.

4 Realizing Tour Information Services

To provide tour information, we use two steps: expressing the semantic contents
and searching the contents. We use the hotel domain to realize the two steps for
the tour information services.

First, we need to define ontologies for a specific domain and generate RDF
contents for real instances based on the defined ontologies. We use a Protege-
2000 tool to create an OWL ontology model of hotel domain. The Web Ontology
Language(OWL) is a standard ontology language from the World Wide Web
Consortium(W3C). Protege-20001 is an integrated software tool used by system
developers and domain experts to develop knowledge-based systems. The ap-
plications developed with protege-2000 are used in the problem-solving and the
decision-making in a particular domain. Protege-2000 is an ontology editor and
a knowledge-based editor and provide the OWL plug-in , which is a function
for modeling the objects and translating to OWL type. An example of the hotel
ontology created with the Protege-2000 OWL plug-in2 is shown in Figure 3(a)
and a View of OWLViz3 is shown in Figure 3(b).

We define the classes with inheritance relations in OWL classes tab, and
defined data properties of defined classes and relations between classes in prop-
1 http://protege.stanford.edu/
2 http://protege.stanford.edu/plugins/owl/index.html
3 http://www.co-ode.org/downloads/owlviz/
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Fig. 4. Example of instances(RDF) and RDQL query for semantic search.

erties tab (Figure 3(a)). we use the OWLViz to express the hierarchies of the
defined hotel ontology (Figure 3(b)). Also, We created the RDF contents after
inputting the instances in the individual tab(Figure 4(a)).

We use the Jena Toolkit[4] to search only requested information of users
from the RDF-based contents like the Figure 3. The Jena Toolkit makes it eas-
ier to develop applications that use the Semantic Web information model and
languages. Jena Architecture’s heart is the RDF API, which supports the cre-
ation, mainpulation, and query of RDF documents. Joseki is a Java client and
server that implements the Jena network API over HTTP[4]. We can semanti-
cally search the instances of RDF documents through RDQL, a Qurey Language
for RDF. We use JSP(Java Server Page) to provide user interface for informa-
tion service. It use RDQL Generator(Java Class) which is used to create user’s
input RDQL and Joseki Client API which is used to semantically search the
tour information. Figure 4(a) shows RDF Contents generated based on the de-
fined ontology(Figure 3), and Figure 4(b) shows an example of the RDQL query
statement created using the RDQL generator.

5 Conclusion

In this paper, we use the Semantic Web technologies to improve the problem of
the existing tour guide services, which can provide only the defined format of
information. We present the architecture of the Tour Guide Services and describe
the process of the implementation. First, we defined the ontologies of the Tour
information and generated RDF contents based on the defined ontologies. Next,
we executed the semantic search using Jena API and Joseki Client/Server API.
The interface between the Mobile Client and the Tour Guide Server is executed
by JSP. We use our previous work to do the map services for Mobile GIS. We



914 Jong-Woo Kim et al.

implemented a simple prototype of the hotel domain and showed the efficiency
of the Tour Information Service based on the Semantic Web technologies. The
advantages of the Tour Guide Services using the Semantic Web technologies
include (1) the exact tour information (2) the interoperability between the server
systems with the contents on the various platform (3) the user-tailored tour
information. However, it is required to define the standard ontologies for the
Tour Guide Services to provide the inference function based on the well-defined
ontologies.
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Abstract. Web service is the next ware of Internet computing. Dis-
covery web services is becoming a new challenge due to the increasing
number of available services on the World Wide Web. In this paper, I
investigate the semantics discovery of Web services based on domain on-
tology. Multiple service discovery strategies are defined and explained.
The semantics service discovery methods provide a new way to locate and
utilize published Web services. The approach is flexible and extensible
to accomplish complex web service requests.

1 Introduction

There have been a number of efforts to add semantics to the discovery process.
An early work in this area has been the creation of DAML-S [1], which uses a
DAML+OIL based ontology for describing Web Services. The latest draft release
[2] of DAML-S uses WSDL (Web Service Description Language) in conjunction
with DAML-S for Web Service descriptions. Web Services Description Language
(WSDL) is an emerging communication standard used by Web Services. Man-
agement of the interaction between the broker and the service provider based on
WSDL is difficult for non-trivial tasks [5]. Previously, an XML based language
is proposed to describe the semantics of Web services [3]. Base on this language,
I investigate the semantics discovery of Web services based on domain ontology.
Multiple service discovery strategies are defined and explained. The semantics
service discovery methods provide a new way to locate and utilize published
Web services. The approach is flexible and extensible to accomplish complex
web service requests.

2 Web Services Description

To discover to suitable web services, a language is needed to describe the request.
In this section, the factors required to represent knowledge in Web services de-
scription are described. The following factors are identified to describe the se-
mantics of Web services, and an XML based language for service description is
given in [3].
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– Inputs: This part specifies the objects that a Web Service takes as inputs;
– Outputs: This part of the representation specifies the objects that will be

the outputs generated by this service;
– Input Constraints: This part defines the constraints that expected to hold

before this capability can be applied, i.e. the preconditions of this capability;
– Output Constraints: This defines the postconditions after the capability has

been performed;
– Privacy: Privacy should also be considered, since some service providers or

consumers may not want their identities to be revealed to others, whom they
know nothing or little about;

– Quality: Quality is always a concern of service consumers. Different service
providers might provide the same service, but the qualities of their services
may vary a lot. By specifying the quality of the required service, consumers
have the choice of selecting the service according to their requirement.

3 Web Service Discovery

The signature of a web service is defined as following. In this definition, the
sequence of variables types, specified in domain ontology terms, taken and given
by a web service decides its signature.

Definition 1. Web Service Signature The signature of a web services is the
sequences of types of its input and output variables.

3.1 Signature Discovery

Definition 2. Signature Discovery Let C be a service description in ACDL
(Agent Capability Description Language) containing: an input specification IC

containing the variables v1, . . . , vn, and output specification OC . Let T be a ser-
vice request in ACDL with input specification IT containing variables u1, . . . , um,
and output specification OT . C is a signature discovery web service of T , if

IT �st IC and
OC �st OT

where IT �st IC means ∀vi ∈ IC ∃uj ∈ IT that uj �st vi and for
i �= k, uj �st vi, and ul �st vk, j �= l.

This discovery strategy is the basic and necessary requirement in the process,
since without signature compatibility a requested service’s input variables can
not be accepted by the provider. From the definition, it is worth noting that the
signature discovery relation is not commutative; that is, if service C is signature
matched with T , it is not necessary that T is signature matched against C.

An Example of Signature Discovery. Following an example is given to
illustrate the above definitions and the signature algorithm. Considering the
following agent capability description of SportsFinder [4], an information agent
to extract sports results from the web:
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(capability
:cap-id SportsFinder
:constraint-language fopl
:input ( (Team ?team) )
:input-constraint (

(elt ?team TeamName)
(CompeteIn ?team Sports) )

:output ( (TeamScore ?score) )
:output-constraint ( (Has Score ?team ?score) ) )

The above description shows that SportsFinder can find out the scores of
a sports team. Suppose the mediator has already received the above service
advertisement. Then some information agent sends the following service request
to the mediator:

(capability
:cap-id SoccerResult
:constraint-language fopl
:input ( (SoccerTeam ?soccer_team) )
:input-constraint (

(elt ?soccer_team TeamName)
(CompeteIn ?soccer_team Soccer) )

:output ( (Score ?result) )
:output-constraint ( Has Score ?soccer_team ?result) ) )

When applying the signature discovery algorithm on these two service de-
scriptions, we have input variable soccer team as a subtype of team and out-
put type TeamScore as a subtype of Score, thus SoccerResult is signature
matched against SportsFinder. That means the service of SportsFinder can
take the variables of the request as input, and its output is compatible with
the variables’ types of request. From this example it is easy to understand that
signature match relation is not commutative. For the above two descriptions,
service SportsFinder is not signature matched with SoccerResult, although
vice versa.

3.2 Constraint Discovery

Definition 3. Constraint Discovery Let C be a capability description with
input constraints CC

I = { CC
I1

, . . . , CC
IkC

} and output constraints CC
O = { CC

O1
,

. . . , CC
OlC

}. Let CT
I = { CT

I1
, . . . , CT

IkT
} and CT

O = { CT
O1

, . . . , CT
OkT

} be the
input and output constraints respectively of service T . We define T is constraint
matched with C if

CT
I �θ CC

I and
CC

O �θ CT
O

where �θ denotes the θ-subsumption relation between constraints. For CT
I �θ

CC
I means ∀CT

Ii
∈ CT

I ∃CC
Ij

∈ CC
I that CT

Ii
�θ CC

Ij
and for i �= k, CT

Ii
�θ CC

Ij
,

and CT
Ik

�θ CC
Il
, we have j �= l.
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In this definition a θ-subsumption relation is introduced between constraints,
the definition is given next.

θ-Subsumption Between Constraints. Since all the constraints are given in
constraint-language, the details of θ-subsumption depends on the constraint-
language. In first order predicate logic, which we used as the constraint-language
in the examples, constraints are a set of clauses. In [7], the definition of clause
θ- subsumption is given below.

Definition 4. Clause θ-subsumption A clause C is θ-subsumed by another
clause D, denoted as C �θ D, if there exists a substitution θ such that C ⊆
θ(D).

For example,
(CompeteIn Tigers NBL) �θ (CompeteIn ?team NBL)

which means when we substitute the variable ?team with a constant Tigers, a
Melbourne Basketball team, the two clauses are equivalent.

θ-subsumption between two constraints, each a set of clauses, is defined in
terms of subsumption between single clauses. More specifically, let CC and CT be
two constraints. Then we define CC θ-subsumption CT , denoted as CT �θ CC ,
if every clause in CT is θ-subsumed by a clause in CC .

Algorithm and an Example. It is straightforward to have an algorithm to
check if two capability descriptions are constraint matched. Next an example is
given for constraint discovery. Considering the following capability description,
which has been registered to the mediator.

(capability
:cap-id Golf
:constaint-language fopl
:input ( (GolfPlayer ?player)

(Tournament ?tour) )
:input-constraint (

(elt ?player PlayerName)
(CompeteIn ?player ?tour) )

:output ( (Rank ?rank) )
:output-constraint (

(Has Rank ?player ?rank)
(RankingIn ?rank ?tour) ) )

The above advertisement describes an information agent with the capability
to find out the position of a golf player in a tournament. Input variables are
the player’s name and the tournament that the player attended; output is the
ranking of the golf player. Suppose an agent requests a service of finding a
golf player’s position in the PGA Golf Tournaments, then it will send a service
request as following to the mediator:
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(capability
:cap-id GolfPGA
:constaint-language fopl
:input ( (GolfPlayer ?player) )
:input-constraint (

(elt ?player PlayerName)
(CompeteIn ?player PGA) )

:output ( (Rank ?rank) )
:output-constraint (

(Has Rank ?player ?rank)
(RankingIn ?rank PGA) ) )

According to the constraint definition, we know that if we apply a θ sub-
stitution: θ: ?tour ← PGA to the constraints in Golf service description, the
above two descriptions will have the same constraints. So the mediator can give
that service request GolfPGA is constraint matched with Golf, that is the ser-
vice of Golf is applicable to the request of GolfPGA. It is worth noting that we
can use the same process as above to check the io-constraint fields of service
descriptions.

3.3 Partial Discovery

Definition 5. Partial Discovery Let C be a service description in our ACDL
containing: an input specification IC containing variables V C

I1
, . . . , V C

InC
, and out-

put specification OC with variables V C
O1

, . . . , V C
OmC

, and C’s input constraints CC
I

= { CC
I1

, . . . , CC
IkC

} and output constraints CC
O = { CC

O1
, . . . , CC

OlC
}. Let T

be another agent service with the correspondent description parts as: input IT

containing variables V T
I1

, . . . , V C
InT

, and output specification OT with variables
V T

O1
, . . . , V T

OmT
, and T ’s input constraints CT

I = { CT
I1

, . . . , CT
IkT

} and output
constraints CT

O = { CT
O1

, . . . , CT
OlT

}. We define T is partial matched with C if
∃V T

Ii
∈ IT , ∃V C

Ij
∈ IC that V T

Ii
�st V C

Ij

∃V C
Oj

∈ OC , ∃V T
Oi

∈ OT that V C
Oj

�st V T
Oi

∃CT
Ii

∈ CT
I , ∃CC

Ij
∈ CC

I that CT
Ii

�θ CC
Ij

∃CC
Oj

∈ CC
O, ∃CT

Oi
∈ CT

O , that CC
Oj

�θ CT
Oi

If two services are not completely matched, but they have some functions
in common, then we call this kind of discovery partial discovery. In some cir-
cumstances, partial matched services is applicable if the unmatched parts are
not critical. The partial discovery means for two capability description, if some
of their input, output variables have subtype relations, and there are constraint
clauses in their input and output constraint specifications that are θ- subsump-
tioned, these two services are partial matched. Semantically, in some circum-
stances, i.e. the unmatched variables and constraints are irrelevant; the partial
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matched service is applicable. In Algorithm 1, a method is given to evaluate if
two service descriptions are partial matched. In the algorithm, we can also find
out the matched variables and constraints in these two services.

Algorithm 1 Given two service description C and T with their input, out-
put and constraints specifications as in Definition 5, this algorithm checks
out if the two services are partial matched, and returns the matched fields.

inSetC ← IC; inSetT ← IT ; inSet ← Null;
for v ∈ inSetC do {

for u ∈ inSetT do
if (u �st v) then {

inSetC ← inSetC - {v};
inSetT ← inSetT - {u};
inSet ← inSet + {(u, v)}; } }

outSetC ← OC ; outSetT ← OT ; outSet ← Null;
for v ∈ outSetT do {

for u ∈ outSetC do
if (u �st v) then {

outSetC ← outSetC - {v};
outSetT ← outSetT - {u};
outSet ← outSet + {(u, v)}; } }

inConSetC ← CC
I ; inConSetT ← CT

I ; inConSet ← Null;
for v ∈ inConSetC do {

for u ∈ inConSetT do
if (u �θ v) then {

inConSetC ← inConSetC - {v};
inConSetT ← inConSetT - {u};
inConSet ← inConSet + {(u, v)}; } }

outConSetC ← CC
O; outConSetT ← CT

O ; outConSet ← Null;
for v ∈ outConSetT do {

for u ∈ outConSetC do
if (u �θ v) then {

outConSetC ← outConSetC - {v};
outConSetT ← outConSetT - {u};
outConSet ← outConSet + {(u, v)}; } }

if (notEmpty(inSet) ∧ notEmpty(outSet)
∧ notEmpty(inConSet) ∧ notEmpty(outConSet)

then return true else return false;

Fig. 1. Partial Discovery Algorithm

3.4 Dynamic Selection of Web Service Discovery Strategy

Next question is how to decide which strategy to apply? Given the complexity
of Web services and the dynamic changing environment, it is difficult to decide
which strategy is the best for which circumstance. However, to select a suitable
service discovery strategy, the following factors, not restricted to, should be
considered:
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– The features of a service request, such as the input, output variables’ types
and constraints;

– The attributes of service advertisements. For example, the privacy the service
provider will take account of;

– The current load of matchmaking and other environment attributes.

Different developers can utilise various decision models to select a service
discovery strategy or a combination of above strategies to satisfy their require-
ments.

4 Conclusion

This paper addresses the web service discovering problem. First I describe the
problem and process of service discovering. An XML based language for web
service describing is presented. The constraints parts in this language is inde-
pendent, which users can plug-in any constraint language, such as first order
predicate logic language. This provides flexibility and compatibility. Multiple
service discovering strategies are given according to different levels of require-
ments and various features of service advertisements and requests. In the discov-
ery strategies, I consider multiple attributes of the services and the features of
service requirements and advertisements. Multiple discovery methods give users
more choices and they are flexible to deal with the changing environment.
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Abstract. Clustering is a difficult problem especially when we consider
the task in the context of a data stream of categorical attributes. In this
paper, we propose σ-SCLOPE, a novel algorithm based on SCLOPE’s
intuitive observation about cluster histograms. Unlike SCLOPE how-
ever, our algorithm consumes less memory per window and has a better
clustering runtime for the same data stream in a given window. This po-
sitions σ-SCLOPE as a more attractive option over SCLOPE if a minor
lost of clustering accuracy is insignificant in the application.

1 Introduction

In recent years, the data in many organizations take the form of continuous
streams, rather than finite stored data sets. This possess a challenge for data
mining, and motivates a new class of problem call data streams [1–3]. Designing
algorithms for data streams is a challenging task: (a) there is a sequential one-
pass constraint on the access of the data; (b) and it must work under bounded
(i.e., fixed) memory with respect to the data stream.

Also, the continuity of data streams motivate time-sensitive data mining
queries that many existing algorithms do not adequately support. For example,
an analyst may want to compare the clusters, found in one window of the stream,
with clusters found in another window of the same stream. Or, an analyst may
be interested in finding out how a particular cluster evolves over the lifetime of
the stream. Hence, there is an increasing interest to revisit data mining problems
in the context of this new model and application.

In this paper, we study the problem of clustering a data stream of categorical
attributes. Data streams of such nature, e.g., transactions, database records, Web
logs, etc., are becoming common in many organizations [4]. Yet, clustering a cat-
egorical data stream remains a difficult problem. Besides the dimensionality and
sparsity issue inherent in categorical data sets, there are now additional stream-
related constraints. Our contribution towards this problem is the σ-SCLOPE
algorithm that is an improvement over the recently proposed SLCOPE inspired
by two other works: the CluStream [5] framework, and the CLOPE [4] algorithm.

Our proposed strategy in σ-SCLOPE has been proven to improve the per-
formance of SCLOPE in terms of memory consumption and runtime. This is
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important since the efficiency of the algorithm is extremely important in the
data stream environment. Our strategy is to introduce attribute selection to
eliminate redundant nodes in an otherwise complete FP-Tree structure used in
SCLOPE. Using basic frequency ordering and support thresholds, we effectively
obtain a smaller FP-Tree while maintaining most of the accuracy in cluster-
ing. Furthermore, because the frequency order is updated as the stream is seen,
clustering accuracy improves from window to window.

2 Algorithm Design

We begin our problem discussion by giving the following scenario. Consider a
set of records R1, . . . , Ri, . . . collected in data stream D at time periods t1, . . . ,
ti, . . . , such that each record R ∈ D is a vector containing attributes drawn from
A = {a1, . . . , aj}. A clustering C1, . . . , Ck on D(tp,tq) is a partition of records
Rx,Ry, . . . seen between tp and tq (inclusive), such that C1 ∪ · · · ∪ Ck = D(tp,tq)

and Cα �= ∅ and ∀α, β ∈ [1; k), Cα ∩ Cβ = ∅. We need to perform clustering for
records in each window W(tp,tq), where each window contains a set of records
Ri, . . . , Rj , . . . captured at a specified time periods tp and tq.

2.1 Observation About FP-Tree
A compact FP-Tree structure can be designed based on the following observa-
tions:

– One scan on D(t1,t2) is necessary to obtain attributes captured at each spec-
ified time window. It is essential to allow only a single sequential access
to the database in order to meet the one pass constraint in data streams
environment.

– If we started constructing FP-Tree for first window with a random order of
attributes, we can avoid repeated database scans.

– If an ordered frequency of attributes is used in constructing the tree struc-
ture, a smaller FP-Tree will be created.

– Each node in FP-Tree represents a singleton attribute. If descending ordered
frequency of attributes is used, more frequently occurring items will be in-
serted into the tree before the less frequent ones. Hence sharing of nodes will
be more likely to occur.

– Records with different attributes create a new subtree in the structure while
records with the same attributes are merged with existing nodes. Sharing of
the same prefix paths can contribute to a natural clustering of the records.

– Since only frequent items will contribute to frequent patterns mining, if an
attribute selection is applied in constructing the tree structure, it will further
reduce the size of its resulting FP-Tree.

2.2 Proposed Solution
With the above observations, we now begin to construct our FP-Tree structure
for first window, W1. The following sample records are recorded between t1 and
t2: {〈c, b, a〉, 〈a, b, d〉, 〈c, d, e〉, 〈e, b, g〉, 〈a, b, c〉, 〈f, e, d〉, 〈g, f, d〉, 〈a, b, c〉}.
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Table 1. Singleton frequency for attributes in window W1

Attributes c b a d e g f

Singleton Frequency 4 5 4 4 3 2 2

root

g f d
1 1 1

L = {7}

g

f

d

d

e

c d e
1 1 1

L = {3}

c b a
1 1 1

L = {1}

c

b

a

e

b

g

e b g
1 1 1

L = {4}

a

b

d

a b d
1 1 1

L = {2}

c

a b c
2 2 2

L = {5, 8}Summary statistics

The cluster 
histogram, H

The vector L 
containing record 

identifiers for 
records inserted 
along this path

f

e

d

f e d
1 1 1

L = {6}

A 
natural 
cluster

Fig. 1. The FP-Tree for first window, W1

Upon arriving , the singleton frequency of each incoming attribute is recorded
in Table 1. Then each attribute is inserted as nodes in the FP-Tree as shown in
Figure 1. Each individual path in the FP-Tree created leads to a natural cluster-
ing of its attributes, forming a cluster Histogram H and a vector L containing
the record identifiers that is used in distinguishing records that had contributed
to that cluster. At the end of window W1, the ordering of attributes is updated
as shown in Table 2. This updated descending ordered singleton frequency for
attributes in W1 would be used in constructing FP-Tree in the next window W2.

In W2, suppose we have a different set of records between t2 and t3: {〈e, g, f〉,
〈c, d, a〉, 〈a, b, c〉, 〈a, e, d〉, 〈c, d, e〉, 〈a, d, c〉, 〈e, d, c〉, 〈b, c, a〉}. Similar to W1, the
singleton frequency of each incoming attribute is being recorded before inserting
into the FP-Tree. However, a descending ordered of singleton frequency obtained
from Table 2 is used in the tree construction this time, instead of random order
as applied in W1. Node with highest frequency in each record is first inserted
into the tree following by the less frequent ones. Then, records with different
attributes from the existing paths create a new sub-tree in the structure while
records with the same attributes are merged with existing nodes.

By looking at information from Table 2, we can also see that items ‘g’ and
‘f’ are the least frequent items, which might not be of interest to user who
wishes to infer interesting patterns from a large database. Hence, in addition to
the use of ordered frequency of attributes, we apply an user specified support
threshold, e.g., σ=2. Thus attributes ‘g’ and ‘f’ will be eliminated from the tree
construction, resulting in FP-Tree as shown in Figure 2(a).
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Table 2. Descending ordered singleton frequency for attributes in window W1

Attributes b c a d e g f

Descending Ordered Singleton Frequency 5 4 4 4 3 2 2

root

e

e
1 L = {1}

b

c

a

b c a
2 2 2 L = {3, 8}

a

d

e

a d e
1 1 1 L = {4}

c a d
2 2 2 L = {2, 6}

d

e

c d e
2 2 2 L = {5, 7}

c

a

d

root

b c a
1 1 1 L = {8}

b

c

a

d

c

e d c
1 1 1 L = {7}

e

g

f

e g f
1 1 1 L = {1}

e

c d e
1 1 1 L = {5}

c d a
1 1 1 L = {2}

c

d

a

a e d
1 1 1 L = {4}

e

d

a b c
1 1 1 L = {3}

a

b

c

a d c
1 1 1 L = {6}

d

c

Fig. 2. Construction of FP-Tree for W2 (a) with (b) without the use of descending
ordered frequency of attributes and support threshold, σ

At the end of window W2, the ordering of attributes is again updated as
shown in Table 3 and this order will then be used in constructing the next
window, W3. As we can see, frequency order changes as the stream progresses.
If we apply this case as transactions in retail businesses, popularity of the items
would be the cause of changes in frequency. For example, item ‘b’ was sold at
a promotional rate during time period t1 and t2. After the offer ended between
t2 and t3, its frequency dropped from the top sales position to the value of σ,
i.e. 2. Thus, continuous storage of all attributes is required in order to manage
the progressive changes in data stream while not losing potentially valuable
information. The same methods can be applied in Wi, . . . , Wj , . . . .

To illustrate the difference between using and not using an ordered frequency
attributes and support threshold σ at time period t2 and t3, we supply the same
set of records we had for window W2: {〈e, g, f〉, 〈c, d, a〉, 〈a, b, c〉, 〈a, e, d〉, 〈c, d, e〉,
〈a, d, c〉, 〈e, d, c〉, 〈b, c, a〉}.

We eliminated the need to store frequency of attributes and had then re-
constructed the FP-Tree structure for W2 without utilizing the ordered frequency
of attributes and support threshold σ. Difference between the original tree for
W2 and this re-constructed tree structure is shown in Figure 2.

From the figure, we can see that a new FP-tree with more nodes is created in
Figure 2(b) as compared to Figure 2(a). The number of unique micro-cluster is
increased from 5 to 8, and there are less overlaps between the nodes. Since more
overlaps means better intra-cluster similarity, we can see that merging of micro-
clusters with similar attributes would be faster in Figure 2(a) than Figure 2(b),
as shown by dotted circles in Figure 2.

Observation 1. Given a set of records Ri, . . . , Rj at time period ti and ti+1,
by constructing the FP-Tree, we are able to store the complete set of its summary
statistics as long as the frequency of all attributes in records Ri, . . . , Rj are above
the value of given support threshold.
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Table 3. Descending ordered singleton frequency for attributes in window W2

Attributes c a d e b g f

Descending Ordered Singleton Frequency 6 5 5 4 2 1 1

Consider the following set of records, {〈a, b〉, 〈a, b〉, 〈c, d〉}. We have frequency
of attributes ‘a’ = 2, ‘b’ = 2, ‘c’ = 1, and ‘d’ =1. If σ is 2, items ‘c’ and ‘d’ would
be eliminated from the FP-Tree construction because their frequency is below
the support threshold. Thus an FP-Tree with only one path consisting of nodes
‘a’ and ‘b’ would be created. Now, let σ be 1, and an FP-Tree with 2 unique
paths would be created. One with the node ‘a’ followed by node ‘b’, and one
with nodes ‘c’ and ‘d’. Since the value of support threshold is 1, all attributes,
as long as they exist in the given records, would be considered as frequent items
and thus be inserted into the FP-Tree.

Observation 2. Given an user specified support threshold value, items fall un-
der σ are items which are not of interest to user.

Since the value of σ is specified by user, user determines the minimum target
frequency of attributes that user wish to include in their final analysis. In other
words, the user specified support threshold determines items which are not of
interest to the analyst at time period ti and ti+1. There is no lost of valuable
information by constructing FP-Tree based on the given σ value simply because
these items that fell below the targeted value are not of interest to user. One
can say that there is still lost in data by keeping only the summary statistics
for the large items. However, minimal lost can be compensated with the huge
amount of time and memory space being saved by eliminating the need to store
non-frequent items in the FP-Tree. Observation 3 estimates the amount of space
being saved.

Observation 3. Given any number of records Ri, . . . , Rj at time period ti and
ti+1, amount of space being saved by applying the use of support threshold σ can
range from a single node for a 2 items records to an order of magnitude for a
huge database.

Let us look at Figure 2 again. We can see a space saving of 5 ÷ 8 ∗ 100
= 62.5% in the number of unique clusters and 12 ÷ 19 ∗ 100 = 63.16% in the
number of nodes on the FP-Tree for a database with only 8 records and 7 unique
attributes. Now consider a database with millions of records, e.g. Walmart with
20 millions sales transaction records in a single day, amount of space saved can
be tremendous.

3 Cluster Discovery

Once the construction of FP-Tree is completed, the analyst performs clustering
over the summary statistics generated, using the offline macro-clustering com-
ponent at different time-horizons. Since the offline component does not require
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access to the data, its design is not constrained by the one-pass requirement.
Please refer to SCLOPE [6] for full description on its offline macro-clustering
component and online micro-clustering component algorithms.

A typical time-sensitive cluster discovery begins with the analyst entering
the time-horizon h, and the repulsion r. The time-horizon of interest usually
spans one or more windows, and determines the micro-clusters involved in the
analysis. On the other hand, the repulsion controls the intra-cluster similarity
required, and is part of the clustering criterion called profit. Its definition, given
below, is the same as CLOPE.

profit({C1, . . . , Ck}) =

[
k∑

i=1

(
size(Ci)
width(Ci)r

× |Ci|
)]

×
(

k∑
i=1

|Ci|
)−1

In addition, we have also practiced the use of pyramidal timeframe as applied
in SCLOPE. Pyramidal timeframe is able to store summary statistics at different
time periods at different levels of granularity, as the stream progresses. Therefore,
as data in the stream becomes outdated, its summary statistics looses details.
This method of organization provides an efficient trade-off between the storage
requirements and the quality of clusters from different time horizons. At the
same time, it also facilities the answering of time-sensitive queries posed by the
analyst.

The most interesting aspect of the offline macro-clustering component of
SCLOPE is its design for time-sensitive data mining queries. When used together
with the pyramidal timeframe, we can analyze different parts of the data stream,
by retrieving statistics of different granularity to produce the clustering we need.
And since this is the an offline component (which can run independent of the
data stream), our design favors accuracy over efficiency, i.e., it makes multiple
iterations through the statistics, and cluster using the profit criterion.

Nevertheless, our offline component is still fast despite the fact that it is
based on the design of CLOPE and SCLOPE. The rationale behind this speed
is that CLOPE works with one record at a time while SCLOPE works with a
group of records at a time. In our algorithm, each micro-cluster is treated as a
pseudo-record, and are clustered accordingly to the given r value that in turn,
determines the number of clusters k. Since the number of pseudo-records are
very much lower than the physical records, it takes less time to converge on the
clustering criterion.

4 Related Works

Recent years, the emergence of data streams environment have been one of the
hit topics among researches in data mining algorithms [3, 7]. CluStream [5],
HPStream [8] and VFDT [9] are among the works related to mining within the
high speed data streams.

While these algorithms have stressed on the importance of mining high speed
data streams, this paper had utilized methods in clustering data with the use of
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FP-Tree structure in dealing with the constrains of data streams. Most related
works including FP-Growth [10], the foremost proposer on using FP-Tree struc-
ture in storing summary of data, CLOPE [4], which has introduced clustering
in categorizing high dimensional data, and SCLOPE [6] which has inspired us
with the idea of combining clustering with FP-Tree structure.

5 Conclusions

In this paper, we proposed a possible attribute selection strategies based on
support threshold. However, to be effective in delivering knowledge, different
domains may require different attribute selection strategies. For example, in our
discussion of high-change support threshold of an item from one window to
another, we may have to consider alternative strategies. This will be part of our
future work, which we expect to report in the near future.
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Abstract. This paper introduces our method for causal knowledge re-
trieval from the Internet resources, its results and evaluation of using it in
utterance creation process. Our system automatically retrieves common-
sensical knowledge from the Web resources by using simple web-mining
and information extraction techniques. For retrieving causal knowledge
the system uses three of specific several Japanese “if” forms. From the
results we can conclude that Japanese web pages indexed by a common
search engine spiders are enough to discover common causal relationships
and this knowledge can be used for making Human-Computer Interfaces
sound more natural and interesting than while using classic methods.

Keywords: commonsense, causal knowledge discovery, human-computer
interface.

1 Introduction

1.1 Need for Commonsense Retrieval

As it is easy to notice, the amount of accessible information increases with
tremendous speed together with rapid growth of the Internet accessibility. More
and more users write their blogs which say what Mr. Public did day by day but
do not include information which other computer scientists would need for their
machines to perform some task. For our approach - to make a system searching
for data obvious for a human and are completely unknown for machines - these
everyday tasks described in blogs are the clue. The “commonsense” retrieval
never becomes an object of search queries as humans do not need to seek for
such knowledge, they gather it through all their lives. However, the comput-
ers lack it and this is one of the reasons why people do not treat machines as
intelligent partners, especially when it comes to conversation.

1.2 State of Art

There are several research projects coping with gathering commonsense as CyC
[1] or OpenMind Commonsense [2]. CyC contains over a million hand-crafted

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 950–956, 2005.
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assertions and OpenMind commonsense enabled construction of a 700,000 as-
sertion commonsense knowledge base, gathered through a web community of
collaborators. But they concentrate on manual or half-automatic processing and
these projects are developed only for English language. As we assume that there
is too much of such knowledge to be inputted by hand, we try to make this pro-
cess automatic by using simple Web-mining techniques. Our laboratory members
are quite successful on achieving OpenMind results without using any human
input [3][4].

2 Japanese Language Predispositions

We already have shown [5] that Japanese language has very good predisposi-
tions for text-mining for commonsense processing mostly thanks to its particles,
and for that reason we concentrate on Japanese WWW resources1. In previous
step [5] we showed that it is possible to extract simple Schankian scripts from
Japanese Internet resources, this time we will prove that the Web is a vast repos-
itory for commonsensical causations which can be used for example in talking
systems.

2.1 The Particles

In Japanese language there is a set of particles changing noun/pronoun’s char-
acter by simple addition to the right-side of the word. For example a noun
kuruma (a car / cars) after adding a direction indicating particle ni (kuruma-ni)
suggests that following verb will be directed to the car not the opposite, auto-
matically decreasing number of verbs candidates which could follow this noun-
particle structure. One can easily build a category of verbs connected to this
particular noun or a category of nouns which are glued to one particular verb
by the same particle. Most popular ones particles are wa (Topic-Indicating),
ga (Linking-Indicating), no (Possessive-Indicating), wo (Object-Indicating), ni
(Direction-Indicating), de (Place or Means of Action-Indicating), to (Connec-
tive) and mo (Addition-Indicating). However such research does not have to be
restricted to Japanese, if the similar principles could be found, an application
could work with other languages – for example by using prepositions in English
or regular expressions for non-gender counting in Polish.

2.2 Japanese Conditional Clauses

The causal knowledge has been a research subject but rather rarely in the per-
spective of being a support for commonsense processing. Papers of Sato, Kasa-
hara and Matsuzawa al. [6] has underlined the need of commonsense processing
automatization and influenced several successors. One of the most related works
1 This also helps us to avoid cultural background mismatches as commonsense vary

from country to country even if their citizens speak the same English language.
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[7] concentrated on Japanese “if” form tame and newspaper corpus while in
our research we use the WWW as the corpus and different Japanese “if” forms
(to,tara,eba) as main query keywords (Japanese “if” forms have many useful
functions - to is If/When After-Indicating, tara is If/When-Indicating, eba is If-
Indicating, tame is Cause/Purpose-Indicating, toki is Time-Indicating and nara
is If / Special Case-Indicating).

3 Discovering Commonsensical Causations

By using the noun keyword together with “if” forms we automatically retrieve
the causal knowledge about the inputted noun from the WWW. For example,
when water is inputted and all the forms give the same results : counting mizu
wo nomu to / mizu wo nondara / mizu wo nomeba kimochi ii we can be quite
certain that “drinking water” causes “feeling nice”.

Table 1. Examples for “if bear a child”

Particle Effect Usualness

eba one/something is cured 7

to woman changes 4

tara leave the woman 3

to fears decrease 3

to put on weight 3

eba body-line gets a bit out of order 2

to woman gets determined 2

to woman gets stronger 2

tara quit one’s job 2

tara (home) becomes difficult to live 2

tara cut off from the work 1

tara work becomes more difficult 1

eba population will survive 1

eba the more one has them the life gets difficult 1

eba the more one has them one gets younger 1

3.1 Our System

Previous Module. In the beginning of our research, we decided to work with
nouns as keywords for collecting minimal Schankian scripts. For this purpose
we extracted relation-oriented sentences for creating dictionaries as verb dictio-
nary, noun dictionary and n-gram dictionaries using WWW corpus (1,907,086
sentences) retrieved with Larbin robot. The verbs and nouns dictionaries con-
sist of 79,460 verbs and 134,189 nouns retrieved with help of ChaSen [8]. For
creating scripts automatically, our system had to search for the relationships
between verbs and nouns and also between verb pairs. In that step, we used the
verbs and nouns which had the highest occurrence (which we call “Usualness”
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after Rzepka et al. [9]), as they are used by human every day and are often
used in our everyday lives, for example television, movie, food. Also this time we
experimented mostly on the daily-usage nouns.

Architecture of Current Module. Basically, the latest module for discover-
ing commonsensical causations can be summarized into the following processing
steps:

a) The user inputs a noun as a keyword;
b) The system uses our web-based corpus for frequency check to retrieve 3 most

frequent verbs following the keyword noun;
c) The most frequent particle between noun keyword and 3 most frequent verbs

is discovered;
d) Forms of 3 most frequent verbs are transformed into three “if” forms;
e) By using Yahoo Japan resources, the system checks if the noun-particle unit

occurs with the new verb forms unit;
f) If yes - sentences which include the conditional clause are saved;
g) With help from ChaSen analyzer the system gets the most frequent com-

monsensical causations as following:

Ms = N + Pmax + Vmax + I + Smax

N :Noun keyword;
Pmax: the most frequent particle joining noun and verb;
Vmax: most frequent verb occurring after the N ;
I : “if” form;
Smax: the most frequent commonsensical causation appearing after the condition;

4 Retrieval Experiment

As the results are very big amounts of data, for our experiment we decided to
retrieve only three most frequent commonsensical causations inputting only six
nouns used in everyday life (child, cigarette, water, room, food, bath, money,
mobile phone, car, light and subway) as shown in this example:
KEY: child – if(to/tara/eba) –
- to bear: if/when a child is born/baby – then – ...(see Table 1)
- to raise: if/when one raises a child/baby – then – ...
- to have: if/when one has a child/baby – then – ...

In average, our system was able to discover 130 casual knowledge units (usu-
ally about 20 from retrieved 150 units was excluded because of doubling the
meaning or having errors) for one verb, therefore after limiting verbs to three it
was 3x130=390 units for one noun which were retrieved in approximately 110
minutes. In total it gives 6x390=2,340 units achieved. By only increasing num-
ber of noun keywords to 60 and most frequent verb limit to 10 it is easy to
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Fig. 1. Example: Degree of naturalness of utterances about a “meal” made by four
systems

calculate that the system would achieve approximately 10x130x60=78,000 units
which are almost two times more than Inui et al. achieved in their work [7]. We
claim that in our case the units are more common as the Internet gives us a
possibility to find information about usual, everyday life situations which are
never described by newspapers used by Inui. For example a noun water gives a
machine knowledge that is obvious for a human as “drinking water make body
colder” or “filling with water can cause overflow”.

5 Applications Experiment

In order to see user’s perception of the basic commonsense knowledge included
in a utterance, we performed a set of experiments basically using three kinds of
utterances following input with one keyword from the previously mentioned set:

– ELIZA’s output [ELI] (input sentence structure changing to achieve different
outputs)

– WWW random retrieval output [WRR] (a shortest of 10 sentences retrieved
by using keyword and query pattern “did you know that?”)

– WWW commonsense retrieval output “high” [CS1] (sentences using common
knowledge of highest usualness (most frequent mining results)

– WWW commonsense retrieval output “low” [CS2] (sentences using common
knowledge of the lowest usualness (least frequent mining results).

Typical ELIZA [10] answer is “why do you want to talk about smoking” if the
keyword is “smoking”. For the same keyword WRR retrieved a sentence “did you
know that people wearing contact lenses have well protected eyes when somebody
is smoking?”. An example of CS1 is “you will get fat when you quit smoking”
and CS2 is “smoking may cause mouth, throat, esophagus, bladder, kidney, and
pancreas cancers”. We selected 10 most common noun keywords of different
kinds (water, cigarettes, subway, voice, snow, room, clock, child, eye, meal) not
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avoiding ones often used in Japanese idioms (voice, eye) to see if it influences
the text-mining results. 13 referees were evaluating every set of four utterances
in two categories – “naturalness degree” and “will of continuing a conversation
degree” giving marks from 1 to 10 in both cases. The system comparison results
proved that ELIZA does not eager users for continuing the chat but is still useful
to keep the utterance naturalness. However, we proved that using commonsense
even of the highest usualness is more natural than famous classic system (ELI
46%, CS1 54%). We also confirmed that query-based web-mining (WRR) results
have slightly better user’s acceptance than less common causal knowledge (CS2)
which we find useful for creating a method for automatic category-based query
formation depending of user’s input.

Fig. 2. Example: Degree of “continuation will” (the keyword used by four systems is
“meal”)

6 Conclusions and Future Work

In our first experiment, we showed how easily commonsensical causations can
be discovered in enormous, mostly chaotic, data resources as WWW. There is
remaining problem of time consumption but it is mostly due to the netiquette
which does not allow for very fast retrieval within the search engine results. How-
ever, the commonsense processing in our future plans is supposed to work with
an algorithm reducing causations by the context which will simplify query for-
mation by increasing numbers of query keywords and making the search incom-
parably faster. It should also help to get rid of causation units’ ambiguity, as the
Internet brings also often contradictory statements like “drinking water makes
you healthier” and “drinking water makes you sick”. We do not have to assume
that one of these claims is wrong - by discovering the contextual information
we will become able to distinguish in which cases above mentioned statements
are correct and in which, by contradiction, are not. In the application experi-
ment we proved that this retrieved data can make a Human-Computer Interfaces
sound more natural and interesting if we use opposite weights of commonsense
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expressions. In this paper we have shown that three of several Japanese “if”
forms which are tara, to and eba are useful for retrieving causal knowledge for
commonsense processing and showed an example of such processing while cre-
ating utterances more natural than classic fully automatic methods as ELIZA
which remains popular even if such approach requires laborious rules creation.
We achieved higher naturalness without almost any labor and it is obvious that
users prefer keep talking to systems based on the WWW that to these limited
to their internal databases.
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Abstract. This research investigates continuous forecasting queries
with alterable forecasting-step over data streams. A novel Adaptive Pre-
cision forecasting method to forecasting single attribute value of item in
a single steam (stream-value), called AForecast, is proposed. The con-
cepts of dual slide windows and forecasting-steps conduction operator
are introduced. AForecast determines multiple forecasting-step based on
the change ratio of stream-value and forecasts random-variant stream-
value using relative precise prediction of deterministic components of
data streams. Based on the theory of interpolating wavelet and optimal
linear kalman filtering, this method can approximately generate optimal
forecasting precision. Experiment results on actual power load data prove
that this method can provide online accurate prediction on stream-value.

1 Introduction

In many modern applications, such as industry controlling and networking, as
well as in new and emerging applications, like sensor networks and pervasive com-
puting, data are commonly viewed as an infinite, possibly ordered data sequences
rather than a finite data set stored on disk. These infinite (potentially) ordered
sequences of data are referred to as data streams [1]. The characteristics of data
streams processing, such as online continuous computing, one-pass scanning and
limited time-space resources etc, put forward new challenges on traditional fore-
casting methods. For example, a fundamental objective of a power-system oper-
ating and controlling scheme is to maintain a match between the system’s overall
real-power load and generation. The Automatic Generation Control (AGC) loop
addresses this objective by using system load and electrical frequency samples to
periodically update the set-point power for key “swing” generators with a con-
trol sample rate ranging from 1 to 10 min. To improve performance, emerging
AGC strategies employ a look-ahead control algorithm that requires real-time
estimates of the system’s future load out to several samples using a one to ten
minute sample period (a traditional typical horizon of 30 to 120 min). An alter-
able forecasting-step strategy can provid a flexible control tracks that adapt to
the time-variant real-power load.
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The artificial Intelligence methods are suitable for forecasting periodic fore-
cast. Its characteristic is higher precision and more expensive computing com-
plexity. The extrapolate method’s run-velocity is rapid but hard to forecast
random variant non-linear component. Its forecast precision is low. If these two
methods are applied to online forecasting separately, the forecasting results will
not be satisfactory.

We believe that the mixed metheod that combines the precision advantage of
complex forecasting methods and the velocity advantage of linear extrapolating
forecasting methods is a good choice. We propose a forecasting method over
data streams that can balance between speed and precision using an adaptive
strategy, named Adaptive Forecasting model (AForecast briefly), in this paper.
It use less forecasting points at the period when the stream is relatively smooth,
and use more forecasting points at the period when the change of stream-value
is relatively intensive. Experiment prove it can get a higher average forecasting
precision with a low computation complexity.

2 Related Works

At present, the existing theories and methods about trend analyzing on data
streams mainly focus on the analysis of similarity, abnormity and the difference
of patterns [2]. But there are very few literature in forecasting stream-value.
A linear regression analyzing and interpolating method used to forecast the
instantaneous stream-value with w future window size is proposed in [3]. Data
streams have also been treated as time series, and ideas from control theory are
borrowed for the purposes of resource management. Kalman Filter is selected as
a general and adaptive filtering solution for conserving resources in [4]. In power
load forecasting domain, three practical techniques, Fuzzy Logic (FL), Neural
Networks (NN), and Auto-regressive model (AR) for 30min load forecasting have
been compared and discussed in [5]. It concludes that FL and NN can be good
candidates for predicting the very short-term load trends on-line.

However, none of these methods mentioned above combines with the rela-
tively stable forecasting information (forecasting-step≥1hr). Moreover, to the
best of our knowledge, almost all methods forecast the future streams-value in a
fixed forecasting-step manner. The fixed forecasting-step methods performs bad
in cases of data streams with the characteristics of random change period.

3 Continuous Forecasting Query Model and Definition

A stream is an ordered sequence of items that resembles tuples in relation
databases. In a data stream context, stream-value denotes a single attribute
value of item in a single steam; forecasting-step denotes the interval between the
actual measured stream-value and the forecasting stream-value. In research of
power systems, stream-value denotes the load-value.

In actual applications, a discrete data stream s(t) is composed of deter-
ministic components sd(t) and stochastic components sr(t). The deterministic
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components of data streams are primarily a result of the cause-effect dependence
on measurable inputs such as time of day, day of week, temperature, etc. The
stochastic components are primarily driven by the random variations in the ac-
quiring environment. sd(t) is more easily to forecast accurately. Consequently,
forecasting for stream-value is left to forecast sr(t).

In order to implement the continuous forecasting for the two components
of data streams, we introduce the definition of dual slide window. A window
of length I, called I interval windows, is used as the base unit for updating the
deterministic components. A window of alterable length, called alterable interval
windows, is used as the base unit for updating the stochastic components. The
architecture of AForecast model is illustrated in Fig. 1.
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Fig. 1. Architecture of AForecast model

The AForecast model comprises five components:
1) Moving Average Filter is used to filter out the noise in the original data

stream. It can be classified into I interval and alterable interval. It computes the
average of stream-value in a slide window and regards the average as the new
streaming measured value.

2) I Interval Forecaster is used to forecast the deterministic component of
the data stream. There is a I intervals (I>k )between two deterministic stream-
value forecast.

3) Tracer for Stream-value Change Ratio is used to map the dif-
ferent forecasting-steps for data streams. We define stream-value change ra-
tio δ(t)=(s(t)-s(t-Δt))/Δt as a quantification of stream-value changes, where
δ(t)∈[0,(max(s(t))-min(s(t)))/Δt ].

4) Interpolating Wavelet Processor is used to generate more refined
forecasting stream-value by binary scale interpolating wavelet method with mul-
tiple interpolating-resolution. 2r∈[0,�I/Δt ] (r denotes the interpolating res-
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olution) and as a result, the maximum binary scale interpolating resolution
rmax=�log2I/Δt . To map the relation between changes of stream-value and
interpolating resolution, we define forecasting-steps conduction operator Dt as
Dt(δ)=δ(t)·rmax/(max(s(t))-min(s(t))) .

5) Error Predictor is composed of I interval error predictor that is used to
estimate the deterministic component of stream-value in a slow-moving manner
and alterable interval error predictor that is used to estimate the stochastic com-
ponent of stream-value in a quick-moving manner. Its objective is to optimally
estimate the future value of random error.

The processing procedure is given as follows. Firstly, we use I interval fore-
caster to provide two forecasting stream-values f 0, f 0’ at intervals of I. When
current timestamps surpass I, we use e1 (e1=s1-f 0 , where s1 denotes the I in-
terval average stream-value) as the input of I interval error predictor and the
estimate of error p1 will be generated, As a result, the improved I interval fore-
casting stream-value f 1 (f 1=p1+f 0’) is obtained. Then we use interpolating
wavelet processor to generate the interpolated values of forecasting value at in-
tervals of alterable steps between s1 and f 1 under the conduction of r generated
by Tracer for stream-value change ratio. We use e2(e2=s2-f 2’, where s2 denotes
the alterable interval average stream-value, f2’ denotes the prior forecasting
stream-value p3) as the input of alterable interval error predictor and generate
the estimate of alterable steps error p2. Finally we construct the final forecasting
stream-value p3(p3=p2+f 2).

4 Adaptive Interpolating Algorithm

We use the interpolating wavelet with dynamic forecasting-step conduction op-
erator according to the variety ratio of stream-value instead of equal-interval
spline interpolating. This method bears the merits of adaptability precision for
forecasting stream-value. In order to satisfy the requirements of online processing
and only one-pass scanning computation, we design an improved kalman-filtering
algorithm with amnesia factor to estimate the forecasting error. For limitation of
space, we omit the implementing details and only describe the key interpolating
algorithm.

Definition 1. Interpolating wavelet . For f¬∈V j , we define a projection
operator in V j , which interpolates in stream-value samples f(2jk) in binary scale
manner. The interpolating equation[7] is shown as follows:

PVj =
+∞∑

k=−∞
f(2jk)φj(t − 2jk) . (1)

Where PVj is P -1 order interpolating polynomial, φ is a interpolating func-
tion which produces a new interpolated value at different sampling intervals,
φj(t-2jk)(k∈Z) is a set of Riesz Base of φ’s generating space, and j depends
on forecasting-steps conduction operator Dt(δ).When the interpolating resolu-
tion shrinks doublely, we can get a much more refined interpolated-value of
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projection PVj f(t) in a adding ”detail” manner, and this detail remedy the dif-
ference between PVj f(2j(k+1/2)) and the middle sampled-point f(2j(k+1/2)).
ψj,k = φj−1,2k+1 is the interpolating wavelet with resolution conduction.

Multiresolution interpolating algorithm is shown in Fig. 2.

Fig. 2. Mutiresolution Interpolating Wavelet Algorithm

In order to effectively reduce the time cost for online forecasting, we use
searching-list method to implementing interpolating expensive wavelet algo-
rithm, i.e. store every interpolating coefficient in a linear list in advance. As
a result we can locate the right coefficient based on index. The time complexity
to generate every transitional interpolated-point is O(1). The time complexity
of computing forecasting-step based on the δ(t) is O(1). The maximum level of
forecasting-step (i.e. interpolating resolution) is log2(I/Δt). The resulting time
complexity of generating every interpolated-value is O(log2(I/Δt)).

5 Experiment Evaluation

In order to validate the performance of AForecast, we use actual load data
of a power system in Nanjing. AForecast read a tuple at a fixed interval (10
millisecond) from the data set and send it to the model to simulate AGC system.
I interval forecaster is implemented by weather-sensitive BP Neural Network.
I is set to 1 hour. We also implement 15min level forecasting method (called
15mForecast) based on linear extrapolating and 5min level forecasting method
(called 5mForecast) based on mixed forecasting technique [6], and carry out
contrasting experiment on the average forecasting-precision and the average run-
time. The experiments are conducted on a 2.66GHz Pentium machines with
256MB main memory and a 80GB hard disk. We implement the main part of
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the algorithm in Visual C++ 6.0 on windows 2000 server and use the toolbox
function of MATLAB to implement the other part of contrasting experiment
algorithm.

Experiment 1: testing the overall average forecasting-precision of AForecast.
We use the 36 hours load data during 2002/3/15-2002/3/16 in experiment. It
takes 46.3ms to generate a small interval forecasting load-value averagely. The
average forecasting-precision p (p =1-

√
1/n ·

∑n
i=1 p2, p = (vf

i − va
i )/va

i , where
vf

i is forecasting stream-value and va
i is actual measured stream-value) is 95.496

percent.
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Fig. 3. 36 hours curve and discrete point of forecasting load and actual measured load

Fig. 3 shows an actual measured load curve, an alterable forecasting-step
forecasting load curve and the discrete points for 1 hour forecasting load. Even
as our expectation, forecasting-precision dose not obviously alter at the period of
load-value intensely variation, because alterable forecasting-step forecaster can
adapt to the variety of stream-value. The improved action of introduced Mul-
tiresolution interpolating strategy is validated. We can observe that the highest
forecasting-precision occurs at a position after a new I interval (1 hour) fore-
casting stream-value generated, because I interval (1 hour) forecasting stream-
value has relatively weak effect on small interval forecasting stream-value at this
period. The forecasting-precision reduce gradually until I interval (1 hour) fore-
casting stream-value is updated. The shorter the distance between the position
of actual measured stream-value, the higher the forecasting-precision is.

Experiment 2: testing the average forecasting-precision of AForecast with dif-
ferent forecasting-steps. we compared with the forecasting-precision of the other
two algorithms at 5min and 15min level. the average forecasting-precision of
AForecast algorithm at different forecasting-steps are computed adaptively ex-
cept for the specified position 300s and 900s. We observe the 5mins level average
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forecasting-precision of AForecast is lower than 5mForecast’s but higher than
15mForecast’s. At 15min level the average forecasting-precision of AForecast is
higher than 15mForecast’s.

Based on experiment results we can conclude that: 1) from 36 hours fore-
casting result curve we observe that our method can adaptive well no matter at
the inflexion or at the period when stream-value quickly fluctuates.2) the general
average forecasting-precision of AForecast is the highest among three algorithms.

6 Conclusions

We investigate the problem of stream-value forecasting based on typical appli-
cation of data streams domain in this paper. The proposed AForecast method
integrates the accurate merit of non-linear forecasting method and the rapid
merit of linear forecasting method. Its key idea is that adaptively setting up
multiple forecasting-step based on the variety cases of stream-value at different
periods in a one-pass scanning manner. Compared with conventional forecasting
methods, our method has two advantages: much higher average precision and
more selected forecasting-steps. Experiments prove that the proposed method is
a feasible solution to online forecasting for time-varying data streams.
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Abstract. Closed itemset mining is a difficult problem especially when
we consider the task in the context of a data stream. Compared to min-
ing from a static transaction data set, the streaming case has far more
information to track and far greater complexity to manage. In this paper,
we propose a complete solution based on CLOSET+ algorithm to closed
itemset mining in data streams. In data streams, bounded memory and
one-pass constraint are expected. In our solution, these constraints are
both taken into account.

1 Introduction

Frequent pattern mining is the most important and demanding task in many
applications. Although it has been widely studied [3, 4, 6, 8, 10–15] and used, it
is challenging to extend it to data streams. Compared to mining from a static
data set, the streaming case has more complex and more difficulties to overcome.

In recent years, many emerging applications, such as network traffic analy-
sis, Web click stream mining, sensor network data analysis, and dynamic tracing
of stock fluctuation, call for study of a new kind of data, called stream data.
Designing algorithms for data streams is a challenging task: (a) there is a se-
quential one-pass constraint on the access of the data; (b) and it must work
under bounded (i.e., fixed) memory with respect to the data stream.

Also, the continuity of data streams motivate time-sensitive data mining
queries that many existing algorithms do not adequately support. For example,
an analyst may want to finding out how a particular frequent pattern evolves
over the lifetime of the stream. So, there is an increasing interest to revisit data
mining problems in the context of this new model and application.

In this paper, we study the problem of finding closed itemset[9] in a data
stream. Frequent itemsets mining has been extensively studied in the last years.
Several variations to the original Apriori algorithm, as well as completely differet
approaches have been proposed. The Apriori downward closure property makes
it possible to effectively mine sparse datasets, also for very low min supp thresh-
olds. Sparse datasets in fact contain transactions with week correlations, and
the downward closure property allows to strongly reduce the search space and

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 964–971, 2005.
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the dataset itself as the execution progresses. On the other hand, dense datasets
contain strongly related transactions, and are much harder to mine since only
a few itemsets can be in this case pruned, and the number of frequent item-
sets grows very quickly while decreasing of the minimum support threshold. As
a consequence, the mining task becomes rapidly intractable by the traditional
mining algorithms, which try to extract all the frequent itemsets.

Closed itemsets mining is a solution to this problem. Closed itemsets are
a small subset of the frequent itemsets, but they represent exactly the same
knowledge in a more succinct way. From the set of closed itemset it is in fact
straightforward to derive both the identities and supports of all frequent item-
sets. Mining the closed itemset is thus semantically equivalent to mine all fre-
quent itemsets, but with the great advantage that closed itemset are orders of
magnitude fewer than frequent ones. Using closed itemset we implicitly benefit
from data correlations which allow to strongly reduce problem complexity.

In this paper, we proposed a method that uses CLOSET+[2] algorithm in
the data stream environment to find closed itemset. We actively maintain the
closed itemset under a time windows framework. And the closed itemset are
stored using a tree structure similar to FP-tree[8], and updated incrementally
with incoming transactions. We call this structure closed itemset tree.

The contribution of this paper is a solution of mining closed itemset in data
stream environment. The remaining of the paper is organized as follows. Section
2 presents the problem definitions and provides a basic analysis of the prob-
lem; Sections 3 explains how to overcome the problem encountered in shift the
CLOSET+ problem. Because of in CLOSET+ , to generate the global FP-tree
need to scan the transaction data base twice, that is not fit to the data stream
environment. And also, how to store the mining result is another challenge. So
the shift is necessary. Section 4 outlined the algorithm and section 5 concludes
the study.

2 Problem Definition

Our task is to find all the closed itemsets in a data stream. Stream data takes
the form of continuous, potentially infinite, as opposed to finite, statically stored
data sets. So firstly, we need to shift old concepts related to closed itemsets to
the new data stream environment.

To study frequent pattern mining in data streams, we first examine the same
problem in a transaction database. Let I = {i1, i2, . . . , im} be a finite set of
items and D a set of transactions where each transaction t ∈ D is a list of
distinct items t = {x0, x1, . . . , xT , xi ∈ I}. An ordered sequence of n distinct
items X = {i0, i1, . . . , in}|X ⊆ I is called itemset of length n, or n-itemset. The
number of transactions in D including an itemset I is defined as the support of
I (or supp(I)). Given a threshold min supp, an itemset is said to be frequent if
its support is greater than (or equal to) min supp, infrequent otherwise.

Let D and I, D ∈ D and I ∈ I, be subsets of all the transactions and items
appearing in D, respectively. The concept of closed itemset is based on the two
following functions f and g:
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f(D) = {i ∈ I|∀s ∈ D, i ∈ s}
g(I) = {s ∈ D|∀i ∈ I, i ∈ s}

function f returns the set of itemsets included in all the transactions belonging
to D, while function g returns the set of transaction supporting a given itemset I.

Definition 1. An itemset I is said to be closed if and only if

c(I) = f(g(I)) = f ◦ g(I) = I

where the composite function c = f ◦ g(I) is called Galois operator or closure
operator.

The closure operator defines a set of equivalence classes over the lattice of fre-
quent itemsets: two itemsets belong to the same equivalence class iff they have
the same closure, i.e. they are supported by the same set of transactions. We can
also show that an itemset I is closed if no superset of I with the same support
exists. Therefore mining the maximal elements of all the equivalence classes cor-
responds to mining all the closed itemset.

Now change our view to the data stream environment. Assume that one can
only see the set of transactions in a limited size of window at one moment. In
data streams, the set of transactions is the coming transactions during the spec-
ified time period T . So all other concepts we discussed is based on the specified
time period t. We redefine the closed itemsets in data streams as the closed
itemsets over time period t.

CLOSET+ follows the popular divide-and-conquer paradigm and the depth-
first search strategy which has been verified a winner for mining long patterns by
several efficient frequent parrern mining algorithms. It uses FP-tree as the com-
pression technique. A depth-first search and horizontal format-based method like
CLOSET+ will compute the local frequent items of a certain prefix by building
and scanning its projected database.

Besides adopting the item merging and sub-itemset pruning methods, an
item skipping technique is used in CLOSET+ to further prune search space and
speed up mining.

CLOSET+ is a highly scalable and both runtime and space efficient algo-
rithm for dense and sparse datasets, on different data distributions and support
thresholds. So it is suitable for data stream environment. The basic idea behind
our solution is based on how to shift the CLOSET+ algorithm to data stream
environment. The construction of the global FP-tree is the key point of the
shift. To achieve this goal, we must overcome constraint of the bounded memory
and the one pass requirement. How to store the mining result is also another
important issue to pursue.

3 Working with Bounded Memory

Up to this point, we have shown the basic idea of our solution. In this sub-section
and the next, we discuss how we make adjustments to satisfy the data stream
constraints.
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We begin with the issue of bounded memory. Without doubt, any attempts
to process an unbounded data stream is likely to exhaust the limited computing
resources before producing any results. To overcome this, we process the stream
in a sliding window fashion.

�
t0 t1 t2 t3

time

Fig. 1. Time Axis

As shown in Fig.1, the time window are divide averagely. The result of closed
itemset for each window will be maintained. Using this scenario, we can answer
the following queries:(1)what is the closed itemset over period tm?(2)where are
the periods when (a,b) is closed? That is, one can (1) mine closed itemset in the
current window, (2) mine evolution of closed itemset based on the changes of
their occurrences in the sequence of windows.

For each time window, we can record window-based count for each closed
itemset. We use a compact tree representation of closed itemset, called closed
itemset tree. Fig.2 shows an example. Each node in the closed itemset tree rep-
resents a closed itemset (from root to the node) and its frequency is recorded in
the node. This tree shares the similar structure with FP-tree. The difference is
that it strores closed itemset rather than streaming data. Actually, we also can
use the same FP-tree construction method in [8] to build this tree by taking the
set of closed itemset as input.

Usually closed itemset do not change dramatically over time. Therefore, the
tree structure for different time windows will likely have considerable overlap.
If we can embed the time property into each node in the closed itemset tree,
space can be saved. Thus we propose to use only one closed itemset tree, where
at each node, the frequency for each time window is maintained. The structure
has been used in [1] to store the frequent itemset mining result.

Intuitively, we can not maintain all the result closed itemsets for every time
window because of memory boundary. To deal with this problem, there are
several choices. The simplest way is to delete the latest window directly. Or we
can use some kind of strategy to delete some branch of the closed itemset tree.
For example, we may delete the closed itemsets appeared in the last window but
not in the current window. This sounds not a good idea too. Because the stream
data often appears the periodicity. For example, if the periodicity is double size of
the window size. We will definitely lost useful information if we use the deletion
strategy just mentioned before. Our design is to use some decaying function to
track the frequency degree of every mined closed itemsets.

Definition 2. Frequency degree of the specified closed itemsets in a data stream:
The sum of the supports of that closed itemset in the specified continuous

windows.

Obviously, frequency degree at some level reflects the importance of the closed
itemset. It is hard to get the true value of the frequency degree of the specified
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Each node in the closed itemset tree represents a closed itemset (from root to the node)
and its frequency is recorded in the node.

a:50 c:43b:45

b:33
c:30

c:25

c:10
time windowsupport

t 0

t 1

t 2

t 3

30

25

35

32

closed itemset support
a 50

b 45

c 43

ab 33

ac 30

bc 25

abc 10

Fig. 2. Closed Itemset Tree

closed itemset. But we can simulate it approximatively. By attach a variable fd
to each seen closed itemset, we can approximatively track the frequency degree
of that closed itemset. When we first met a closed itemset, set its fd variable to
a specified value plus that support of that closed itemset in the current window.
And as the time passed, use the decaying function to drop that value down. If
that value touched a specified threshold, we delete that branch. If before the
degree reach that threshold, that closed itemset appears again, we reset its value
to value plus its support in the current window.

Let’s give an example to explain the strategy above. Suppose the decaying
function is fd=fd-1 as the time window sliding one and the threshold is 0. We
consider the first 10 time windows in the data stream. And also suppose there is
a itemset X and in the 1,3 time window it is closed with support 3,1 separately.
When we first met the closed itemset X in the data stream and set its fd to 3.
As the time window sliding, the fd do the self-degression operation until the we
met it again in the third time window. Then, we reset its fd to 2 + 1 = 3. Then
repeat the process. After the seventh window sliding, the fd of X touches 0. We
delete the branch of X .

4 Accessing Data in One-Sequential Pass

In the CLOSET+ algorithm, the construction of FP-tree needs scan the trans-
action data stream twice. Firstly, scan the transaction stream to find the set of
frequent items and sort them in the frequent descending order to get the f list.
Then scan the transaction data stream again to build the FP-tree. In data stream
environment, we only can pass the data stream once. So we need to reduce that
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two pass algorithm into one pass.
The idea is simple: we begin by assuming a default frequent item list and

give a initial ordering to them. The transtraction incoming one by one. As we
process each of them, we update the corresponding items’ frequency in the list
and insert the transaction into the FP-tree. Upon reaching the end of window,
we update the ordering of the frequent item list, and use this new ordering in
the next window.

This model does work well in most cases. But for some cases especially that
item frequencies does change a lot from window to window, we should modify
the strategy a little to adapt the situation. Our method is to use a tiny taste
window to correct the f list obtained in the previous window. Firstly, we should
give the size of the taste window and then set a buffer to store the data in that
window. When a new time window coming, we should not insert the transac-
tions to the FP-tree directly. Rather, we store the transaction data to the taste
window buffer and at the same time scan the transaction data to correct the
f list obtained in the previous window until reach the end of the taste window.
Then we construct the FP-tree. This time, we firstly scan the data in the taste
window buffer and then the incoming stream data.

The chosen of the taste window size is the key point of this model. The taste
window must not impact the time and space complexity of the whole algorithm.
And also, it should reflect the data changes as big as it could.

This model can handle both cases of data changing smoothly and tempestu-
ously. It is proved to be effective and reduces the construction of FP-tree to a
single pass.

5 Algorithm

In this section, we give the complete algorithm for mining closed itemset in data
stream.
Algorithm 1: ( incremental update of the closed itemsets tree structure with
incoming stream data)
Input: (1) An closed itemsets tree, (2) a min support threshold, σ, (3) an em-
pirical item frequency list, f list e, and (4) an incoming transaction stream Ts,
and the transactions actually are arriving one at a time from a stream), (5) the
time window size Tn and the taste time window size Ttst

Output: The updated closed itemsets tree
Method:

1. Initialize the closed itemset tree to empty, set the f list with the empirical
value

2. Do the following to construct the FP-tree for the current time window.
(a) set the time accumulate variable t to 0 and if the temporary f list t is

empty, set the f list with f list e, else set the f list with the f list t and
make the f list t empty.

(b) use the taste time window strategy to correct the f list and store the
transaction data in the taste window to buffer.
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(c) insert each transaction in taste window buffer to the FP-tree and then
the incoming data until t reach Ts. At the same time, record the item
frequency in another variable f list t.

3. Do the closed mining as follows:
(a) Using CLOSET+ algorithm mining closed itemsets for the current time

window and save the result to the closed itemsets tree with time property
embedded.

(b) update the frequencies of each closed itemsets and do the branch deletion
operation.

(c) If not reach the end of the stream, goto step (2).

6 Conclusions

In this paper we have investigated the problem of finding closed itemset in a
data stream environment and gave an solution to this problem.

We incrementally maintain the closed itemset of the data stream in an ef-
fective data structure closed itemset tree. Based on this, we take the memory
bounded and one pass constraints into account and developed a one pass al-
gorithm based on CLOSET+ to find the closed itemsets in the data stream
environment. This model is examined by our analysis. We have showed that
mode are suitable for the closed itemset mining in data streams.
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A Mutual Influence Algorithm
for Multiple Concurrent Negotiations

– A Game Theoretical Analysis�
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Shatin, N. T., Hong Kong, China

Abstract. Buyers always want to obtain goods at the lowest price. To
achieve this, a buyer agent can have multiple concurrent negotiations
with all the sellers. It is obvious that when the buyer obtains a new low
offer from one of the sellers during negotiation, the buyer should have
more bargaining power in negotiating with other sellers, as other sellers
should offer a even lower price in order to make a deal. In this way, the
concurrent negotiations mutually influence one another. In this paper,
we present an algorithm to enable mutual influence among multiple con-
current negotiations. We show that the outcome of this algorithm is in
Nash equilibrium when we model and analyze the negotiation as a game.

1 Introduction

One of the key properties defining intelligent agent is social ability, which is the
capability of an agent to interact with other agents or humans [8, 9]. In the
context of multiagent system, interaction often means communication and co-
operation. There are two types of cooperation. One is that agents have common
interest and they simply cooperate with each other to reach their common goal.
Another is that agents can benefit mutually through cooperation, but they ac-
tually have conflicting interests. In these cases, agents need to negotiate in order
to resolve conflicts and reach mutually beneficial agreements.

There are various applications for negotiation [2, 7], which include data al-
location in information servers, resource allocation, task distribution, coalition
formation, etc. In recent years, another application area, electronic commerce
has received much concern [1, 3]. In this field, multiagent systems are built for
various kinds of applications, including auction, bargaining, and negotiation. For
negotiation applications, software agents are built to represent users in negoti-
ating for goods or services. There are two types of agents, the buyers and the
sellers. Obviously, buyers want to minimize the prices at which they obtain the
goods or services. On the other hand, sellers want to sell the goods or services at
� The work described in this paper was partially supported by a grant from the Re-

search Grants Council of the Hong Kong Special Administrative Region, China
(Project No. CUHK4346/02E).
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the highest possible prices. In order to make an agreement on the price, buyers
and sellers carry out negotiations. In this paper, we concentrate on negotiations
in this domain, using the alternating offers protocol [6], and show how a buyer
can lower the price by mutually influencing multiple concurrent negotiations.

Negotiations exist in many different forms, of which, the simplest form is
one-to-one negotiation. In this form of negotiation, one buyer negotiates with
one seller at a time. The advantages of this form of negotiation are that it is easy
to implement and the overhead on the system is low. However, for a particular
good or service, very often there is more than one provider. If this is the case,
one-to-one negotiation may not enable the buyer to minimize the price at which
it obtains the good or service. One may do so by having one-to-one negotiations
sequentially with all the sellers, and then go back to the seller who offers the
lowest price. However, such process is lengthy and inefficient.

Another form of negotiation is one-to-many negotiation [3]. In one-to-many
negotiations, sometimes in the form of reverse auctions, a buyer seeks the good
or service from a number of providers. However, there are still limitations. In
most reverse auctions, buyers make no counter-offers. As a result, buyers are
negotiating in a passive manner. Another limitation is that sellers are offering
their own price, but the prices do not mutually influence one another.

To benefit from mutual influence, a buyer can carry multiple concurrent
negotiations, which is to have multiple one-to-one negotiations concurrently with
all the sellers. Intuitively, if the buyer obtains a good offer from one of the sellers,
it should have more bargaining power when negotiating with other sellers. Then
other sellers should give better offers in order to make a deal. In this way, the
prices of the sellers mutually influence one another and the buyer can minimize
the price.

To enable mutual influence, Nguyen and Jennings [4, 5] propose how to co-
ordinate multiple concurrent negotiations. However, performance of their model
depends very much on the accuracy of the buyer’s information about the prob-
ability distribution of sellers’ types. In this paper, we introduce an algorithm,
which enables mutual influence in multiple concurrent negotiations. We show
that the result of this algorithm actually is in Nash equilibrium [6] when we
analyze the negotiation as an extensive game, that is, each player is playing the
best response to each other players’ strategies.

The rest of the paper is organized as follows. In the next section, we begin the
discussion by a motivating example. Then we formalize the algorithm in section
3. Section 4 models and analyzes the negotiation as a game and finds the Nash
equilibrium. Finally, section 5 concludes the paper and possible future work is
introduced.

2 A Motivating Example

Consider a buyer agent b, which wants to buy a good. Its reservation price, RP b

is $10, which means it will not buy the good at a price higher than $10. There
are two seller agents, s1 and s2. Their reservation prices, RP s

1 and RP s
2 , are

$7 and $5 respectively, which means the sellers will not sell the good at a price
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lower than $7 and $5 respectively. Following the convention, we assume that if no
agreement can be reached, then no transaction will occur, and all participating
agents will effectively get a utility of zero. On the contrary, if an agreement is
made between the buyer and seller si at a price of $p, then the payoff of the
buyer will be RP b − p and the payoff of the seller will be p − RP s

i .
The buyer starts multiple concurrent negotiations by asking the two sellers

for the good. Suppose sellers s1 and s2 reply with proposals of $9 and $8 for
the good respectively. To enable mutual influence, the buyer sends a message
to seller s1, telling it seller s2 gives an offer of $8. Here, we assume there is no
communication between the two sellers. After knowing that seller s2 offers the
buyer $8, the best response for seller s1 is to make a counter proposal by offering
a price lower than $8, say $7 to the buyer, otherwise it will get zero payoff as the
buyer will make an agreement with seller s2. To enable mutual influence again,
the buyer sends a message to seller s2, telling it that seller s1 gives an offer of
$7. Then, by knowing seller s1 offers the buyer $7, the best response for seller
s2 is to make a counter proposal by offering a price lower than $7, say $6 to
the buyer. Similarly, the buyer again sends a message to seller s1, telling it that
seller s2 gives an offer of $6. However, since $6 is lower than s1’s reservation
price, seller s1 cannot make a lower offer, otherwise it will get a negative payoff.
As seller s1 cannot make a lower offer, the buyer makes an agreement with seller
s2 at a price of $6.

Now suppose before the buyer makes an agreement with seller s2, there is
another seller, s3, whose reservation price is $4. Then the buyer can send a
message to this seller, telling it that someone offers the good at a price of $6. By
mutual influence, this seller makes a counter offer of $5. The buyer can again
tell seller s2 that seller s3 offers $5. Then seller s2 replies with a counter offer
of $5, but not a price lower than $5 as this is its reservation price. By mutual
influence again, seller s3 will offer a price lower than $5, at which the buyer will
make an agreement with this seller as this is the lowest price that the buyer can
get from these negotiations.

From this example, we can see that buyer can negotiate actively by enabling
mutual influence, with which buyer can minimize the price in obtaining the good.
In the next section, we formalize a mutual influence algorithm and show how
low the price the buyer can minimize.

3 Mutual Influence Algorithm

Suppose there is a buyer b, with reservation price RP b and there are n sellers s1

to sn, with reservation prices RP s
1 to RP s

n. The mutual influence algorithm can
be formalized as follows.

Step 1. Buyer starts negotiations by asking sellers s1 to sn for the good, and
waits for proposals.

Step 2. Suppose a proposal COk
i , from seller si, is the minimal among the re-

ceived offers in round k. Buyer sends messages to seller sj , where j in [1,
n] and j �= i, announcing there is an offer COk

i from one of the sellers,
and waits for counter offers.
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Step 3. Repeat step 2 until COm
j ≥ COm−1

i .
Step 4. Accept the counter offer COm−1

i from seller si if COm−1
i < RP b, other-

wise no agreement can be made.

In step 1, the buyer starts negotiations by asking the sellers for the good. We
assume, for simplicity, every seller must reply with a counter offer, even if the
counter offer remains the same as the previous offer. In step 2, knowing someone
offers COk

i to the buyer, sellers with offers greater than COk
i propose a counter

offer greater than their respective reservation prices, but smaller than COk
i .

Otherwise, the buyer will accept the offer COk
i and these sellers will get zero

payoff. Step 2 is repeated until the minimum counter offer the buyer received in
round m, from seller sj , is greater than or equal to that received in round m−1,
from seller si. This means that the price cannot be further lowered by mutual
influence. So, in step 4, buyer accepts the counter offer COm−1

i , if this value is
smaller than its reservation price. However, if this is not the case, which means
that no seller can offer a price lower than the buyer’s reservation price, then no
agreement can be made.

As a result, the lowest price that the buyer can obtain lies within the lowest
and the second lowest reservation prices of all the participating sellers. If the
second lowest reservation price of the participating sellers is higher than the
buyer’s reservation price, then the lowest price that the buyer can obtain lies
within the lowest reservation price of the participating sellers and the buyer’s
reservation price. However, if all the sellers’ reservation prices are greater than
the buyer’s reservation price, then no agreement can be made.

This mutual influence algorithm can be applied if there is no communication
between sellers. In this case, since every seller prefers an agreement, sellers are
competing with each other and price can be lowered. However, if sellers are al-
lowed to communicate with each other, they can collude not to lower the price. If
this is the case, no mutual influence can be made. Another assumption is that we
assume buyer always tells the truth and sellers always believe buyer’s messages.
Obviously, the buyer can fake messages when enabling mutual influence, and
sellers have to decide whether or not to believe the buyer’s messages. However,
this much complicates the situation, and is left to future work.

4 The Negotiation Game and the Nash Equilibrium

4.1 Negotiation Without Mutual Influence Algorithm
in One-Buyer-Two-Seller Games

A one-buyer-two-sellers negotiation game without mutual influence algorithm
can be modeled as an extensive game with imperfect information [6], as shown
in Fig. 1. This game is played by three players: the buyer, seller s1, and seller
s2. First, seller s1 chooses its action, which is the selling price, p1. Then, seller
s2 chooses the selling price, p2. Since a selling price can be any positive number,
there are infinitely many actions for the sellers. Imperfect information means
players are imperfectly informed about some or all the choices that have already
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Fig. 1. A one-buyer-two-sellers negotiation game without mutual influence algorithm.

been made. In this example, the sellers do not know what selling price the other
seller has chosen. At last, the buyer chooses whether to buy the good from seller
s1, from seller s2, or accept neither of the proposals. If the buyer chooses to
buy the good from seller s1, then seller s1 gets a payoff equals to the selling
price minus its reservation price, which is p1 − RP s

1 , and seller s2 gets zero
payoff, while the buyer gets a payoff equals to its reservation price minus the
selling price, which is RP b − p1. Similarly, if the buyer chooses to buy the good
from seller s2, then seller s1 gets zero payoff, seller s2 a payoff of p2 − RP s

2 ,
and the buyer gets a payoff of RP b − p2. If the buyer accepts neither of the
proposals, all of the players get zero payoffs. In negotiations without mutual
influence algorithm, the buyer then makes counter proposals and the game is
repeated. Since negotiation without mutual influence algorithm is an extensive
game with imperfect information, there is no pure strategy Nash equilibrium.

4.2 Negotiation with Mutual Influence Algorithm
in One-Buyer-Two-Seller Games

With mutual influence algorithm, instead of making counter proposals, the buyer
tells seller sh is the selling price, pl, that seller sl has chosen, where sh the seller
proposing a higher selling price, and sl is the seller proposing a lower selling
price. Then the following rounds of negotiations become extensive games with
perfect information, as shown in Fig. 2.

When every player in the game is using the best response to every other
players’ strategies, the game is in Nash equilibrium. Suppose seller sh chooses a
selling price ph such that RP s

h < ph < pl, then the buyer will accept ph because
RP b −ph > RP b −pl > 0. Then, seller sl will get zero payoff. This is not a Nash
equilibrium because seller sl can increase its payoff by choosing p′l such that
RP s

l < p′l < ph. Then, the buyer will accept p′l because RP b−p′l > RP b−ph > 0.
In this case, seller sh will get zero payoff. If p′l < RP s

h , where RP s
h > RP s

l , Nash
equilibrium is reached. It is because for seller sh to increase its payoff, it must
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Fig. 2. A one-buyer-two-sellers negotiation game with mutual influence algorithm.

choose p′h such that RP s
h < p′h < p′l, but since p′l < RP s

h , there is no p′h which
can increase seller sh’s payoff. On the other hand, if RP s

l > RP s
h , there exists

p′h such that RP s
h < p′h < RP s

l , then the buyer accepts p′h, this is also a Nash
equilibrium.

So, the Nash equilibrium is that the buyer accepts fp1, from seller s1, such
that RP s

1 < fp1 < RP s
2 if RP s

2 > RP s
1 and accepts fp2, from seller s2, such

that RP s
2 < fp2 < RP s

1 if RP s
1 > RP s

2 .

4.3 Negotiation with Mutual Influence Algorithm
in One-Buyer-n-Seller Games

For a game with one buyer and n sellers, it can be considered as n − 1 one-
buyer-two-sellers games. Suppose seller si is offering the lowest selling price at
the beginning, then the n − 1 one-buyer-two-sellers games consist of the buyer,
seller si and seller sj , where j in [1, n] and j �= i. Suppose RP s

1 < RP s
2 <

. . . < RP s
i < . . . < RP s

n, the Nash equilibrium for the n − 1 games will be
RP s

1 < fp1 < RP s
i , RP s

2 < fp2 < RP s
i , . . . , RP s

i−1 < fpi−1 < RP s
i , RP s

i <
fpi+1 < RP s

i+1, . . . , RP s
i < fpn < RP s

n. Then there exists fp′1, fp′2, . . . , fp′n,
such that RP s

1 < fp′1 < RP s
2 , RP s

2 < fp′2 < RP s
3 , . . . , RP s

n−1 < fp′n < RP s
n,

so RP s
1 < fp′1 < RP s

2 < fp′2 < . . . < fp′n, the buyer accepts fp′1 in Nash
equilibrium.

From the above analysis, we find that the result from mutual influence algo-
rithm actually is the Nash equilibrium of the negotiation game.

Theorem 1. By mutual influence algorithm, the lowest price that the buyer can
obtain lies within the lowest and the second lowest reservation prices of all the
participating sellers.

Theorem 2. The result from mutual influence algorithm is a Nash equilibrium.
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5 Conclusions and Future Work

A good price with one seller should enable buyer to have more bargaining power
in negotiating with other sellers. This paper presents a mutual influence algo-
rithm in doing so. By simply sending messages to the sellers, telling them the
minimum offer the buyer receives so far, the buyer can enable mutual influence
among the sellers. On knowing someone is offering the buyer a lower price, sellers
are put into competition. The best response is to reply the buyer with a lower
offer, otherwise the buyer will accept the lower offer and these sellers will get
zero payoff. One important contribution of this algorithm is that its result: the
final price that the buyer can obtain lies within the lowest and the second lowest
reservation prices among the sellers, is the Nash equilibrium when we model the
negotiation as a game.

One important assumption in this algorithm is that sellers are assumed to
believe all the messages from the buyers and the buyers never lies. In fact, buyer
can always tell lies in messages, telling sellers that another seller is offering a
lower price. Then, the sellers may face the problem of having to choose whether
to believe the message, and deciding what counter-offers to make. The issues
about trust and honesty will be dealt with in future work. Besides, a mutual
influence algorithm for multi-issues can also be developed in future work.
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Abstract. Model updating, as a new concept to be employed as a stan-
dard and universal method for system modification, has been started
in [4] and further developed in this paper. This paper introduces algo-
rithms for Computation Tree Logic (CTL) model update. The algorithms
correct errors in a CTL Kripke model to make this model satisfy its var-
ious required properties. These update algorithms are designed through
pseudo-code, which details the logic of the algorithms. The microwave
oven example in [3] has been correctly treated by the pseudo-code,
which demonstrates the feasibility of these algorithms. The algorithms
and their pseudo-code are the foundations for later implementation of a
CTL model updater and integration of a CTL model checker and this
updater.

1 Introduction

As one of the most promising formal methods, automated verification has played
an important role in computer science development. Currently, model checkers
with SMV or Promela [5] series as their specification languages are widely avail-
able for research, experiment, and partial industry usage. Nowadays SMV [3],
NuSMV, Cadence SMV and SPIN [5] are well accepted as the state of the art
model checkers. Recently, error diagnosis and repair methods have begun to em-
ploy a formal methods approach. Buccafurri and his colleagues [2] used abductive
model revision techniques, repairing errors in concurrent programs. It is a new
approach towards automated diagnosis and integrated repair on model checking.
Also, the update of the knowledge base is enhanced by the modality update by
Baral and Zhang [1]. They discussed knowledge update and its minimal change,
based on modal logic S5. Furthermore, Ding and Zhang [4] employed a formal
approach called Linear Temporal Logic (LTL) model update for system modi-
fication, which is the first step of the theoretical integration of model checking
and knowledge update. The LTL model update modifies the existing LTL model
of an abstracted system to automatically correct the errors occurring within this
model.

We intend to apply model update to develop a practical Computation Tree
Logic (CTL) model updater, which represents a universal tool to repair errors
automatically. In order to extend the work of Ding and Zhang [4] from LTL model
update to CTL model update, we introduce algorithms of CTL model update
as the main contribution of this paper. As preparation for implementation of
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CTL model update, we focus on the pseudo-code for CTL model update, which
is compatible with SAT, the pseudo-code for model checking as presented in
[3, 6]. This compatibility makes our algorithms more standard and portable for
later integration of the CTL model updater into the CTL model checker.

2 Syntax and Semantics of the CTL Kripke Model

Definition 1. [3] Let AP be a set of atomic propositions. A Kripke model M
over AP is a three tuple M = (S, R, L) where

1. S is a finite set of states and a state is a set of atoms.
2. R ⊆ S × S is a transition relation.
3. L : S → 2AP is a function that assigns each state with a set of atomic

propositions.

Definition 2. [6] Computation tree logic (CTL) has the following syntax given
in Backus naur form:

φ ::= �| ⊥ |p|(¬φ)|(φ ∧ φ)|(φ ∨ φ)|φ → φ|AXφ|EXφ
|AGφ|EGφ|AFφ|EFφ|A[φ ∪ φ]|E[φ ∪ φ]

where p is any propositional atom.

Definition 3. [6] Let M = (S, R, L) be a Kripke model for CTL. Given any
s in S, we define whether a CTL formula φ holds in state s. We denote this
by M, s |= φ. Naturally, the definition of the satisfaction relation |= is done by
structural induction on all CTL formulas:
1. M, s |= � and M, s �|=⊥ for all s ∈ S.
2. M, s |= p iff p ∈ L(s).
3. M, s |= ¬φ iff M, s �|= φ.
4. M, s |= φ1 ∧ φ2 iff M, s |= φ1 and M, s |= φ2.
5. M, s |= φ1 ∨ φ2 iff M, s |= φ1 and M, s |= φ2.
6. M, s |= φ1 → φ2 iff M, s �|= φ1, or M, s |= φ2.
7. M, s |= AXφ iff for all s1 such that s → s1 we have M, s1 |= φ.
8. M, s |= EXφ iff for some s1 such that s → s1 we have M, s1 |= φ.
9. M, s |= AGφ holds iff for all paths s0 → s1 → s2 → · · ·, where s0 equals s,

and all si along the path, we have M, si |= φ.
10. M, s |= EGφ holds iff there is a path s0 → s1 → s2 → · · ·, where s0 equals

s, and for all si along the path, we have M, si |= φ.
11. M, s |= AFφ holds iff for all paths s0 → s1 → s2 → · · ·, where s0 equals s,

there is some si such that M, si |= φ.
12. M, s |= EFφ holds iff there is a path s0 → s1 → s2 → · · ·, where si = s,and

for some si along the path, we have M, si |= φ.
13. M, s |= A[φ1 ∪φ2] holds iff for all paths s0 → s1 → s2 → · · ·, where s0 equals

s, that path satisfies φ1 ∪ φ2, i.e. there is some si along the path, such that
M, si |= φ2, and, for each j < i, we have M, sj |= φ1.

14. M, s |= E[φ1 ∪ φ2] holds iff there is a path s0 → s1 → s2 → · · ·, where s0

equals s, that path satisfies φ1 ∪φ2, i.e. there is some si along the path, such
that M, si |= φ2, and, for each j < i, we have M, sj |= φ1.
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A CTL formula is evaluated on a Kripke model M . A path in M from a state
s is an infinite sequence of states π

def
= [s0, s1, · · · , si−1, si, si+1, · · ·] such that

s0 = s and the relation (si, si+1) holds for all i ≥ 0. We donate (pre(si), si) ∈ R,
where si−1 = pre(si), and (si, succ(s)) ∈ R, where si+1 = succ(si).

3 Algorithms for CTL Model Update

Definition 4. (CTL Model Update) Given a CTL Kripke model M =
(S, R, L) and a CTL formula φ. M= (M, s0) �|= φ, where s0 ∈ S. An update of
M with φ, is a new CTL Kripke model M′= (M ′, s′0), where M ′ = (S′, R′, L′)
and s′0 ∈ S′, such that M′ |= φ.

function CTL*UPDATE(M,φ) /* M�|= φ. Update M to satisfy φ. */
INPUT M = (S, R, L), M= (M, s0), where s0 ∈ S and M�|= φ;
OUTPUT M ′ = (S′, R′, L′), M′= (M ′, s′0), where s′0 ∈ S′ and M′|= φ′;
{ case

φ is ⊥ : return(M);
φ is atomic p : return {UPDATEp(M,p)};
φ is ¬φ1 : return{UPDATE¬(M,φ1)};
φ is φ1 ∨φ2 : return{CTL*UPDATE(M,φ1) or CTL*UPDATE(M,φ2)};
φ is φ1 ∧ φ2: return UPDATE∧(M,φ1,φ2);
φ is EXφ1: return UPDATEEX(M,φ1);
φ is AXφ1: return UPDATEAX(M,φ1);
φ is EFφ1: return UPDATEEF (M,φ1);
φ is AFφ1: return UPDATEAF (M,φ1);
φ is EGφ1: return UPDATEEG(M,φ1);
φ is AGφ1: return UPDATEAG(M,φ1);
φ is E(φ1 ∪ φ2): return UPDATEEU (M,φ1,φ2);
φ is A(φ1 ∪ φ2): return UPDATEAU (M,φ1,φ2);

}
function UPDATEp(M,p) /* M�|= p. Update s0 to satisfy p. */
{ 1. s′0 := s0 ∪ {p};

2. S′ := S − {s0} ∪ {s′0};
3. R′ := R − {(s0, si) | ∀si = succ(s0)}∪ {(s′0, si) | ∀si = succ(s0)}−

{(sj , s0) | ∀sj = pre(s0)}∪{(sj , s
′
0) | ∀sj = pre(s0)};

4. L′: S′ → 2AP , where ∀s ∈ S′, if s ∈ S, then L′(s) = L(s);
else s = s′0, and L(s′0) := the set of atoms occurring in s′0 as defined above;

5. M′:= (M ′, s′0), where M ′ = (S′, R′, L′) and s′0 ∈ S′;
6. return {M′};

}
function UPDATE¬(M,φ) /* M�|= φ. Update M to satisfy φ. */
{ case

φ is ¬p: 1. s′0 = s0 − {p};
2.— 6. are the same as those in the function UPDATEp(M,p);

φ is ¬(φ1 ∨ φ2) = ¬φ1 ∧ ¬φ2: return{UPDATE∧(M,¬φ1,¬φ2)};
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φ is ¬(φ1 ∧ φ2) = ¬φ1 ∨ ¬φ2: return {UPDATE¬(M,¬φ1)
or UPDATE¬(M,¬φ2)};

φ is ¬EX(φ1) = AX(¬φ1): return{UPDATEAX(M,¬φ1) };
φ is ¬AX(φ1) = EX(¬φ1): return{UPDATEEX(M,¬φ1)};
φ is ¬EF (φ1) = AG(¬φ1): return{UPDATEAG(M,¬φ1)};
φ is ¬AF (φ1) = EG(¬φ1): return{UPDATEEG(M,¬φ1)};
φ is ¬EG(φ1) = AF (¬φ1): return{UPDATEAF (M,¬φ1)};
φ is ¬AG(φ1) = EF (¬φ1): return{UPDATEEF (M,¬φ1)};
φ is ¬E(φ1 ∪ φ2): return{UPDATE¬EU(M,φ1,φ2)};
φ is ¬A(φ1 ∪ φ2) = E[¬φ2 ∪ (¬φ1 ∧ ¬φ2)] ∨ EG¬φ2:

return{UPDATEEU(M,¬φ2,¬φ1 ∧ ¬φ2) or UPDATEEG(M,¬φ2) };
}
function UPDATE∧(M,φ1,φ2)/*M�|= φ2∧φ2. Update M to satisfy φ1∧φ2.*/
{ 1. M′ =CTL*UPDATE(CTL*UPDATE(M,φ1),φ2);
2. if M ′ |= φ1 ∧ φ2, then return {M′}; else M′ =UPDATE∧(M′,φ1,φ2);

}
function UPDATEEX(M,φ) /* M�|= EXφ. Update M to satisfy EXφ. */
{ 1. Select a state s1 = succ(s0), such that M1= (M, s1) �|= φ;

2. return {CTL*UPDATE(M1,φ)};
}
function UPDATEAX(M,φ) /*M�|= AXφ. Update M to satisfy AXφ. */
{ 1. Select a state s1 = succ(s0), such that M1 = (M, s1) �|= φ;

2. M′:= CTL*UPDATE(M1, φ);
3. if M′|= AXφ, then return {M′ }; else UPDATEAX(M′,φ);

}
function UPDATEEF (M,φ) /*M�|= EFφ. Update M to satisfy EFφ. */
{ 1. Select a state si on a path π = [s0, s1, · · · , si, · · ·];

2. return {CTL*UPDATE(Mi,φ)}; /* where Mi= (M, si) */
}
function UPDATEAF (M,φ) /* M�|= AFφ. Update M to satisfy AFφ. */
{ 1. Select a state si on a path π = [s0, s1, · · · , si, · · ·],

such that Mi = (M, si) �|= φ;
2. M′:=CTL*UPDATE(Mi,φ);
3. if M′|= AFφ, then return {M′ }; else UPDATEAF (M′,φ);

}
function UPDATEEG(M,φ) /*M�|= EGφ. Update M to satisfy EGφ. */
{ 1. Select a path π = [s0, s1, · · · , si, · · ·] in M;

2. Select a state si ∈ π, such that Mi= (M, si) �|= φ;
3. M′:=CTL*UPDATE(Mi,φ);
4. if M′|= EGφ, then return {M′ }; else UPDATEEG(M′,φ);

}
function UPDATEAG(M,φ) /* M�|= AGφ. Update M to satisfy AGφ. */
{ 1. Select a path π = [s0, s1, · · · , si, · · ·], where si ∈ π and Mi= (M, si) �|= φ;

2. M′:=CTL*UPDATE(Mi,φ);
3. if M′|= AGφ, then return {M′ }; else UPDATEAG(M′,φ);

}
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function UPDATEEU (M,φ1,φ2)
/* M�|= E(φ1 ∪ φ2), update M to satisfy E(φ1 ∪ φ2). */
{ 1. Select any path π = [s0, s1, · · · , sj, · · · , si, · · ·];

2. If(∀si ∈ π, Mi �|= φ2), M′:=CTL*UPDATE(Mi,φ2);
/* where Mi= (M, si). */

3.If M′|= E(φ1 ∪ φ2), return{M′};
4. else Let si be the earliest state in π, such that Mi|= φ2;

Select sj (j < i), such that (M, sj) �|= φ1;
M′:=CTL*UPDATE(M′

j ,φ1); /* where M′
j= (M ′, sj). */

5. If M′|= E(φ1 ∪ φ2), return{M′}; else UPDATEEU (M′,φ1,φ2);
}
function UPDATEAU (M,φ1,φ2)
/* M= (M, s0) �|= A(φ1 ∪ φ2). Update M to satisfy A(φ1 ∪ φ2). */
{ 1. Select a path π = [s0, s1, · · · , sj , · · · , si, · · ·],

where Mj= (M, sj) �|= φ1 or Mi =(M, si) �|= φ2;
2. If(Mi �|= φ2),M′:=CTL*UPDATE(Mi,φ2);
3.If M′|= A(φ1 ∪ φ2), return{M′};
4. else M′:=CTL*UPDATE(M′

j ,φ1); /* where M′
j= (M ′, sj). */

5. If M′|= A(φ1 ∪ φ2), return{M′}; else UPDATEAU (M′,φ1,φ2);
}
function UPDATE¬EU (M,φ1,φ2)
/*M= (M, s0) �|= ¬E(φ1 ∪ φ2). Update M to satisfy ¬E(φ1 ∪ φ2). */
{ 1. Select a path π = [s0, s1, · · · , sj , · · · , si, · · ·],

where Mj= (M, sj) |= φ1 and Mi= (M, si) |= φ2;
2. M′:=CTL*UPDATE(Mi,¬φ2), or M′:=CTL*UPDATE(Mj,¬φ1);

/* A nondeterministic choice. */
3. If M′|= ¬E(φ1 ∪ φ2), return{M′} else UPDATE¬EU (M′,φ1,φ2);

}
The pseudo-code begins with the main function CTL*UPDATE(M,φ), where

all sub-functions call either the main function itself, or other sub-functions. These
sub-functions then call either themselves or further sub-functions. Eventually the
lowest level sub-functions always call the main function, which forms recursive
calls. No matter how many recursive calls are executed, the final functions to
perform the update are either the main function for the case of “φ is atomic p”
by returning UPDATEp(M,φ) or the function UPDATE¬(M,¬φ) for the case
of “¬φ is ¬p”.

The update is eventually finalized in the state. The function UPDATEp(M,p)
is a lowest level call in the whole set of algorithms and contains the update of the
smallest element,the propositional atom. In this function, the updated state s′0
and three tuples of M′:- S′,R′ and L′ are assigned. These new assignments form
a new updated model M′, which is returned by the function UPDATEp(M,p).

The function UPDATEAX(M,φ) is an intermediate function and called by
the main function. In this function, every process of an execution (including 3
steps) only updates one successor of s0 by recursively calling the main function.
The final results should be that all successors of s0 satisfy φ. After each call of
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this function, it checks whether the updated model M′ satisfies AXφ or not. If
it does not, the function calls itself again recursively. Otherwise it returns the
new updated model M′.

4 An Example

We present a case study to illustrate features of our CTL model update approach.
For a microwave oven scenario [3], we assume that the processes of a microwave
oven include both a normal heat process and a faulty process. For the normal
process, no error occurs. The oven is closed to heat food. For the faulty process,
the oven will not heat food after it is started. The purpose of model checking is
to identify that a faulty process exists. The purpose of model updating, on the
other hand, is to correct the original model which contains the faulty process.
Fig. 1 gives the Kripke structure for this Microwave oven. s1, s2, · · ·, s7 are
states of this system. The path s1 → s2 → s5 → s3 is the faulty process. The
path s1 → s3 → s6 → s7 → s4 is a normal heat process.

~Start

~Heat
~Close

~Error

~Close
~Heat

Start

Error

~Start

~Heat
~Error

Close

cook

~Start
Close

~Error
Heat

Start

~Heat
Error

Close
Start
Close

~Heat
~Error

Close
Heat

~Error

  Start

start oven open door

close door reset

warmup

3

start oven start cooking

close dooropen door

open door

1

2
4

5 6 7

s

s

s s

s

s

s

Fig. 1. The Original CTL Kripke Struc-
ture of a Microwave Oven.
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Fig. 2. The Updated CTL Kripke Struc-
ture of the Microwave Oven.

The formal definition of the Kripke structure of the microwave oven is given:
M = (S, R, L), where S={s1, s2, s3, s4, s5, s6, s7}, R = {(s1, s2), (s2, s5), (s5, s2),
(s5, s3), (s3, s1), (s1, s3), (s3, s6), (s6, s7), (s7, s4), (s4, s4), (s4, s3)(s4, s1)}, AP =
{Start, Close, Heat, Error}, L assigns states s1, s2, s3, s4, s5, s6 and s7 in M
with {¬Start,¬Close,¬Heat,¬Error}, {Start,¬Close,¬Heat, Error},
{¬Start, Close,¬Heat,¬Error}, {¬Start, Close, Heat,¬Error}, {Start,
Close,¬Heat, Error}, {Start, Close,¬Heat,¬Error}, {Start, Close, Heat,
¬Error} respectively.

The CTL formula ¬EF (Start∧EG¬Heat) is checked. From the model check-
ing, The loop path π containing states {s1, s2, s5, s3} satisfies EG¬Heat with
starting state s1. The states on this loop which satisfy Start are states s2 and
s5. Thus, states satisfying EF (Start ∧ EG¬Heat) are s2 and s5. We need the
Kripke structure not to have any state which satisfies EF (Start ∧ EG¬Heat).
The result of the model checking is that the microwave oven system described
by the Kripke structure does not satisfy the given specification. Thus, we need
to update the system to satisfy the specification. We use our algorithms in the
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previous section to update this Kripke structure. This also serves to check the
correctness of our algorithms.

Step 1: in the function CTL*UPDATE(M,φ), the function UPDATE¬(M,¬φ)
is called. In our case, ¬φ is ¬EF (Start ∧ EG¬Heat).

Step 2: in the function UPDATE¬(M,¬φ), our case is “¬φ is ¬EF (φ1) =
AG(¬φ1)”, where φ1 is (Start∧EG¬Heat), it returns UPDATEAG(M,¬(Start∧
EG¬Heat)).

Step 3: the function UPDATEAG(M,¬(Start ∧ EG¬Heat)) calls the main
function CTL*UPDATE(M,¬Start ∨ ¬EG¬Heat). This function will return
CTL*UPDATE(M,¬Start) or CTL*UPDATE(M,¬EG¬Heat) for the case φ1∨
φ2. For simplicity, we choose the former one.

We need to update the atomic proposition Start in states s2 and s5 of path π
with ¬Start instead, then no states on path π have the specification EF (Start∧
EG¬Heat)). That is M′= (M ′, s1) |= ¬EF (Start ∧ EG¬Heat)).

The new updated Kripke structure is as Fig. 2. The results are from the CTL
update algorithms described in this paper and minimal change rules which will
be described in our forthcoming paper.

5 Conclusions

This paper has presented core algorithms for CTL model update. These algo-
rithms are described using pseudo-code, which will be implemented later as a
major part of CTL model update. The algorithms are the extended work of
Ding and Zhang from paper [4] and has provided solutions for updating the
CTL Kripke model to satisfy its major semantics such as AG and AF . The well
known microwave oven example [3] has been correctly updated by the pseudo-
code. The pseudo-code is compatible with the SAT pseudo-code for CTL model
checking as presented in [3, 6]. This compatibility is the foundation for later
integration of the model checker and the model updater. The algorithms in this
paper have provided a promising approach for CTL system modification.
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Abstract. In order to solve multidimensional scaling (MDS) efficiently,
we proposed an algorithm, which apply stochastic gradient algorithm
to minimizing well-known MDS criteria [1]. In this paper, the efficient
MDS algorithm is applied to the text mining and compared with the
SOM [2]. The results verified the validity of our algorithm in the analysis
of a massive document collection. Our algorithm could find out some
interesting structures from about 100000 articles in Usenet (NetNews).

1 Introduction

Multidimensional scaling (MDS), one of the methods in multivariate data anal-
ysis, is used widely for reducing the dimension of the data space [3]. It finds a
configuration of objects in a low-dimensional space, which preserves the intrin-
sic disparities among all the objects in a high-dimensional space as “faithfully”
as possible. Generally, MDS is carried out by minimizing a criterion (a cost
function) evaluating the “faithfulness.” The criterion is often called stress (e.g.
the classical MDS stress (called C-STRESS in this paper) [4] and SSTRESS
[5]). Since these criteria are based on pairwise disparities among all the objects,
the computational cost of MDS increases quadratically according to the num-
ber of objects. Such cost is too high for large-scale problems. In our previous
works [1] [6] [7], we proposed an efficient MDS algorithm named “global map-
ping analysis” (GMA for short) by applying stochastic gradient algorithm to the
optimizations of various MDS stresses. In this paper, two variations of GMA
(GMA on SSTRESS and GMA on C-STRESS proposed in [1]) are applied to
the analysis of a massive document collections including about 100000 articles.
The result shows that GMA can extract many interesting structures from such
massive collections.

This paper is organized as follows. In Section 2, GMA on SSTRESS (Section
2.1) and that on C-STRESS (Section 2.2) are described in brief. In Section 3,
GMA is applied to the analysis of a massive document collection (about 100000
articles posted to a Usenet newsgroup (NetNews)) and the result is compared
with the SOM [2]. Lastly, Section 4 concludes this paper.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 1015–1021, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Global Mapping Analysis

2.1 GMA on SSTRESS

First, assume that there are N objects in the intrinsic M -dimensional space. Let
xip be the p-th coordinate of the i-th object. Next, let an r-dimensional vector
Y i = (yik) be the coordinates of the i-th object in a low-dimensional space
(r < M). Then, SSTRESS [5] is defined as

SSTRESS =
∑
i,j

(
dij − d∗ij

)2
, (1)

where d∗ij =
∑M

p=1 (xip − xjp)
2 (the intrinsic disparity between the i-th and j-th

objects) and dij =
∑r

k=1 (yik − yjk)2 (the square Euclidean distance in the r-
dimensional space). In order to use stochastic gradient algorithm for minimizing
Eq. (1), a probability distribution P (X) is defined as a sum of N -dimensional
δ functions:

P (X) =
1
M

∑
p

δ (x1p − x1, · · · , xNp − xN ) , (2)

where X ≡ (x1, · · · , xN ) . Consequently, the following difference equation is de-
rived (see [1] for the details of the derivations):

yik (T + 1)
= yik (T )

−c (T )
∑

l

(
Nyiky2

il − y2
ilαk − 2yikyilαl + yikβll + 2yilβkl − γkl

)
+c (T )

(
Nx2

i yik − x2
i αk − 2xiyikδ + yikε + 2xiζk − ηk

)
, (3)

where (xi) is given independently at each discrete time step T according to
P (X), c (T ) is the learning rate, and

αk =
∑

i

yik, βkl =
∑

i

yikyil, γkl =
∑

i

yiky2
il,

δ =
∑

i

xi, ε =
∑

i

x2
i , ζk =

∑
i

xiyik, ηk =
∑

i

x2
i yik. (4)

If limT→∞ c (T ) = 0 and
∑

T c (T ) = ∞, SSTRESS is minimized for (yconv
ik ) =

limT→∞ (yik (T )) (see [8]). Therefore, MDS on SSTRESS is solved incrementally
by the difference equation Eq. (3). Obviously, the computational cost of Eq. (3)
at each step is just the linear complexity.

2.2 GMA on C-STRESS

C-STRESS is defined as

C-STRESS =
∑
i,j

(
bij − b∗ij

)2
, (5)
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where

bij =
∑

k

yikyjk, b∗ij =
∑

p

(
xip −

∑
i xip

N

)(
xjp −

∑
i xip

N

)
, (6)

where xip and yik are defined in Section 2.1. (see [4] and [3]).
Similarly for SSTRESS, the following difference equation is derived:

yik (T + 1) = yik (T ) − c (T )

(∑
l

yilβkl − xiζk +
xiαkδ

N
+

ζkδ

N
− αkδ2

N2

)
, (7)

where (xi) is given by P (X) and αk, βkl, and ζk are defined in Eq. (4). The
incremental calculation of Eq. (7) solves the classical MDS. In addition, GMA
on C-STRESS is essentially equivalent to Oja’s symmetrical PCA network rule
[8], and it is guaranteed to converge to the global optimum (see [1]).

2.3 Summary of GMA

1. Give Y randomly (for GMA on C-STRESS) or as the result of GMA on
C-STRESS (for GMA on SSTRESS).

2. Repeat the following steps until convergence is reached:
(a) Generate X = (xi) by P (X).
(b) Calculate the parameters α-η by Eq. (4).
(c) Update Y by Eq. (3) (on SSTRESS) or Eq. (7) (on C-STRESS).

3 Analysis of a Massive Document Collection

Here, a massive document collection is analyzed by GMA on C-STRESS, GMA
on SSTRESS, and the SOM [2], and their results are compared.

3.1 Experimental Conditions

Raw data. 84817 articles posted to a Usenet newsgroup “comp.os” in Jan.
2001 - Feb. 2001 were used.

Extraction. Each article was decomposed into a set of words. Only the alpha-
betical words were extracted, and all the words were converted to their stems
by WordNet [9]. In addition, the articles which consists of less than 5 words
or more than 1000 words were removed. Consequently, 77280 distinct word
stems and 84006 articles were extracted (namely, N = 84006). Almost all
preprocessing methods were roughly based on [2].

Word selection. Two subsets of the 77280 words were used for the following
experiments. The first subset (named “the rare words”) is a set of words
which occur in 10-20 articles. This set contains 6568 words. The second one
(named “the ordinary words”) is comprised of 1529 words which occur in
500-5000 articles. Each article is represented by a word vector whose i-th
element is 1 if the i-th word is included in the article, and 0 otherwise.
Consequently, 6568-dimensional word vector space was used for the rare
words, and 1529-dimensional one for the ordinary words.
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Random mapping. Each di was transformed into a 500-dimensional vector ni

by the random mapping method in the same way as in [2]. It is because quite
high-dimensional (more than 500-) vectors are intractable for the SOM. The
reduced document vector ni = (nip) is given as ni = diR, where R is a
6568 × 500 or 1529 × 500 random matrix. For each row of R, randomly-
selected five components were set 1, and the rest were set 0. It is easy to
show that the square Euclidean distance between ni and nj approximates
that between di and dj .

GMA on C-STRESS. (xip) was set (nip). r (the number of dimensions in the
low-dimensional space) was set 5. (yik (0)) was set randomly. Then, Eq. (7)
was calculated repeatedly with decreasing c (T ) until (yik (T )) converged.
Lastly, five axes in the low-dimensional space were extracted by principal
component analysis.

GMA on SSTRESS. In order to avoid local minima, the result of GMA on
C-STRESS was given as the initial configuration (yik (0)). Then, Eq. (3) was
calculated repeatedly in the same way.

SOM. Every (xi1, · · · , xi500) was used as the training vectors. A rectangular
map of 100 × 100 units was used. The reference vectors of the units were
trained by the simple SOM algorithm of SOM PAK [10]. The training lasted
for 10000 steps during the first (ordering) phase. During the second (fine-
tuning) phase, it lasted for 100000 steps.

3.2 Comparison of Results

Calculation time. All the calculations were carried out by a Pentium III 1GHz
processor. The calculation time taken by the three methods are shown in
Table 1. These results confirm in any case that GMA is faster than the
original SOM algorithm. There have been many techniques to make the SOM
faster [2], but GMA has an additional advantage. In these experiments, r in
GMA (= 5) is much larger than r in the SOM (= 2). The computational
cost of GMA increases just quadratically according to r, while that of the
SOM increases exponentially.

Word vector space of rare words. The visualized results for the rare words
are shown in the left side of Fig. 1. Though the result of GMA on C-STRESS
(Fig. 1-(a)) spreads over the first axis and the borders of the clusters are
not visible, it became clearer by GMA on SSTRESS (Fig. 1-(c)) and three
distinct cluster were visible. These three clusters were found roughly by

Table 1. Calculation Time: This table shows the calculation time (minute) for the
three methods. Because GMA on SSTRESS uses the results of GMA on C-STRESS
as the initial configurations, the additional time (noted in the following parentheses)
must be taken into account. This result verifies the efficiency of GMA.

C-STRESS SSTRESS SOM

rare words 60 250 (+60) 470

ordinary words 50 110 (+50) 460
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For Rare Words. For Ordinary Words.

GMA
on

C-STRESS.

(a). (b).

GMA
on

SSTRESS.

(c). (d).

SOM.

(e). (f).

Fig. 1. Results of Analysis of Massive Document Collection: In (a)-(d) (the results
of GMA), the first and second axes are along the x- and y- coordinates. An article is
represented by a dot. In (c), The gray lines indicate the borders of the three clusters
found by GMA on SSTRESS. In (e) and (f) (the results of SOM), the 100 × 100 SOM
units were divided equally into 20× 20 blocks. Each block (of 5× 5 units) includes the
articles nearest to any unit in the block. The cluster of each block was determined by
a majority vote from its included articles. If there exists no article, the block is left
blank. In (e), the left, middle, and right clusters in (c) correspond to the diamonds
(�), squares (�), and circles (•), respectively. In (f), the squares (�) and circles (•)
correspond to the upper and lower clusters in (b). The darkness of each block represents
the average number of words over the included articles.
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the SOM also. The right lower, middle, and left upper regions in Fig. 1-(e)
correspond to the left, middle, and right clusters in Fig. 1-(c), respectively.
But, there is no visible border and the blocks of the middle cluster (�)
were scattered. So, the results show that GMA can find the clusters more
distinctly than the SOM. It is probably because of the problem with local
minima inherent in the SOM.

Word vector space of ordinary words. The results for the ordinary words
are shown in the right side of Fig. 1. GMA on C-STRESS (Fig. 1-(b)) found
two (upper and lower) clusters quite clearly. In GMA on SSTRESS (Fig. 1-
(d)), the upper and lower clusters (in Fig. 1-(b)) correspond to the left large
semicircle and the horizontal tail in the middle, respectively. In addition,
Fig. 2-(a) shows that the x-coordinates of Fig. 1-(b) and (d) (the first axes
of the results) correspond to the number of words in an article. It is worth
noting that the first axis is common to the two clusters. In other words, the
number of words (the first axis) and the distinction between the two clusters
(the second axis) were extracted independently. The SOM (Fig. 1-(f)) could
distinguish the two clusters and could arrange the articles according to the
number of words in each cluster. But, it failed to find a common axis. Even
though the axis of the number of words probably existed in the intrinsic
space, the SOM distorted it. Besides, Fig. 2-(b) shows that different weak
clusters were found along the third axis of GMA on C-STRESS, while there
are only two axes in the SOM.

For Fig. 1-(b). For Fig. 1-(d).

(a). The number of words and first axis. (b). Other axes.

Fig. 2. Supplementary Results for Ordinary Words: (a). The number of words is in
the x-coordinate. The first axis (the x-coordinate in Fig. 1-(b) (GMA on C-STRESS)
or Fig. 1-(d) (GMA on SSTRESS)) is in the y-coordinate. Each dot corresponds to an
article. (b). The third axis and the fourth one of GMA on C-STRESS are along the x-
and y- coordinates.

Comprehensive discussion. The advantages of GMA are summarized as fol-
lows:
– GMA is more efficient than the simple SOM algorithm.
– GMA is applicable to larger r.
– GMA can detect clusters clearly without converging to a local minimum.
– GMA can find the axes in the intrinsic space without distortion.

These advantages confirm the validity of GMA.
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4 Conclusion

In this paper, we applied GMA to the analysis of a massive document collection
and found out some interesting structures efficiently. Because some “meanings”
of the clusters of the Usenet articles found by GMA are not clear at present, we
are making it clear by the further inspection of the articles in a way similar to
the analysis in the SOM [2]. In addition, we are planning to apply GMA to more
massive collections of documents on the Internet [11].
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Abstract. We suggest a new intelligent ID-based threshold secure sys-
tem by an encryption and decryption protocol using (k, n)-threshold
scheme which only k agents or more are engaged to reconstruct an en-
crypted data for a mobile intelligent system. Security issue protecting
the network communication can be resolved by applying the Security
Socket Layer. But the issue protecting the host against agent and the
agent against malicious host can’t be resolve with this SSL. We aim that
a protocol has to allow hosts to send and receive safely an encrypted
data from the agents, even if some of the agents are compromised un-
der the multi-agent roaming system. Since our secure system have the
verification, the hosts and agents can be protected from each other.

1 Introduction

The idea behind the (k, n)-threshold cryptosystem approach is to distribute se-
cret information such as the secret key and computation among n parties in
order to remove single point failure. The goal is to allow a subset of more than
k players to jointly reconstruct a secret and perform the computation while pre-
serving security even in the presence of an active adversary which can corrupt
up to k parties. The secret information is distributed among n parties with the
help of a trusted dealer or without it by running an interactive protocol among
all parties.

1.1 Related Work and Discussion

Recently, several cryptographic protocols have been suggested many authors [4-
15]. In particular, A. Boldyreva [2] proposed a threshold signature scheme that
allows users to generated signature shares and to reconstruct the signature using
bilinear pairing. B. Libert and J. J. Quisquater [10] suggested a pairing based
(k, n) - threshold decryption scheme. This scheme is a threshold adaption of the
Bonet-Franklin IBE scheme [3] where a fixed PKG plays the role of a trusted
dealer. J. Baek and Y. Zheng [1] also presented a ID-based (k, n) - threshold
decryption scheme. This provides the feature that an user who obtained a private

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 1022–1028, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Intelligent ID-Based Threshold System by Encryption and Decryption 1023

key from the PKG(Private Key Generate) can share the key decryption agents
at will. After key generation the PKG can be closed. Also this protocol achieves
chosen ciphertext security under BDH assumption in random oracle model.

1.2 Contribution

In this paper we present an ID-based threshold authentication protocol that
allows users to send and receive encrypted data from the agents, even if some
of the agents are compromised. We use a (k, n)-threshold scheme which only k
agents or more are engaged to reconstruct a secret information. Our scheme is
based on a bilinear pairing that could be built from Weil paring or Tate paring
such that BDH problrm for this pairing is hard.

2 Preliminaries

In this section we shall summerize the properties we require of bilinear pairing
and Gap Diffie-Hellman group much of details can be found [3]. Let G1 be a prime
order subgroup of an elliptic curve E over the field Fp for same large prime p
where the order G1 is q and G2 a subgroup of F ∗

p2 . Therefore, we view G1 as an
additive group and G2 as a multiplicative group. A map ê : G1 × G1 → G2 is
said to be a bilinear pairing if ê satisfies the following properties

1. Bilinearity : ê(aP, bQ) = ê(P, Q)ab for all P, Q ∈ G1 and all a, b ∈ Z∗
q .

2. Non-degeneracy : there exists a P ∈ G1 such that ê(P, P ) �= 1.Observe that
since G1 and G2 are groups of prime order this implies that if P is a generator
of G1 then ê(aP, bP ) is a generator of G2.

3. Computability : there exists an efficient algorithm to compute ê(P, Q) for
any P, Q ∈ G1.

To construct the bilinear pairing, we can use the Weil pairing and Tate pairing
[3]. Now we specify some version of Diffie-Hellman problems.

1. Given a generator P of a group G1 and a 3-tuple (aP, bP, cP ), the Decisional
Diffie-Hellman (DDH) problem is to decide whether c = ab.

2. Given a generator P of a group G1 and a 2-tuple (aP, bP ),the Computational
Diffie-Hellman (CDH) problem is to compute abP .

3. If G1 is a group such that DDH problem can be solved in polynomial time
but no probabilitic algorithm can solve CDH problem with non-negligible ad-
vantage with polynomial time, then we call G1 a Gap Diffie-Hellman (GDH)
group.

4. Given a generator P of a group G1 and a 3-tuple (aP, bP, cP ), the Bilin-
ear Diffie-Hellman (BDH) problem for a bilinear pairing ê is to compute
ê(P, P )abc.

The domains of bilinear pairings provide examples of GDH groups. The MOV
reduction [11] provides a method to solve DDH in G1 whereas there is no known
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efficient algorithm for CDH in G1. Note that an algorithm for CDH in G1 and
G2 is sufficient for solving BDH for a map ê : G1 × G1 → G2, but the converse
is currently an open problem[3]. In this paper we assume that BDH problem is
hard, which means there is no polynomial time algorithm to solve BDH problem
with non-negligible probability. This assumption is called the BDH assumption.

3 Intelligent ID-Based Threshold Encryption
and Decryption (IIDTED) Scheme

3.1 IIDTED Protocol Description

We let l be security parameter given the setup algorithm and let W be some
BDH parameter generator.

System Setup: Given a security parameter l the algorithm works as follows:

1. Run W on input l to generate a prime p > 2l (2l: bite-size of the prime
number), and a bilinear pairing ê : G1 × G1 → F ∗

p2 .
2. Choose two arbitrary generators P and Ppub ∈ G1, where Ppub = sP for

some s ∈ Zq and the computing s given P and Ppub is infeasible.
3. Choose cryptographic hash functions H : Fp2 → {0, 1}n for some n, G1 :

{0, 1}∗ → G1 and F : {0, 1}∗ × G1 → Zq∗

4. The system parameters are

s − params =< p, ê, h, G, F, P, Ppub > .

5. Send s− params and user’s private key sG(ID) where ID is user’s identity.

Encryption Protocol: Denote n agents involving s−params as S1, S2, · · · , Sn and
the client playing the role of a dealer as Alice. Let IDBob be the Bob’s identity
and dAlice the Alice’s private key. We assume that Alice know Bob’s public key
IDBob. Alice then performs the following protocol at the client terminal:

Step1. The client Alice, as a dealer, distributes user’s secret information to
n agents:

(a) Select randomly r ∈ Z∗
q

(b) Choose a random polynomial f(x) over Zq of degree k − 1 such that

f(0) = a0 = r and f(x) = a0 + a1x + · · · + ak−1x
k−1.

(c) Compute Pi = f(i)P
(d) Compute gBob = ê(QBob, Ppub) ∈ Fp2 where QBob = G(IDBob)
(e) Encrypt a message M by C = M ⊕ H(gr

Bob).
(f) Compute Ti = H(Pi)dAlice + f(i)Pi

(g) Compute V = F (H(gr
Bob), P )

(h) Send enrollment parameters e − params =< IDBob, Pi, Ti, C, V >
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Step2. After receiving all the information from Alice, Si dose as follows:

(a) Verifies that
ê(Ti, P ) = ê(H(Pi)QAlice, Ppub)ê(Pi, Pi) (1)

(b) If the above equation in (a) is verified to be false, response a complaint
against Alice. Otherwise accept and store e−params < IDBob, Pi, Ti, C, V >
in a storage maintained an each Si.

Step3. Alice discards all information, and completes the enrollment protocol.
For the sake of conveniens, we assume that Alice has receive no complaint in
Step2.

Decryption protocol: Denote k agents by S = {Si|1 ≤ i ≤ k}. To give authenti-
cated retrieval and rescue the message, the client Bob performs the actions as
follows:

Step1. Bob sends a request message to k agents:

(a) Select an uniformly distributed random number x ∈ Z∗
q , compute X = xdBob

(b) Send X and IDBob to each agent Si ∈ S

Step2. On receiving the request, each agent Si responds as follows:

(a) Retrieve e − params =< IDBob, Pi, Ti, C, V > from the storage maintained
securely on each Si

(b) Compute Ki = ê(X, Pi) and then reply < Ki, C, V > to Bob.

Step3. Finally, Bob reconstructs secret information as follws:

(a) Compute Li =
∏

j∈S,j �=i
j

j−i for each ith agent

(b) Compute K
′

i = (Ki)Lix
−1

and K =
∏

i∈S K
′

i .

(c) If V �= F (H(K), P ), abort. Otherwise compute C ⊕ H(K)

4 Security Analysis

In this section we discuss with the security aspects of our proposed scheme
IIDTED and give the complete security proof.

Theorem 1. The protocol IIDTED from section 3 satisfies as follows;
(1) Secrete values are uniformly distributed. Thus even an adversary with all
the set of identity has no advantage in identifying any one of the participating
senders and receivers over random guessing.
(2) All subsets of k shares provided by honest players define the same unique
secrete value.
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Proof. (1) The polynomial f with degree k − 1 can be considered as a function
chosen randomly from the collection of all polynomials over Z∗

q since a user Alice
choose randomly a secrete values r and a1, a2, · · · , ak−1, during the execution
of IIDTED. Thus random elements in Fp2 , gr

Bob,
⋃n

i=1{Pi} and
⋃n

i=1{Ti} are
uniformly distributed. Also a user Bob choose randomly a secrete value x and
so a X is a random element in Fp2 . Thus secrete values in our scheme are
uniformly distributed. This means that action of the adversary are independent
of the secretes.
(2) As a result we can state that IIDTED can be resistant to corruption of even
k − 1 of n ≥ 2k − 1 servers. Even there exists an adversary who can corrupt at
most k − 1 servers among n ≥ 2k − 1, any subset of k servers constructs the
secrete value K uniformly distributed in Fp2 . Since for all a, b,∈ Z∗

p

ê(aP + bP, P ) = ê(P, P )a+b = ê(ap, P )ê(bP, P ),

ê(Ti, P ) = ê(H(Pi)dAlice + f(i)Pi, P ) = ê(H(Pi)QAlice, Ppub)ê(Pi, Pi).

This means that all the honest players indeed hold the verification Eq.(1). Also
they hold shares {Pi} which contribute to reconstruct unique secret by combining
with client’s request message as in decryption step. For any S of k shares and
extra value X from client’s request message, the unique secret is computed as
follows :

K =
∏
i∈S

ê(X, Pi)Lix
−1

=
∏
i∈S

ê(x · dBob, f(i)P )Lix
−1

=
∏
i∈S

ê(f(i)QBob, Ppub)Li =
∏
i∈S

ê(f(i)
∏

j∈S,j �=i

j

j − i
QBob, Ppub)

= ê(
∑
i∈S

f(i)
∏

j∈S,j �=i

j

j − i
QBob, Ppub) = ê(rQBob, Ppub) = gr

Bob,

where Li is an appropriate Lagrange interpolation coefficient for the set S. Since
the above holds for any set of k correct shares then K is uniquely defined, where
the same extra value X which as said is derived from the Bob’s private key.

Theorem 2. Under BDH assumption, the protocol IIDTED is secure against
the adversary A who is able to corrupt and to control k or more servers if he
desires.

Proof. We need to show that A can not reconstruct the secrete value K without
knowing the user Bob’s private key. In order to break the protocol, A tries to
compute K ′ such that

K ′ =
∏
i∈S

ê(X ′, Pi)Lix
′−1
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with knowledge of system parameter params, any set S of t secret shares Pi for
i = 1, 2, . . . , t(t ≥ k) and client request messages X ′, where Li is an appropriate
Lagrange interpolation coefficient for the set S. Consider the three cases to
compute K ′.
First, A find an integer x such that X ′ = xdBob = xsQBob. That is, A solve
CDH problem. Since BDH problem is hard, CDH problem is also hard. Thus no
adversary can compute X ′.
Secondarily, A compute K ′ for given a 3-tuple (P, bP, xaP ) such that K ′ =
ê(xdBob, Ppub) = ê(xaP, bP ) = ê(P, P )xab = gabx, where dBob = aP , Ppub = bP
and g is a generator of Fp2 . But it is impossible since BDH is hard.
Third, A guess Bob’s private key d′Bob and choose an element x′ in Z∗

p . Now A
compute

K ′ =
∏
i∈S

ê(x′d′Bob, Pi)Lix
′−1

=
∏
i∈S

ê(s′QBob, f(i)P )Li = ê(rQBob, s
′P ).

Since every secrets are uniformly distribute, A can not verify whether his guess
is correct or not. Thus it is impossible to distinguish K ′ from K.

5 Comparison

With mainly compared to [1] and [10] our scheme have different features. J.
Back and Y. Zheng [1] aimed at private key distribution. Thus they provided
the feature that a user who obtained a private key from the PKG can share the
key among ndecryption servers. B. Libert and J. J. Quisquater [10] proposed
a pairing based (k, n) - threshold decryption scheme. This scheme provides the
feature that the PKG plays the role of the trusted dealer and each distributed
servers give the ciphertext to the recombiner who may be a designated player.
Our scheme is similar to that of [1] and [10], but with some different features:
First, our scheme employs the concept of threshold scheme in a different way
such as the dealer distribute secret shares to n agents with only receiver’s identity
and system parameters. And then the receiver reconstructs secret shares with
his private key hardening protocol. That is, the receiver interact with servers to
harden his private key into a strong secret without retrieving either his private
key or the hardened result. Secondarily, servers and receivers in our scheme have
parameters determining whether the message has been changed.

6 Conclusion

In this paper we present a new intelligent ID-based threshold encryption and
decryption scheme using a bilinear pairing. When only k agents are involved in
our protocol, the receiver can decrypt dealer’s data with knowledge of his own
hardening private key. Besides, even attacker succeeded in compromising k or
more agents but without knowing the user’s private key, she still cannot obtain
any information about the user’s credential. Since our secure system have the
verification, the hosts and agents can be protected from each other. We have also
presented simple solution to the security problems discovered in the scheme.
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Abstract. Digital fingerprinting method allows individualization of all
content purchased by users. In a multi-cast network, however, distributed
contents must be identical among all users. Therefore, the process of in-
dividualizing content should be given on the user side while the original
signal should not be delivered to users for security reasons related to
copyright protection. Content fingerprinting (CoFIP) for audio signals
was proposed to meet both requirements. In CoFIP, a problem might
occur when users collude. Synchronous addition of several individualized
audio signals makes it difficult to identify each individualized contents
composed in it. This article proposes a countermeasure against such col-
lusion, providing imperceptible phase shift in the individualization. Lis-
tening tests and computer simulations show that the fingerprint can be
detected correctly while the sound quality of the colluded signal is effec-
tively degraded.

1 Audio CoFIP

Digital multimedia contents are now widely distributed through the Internet
because of the progress of broadband networking technologies. As a result, man-
agement and protection of copyrights of such contents have become highly prob-
lematic. A possible solution to many such obstacles is fingerprinting, by which
a unique fingerprint is stamped on each digital multimedia content. However,
this is infeasible in the case of a non-interactive delivery system, e.g. a broadcast
system, because broadcast data should be identical for all users.

“Content Fingerprinting (CoFIP)” has been proposed [1] to solve this prob-
lem. After CoFIP was originally proposed for still images, it has been imple-
mented for audio signals [2]. In the original CoFIP algorithm, contents are dis-
tributed to users in the form of a package consisting of “parts” and a “body.”
“Parts” are a set of relatively small encrypted objects to be watermarked; the
“body” is an unencrypted remaining object (Fig. 1(a)). Each “part” is stamped
with several different watermarks. The key point of CoFIP is that all of these dif-
ferently watermarked “parts” are packaged for distribution. Here, suppose that
there are M “parts” and that each M “part” is stamped with one of N dif-
ferent watermarks. Because a distributed package contains N · M watermarked
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(a) Original CoFIP for still images

Time
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>16 kHz

Part-1

Part-2

Part-3

(b) Implementation of CoFIP for audio sig-
nals

Fig. 1. Concept of individualization using CoFIP.

“parts,” we reason that N different watermarks for M “parts” can generate NM

different fingerprints. Note that the “parts” are encrypted when the package is
distributed. A user purchases a digital key to decrypt only one combination of
the watermarked “parts” to generate individualized content by combining them
with the “body.”

In the audio CoFIP algorithm, the time-frequency representation of an audio
signal is compared to a still image[2]. Figure 1(b) illustrates the comparison of the
original CoFIP and that implemented for sound signals. We applied the wavelet
transform for the time-frequency representation of audio signals. Prominent ar-
eas in the time-frequency representation that have large wavelet coefficients are
chosen as “parts.” In addition, the high-frequency region (> 16 kHz) is also
chosen as a “part.” These principles to choose the “parts” allow the fingerprints
to survive even after some possible operations (attacks) such as band limitation
and down-sampling have been undertaken.

The original audio CoFIP employed the time-spread echo watermarking
method [3][4]. This method reduced the amplitude of echoes by spreading it
over the time domain using a PN sequence. The robustness and secrecy were en-
hanced compared with the well known echo watermarking method. Figure 2(a)
depicts an impulse response used to embed a watermark in the echo method.
This impulse response is hereafter called a “kernel.” Figure 2(b), on the other
hand, depicts a kernel used in the time-spread echo method.

0 Δ

1

α

t

(a) Kernel of echo hiding

0 Δ

1

β

t

(b) Kernel of the spread-echo
method

Fig. 2. Impulse response used to embed a watermark.
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2 Problem and Solution

One drawback of the audio CoFIP is its vulnerability to collusion attacks. If vari-
ous contents with different fingerprints are simply added after these are formally
decrypted, detection of the watermarks may be quite difficult by the dilution
(relative attenuation) of each watermark while the added contents are heard
without any distortion. This article proposes a method to cope with this simple
collusion attack by greatly degrading the sound quality after collusion.

2.1 Collusion Attack for Audio CoFIP

Time-spread echo method is realized by convolving a time-spread echo kernel
depicted in Fig. 2(b) with an original signal. The impulse at t = 0 of this kernel
produces the original signal. Other impulses, which are indeed a PN sequence,
produce imperceptible echoes that correspond to fingerprints. Variations are
produced by differing the PN sequences. Consequently, a watermarked signal
s′(t) consists of the original signal s(t) and the spread echo signal w(t).Using
these notations, a simple collusion attack can be represented as

u(t) =
1
n

n∑
i=1

s′(t) =
1
n

n∑
i=1

(si(t) + wi(t)) = s(t) +
1
n

n∑
i=1

wi(t), (1)

where u(t) indicates a colluded signal. Consequently, each watermark wi(t) is
reduced in its amplitude by 1/n and becomes an obstacle for detecting other
watermarks. Because the original signal remains unchanged after this collusion
attack, the attacker can obtain a signal from which no watermark can be actually
detected.

2.2 Proposed Method

To overcome this problem, we propose a means to cause severe deterioration in
the sound quality for a signal obtained by a collusion attack.This can be realized
by modifying the phase of the signal relative to the original.This operation can
be represented as

s′i(t) = APFi[s(t)] + wi(t), (2)

where APF[ ] indicates an all-pass filter with phase characteristics that differ
for each i. Because the power spectrum is unchanged by Eq. (2), and the human
auditory system is insensitive to phase, listeners are inferred to be incapable of
discerning a signal obtained by this modification from the original signal. During
a collusion attack, adding these signals contaminates the signal with distortion
because its power spectrum is changed from the original by phase manipulation.
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(c) case 3

Fig. 3. Phase modification as a function of time for N = 4.

Although phase modification characteristics used in this method are arbitrary
in a sense, three specific cases shown below are examined experimentally.

f(t, i)=

{
π

1−cos(2π (2N−1)(t−1)−(i−1)L
NL )

2
(i−1)L+(2N−1)

2N−1 ≤ t ≤ (i−1+N)L
2N−1 ,

0 1 ≤ t < (i−1)L+(2N−1)
2N−1 , (i−1+N)L

2N−1 < t ≤ L,

(3)

f(t, i)=

{
π

1−cos(2π (N+1)(t−1)−(i−1)L
2L )

2
(i−1)L+(N+1)

N+1 ≤ t≤ (i+1)L+(N+1)
N+1

0 1 ≤ t< (i−1)L+(N+1)
N+1 , (i+1)L+(N+1)

N+1 <t≤L,

(4)

f(t, i) = π
(2i − N − 1)(1 − cos(2πt/L))

2N
1 ≤ t ≤ L, (5)

where L and N respectively indicate the length of the original signal s(t) and the
number of variations. These functions for i = 1, . . . , 4 and N = 4 are depicted
as a function of time in Fig. 3, where the abscissa is normalized by L.

In case 1 (Eq. (3)), periods where the phase of the original signal are modified
differently among variations. This causes temporally localized phase distortion
when the collusion attack is attempted. Case 2 (Eq. (4)) is similar to case 1 in
the sense that periods where the phase of original signal are modified differently
among variations. The difference between cases 1 and 2 is the amount of phase
change when the collusion attack is delivered; the change becomes constant for
the collusion attack in case 2, but it depends on the combination of the attack
in case 1. Accordingly, in certain combinations in the collusion attack, sound
distortion is expected to be less in case 2 than in case 1.

On the other hand, in case 3, the period where the phase of original signal is
modified is common, but the amount of the phase shift differs among variations.
In this case, as is apparent from Fig. 3, the temporal change in phase becomes
mild, possibly resulting in less audible distortion than in the other two cases.
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Table 1. Parameters set in listening tests.

# of watermarked objects M 1

# of variations N 2, 3, 5, 8

Time-spread echo method

Delay Δ 56 / 44100 s

Gain β 0.005

Length of PN sequence 1023

Chip length 2

Table 2. Evaluation scale de-
scribed in ITU-R BS.1116.

Scale Description

5.0 Imperceptible

4.0 Perceptible, but not annoying

3.0 Slightly annoying

2.0 Annoying

1.0 Very Annoying

3 Evaluation by Listening Experiments

3.1 Experimental Conditions

Listening tests are carried out to evaluate the secrecy of the fingerprints in
the proposed method. Computer simulations are also performed to evaluate the
watermark detection performance. Moreover, sound quality deterioration as a
result of the collusion attack is also evaluated by listening tests.

Sound sources used in the experiments are classical music and jazz pieces.
These signals are excerpted from the RWC music database supplied by Na-
tional Institute of Advanced Industrial Science and Technology, Japan (AIST)
[5]. They are two-channel stereo samples with a sampling frequency of 44.1 kHz
and a quantization resolution of 16 bits. The duration of samples used in the
experiments is 20 s. Other parameters set in the experiments are summarized in
Table 1.

3.2 Auditory Secrecy

Listening tests were carried out based on “Double-blind, triple-stimulus, with
hidden reference” recommended in ITU-R BS.1116 [7]. In this test, subjects
listened to three stimuli: ‘A’, ‘B’ and ‘R.’ ‘R’ is the original signal in all cases.
‘A’ and ‘B’ are either the original signal, the same with ‘R’ or a test signal,
a watermarked signal in a random order. Those three signals are continuously
output synchronously so that a listener can select and listen to an arbitrary
stimulus among the three at any timing. The listener was asked to separately
evaluate the sound quality degradation of both ‘A’ and ‘B’ relative to ‘R’ with
respect to Table 2 in the precision of first decimal. Because either ‘A’ or ‘B’ is
the same with ‘R’, a listener should give a rating of 5 to the stimulus judged
to be the original. Listeners participating in this experiment were three well
trained students with normal hearing ability in their twenties. Sound stimuli
were presented through a headphone in a sound-proof room. Every set of ‘A’,
‘B’ and ‘R’ appeared five times in one session.

Results are depicted in Fig. 4. The notation of the abscissa indicates i over
N in Eqs. (3)-(5). The ordinate indicates “diffgrade,” which is calculated by
subtracting the scale for the test signal from the scale for the hidden reference.
Consequently, the lower the diffgrade is, the worse the sound quality. From Fig. 4,
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Fig. 5. Results of listening tests for
some pairs of collusions.

it is clear that sound quality degradation caused by fingerprinting with the phase
modification is not large.

3.3 Degradation of Sound Quality Against the Collusion Attack

Listening tests were carried out to examine sound quality degradation against
simulated collusion attacks. Experimental conditions were identical to those in
the previous experiments except for stimuli, i.e. the stimuli were signals obtained
by simulated collusion attacks in the present experiment. Figure 5 shows the
results. For simulating the collusion attack, eight kinds of combinations were
tested, as shown in this figure. Only a collusion of two signals was examined.
When the combination is represented as (ξ, η)/ζ in this figure, it means that from
ζ different watermarked signals, a watermarked signal labeled number ξ and a
watermarked signal labeled number η are summed and averaged. Comparison of
Figs. 4 and 5 clarifies that the signals’ sound quality after the collusion attack
is remarkably deteriorated.

3.4 Watermark Detection

Computer simulations were carried out to evaluate the influence of phase modi-
fication on watermark detection. In the computer simulations, both the hit (pos-
itive) rate and the false alarm (false positive) rate were calculated. A method
using log scaling along time-axis proposed by Ko et al. [6] was employed to
detect watermarks. This method makes it possible to detect watermarks under
attacks such as scaling or time-scaling, which are fatal attacks for the original
time-spread echo method, in return for the worse detection performance in the
case of no attack. Figures 6 depict results for a classical music piece without any
attacks. The notation of the abscissa indicates i over N in Eqs. (3)-(5). From
this figure, obtained hit rate scores are around 50% while the false alarm rate
scores are less than 10%. Because one watermark is embedded several times into
a music signal to allow watermark detection, these scores are practically realistic.
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Fig. 6. Hit rate and false alarm rate for a classical music piece.

4 Conclusions

This article presented a method to deal with the collusion attack in audio
CoFIP. The proposed method deteriorates sound quality during a collusion at-
tack.Computer simulations revealed that watermarks remain detectable after
phase modification in the proposed method. Moreover, listening tests demon-
strated that a signal obtained by the assumed collusion attack shows remarkably
deteriorated sound quality when compared with the original signal.
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Abstract. In this paper we propose a video in video hiding technique
for embedding and transmission of sign language video signal through
another video communication channel. Our proposed system does not
need modification of the main video coding and transmission system, and
it can be implemented by addition of a pre- and post-processing block.
We encode the sign language video and embed the encoded bit-stream in
the main host video. We develop a low complexity and robust encoding
scheme for sign language video by applying three-dimensional wavelet
decomposition on the sign language video, and encoding the important
subbands using multiple description scalar quantizers. We also apply
three-dimensional wavelet decomposition on the host video and embed
the encoded bit-stream of the sign language video in the host signal
subbands. We select blocks of the host video with high texture content
and embed the information in the middle frequency subbands to have
highest robustness and with low visible distortion. At the receiver the
system reconstructs the sign language video by recovering the embedded
data in subbands. We examine the system performance by embedding
video sequences of sign language messages into host video sequences. At
the receiver we evaluate the percentage of correct sign language messages
recovery. We further evaluate the system performance when the host
video undergone compression and addition of noise during transmission.

1 Introduction

Sign language video transmission offers great possibilities for better communi-
cation among deaf people.However, transmission of sign language video at low
bit-rate and with low cost is still a challenging area. Conventional video con-
ferencing technology generally addresses the limitation of channel capacity by
drastically reducing the frame rate, while preserving image quality. This pro-
duces a jerky image that disturbs the trajectories of the hands and arms which
are essential in recognizing sign language.

One potential demand is addition of a simple sign language video transmis-
sion system to an already established multimedia transmission system. In our
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application, we assume that there is an established high quality digital video
transmission system, and we would like to use it for transmission of a sign lan-
guage video without interrupting the main transmission system. As depicted in
Figure 1 , we propose a sign language transmission system by encoding the sign
language video and embedding the encoded bit-stream in another digital video
signal.

Fig. 1. Overview of the Proposed System.

Embedding a multimedia signal into another multimedia signal has been
popularly used in digital watermarking and data hiding applications [2]. In data
hiding applications, we need to recover the embedded information with high
quality. However; in these applications, unlike watermarking systems, the host
signal usually does not face active and severe attacks by unauthorized people
for destroying the embedded data. The host multimedia data may only face
signal processing operations, such as compression and addition of noise during
transmission.

The main problem of hiding video in video is the large amount of data that
requires a special data embedding method with high capacity as well as trans-
parency and robustness. There have been few reports on large capacity data
embedding [3], [4], [5]. Chae and Manjunath used the discrete wavelet transform
(DWT) and lattice code for embedding a signature image/video into another im-
age/video [3]. They further improved their system by using joint source-channel
quantizers. However; the channel-optimized quantizer is not suitable in data hid-
ing applications, where intentional or non-intentional manipulations are variable
and not known in advance. In another approach Swanson et. al. [5] designed a
method for embedding video in video based on linear projection in the spatial
domain. The method is flexible and simple to implement, but like other spatial
domain embedding techniques, it is not robust to compression.

In [7] we propose an image data hiding scheme that can hide a gray-scale
image in another gray scale image with bigger size. The key advantage of the
developed system is using multiple description coding which is a joint source-
channel coding method [8]. In this paper, we extend the image hiding scheme for
embedding a video with lower resolution (sign language video) in another video
with higher resolution (host video). In the following sections, at first we explain
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sign language encoding scheme in Section 2. In Section 3 we explain the method
of hiding and extraction of video. In Section 4 we provide the experimental
results, and finally in Section 5 we give conclusion and suggestion for further
research.

2 Sign Language Encoding

Many video conferencing systems currently installed are not optimized for sign
language transmission. Accurate sign language communication places specific
demands on a visual media application. The sign language transmission needs
special spatial/temporal resolution. In sign language small details may carry
important information, like the eye gaze direction, used for example to indicate
references to persons or things recently mentioned. Also rapid movements can
carry important meaning, like finger-spelling, where a word or name is spelled
out by the hand forming specific positions for each letter [9]. Figure 2 shows the
results suggested in ITU standard [9] for sign language and lip reading real time
conversation using low bit rate video communication.

Fig. 2. Resolution requirements for sign language and lip-reading in person-to-person
conversation.

We develop the sign language transmission system using QCIF format 176×
144 with 15 frames per second. The host video has CIF format 352 × 288 with
30 frames per second. International video compression standards like MPEG-4,
H.263 and the newly emerged H.264 standard describe mechanisms for coding,
multiplexing and presenting video images at low bit rates. In general these coders
use DCT coding for inter-frame compression and motion estimation/compen-
sation for intra-frame compression. For further efficient sign language coding, it
possible to identify visually important regions of video for deaf communications,
and use object based coding methods.
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In our proposed application we embed the bit-stream of encoded video in
another host video that might face various signal processing operations like
compression and addition of noise. Therefore, we need to use a robust video
coding scheme. The hybrid coders have high encoding efficiency, but they are
susceptible to noise due to using variable length code, and using motion estima-
tion/compensation that increases the possibility of error propagation in group
of frames. With knowledge of communication channel, it is possible to use vari-
ous channel coding schemes for protection of the encoded bit-stream in a hybrid
coder. However, in data hiding application usually there is not enough infor-
mation about the type of processing that host signal faces, and the effect of
this operation on the embedded information can not be easily estimated. There-
fore, we preferred to use a robust source coding scheme, despite its lower coding
efficiency.

We use a three-dimensional (3-D) subband coder with fixed rate quantizers
[6]. Splitting the spatio-frequency information among subbands, and the fixed
rate quantizers increase the encoder resistance to loss of information that can
be happened due to various processing on carrier (or host) video.

Fig. 3. Three-Dimensional Filter Bank Structure.

Figure 3 shows the structure of 3-D subband decomposition used for both
video signals. A three-dimensional subband coder uses a unique approach for en-
coding intra-frame and inter-frame redundancy in a video sequence. The video
signal passed through a 3-D filter bank, and then different subbands are encoded
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Fig. 4. Three-Dimensional Filter Bank Frequency Map.

based on their visual importance [6]. The terms HP and LP refer to high-pass
filtering and low-pass filtering, where the subscripts t, h, and v refer to temporal,
horizontal, and vertical filtering respectively. The selected subband framework
consists of 11 spatio-temporal frequency bands. The temporal frequency de-
composition is restricted to only two subbands due to potential delay problems
in a practical implementation and reducing dependency in coding consecutive
frames. The image frames are filtered temporally using the two-tap Harr basis
functions [6]. Temporal decomposition is followed by horizontal-spatial filtering
and vertical-spatial filtering using 9/7 biorthogonal filters [6].

Selection of optimum quantizer for different subbands based on their statisti-
cal characteristics and visual importance is the key factor for developing subband
coder. Figure 4 shows the frequency map of the 11 video subbands which can be
classified as below:

Band 1, the low temporal and spatial frequency band, is a blurred version of
the original video frame. It has much higher energy compared to other subbands
and has the most visual importance. However while all the subbands histogram
follow well a generalized Gaussian distribution, this subband does not follow any
fixed distribution [6].

Bands 2-7, the low temporal and high spatial frequency bands, include infor-
mation of texture and sharpness of video signal in the spatial domain. Depends
on amount of these information in scene, the energy of these bands could be
higher or lower. Among these bands, bands 4 and 7 have much lower due to two
times highpass filtering (vertical and horizontal).

Band 8, the high temporal and low spatial frequency band, has higher average
energy compared to other high temporal bands, and it shows the major changes
in consecutive video frames.

Bands 9-11, the high temporal and high spatial frequency bands (Bands 9-
11) have low energy, but high variation in time. They represent sharp and fast
objects movements in the video scene.

The amplitude distribution of Bands 1 and 8 does not follow any fixed prob-
ability distribution function (PDF) [6]. We use phase scrambling operation to
change the PDF of these bands to a nearly Gaussian shape [6]. The added ran-
dom phase could be an additional secret key between the transmitter and the
registered receiver. Since the information of the sign language video signal are
embedded in another video signal that might face various types of signal process-
ing operation, we need to protect the key subbands properly. We use multiple
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description PDF-optimized scalar quantizer for Bands 1 and 8, as they follow
well a Gaussian distribution after phase-scrambling. Multiple Description Coding
(MDC) is a joint source-channel coding technique where the source is encoded
by multiple descriptions and there is some redundancy among descriptions [6].
These descriptions are transmitted over separate channels for error protection.
Figure 5 shows the block diagram of MDC. At the receiver, the multiple descrip-
tion decoder combines the information of the two descriptions and reconstructs
the original signal. It can decode only one channel, when data on the other chan-
nel is highly corrupted; otherwise it can combine the received information from
both channels.

Fig. 5. Multiple description coding of subband 1 and 8.

The other high frequency subbands contain the texture information of the
video scene which are not visually important in recognizing the sign language
video. We drops Bands 4,7 and 11, as they have very low energy and only quantize
the other six subbands (2,3,5,6,8,9) with PDF-optimized quantizer assuming
Laplacian PDF for them. We split the quantizers indices into two groups and
embed them in different spatio/temporal position or frequency bands of the
host video to have higher protection against compression and noise addition.
The splitting and scrambling of the encoded bit-stream reduce the effect of loss
of information on the reconstructed video.

3 Data Embedding and Extraction

Various types of transform domain methods were suggested for data embedding
in image and video [2]. The DCT and wavelet domains were more popularly
selected due to their compatibility with popular compression methods.

We embed the sign language video with QCIF frame size of (176×144) pixel
and rate of 15 frames per second into the host video with CIF format (352×288
pixels and 30 frames per second). The sign language video is monochrome, but
the host video is a colored video in YUV (4:2:0) format. We decompose the Y
component of the host video using the same 3-D subband decomposition depicted
in Figure 3. The chorma components are decomposed only in 8 subbands as
depicted in Figure 6. The high temporal subbands usually have low energy, and
they can be easily affected by various types of compression schemes, therefore,
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Fig. 6. 3-Dimensional filter bank frequency map for chroma components.

we embed the date only in the medium frequency and low temporal subbands.
The selected subbands are: 2, 3, 5 and 6 of luminance signal and bands 2, 3, 6
and 7 of chrominance signal.

The host video is in 4:2:0 format, it means for each group of four luminance
pixels, there is only one pixel with two chrominance information. However the
visual system is less sensitive to color distortion. We split and distribute the
encoded bit-stream among the selected host video subbands blocks. Since the
sign language video has much lower tempo/spatial resolution compared to the
host video (1/6 in spatial and 1/2 temporal resolution), therefore we have enough
flexibility in distributing the embedded bits.

We embed the bit-stream of signature information in the host video frames
in the area with high texture content to be less visible. In order to evaluate the
texture content of a 4 × 4 block, we define a normalized measure for the energy
of high frequency bands by

μk =| eH

eL
| (1)

where eH is the average of the absolute value of the high frequency bands
(2,3,5,6), and eL is the absolute value of the lowest frequency band (Band 1)
of the corresponding block. characterizes the given block texture energy. Higher
value of μk shows the block has strong high frequency component or high tex-
ture. We consider these blocks good candidates for data embedding, and replace
wavelet coefficients with embedded data [3].

We split and distribute the encoded bit-stream among the selected host video
subbands blocks. Since the sign language video has much lower tempo/spatial
resolution compared to the host video (1/6 in spatial and 1/2 temporal resolu-
tion), therefore we have enough flexibility in distributing the embedded bits. We
embed the significant bits of quantization indices in higher frequency subbands
and less significant bits in lower frequency subbands (Bands 5 and 6). This will
increase the robustness of our data embedding scheme to compression methods
which are usually affecting high frequency bands.

At the receiver, we first reconstruct the two important frequency subbands
(Band 1 and 8) of the sign language video from the extracted indices in each
portion of the host video, and recombine the indices. If the two indices are
close together we can recombine them and use the multiple description scalar
quantizer table to have higher resolution [8]. On the other hand if the two indices
were far from each other, we assume that one of them is highly corrupted. In
order to choose the less corrupted index, we compare the difference between the
block containing those indices with former blocks in time-domain.
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4 Experimental Results and Analysis

In our developed system, we do not want the host video to face any visual
distortion due to data embedding. At the same time, we would like to recover
sign language video with reasonable quality. In all of our experiments we set the
embedding factor so that average PSNR of the host video sequence stays above
35 dB.

There are various ways to evaluate the recovered sign language video depends
on the application [9]. We produce a sign language video sequence that speaker
tells 40 independent sentences, and we embed the sign language interpretation of
the sentence in a video sequence. Ten deaf persons, familiar with sign language,
independently interpret each sentence after data recovery. We report the average
percentage of correct sentence recovery (PCSR). In the normal situation that
host video does not face any modification or signal processing operation, the
PCSR is above 95. We test the system resistance to MPEG compression. The
MPEG-2 compression scheme with various compression ratios (CR) is tested.
Table 1 shows the percentage of correct sentence recovery (PCSR) for each case.
In another experiments, additive noise with various standard deviations was
added to the video sequences. The PCSR of recovered video based on PSNR of
the host video are shown in Table 2.

Table 1. The PCSR after MPEG compression of the host video.

CR 3 6 12 24

PCSR 92.9 87.2 81.8 74.4

Table 2. The PCSR after addition of noise to the host video.

PSNR(db) 35 30 27 25

PCSR 94.2 88.0 75.6 69.4

Table 3. The PCSR down-sampling the host video.

Down-Sampling 1/2 1/4 1/8

PCSR 85.3 73.0 59.5

5 Conclusion

We have presented a new scheme for embedding sign language video sequence
into a host video sequence. We used 3-D subband decomposition and multiple
description coding of the key information for robust encoding of the sign language
video. We also use subband decomposition for the host video and embed the
information of the sign language signal with very low visible distortion in the
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host video. The results show that the system is able to transmit the sign language
video even when the host video face operations like compression, addition of
noise and down-sampling. The system has very low complexity and it can be
used for transmission of sign language video in an already established video
communication system.
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Abstract. Piracy is a major issue in the content business, and although
digital technologies raise the efficiency of new content production, pirates
also accelerate their piracy. Commercial cameras have become sufficiently
good to re-shoot images displayed on screens, and TV monitors are be-
coming larger with better picture quality; this combination will enable
content to be pirated in the home in the near future. Re-shooting with
a commercial camera is the ultimate piracy method because there is no
engineering way to stop it. We have developed a new watermark method
that remains even after images displayed on a monitor have been re-shot.
This paper describes the concept and experimental results.

1 Introduction

Digital technologies have advanced remarkably in the last decade, and most con-
tents are now made and processed digitally, offering many methods to create new
contents. However, the technologies also enable contents to be copied illegally
and there is no difference between the originals and copies in the market. There
are several ways of protecting contents against piracy, such as Digital Rights
Management (DRM) that encrypts the content.

Nevertheless, there is no way to protect content against piracy using com-
mercial video cameras to re-shoot screens or TV monitors, and these cameras
are becoming more powerful. It is well known that some people go into movie
theaters to video the showing, make copies and sell them. Indeed, the Hollywood
film industry estimates that such illegal copying costs the industry US $3 billion
a year[1].

In Japan, some sellers of these illegal copies have been arrested[2]. These
crimes did not exist when analogue copy systems were used, but TV monitors
in the home have become larger than those used ten years ago.

It will soon be possible to pirate pay-per-view TV programs in the home
by re-shooting the TV screen, so some means of protection is urgently needed.
DRM was developed to prevent contents from being seen by those other than
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rights holders, but this is an exception because the pirates pay for tickets or are
regular subscribers. DRM cannot protect contents against regular members.

Watermarking is a useful means of content protection. Although it is fragile
and does not have any power by itself, it adheres to any copies that are made.
Watermarks were developed to conceal information in contents that are copied
digitally or by analog means, but most of them cannot prevent re-shooting images
displayed on a screen or monitor. Only a few ideas were proposed for it[3][4] and
these embed information on the time-axis.

Most manufacturers and developers do not reveal the algorithms used in their
watermark technologies, since it would be easy to crack them if the algorithms
were open. However, this prevents them from standardizing.

Macrovision technology[5] is very useful in terms of protecting against casual
copying. Its algorithm is open, and some machines are sold that can delete the
Macrovision signal from the contents. However, it is used all over the world to
protect contents. We think that we will need some new technology to protect
contents from duplication by re-shooting, which is a typical method of casual
copying, since virtually anyone will be able to do it.

Learning from the experience of the Macrovision technology, we can open
the algorithm if we use it just to protect against casual copying. Opening an
algorithm enables standardization. The requirements for such watermarks are
not the same as those today. Indeed, such requirements have yet to be discussed.
As we are proposing a new watermark technology that is robust against re-
shooting in this paper, we would like to initiate discussion on its requirements.

In this paper we propose a new watermark technology which remains even
after re-shooting an image displayed on a monitor. Our idea is that using very
low frequency compared with moving images and that embedding information
on the special axis. The rest of this paper is organized as follows. Section 2
explains the picture quality of a commercial camera; it is remarkable that re-
shot contents is of marketable quality. In section 3, we explain the concept of
our watermark. The experiential conditions and results are shown in section 4.
Finally, section 5 concludes the paper.

2 Characteristics of Commercial Cameras

As only broadcasters and a few people had good cameras thirty years ago, people
could not use them to copy contents by re-shooting. However, the performance of
commercial cameras has dramatically improved in the last ten years, and they are
now small enough to use anywhere and are not expensive. TV monitors including
PDP and LCD displays now also offer good picture quality. High-performance
cameras and high-definition displays provide an excellent combination for piracy.

We conducted experiments to measure the characteristics of re-shot pictures
with multi-burst signal. Fig. 1 shows the original multi-burst signal measured
with an oscilloscope. The same signal is given to a CRT monitor and is re-shot
with a commercial camera. Fig. 2 shows the re-shot one measured with the
same oscilloscope. The multi-burst signal frequencies are 0.5MHz, 1MHz, 2MHz,
3MHz,4MHz and 5.75MHz, respectively.
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Fig. 1. Original Multi-burst Signal. Fig. 2. Re-shot Multi-burst Signal.

The picture quality of the re-shot one is not the same as the original one. We
will show the picture quality of normal moving images in section 4. We exhibited
re-shot moving images in our Open House Exhibition in 2002. More than twenty
thousand people came to our laboratories at that time. None of them said that
they were bad and most of them said that it was worth paying.

This result enables piracy in movie theaters, but in the near future pirates
will be able to copy contents in their own homes. Therefore, new technologies
to protect contents against such piracy are needed. As mentioned in section 1,
DRM and encryption systems do not offer sufficient security against these illegal
copies, and so this is a pirate’s paradise.

We propose a new watermark technology that survives after re-shooting the
images displayed on a monitor. This approach is also useful for preventing piracy
in movie theaters.

3 The Concept

3.1 Watermark Embedding

We assume video images f(x, y, t) as three-dimensional signals, where x denotes
the horizontal axis of the screen or monitor, y the vertical axis, and t the time
axis. We also assume g(x, y, t) as hiding information in the moving images, and
x, y, t are the same as above. g(x, y, t) must satisfy the following conditions.

– g(x, y, t) has very low frequency signals compared with moving images
f(x, y, t)

– g(x, y, t) must satisfy the following equations:

g(x, y, t) = g1(x, y)g2(t) (1)∫ B

0

∫ A

0

g1(x, y)dxdy = 0 (2)

where, A denotes the width of the image and B the height of the image. These
conditions are required to get equation(8) from equation(7). Examples of g(x, y)
functions are sinx, wavelet functions and so on.

The moving picture which has embedded information can be written as fol-
lows:

f(x, y, t) + g(x, y, t) (3)
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where, |g(x, y, t)| ≤ 2. In our approach, the watermark is embedded in only
luminance signals. When |g(x, y, t)| ≥ 3, degradation caused by the watermark
becomes visible in some areas of images, which will be discussed in section 4.

3.2 Watermark Detection

Moving images f(x, y, t) can be expressed as follows:

f(x, y, t) = fDC(t) + fAC(x, y, t) (4)

where, fDC(t) denotes DC elements of images and fAC(x, y, t) denotes AC ele-
ments. This expression is used to derive equation(8) by equation(6) and equa-
tion(7).

We obtain the following expression from equation (3) for watermark embed-
ded moving images:

fDC(t) + fAC(x, y, t) + g(x, y, t) (5)

where, fDC(t) denotes the DC value of time t. We assume one more condition:
that fAC(x, y, t) satisfies the following equation if the period of integration is
sufficiently long: ∫ t0

−t0

fAC(x, y, t)g2(t)dt ≈ 0 (6)

where, −t0 and t0 denote the period of time. Although there is not g2(t) that sat-
isfies equation(6) for all moving images, we can choose several g2(t) candidates
depending on images and we embed watermark only into images that satisfies
this condition. According to our experiments, many moving images satisfy eqa-
tuion(6) if we choose appropriate g2(t) and take the appropriate integral period.
We need further research about it.

Here, we obtain the product of equation (5) and g(x, y, t), and integrate them.
The integral periods must be sufficiently long to satisfy equation (2 ) and (6).∫ t0

−t0

∫ B

0

∫ A

0

(fDC(t) + fAC(x, y, t) + g(x, y, t))g(x, y, t))dxdydt

=
∫ t0

−t0

fDC(t)g2(t)dt

∫ B

0

∫ A

0

g1(x, y)dxdy

+
∫ B

0

∫ A

0

g1(x, y)dxdy

∫ t0

−t0

fAC(x, y, t)g2(t)dt

+
∫ t0

−t0

∫ B

0

∫ A

0

g2(x, y, t)dxdydt (7)

Then, the first term and the second term of equation (7) equal zero; only the
third term has some limited value as follows:∫ t0

−t0

∫ B

0

∫ A

0

g2(x, y, t)dxdydt �= 0 (8)
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If we choose an appropriate threshold value, we will be able to judge whether
the moving images contain embedded information g(x, y, t) or not.

In this paper we use a very simple two dimensional g(x, y). Three dimensional
g(x, y, t) will be a further research. Here, we use a very simple function g(x, y) =
sin x to explain a practical example. When we embed some information into
moving images, sinx is used to embed +1 and − sinx for 0. The integration
period of x should be from 0 to 2π. The third term of equation (7) becomes as
follows when sinx is embedded:∫ 2π

0

sin x sin xdx = π (9)

If − sinx is embedded, The third term of equation (7) becomes as follows:∫ 2π

0

(− sinx) sin xdx = −π (10)

We can thus detect embedded information by these methods. Although there
are several assumed conditions, we will give proofs that are valid in normal
moving images in the next section.

4 Experimental Results

Several experiments were made to examine the validity of our approach. In-
formation is embedded into moving images with the watermark explained in
the previous section. The embedded moving images are stored on the computer
hard disk, which is shown as the signal source in Fig. 3. They are supplied to
the SDTV monitor and are re-shot by the camera. The camera video output is
connected to the watermark detector.

Fig. 3. Experimental System.

Information is embedded before the experiment in non-real time. We devel-
oped a real-time watermark detector with a computer equipped with a Pentium
4, 2.8 GHz CPU. We have to select g(x, y, t) which satisfies equation (2). Al-
though there are many candidates, we select three two-dimensional functions to
investigate the basic characteristics of moving images.

g1(x, y) = −α cos(
2πx

A
) + α cos(

2πy

B
) (11)
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g1(x, y) = α sin(
2πx

A
) + α cos(

2πy

B
) (12)

g1(x, y) = α sin(
2πx

A
) × cos(

2πy

B
) (13)

where, A denotes the width of the monitor and B denotes the height. The co-
ordinates are defined as Fig. 4. x denotes the x axis and y denotes the y axis.
α denotes the intensity of the embedded watermark. For example, if we assume
g1(x, y) = −α cos(2πx

A ) and α = 2, f(x, y, t) is changed by f(x, y, t) + 1 while
cos(2πx

A ) ≥ 0.5 and is changed f(x, y, t)−1 while cos(2πx
A ) ≤ −0.5. If we want to

embed binary information 1, α should be plus, i.e. α = +1. If we want to embed
binary information 0, α should be minus, i.e. α = −1.

We used ITE (Institute of Image Information and Television Engineers,
Japan) standard images and MPEG images as shown in Table 1. We edited
19 videos in series. Each image has 450 frames. We embedded two bits of infor-
mation in every 450 frames.

Table 1. Images used in experiments.

Picture names Source Frame number Picture names Source Frame number

Woman with Birdcage ITE 1 ∼ 450 Buddhist Images ITE 451 ∼ 900

Buildings along a Canal ITE 901 ∼ 1350 Character Pattern ITE 1351 ∼ 1800

Chromakey (flowers) ITE 1801 ∼ 2250 Church ITE 2251 ∼ 2700

Flash Photography ITE 2701 ∼ 3150 Ice Hockey ITE 3151 ∼ 3600

Horse Race ITE 3601 ∼ 4050 Group Game ITE 4051 ∼ 4500

Overlap ITE 4501 ∼ 4950 Skyscrapers ITE 4951 ∼ 5400

Whale Show ITE 5401 ∼ 5850 Bicycles MPEG 5851 ∼ 6300

Cheerleaders MPEG 6301 ∼ 6750 Flower Garden MPEG 6751 ∼ 7200

Football MPEG 7201 ∼ 7650 Carousel MPEG 7651 ∼ 8100

Susie MPEG 8101 ∼ 8550 Wool MPEG 8551 ∼ 9000

Fig. 4. Definition of Screen. Fig. 5. WM Embedded Image.

Fig. 5 shows the watermark embedded picture and Fig. 6 shows the re-shot
picture without watermark respectively. Fig. 7 shows the original picture quality.
It should be emphasized that the picture quality of Fig. 6 is not so bad, and would
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Fig. 6. Re-shot Image. Fig. 7. Original Picture.

Fig. 8. Experimental Result.

be acceptable in the contents business. This is the cause of piracy in theaters. As
Fig. 5 and Fig. 6 are taken by a video camera, they have analogue distortions. It
is very difficult to adjust two pictures pixel by pixel to measure PSNR of these
pictures. Instead of that, it is theoretically possible to calculate PSNR between
the original picture and the embedded picture. Equation (13) gives 52.4dB under
the condition of α = 2.

One of the most important requirements for watermarks is that they do not
degrade picture quality. Comparing Fig. 5 and Fig. 6 to check their qualities, it
is almost impossible even for video experts to detect the degradation caused by
the embedded watermark.

Fig. 8 shows an experimental result with equation(13). The x axis denotes
the frame number and the y axis denotes the correlation values calculated with
equation (7). Here, α equals 2, which means the image pixels change by +1
or -1 at most embedded pixels and change by +2 or -2 at most, and are very
slightly changed in images. It is desirable that the correlation values are as large
as possible, in which case we can set a high threshold value to detect whether a
watermark is embedded in images or not. Here, if we set the threshold level as
25,000, most of them are above it. This means that the images shown in Table
1 contain an embedded watermark. Due to the resolution of the graph, it looks
like as if many frames show the correlation values that are lower than 25,000.
Though we checked all of them, 98.9% of them are higher than 25,000. If we
change it to 20,000, 99% are higher than it.

Some frames have lower values than the threshold. However, this is raw data
of watermark detection, and we usually use an error correction code in those
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cases. The error rate of watermark technologies is higher than that of normal
transmission lines, so it is not appropriate to use common error correction codes
such as Reed Solomon and BCD. The major detectable decision error correction
code is commonly used for watermarks; when this code was used, all of the two
bits embedded in every 450 frames were detected by our method.

According to the result of this experiment, our approach is adequate for a
re-shot watermark system. We conducted experiments with three functions that
are equation(11), (12) and (13). We also changed α from2 to 4. Due to lack of
space, other results are reported only briefly. All three functions showed almost
the same detection rate except images which contained high-speed moving areas,
such as Cheerleaders or Football in the MPEG reference images. Stationary im-
ages and images which have low-speed moving areas did not show any difference.
The embedding intensity of the watermark, α, should be lower than 3, which
means image pixels change by +2 or -2 in areas and change by +3 or -3 at most.
If we set it higher than 4, it becomes visible in many images.

There are several approaches for watermarking, such as analogue copies, ge-
ometric distortions, rotation and scaling. Although we have not checked all of
these approaches, there are several experimental results. We made fourth gener-
ation copies of a VHS tape in the economy playback mode (EP/3x) and success-
fully detected embedded information from them. We moved the re-shot camera
position until the re-shot images were visibly distorted. However, embedded in-
formation is detected with the assistance of major detectable decision error cor-
rection code. Of course it is necessary to continue further study, but our method
offers some tolerance to geometric distortion.

5 Conclusion

In this paper we described a new watermark scheme which survives re-shooting
the images displayed on a screen, and explained the concept and experimental
results of the scheme. Although this approach meets several requirements, such
as robustness and picture quality, further discussion is required about this type
of watermark.

We used only two-dimensional functions in this paper. Three-dimensional
functions offer wider possibilities to develop better watermarking systems. Fur-
ther studies will be needed in order to use these in practical systems.

A watermark itself cannot protect contents, but is the last defense to prevent
illegal copying. Re-shooting of TV monitors to copy contents will soon become
possible. We hope that these technologies will be studied and improved in order
to protect copyrighted material so that the content business will have a bright
future.
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Abstract. Invertibility attack is a hostile measure to breach watermark-
ing systems. In this paper, a novel watermarking protocol using a one-way
hash function and a check of random watermarks is proposed in order
to combat invertibility attacks. The described technique can be used in
conjunction with any watermarking algorithm, no matter it is kept secret
or made public, without resorting to a third party jury as required by
some previous approaches. By introducing a set of reference sequences,
segmentation of the digital information and iterative computation of wa-
termarks, the protocol is further enhanced so that it can resist more
sophisticated types of attack based on forging an illegitimate detector.

1 Introduction

Since mid-1990s digital watermarking as an effective means for intellectual prop-
erty rights protection has attracted a great deal of research interests. Watermark
is a digital code embedded imperceptibly and robustly into a multimedia sig-
nal, typically containing information about the owner, origin, status, and/or
destination of the host material [1, 2]. With the development of watermarking
techniques, various hostile attacks have emerged, such as geometric distortion
attack, implementation attack, and protocol attack, which attempt to destroy
watermarking systems in order to make illegal profits [3].

Craver et al. [4] proposed another smart protocol attack, invertibility attack.
It does not aim at eliminating the embedded information or destroying synchro-
nization, but demolish the very concept of the watermarking application itself.
In invertibility attack, an attacker can create a counterfeit watermark in a digi-
tal product containing another legal mark to cause confusion therefore prevent
rightful assertion of ownership when the attacker’s watermarking algorithm is
invertible. To combat this attack, non-invertible watermarking algorithms [5, 6]
may be used since they cannot be abused as tools in invertibility attacks. Using
these techniques, the structure of watermarking algorithms must be made public
by submitting to an authoritative organization to check its non-invertibility. An
alternative countermeasure is to design a special non-invertible watermarking
protocol in conjunction with a traditional algorithm to defeat this attack even
if the watermarking algorithm is invertible [7, 8]. However, a loophole still ex-
ists when a non-invertible algorithm or protocol is used. Having obtained any
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particular watermarked multimedia data, an attacker can always tailor-make a
counterfeit inserter and a corresponding detector, as well as a fake original and a
workable key. In order to defeat such an attack, a secure watermarking protocol
has been proposed in which correlation between the detecting algorithm and the
embedded mark is imperative [9].

In the above-mentioned secure frameworks for resisting invertibility attack,
a watermark hider must reveal his embedding/detecting scheme to an autho-
rized jury to confirm its eligibility, i.e., the watermarking algorithm should be
non-invertible or based on some normal mechanism, for example, QIM or spread
spectrum method. As such, security of the embedded watermark will rely solely
on the confidentiality of the key as stipulated by the Kerckhoff’s principle uni-
versally observed in cryptography. In watermarking applications, however, this
authorization procedure is rather cumbersome therefore lacks practicality. With-
out a general consensus within the watermarking community, a watermark hider
may not wish to reveal his embedding/detecting algorithm to any third party,
whether being an independent jury or the general public. The Kerckhoff’s princi-
ple requires that an embedded watermark should be secure or cannot be removed
even if the watermarking scheme is not a secret. It does not mean, however, that
a watermarking algorithm must be revealed. In other words, watermarking is
not necessary bound to the requirement of publicizing the marking mechanism.
So, a watermarking technique capable of resisting invertibility attacks that is
compatible with secret algorithms is certainly desirable.

However, a problem may occur in case the marking algorithm is kept secret.
An attacker can forge an arbitrary mark-detector to declare presence of his fake
watermark in a digital product since no one can open the black box to disclose the
illegitimate mechanism. To resolve this problem, a secure watermarking protocol
is proposed in this paper to prevent attackers from performing an invertibility
attack by fabricating a fake original, a counterfeit key and a constructed secret
algorithm. In this protocol, correlation between the detecting algorithm and the
embedded mark is also necessary as in [9]. In addition to this common feature,
the present framework also checks the detected results of random watermarks,
and uses a set of reference sequences, segmentation of the digital product and
iterative computation of marks. In this way, arbitrary forge of secret mark-
detecting mechanisms by the attackers can be prevented.

2 Previous Works on Invertibility Attack

2.1 Invertibility Attack

Suppose that the copyright owner A embeds his watermark WA into the host
medium I with an inserter EA and a key KA. A watermarked medium IA is thus
produced that is available to both the legitimate user and an attacker named B.
Assume that B possesses a watermarking tool consisting of an inserter EB and a
detector DB. If B is able to construct a watermark WB as well as a counterfeit
key KB and a fake data I′ from IA such that
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Fig. 1. Sketch of invertibility attack.

1. EB(I′,WB,KB) = IA,
2. DB(IA,WB,KB) = 1, (here 1 means “watermarked”, and 0 “not water-

marked”) or DB(IA,KB) = WB, and
3. I′ is similar to IA,

the watermarking system (EB, DB) is said to be invertible. In the above op-
eration, both the authentic watermark WA and the counterfeit mark WB can
be detected from IA using DA and DB, respectively. Therefore, the rightful
owner of IA cannot be identified based on the extracted watermark. Figure 1
is a sketch of invertibility attack, in which the two sides of IA are symmetric,
the left half being a legal watermarking procedure and the right half an illegal
procedure counterfeited by the attacker.

In addition, a similar term “quasi-invertibility” can also be defined [4]. Quasi-
invertibility is less stringent than full-invertibility therefore more harmful to le-
gitimate watermarking system users. In the following discussion, quasi-invertibil-
ity and full-invertibility are not distinguished and will simply be referred to as
“invertibility”.

2.2 Non-invertible Algorithm and Protocol

To defeat invertibility attack, Craver et al. suggested that non-invertible wa-
termarking techniques be used. In their approach, all legitimate watermark-
ing schemes must be designed to be noninvertible. A one-way hash function or
public-key cryptology is employed for this purpose. For example, let the water-
mark signal be a hash output of the host data [5], W = h(I). The host data are
needed in detection. This way, the attacker can no longer forge a counterfeit wa-
termark and counterfeit host data. In another method [6], the original medium
is not needed in detection. The watermark is a hash of pseudorandom data se-
lected by the digital product owner. As a key, the pseudorandom data is used
to compute the watermark in detection. Since it is almost impossible to derive a
counterfeit watermark WB and counterfeit host data I′ from the watermarked
data IA, invertibility attack is virtually impossible. In this case, the mechanism
of watermarking algorithm should be made public or submitted to an authorized
organization to prove its non-invertibility.
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An alternative method for resisting invertibility attack is to design some spe-
cial watermarking protocol. The protocol presented in [7] can be used in conjunc-
tion with traditional algorithms based on addition of a pseudo-random sequence.
Another protocol [8] is applicable to any watermarking algorithm regardless of
being non-invertible or not, with which a watermark hider must embed, in ad-
dition to the watermark itself, the digital signatures of the original product and
the mark into the digital content. Given a claimed watermarked copy IA, the
signatures should be verified after all the embedded data are extracted. Note
that the asymmetry is derived from the watermarking protocol, which uses a
signature mechanism, but not from the embedding/detecting algorithms. If the
attacker’s watermarking algorithm (EB, DB) is given, it will be very difficult
to find a fake original I′, a fake mark WB and a fake key KB to satisfy every
aspect of this protocol, though the watermarking algorithm may be invertible. In
this case, the watermarking mechanism must also be revealed to show it is based
on a normal technique, such as QIM or spread spectrum method. Otherwise, an
attacker can arbitrarily create a detected result that serves his purpose since the
marking tool is a black box.

2.3 Invertibility Attack Based on Forged Algorithm
and a Countermeasure

Although a non-invertible protocol or a rule requiring that all legitimate water-
marking tools must be non-invertible is used, a pirate, having obtained a single
watermarked product, can tailor-make an inserter EB, a corresponding detector
DB, as well as a fake original, a counterfeit mark and a workable key to per-
form an invertibility attack [9]. When the invertibility of marking algorithm is
required, the attacker can publish the mechanism of his forged watermarking al-
gorithm (EB, DB) to show its non-invertibility, therefore declare the legitimacy
of the fake mark WB in IA. When a non-invertible protocol is used, the attacker
can also obey the protocol and publish (EB, DB) like a normal algorithm. So,
this invertibility attack based on forged algorithm is more powerful than the
basic invertibility attack.

In order to combat this attack, a secure protocol has been proposed in which
the embedded mark signal is derived from the detecting software D and an
embedding key using a one-way hash function [9]. By establishing correlation
between the embedded signal and the watermarking algorithm, an attacker can-
not obtain a suitable mark and a workable key when he constructs a counterfeit
watermarking algorithm. Thus the forged-algorithm attack can no longer suc-
ceed. Similarly, the mechanism of marking algorithm should also be publicized
to show its embedding technique as normal.

3 A Basic Protocol Compatible with Secret Algorithms

In the previous anti-invertibility-attack strategies, the requirement is too strin-
gent for most watermarking applications since all watermarking algorithms must
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be checked by an authorized organization to prove its non-invertibility or nor-
mality. In practice, watermarking system users are usually reluctant to reveal the
marking procedure to any outsider. Furthermore, it is difficult to define “nor-
mality” of a watermarking algorithm. It is also possible that an attacker can
design an invertible or abnormal algorithm that may be mistakenly judged as
non-invertible or normal to cheat the third-party jury.

Thus, a more convenient and user-friendly watermarking framework capable
of resisting invertibility attacks without the need of revealing the embedding
and detecting algorithms is desired. With this system, although revelation of
the marking algorithm is not compulsory, the watermark hider, to conform to
the Kerckhoff’s principle, should still ensure that an embedded mark cannot be
removed even if the watermarking mechanism is known to attackers.

Without an authorized organization, an attacker, B, can arbitrarily construct
not only a counterfeit mark WB and a fake key KB, but also his own water-
marking algorithm (EB, DB), in which the detector DB can be considered a
black box. Specifically, the forged detector DB may have the same input-output
relation as an authentic detector but with an entirely different internal structure.
Assuming that inputs to the detector DB are a received cover II, a key KI and
a watermark WI, and output from DB is “1” or “0”, the attacker can forge an
detecting algorithm as follows to confuse the copyright of a digital media IA:

If II is similar to IA, WI = WB and KI = KB
DB(II,KI,WI) = 1

Else
DB(II,KI,WI) = 0

Although the output result is directly derived from the inputs, no one can find
the illegal mechanism.

To prevent anyone from carrying out such an attack, we propose a novel
watermarking protocol, which specifies the way of watermark generation, but
not the internal structure of watermarking algorithm. Here we view any mark-
detecting software as a binary sequence, although its actual structure is un-
known. The proposed watermarking protocol employs a one-way hash function
h and a concept of key space. The key space includes a large number of candidate
keys, say, 2128 binary sequences, each having a length of 128. After selecting a
key from the key space according to the protocol, the rightful owner, A, pro-
duces a mark signal by using h, his key, and a binary sequence corresponding to
his detector, and embeds them into the cover data. On the detection side, the
mark signals derived from both the key provided by A and other keys randomly
selected from the key space, are used as the detector inputs for the judgment as
to whether or not A is a rightful owner.

The key of this protocol is to establish correlation between the watermarking
algorithm, the embedding key, and the mark signal, and to check the detection
results of marks derived both from a given key and from randomly selected
keys, so that any attacker cannot find a workable key, a counterfeit mark and
a constructed secret algorithm simultaneously. Details of the proposed protocol
are described as follows:
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1. The protocol employs a one-way hash function h that is made public.
2. Embedding procedure: The detecting software D can be considered and

treated as a binary sequence SD. The embedded mark signal W must be
determined by SD and K, that is, W = h(SD, K), where the key K is
selected by the copyright owner from the key space. Thus, the watermarked
medium IA is generated: IA = EA (I, KA, WA) = EA [I, KA, h(SDA

,

KA)].
3. Detecting procedure: Suppose a consumer, C, has obtained the digital prod-

uct IA, and wants to know who is the rightful owner of IA. If someone
claims that he is the rightful owner, he must provide his detector D, but
no its mechanism, and his key K for the one-way hash function h. After
obtaining W using h, he must also provide his key K and the signal W for
his detector D to show that D(IA, K, W) = 1. The procedure should be
under C’s supervision. The claimer may keep his key secret but must prove
that the keys entered into the hash function and the detector D are iden-
tical. For example, he may store his key in an IC card and insert the card
into a special device to provide the content of his key. Furthermore, he must
randomly select many, say, 100, other keys K′ in the key space to compute
the derived signals W′ using h, and checks if D[IA, K, h(SD, K′)] = 0.
The claimer must also prove that the keys K entered into the detector D
now are the same as the previous one. If the above procedure is successfully
completed, the claim of copyright is accepted.

Here, the purpose of checking whether or not D[IA, K, h(SD, K′)] equals
zero is to prevent anyone from forging a detector in which the output is always
1 when using his key. The purpose of proving identity of the two entered keys
is to verify the prescribed correlation between the key, the algorithm, and the
mark signal.

Using this protocol, the rightful owner A can provide his legitimate key KA
and the detector software DA to satisfy the above requirements. On the other
hand, even if the attacker B can construct a watermarking algorithm (EB, DB)
and a forged mark WB with DB(IA, KB, WB) = 1, he cannot satisfy WB =
h(SDB

, KB) so that fails to pass himself off as a copyright owner.

However, since the internal structure of the detecting software D can be
arbitrary, that is, D is treated as a black box, the attacker B can define an arbi-
trary mapping between the input and output at his disposal using any possible
method. This leaves some flaws for more sophisticated attacks. Therefore the
protocol needs to be further enhanced as described in the following sections.

4 Scenarios of Possible Attacks

Although performing invertibility attacks by constructing counterfeit watermark
and watermarking algorithm is difficult with the above-described protocol, more
sophisticated attacks are still possible. Two different kinds of possible attacks
are described in the following.
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4.1 First Type of Possible Attack: Hash-Based Detector Attack

The first type of attack employs the identical one-way hash function h in the
forged detector DB so that correlation between a fake key, a counterfeit mark,
and a workable secret algorithm can be established. Suppose that inputs to DB
are a received cover II, a key KI, and a watermark signal WI, and the output
is 1 or 0. An attacker B selects a key KB from the key space as his counterfeit
key and constructs the inside mechanisms of his forged detector DB as follows.

If II is similar to IA, and WI = h(SDB
, KI)

DB(II, KI, WI) = 1
Else

DB(II, KI, WI) = 0
Here, the detector treats itself as a binary sequence SDB

and computes the hash

of SDB
and KB. So, the attacker can claim that he satisfies the protocol as

described in the previous section. After providing his counterfeit key KB and
the forged detector DB for the one-way hash function h to yield WB, he input
KB and WB into the forged detector DB, output of the detector will be 1, while
other mark signals derived from the keys randomly selected in the key space will
produce 0. Thus the basic protocol is defeated.

4.2 Second Type of Possible Attack:
Forged Detector Attack Based on Watermark Subset

With the protocol proposed in Section 3, for the given legitimate key KA,
DA[IA, KA, h(SDA

, KA)] must be 1, and for any other randomly selected

key K′, DA[IA, KA, h(SDA
, K′)] must be 0. Assume that W is the entire set

of W. The attacker can arbitrarily define a set W1 that is a small subset of W ,
and construct the internal structure of a fake detector DB as follows.

If II is similar to IA, and WI ∈ W1

DB(II, KI, WI) = 1
Else

DB(II, KI, WI) = 0
A counterfeit key KB can be found using a method of exhaustive enumeration so
that h(SD, KB) belongs to W1. In this way, the attacker can cheat the customer
by providing a fake key KB.

Cost of this type of attack is estimated as follows. Assume that the ratio
between the sizes of W1 and W is p, the average number of attempts for finding
the first useful counterfeit key KB is 1/p because

∞∑
j=1

p (1 − p)(j−1)
j =

1
p

(1)

On the detection side, a consumer randomly selects other N keys to check for
DB[IA, KB, h(SDB

, K′)] = 0. The probability of satisfying the condition, Q,

can be obtained:
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Q = (1 − p)N (2)

This indicates that the attacker has constructed a workable detector and found
a fake key, leading to a successful attack.

When p is very close to zero,

p ≈ 1 − Q

N
(3)

For example, if p=0.0001, a fake key can be found after, in average, 10000 at-
tempts. In this case, if the consumer makes N=100 checks, he will accept the
illegal claim of the attacker with a probability Q=99%. Since a large N is unre-
alistic, the cost of attack is not a problem for the attacker.

5 Protocol Enhancement Against Sophisticated Attacks

Since the two types of attack as described in the previous section form a threat
to the basic protocol proposed in Section 3, we introduce further enhancement in
order to provide additional resistance against possible attacks by using a forged
detector.

5.1 Enhancement Against Hash-Based Attack

The core of the hash-based attack is that the fake detector can be treated as
a binary sequence by itself, and the one-way hash function h can be used to
compute a watermark signal in a forged detector. In order to prevent this, a
set of reference sequences with different lengths is introduced into the protocol.
The reference sequences are made of random numbers containing little redun-
dant information, and therefore are hard to be compressed. And these reference
sequences are made available to the public. In the enhanced protocol, the embed-
ded watermark should be the hash of the sequence SD, the key, and in addition,
the reference. In other words, W = h(SD, K, R). The reference sequence R
is the shortest among all reference sequences that are longer than the binary
sequence SD corresponding to D.

When someone claims his copyright, he must obtain W by providing the key
K, the detector D, and the reference R to h, then enter W, together with K
and IA, to the detector D in an environment isolated from the reference, as
shown in Figure 2. The consumer should check an output “1” from D. With
other mark signal derived from any arbitrarily selected key, however, the result
is always “0”. It should be noted that the reference R cannot be included in the
detector D, since it is longer than SD. Therefore, a hash h(SD, K, R) cannot
be computed in a forged detector when the detector is isolated from R. Thus,
the first type of the detector attack is defeated.

5.2 Enhancement Against Watermark Subset Based Attack

To deal with the above-described second type of attack, an additional mechanism
is introduced to make the cost of the attack too high to be feasible. The host
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Fig. 2. Structure of the proposed watermarking protocol in which a reference R is
added to prevent construction of a fake detector with the one-way hash.

medium I is first segmented into M sections, I1, I2, . . . , IM in a way prescribed
in the enhanced protocol. And the enhanced protocol also prescribes WA,1 =
h(SDA

, KA), and WA,i = h(SDA
,WA,i−1) where i= 2, 3, . . . , M , so that

all WA,i form a chain. The marked sections are generated according to IA,i =
EA(Ii, KA, WA,i) where i = 1, 2, . . . , M . Finally, IA,i are combined to yield
the watermarked result IA.

When someone claims his copyright, he should produce W1 = h(SD, K) and
Wj = h(SD,Wj−1) (j > 1), and show D(IA,i, K, Wi) = 1 for each section of
IA under supervision (i= 1, 2, . . . , M). With other W′

i derived from randomly
selected keys, D(IA,i, K, W′

i) should be 0.
In this case the attacker B may still forge a detector DB to carry out the

second type of fake-detector based attack as follows.
If II is similar to IA,i, and WI ∈ Wi

DB(II, KI, WI) = 1
Else

DB(II, KI, WI) = 0
Here, Wi are subsets of W . As previously explained, the attacker must find
a suitable KB satisfying WB,1 = h(SDB

, KB) ∈ W1 and WB,i = h(SDB
,

WB,i−1) ∈ Wi where i= 2, 3, . . . , M . Assume that all Wi have the same size,
and the ratio between this size and that of W is p. Similar to Equation 1, the
average number of attempts in finding the first useful counterfeit key KB is
p−M . If a consumer uses N randomly selected keys in the key space to derive
the mark chains and check each IA,i, the probability of satisfying the conditions
D(IA,i, KB, W′

i) = 0 (i= 1, 2, . . . , M) will be:

Q = (1 − p)M N (4)

Then, Q is the probability of being cheated by the attacker. The parameter p
must be very close to 0 for a sufficiently large Q. Thus,

p ≈ 1 − Q

M N
(5)

In this case, the cost of attack increases exponentially with M , therefore the
attack scheme becomes infeasible. For example, when Q = 50%, N = 10, M =
10, the average number of attempts is greater than 1021.
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5.3 Enhanced Protocol

The integrated watermarking protocol against possible invertibility attacks is
summarized as follows.

1. The protocol employs a one-way hash function h and a set including many
reference sequences of different lengths that are made public. These reference
sequences contain very little redundancy.

2. The legitimate owner of a digital product selects a key KA and a reference
sequence R that possesses the smallest length among the existing sequences
with a length greater than the binary array SDA

corresponding to DA.

W1, W2, . . . , WM are calculated according to W1 = h(SDA
, KA, R),

Wi = h(SDA
, Wi−1) where i= 2, 3, . . . , M .

3. The host medium I is segmented into M sections I1, I2, . . . , IM in a pre-
scribed way. Watermarked sections IA,i = EA (Ii, KA, Wi) are generated
accordingly, and then combined to produce IA.

4. When someone claims that he is the rightful owner of IA, he must compute
W1, W2, . . . , WM using his detector D, his key K, a reference sequence
R and the function h. For each IA,i, the results D(IA,i, K, Wi) = 1 and
D(IA,i, K, W′

i) = 0 should be checked where W′
i is derived from one of

other N randomly selected keys. Here, the detecting software must be run
in an environment isolated from the reference to ensure that it cannot make
use of the reference sequences. The procedure of Step 4 should be under
supervision and the copyright claimer may keep his key secret but must
prove that the keys entered into the hash function and the detector D are
identical.

6 Conclusion

A novel watermarking protocol capable of resisting invertibility attacks is in-
troduced. Unlike the other methods subject to non-invertibility limitations, the
proposed approach is applicable to any watermarking algorithm, whether the
embedding scheme is kept secret or made public, and whether the algorithm
is invertible or noninvertible. Using this protocol, a third party jury is not
needed. The only additional requirements are that the embedded watermark
signal should be generated in line with the protocol, and a series of detected
results are used to decide the ownership of a digital product.

In the described protocol, the watermark signal is produced according to a
key, a detector, as well as a set of reference sequences using a specified one-
way hash function. Consequently, it is virtually impossible to generate an illegal
watermark in a forged detector with a counterfeit key. In addition, by embedding
several iteratively generated watermark signals into segmented medium data, the
price for producing illegal detectors and keys is prohibitively high. In this way,
invertibility attacks and possible attacks based on forged detector are defeated.
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Abstract. In this paper, we propose a new secret sharing scheme (SSS)
[1] for audio signals, called as “Binary audio secret sharing (BASS).” SSS
is an encryption method and produces n shared data from an original
data to hide useful information. Applying SSS to audio communications
on the Internet can help to make it more robust against theft and the
tapping of information. Thus, we focused on the 1-bit audio format and
applied SSS to 1-bit audio signals to realize audio secret sharing. More-
over, we propose a method to make each shared data heard as its intended
sound.

1 The BASS Algorithm

1.1 Visual Secret Sharing

The BASS algorithm is based on visual secret sharing (VSS). Of several proposals
regarding VSS, “k out of k VSS [2]” is well known as a method for binary images
and shares an original image into k random dot images. By stacking all of the
shared images, the original information of the image can be easily obtained,
but cannot be with any k − 1 shared data. Figure 1 is a sample of 3 out of 3
VSS. The process of encryption of 3 out of 3 VSS is depicted schematically in
Fig. 2, where sub-pixels are produced from each pixel of the original image. In
our proposed method, each pixel of an image corresponds to each sample of a
1-bit audio signal.

Fig. 1. A sample of 3 out of 3
VSS.
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Fig. 2. A sample pattern of sub-pixels.
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1.2 1-Bit Audio

1-bit audio is a high quality digital audio format employed in the super audio
CD (SACD). It has a sampling frequency of 2,822.4 kHz and a resolution of
1-bit. Quantization noise caused by 1-bit resolution can be reduced by the use
of the ΔΣ converter. A first-order ΔΣ converter may be expressed by the block
diagram depicted in Fig. 3, where Q denotes a quantizer of 1-bit resolution and
Nq is the quantization noise. The input X is a discrete time signal sampled with
a very high sampling rate. The output signal Y is expressed as

Y = X + (1 − z−1)Nq. (1)

The second term on the right-hand side of this equation consists of the quan-
tization noise Nq, which has a uniformly distributed frequency characteristic,
multiplied by a filter having the frequency response depicted in Fig. 4. Conse-
quently, 1-bit audio can realize its large dynamic range despite its low quantizing
resolution because the quantization noise is concentrated on the region of high
frequency.

1.3 Algorithm of Encryption and Decryption

BASS shares the original signal according to sharing tables tb(b = 0, 1) for
each sample, which have a value of ‘0’ or ‘1’ because of the 1-bit audio. These
sharing tables tb are k ×n boolean matrices, where k is the sharing number and
n = 2k−1. Defining A(m, b) as the number of ‘1’ in the logical sum of rows of
m(1 ≤ m ≤ k) × n sub-matrices of tb, tb should be constructed so that A(m, b)
satisfies

A(m, b) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

m∑
i=1

n

2i
(m < k)

n − 1 (m = k, b = 0)
n (m = k, b = 1).

(2)

Defining Tb as collections of matrices obtained by exchanging any rows of tb with
other rows, shared signals si(1 ≤ i ≤ k) are obtained as
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⎛
⎜⎜⎜⎝

s1

s2

...
sk

⎞
⎟⎟⎟⎠ =

(
to1 to2 . . . toL

)
toj ∈ {T0, T1} (3)

from the original signal o represented by

o =
(
o1 o2 . . . oj . . . oL

)
oj ∈ {0, 1}. (4)

When the sharing number k is 3(k = 3), for example, t0 and t1 may be 3× 4
matrices like as ⎛

⎝1 0 0 1
0 1 0 1
1 1 0 0

⎞
⎠ ∈ T0

⎛
⎝1 0 0 1

0 1 0 1
0 0 1 1

⎞
⎠ ∈ T1. (5)

Decryption of the original signal in BASS requires all the k shared signals.
The m × (n · L) matrix represented in Eq. (3) is separated at every n columns,
resulting in L sets of m×n matrices. When A(m, t) is calculated for each m×n
matrices,

A(m, t, j) =

⎧⎪⎨
⎪⎩

m∑
i=1

n

2i
(m < k)

n − 1 + oj (m = k)
(6)

is obtained for each j(1 ≤ j ≤ L)th m×n matrix. Consequently, we can decrypt
the original signal oj(1 ≤ j ≤ L) from all the k shared signals using Eq. (6),
since the information of the original signal oj can be obtained only if m = k.

2 Shared Signals Heard as Intended Decoy Sound Signals

BASS based on the original k out of k VSS makes all shared signals heard as
random noise. However, we can encrypt an original signal into k − 1 shared
signals heard as distinct and intended decoy sounds and one random noise-like
signal by properly constructing sharing tables. These k − 1 shared signals can
be any audio signals. Note that making shared signals heard as intended sounds
does not lessen any security of the BASS.

Defining 1 × k matrix pi(1 ≤ i ≤ k) as⎛
⎜⎜⎜⎝

p0

p1

...
pk

⎞
⎟⎟⎟⎠ = t0 ∈ T0 (7)

using any sharing table t0. We also define n · L samples of arbitrarily selected
audio signal as di. Define d′

i(1 ≤ i ≤ k − 1) as di decimated by 1/n, resulting
d′

i in a signal of L samples. We further define shared signals si(1 ≤ i ≤ k − 1),
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which should be heard as the intended sounds, and a random noise-like shared
signal sk as ⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

s1

s2

...
si

...
sk

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

p
(d′

11)
1 . . . p

(d′
1j)

1 . . . p
(d′

1L)
1

p
(d′

21)
2 . . . p

(d′
2j)

2 . . . p
(d′

2L)
2

...
. . .

...
. . .

...

p
(d′

i1)
i . . . p

(d′
ij)

i . . . p
(d′

iL)
i

...
. . .

...
. . .

...

p
(d′

k1)
k . . . p

(d′
kj)

k . . . p
(d′

kL)
k

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (8)

where

d′
i =
(
d′i1 d′i2 . . . d′iL

)
(9)

d′kj = oj +
k−1∑
i=1

d′ij (10)

p
(0)
i = pi (11)

p
(1)
i = pi. (12)

In Eq. (12), pi denotes the logical negation of pi.
Finally, we verify that it is possible to decrypt the original signal from all of

si(1 ≤ i ≤ k). We define any column of Eq. (8) as

t′j =

⎛
⎜⎜⎜⎜⎜⎝

p
(d′

1j)

1

p
(d′

2j)

2
...

p
(d′

kj)

i

⎞
⎟⎟⎟⎟⎟⎠ . (13)

Here, t′j is a matrix obtained by exchanging columns of any matrix included in
T0 and taking logical negation

∑k
i=1 d′ij times. Sharing tables T0 and T1 have

the property that when we exchange any column of any sharing table included
in T0 with its logical negation, it becomes one included in T1, and vice versa.
This property is expressed as

t
(I)
b ∈ T((I+b) mod 2) (b = 0, 1). (14)

Thus,

t′j ∈ T(
∑k

i=1 d′
ij) mod 2 = T(oj+2·

∑k−1
i=1 d′

ij) mod 2

= Toj . (15)

is obtained.
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Fig. 5. Block diagram of the relationship between di and si.

3 Verification of Decoy Sound

Figure 5 shows a block diagram to illustrate the method described in the previous
section enabling k− 1 shared signals to be heard as decoy sounds. In this figure,
the input signal di[j] and the output signal si[j] are an intended decoy signal and
an obtained shared signal, respectively. Here, we show that these two signals have
close frequency characteristics. Notations of the variables used in this verification
are summarized in Table 1.

Table 1. Notations of variables.

Variable Description

o 1-bit audio signal of the original signal {0, 1}
si 1-bit audio signal of a shared signal {0, 1}
si[j] Scalar representation of si ({0} is replaced with {−1})
Si[k] Frequency spectrum of si[j]

S′
i[k] Frequency spectrum of si[j] decimated by 1/n

pi Decomposition pattern {0, 1}
pi[j] Scalar representation of pi ({0} is replaced with {−1})
Pi[k] Frequency spectrum of pi[j] after zero-padding

di 1-bit audio signal of a decoy signal {0, 1}
di[j] Scalar representation of di ({0} is replaced with {−1})
Di[k] Frequency spectrum of di[j]

d′
i 1-bit audio signal of di decimated by 1/n {0, 1}

d′
i[j] Scalar representation of d′

i ({0} is replaced with {−1})
D′

i[k] Frequency spectrum of d′
i[j]

d′′
i [j] d′

i[j] up-sampled by n
D′′

i [k] Frequency spectrum of d′′
i [j]

3.1 Analysis of the Time Domain

In Fig. 5, di[j](j = 1, 2, . . . , nL) is a signal obtained from a decoy signal di ∈
{0, 1} by replacing {0} with {−1}. The output signal si[j](j = 1, 2, . . . , nL) is
then represented using d′i and pi[j] as follows:

si[j] = (d′i[1] · p′
i d′i[2] · p′

i . . . d′i[L] · p′
i) (16)

p′
i = (pi[1] pi[2] . . . pi[n]).
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Fig. 6. An example of si[j] actually ob-
tained with the proposed method.

Fig. 7. Theoretically derived signal corre-
sponding to Fig. 6.

For all components where d′i[j] = −1, {1} of p′
i is replaced with {−1}, and vice

versa. Accordingly, si[j] obtained by Eq.(16) is equivalent to si represented by
Eq.(8). Note that the sign of the AC component of si[j] is reciprocal of that of
si because the sign of each component is inverted when di[j] is −1, namely, d′ij
is 0.

Figure 6 shows an example of the waveform of si[j] when k = 3, L = 5,
d′[j] = (1 1 − 1 − 1 1), and pi = (1 0 0 1). Accordingly, a 1× nL matrix si

obtained with the parameters mentioned above is represented by

si = (p̄i p̄i pi pi p̄i)
= (0 1 1 0 0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0). (17)

Equation (17) can be depicted as in Fig. 7. Comparing these two figures, it is
clear that the AC components of the signals are the same.

3.2 Analysis of the Frequency Domain

In Fig. 5, a decoy signal di[j] with a length of n · L is fed to an LPF, a down-
sampler by n and a ΣΔ converter. The role of the LPF is to remove high fre-
quency components with the cut-off frequency of fc = fs/2n, not to introduce
aliasing at the following down-sampler. In this operation, some audible sound
components in a decoy signal might also be removed when the value of n is
large. It is then down-sampled and requantized into a 1-bit sequence by the ΔΣ
converter. Consequently, d′[j] becomes a 1-bit audio signal of decoy sound di[j]
decimated by 1/n.

Next, d′[j] is up-sampled by n. When the signal obtained by this operation
is defined as d′′[j], the frequency spectrum of d′′[j] becomes that of d′[j] shrunk
by 1/n on the frequency axis due to the up-sampling by n, and includes aliasing
components.

Define the frequency spectrum of the signal obtained by zero-padding into
pi[j] so as to have a length of n ·L as in Pi[k](k = 0, 1, . . . , nL− 1), that of di[j]
as Di[k](k = 1, 2, . . . , nL − 1), and that of si[j] as Si[k]. From Fig. 5, Si[k] can
be derived by Eq. (18) as the product of D′′

i [k] and P ′
i [k].

Si[k] = D′′
i [k] · Pi[k] (k = 0, 1, . . . , L − 1) (18)
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Since D′′
i [k](k = 0, 1, . . . , nL − 1) can be expressed by D′

i[k](k = 0, 1, . . . , L − 1)
with a cycle period of L, they are exactly the same within (k = 0, 1, . . . , L − 1).
Since the audible sound components are retained after the sampling frequency
becomes fs/2n because of the very high sampling frequency, s′i[j], which is ob-
tained by decimating si[j] by 1/n, can be heard as the same as si[j]. Its frequency
spectrum is represented as

S′
i[k] = D′′

i [k] · Pi[k]
= D′[k] · Pi[k] for (k = 0, 1, . . . , L − 1). (19)

Since S′
i[k] and D′

i[k] in Eq. (19) are the frequency spectra of si[j] and di[j] deci-
mated by 1/n, respectively, Eq. (19) can be represented using a LPF, HLP [k](k =
0, 1, . . . , nL − 1), with a cut-off frequency of fs/2n as follows:

Si[k] · HLP [k] = Di[k] · Pi[k] · HLP [k] (k = 0, 1, . . . , nL − 1). (20)

Equation (20) states that a shared signal is heard as the decoy signal filtered
by Pi[k]. Moreover, pi[k] = (1 − 1 − 1 1), which is employed in the previous
section as an example, should provide sound without distortion because of its
linear phase characteristics. However, a signal actually obtained by this method
includes not only the decoy sound but also an additive noise. The reason for this
may be the quantization noise brought about by the ΔΣ converter in Fig. 5 to
requantize the multi-bit signal into a 1-bit audio signal. Namely, D′

i[j] is Di[j]
decimated by 1/n and added to a quantization noise. This effect is not considered
in the previous discussion, and thus, further investigation is needed to verify it.

4 Conclusions

We propose a binary audio secret sharing method, BASS, which can share an
original audio signal into k shared audio signals. A method to compose the k−1
shared signals heard as different and intended decoy sounds is also proposed. We
have verified these sounds as the intended decoy sounds.
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A Reversible Watermark Scheme Combined
with Hash Function and Lossless Compression
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Abstract. The paper presents a reversible watermark scheme based on
hash function and lossless compression technology. The paper extracts
the abstract information of the image as hash code and lossless com-
presses the LSB(Least Significant Bit) of the image to make some space
where the image hash can be completely inserted. It needs to be done
without introducing a large distortion to the image. The scheme can
achieve the authentication purpose by hash code and restores the orig-
inal image by retrieving the watermark sequence completely because of
the lossless decompression of the LSB of the image.

1 Introduction

In the Internet age, audio, video media, image can be easily modified, copied and
transmitted. In some application field, such as the medical image, military image
and X-ray image, they are not allowed to be illegal modified and manipulated,
even if several bits changed.

The reversible watermarking techniques satisfy those requirements. The re-
versible watermark is also named as lossless watermark, invertible watermark
and erasable watermark, that is to say the reversible watermark can completely
restore the original image. Owing to the reversibility, the reversible watermark is
applied in the medicine fields, physical fields and so on. The retrieved watermark
bits compare with the original watermark bits to detect whether the image is
authentic.

In [1], Honsinger proposed a reversible watermarking as an application of
image authentication in the patent. He realized the reversibility of the water-
marking processing by modulo addition and a robust spatial additive watermark.
It seems to be the first report on the field of reversible watermark. Another re-
versible watermark scheme is presented in [2] by Fridrich. The watermark is
embedded in the saved space by lossless compression on the bit-plane.

This reversible watermark scheme is based on hash function and lossless
compression. So we will review some relevant knowledge about the hash function
and lossless in the next section, then propose our reversible image watermarking
scheme and the simulation results in the Sect. 3 and Sect. 4, respectively.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 1168–1174, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Relevant Knowledge

This section will introduce two skills applied in the reversible watermark. One
is hash function, and another is the lossless compression skill.

2.1 Hash Function

In information security fields, information authentication and digital signature
technology develops rapidly. The hash function plays an important role in those
applications. In the modern times, the message authentication and digital sig-
natures technology had a great development in the information security. In [3],
the hash function is introduced like that. As with the message authentication
code, a hash function accepts a variable-size message M as input and produces
a fixed-size hash code H(M), sometimes called a message digest, as output. A
hash value can be calculated by the formula as follows.

h = H(M) (1)

The hash code is a function of all the bits of the message and provides an
error-detection capability: A change to any bits in the message results in a change
to the hash code. So the message receiver can recalculate the hash code to detect
the integrality of the information. Usually, the hash function needs not the secret
key, but we will use the secret key in this watermark scheme for the security of
watermark.

To be useful for message authentication, a hash function H must have the
following properties (adapted from a list in [NECH92]):

1) H can be applied to a block of data of any size.
2) H produces a fixed-length output.
3) H(x) is relatively easy to compute for any given x, making both hardware

and software implementations practical.
4) For any given code h, it is computationally infeasible to find x such that

H(x) = h. This is sometimes referred to in the literature as the one-way
property.

5) For any given block x, it is computationally infeasible to find y �= x with
H(y) = H(x). This is sometimes referred to as weak collision resistance.

6) It is computationally infeasible to find any pair (y, x) such that H(y) = H(x).
This is sometimes referred to as strong collision resistance.

2.2 Lossless Compression

Lossless Compression is also called as reversible compression, distortion-free cod-
ing, or noise-free coding and so on. This is a kind of developed technique. We are
very familiar with Winzip software which is a good example of lossless compres-
sion. Natural images have a high degree of redundancy due to the correlation of
pixels with their surrounding pixels. Information theory gives a basis for reduc-
ing redundancy, thereby achieving data compression. Accordingly, image data
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compression consists of two functions: decorrelation and encoding. Sometimes
we also call compression progress as removing redundancy progress. The tech-
niques in which the original image can be completely reproduced are said to be
information-preserving or reversible.

3 Proposed Reversible Watermarking Approach

3.1 Embedding and Extracting Process

First map the image to get hash code. Hash function has several selections such
as SHA 1 and MD5. Hash code consists of digest information of the original
image. In the following section, the paper will authenticate whether the image
is modified or not. After getting the hash code, our problem is how to embed
the hash code in the original image. Two problems are needed to notice:

1) The method cannot impact the visual quality of watermarked image. PSNR
of watermarked image gets to a certain value.

2) The method can restore the original image from watermarked image, that is
to say the method can remove the watermark bits and restore the original
image.

To satisfy the first point, the paper selects the lower bit-planes to make space
for hash code. It is very difficult for the LSB of image to resist some attacks.
For the second point, the paper compresses the lowest bit-plane to make space
for hash code. The hash functions are typically used for digital signatures to
authenticate the message being sent so that the recipient can verify that the
message is authentic and that it came from the right person.

We show the flow chart of the embedding process and the detecting process
in Fig. 1 and Fig. 2 as follows respectively.

Original Image

LSB

Hash Code

Compressed LSB

WaterMark

WaterMarked Image

Fig. 1. Embedding Flow Chart.

There are a lot of methods for lossless compress such as arithmetic coding,
Huffman coding, Run Length encoding and LZ78 compression algorithm based
on the codebooks. By lossless compressing the image (or its feature), we can
make some space where the image hash could be inserted. We propose to use
the lowest bit-plane that, after lossless compression, provides enough space for
the image hash, but bit-planes only include the symbols ‘0’ and ‘1’. If applied
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Resored Image

WaterMarked Image

LSB

Hash CodeCompressed LSB

LSB1

Hash Code1

Equality ?

No Modification

ModifiedNo

Yes

Fig. 2. Detecting Flow Chart.

to compress bit-planes, Huffman coding is of no good effect. The paper applies
the Huffman coding and run-length coding to compress bit-planes. Run-length
coding (which also can be found as part of the JPEG standard) statistically
encodes the symbols ‘0’ and ‘1’ of the bit-planes to get a bit-string, and then
Huffman coding encodes the bit-string to compress the bit-planes of the image.
In compression process, we make use of the binary property of the bit-planes.

The process is described as follows:
The paper assumes the first symbol of the scan line is ‘0’. Start the coding

by the run-length of the all the symbol ‘0’.The coder then codes the next new
symbol ‘1’ and its run-length repeatedly until the end of the scan is reached. If
the first symbol of the scan line is ‘1’, the encoder inserts a codeword for the
run-length of zeros. For example, a binary bit-string “0000111000111111” coded
as “5 3 3 6”, “11110000011111”is coded as “4 5 5”. After that we perform the
Huffman algorithm on the result of the runlength processing. Then the Huffman
code will be the part of the watermark. The encode and decode flow chart are
proposed in Fig. 3 and Fig. 4.

4 Experimental Results

The test image is 256-grayscale image “Lena” with size 256 × 256 shown in
Fig. 5. Hash function applies bit-by-bit exclusive-OR(XOR) the algorithm. The
length of hash code is 8bit. The probability which the modified image couldn’t be
detected is 2−8. The improved method is to select the SHA 1 or MD5 algorithm
or lengthen the length of hash code. The compression algorithm is adopted as
the above Huffman coding and run-length coding. Embed the hash code in the
LSB of the image to get good visual quality. Fig. 6 is the watermarked figure.
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Flag = 0, i = j = 1

i++

RunLength(i) = 1

RunLength(j)++

Yes

BitSequence(i) = flag?

End

Inverse

Flag

j++, RunLength(j) = 1

No

Fig. 3. Encode of Runlenth.

Flag = 0, i = 1

j = 1

Output flag

j > RunLenth(i)?

End

Inverse Flag, j++

i++

Yes

i > Length?

Yes

No

No

Fig. 4. Decode of Runlenth.

Fig. 5. Original. Fig. 6. Watermarked. Fig. 7. Restored.
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First without any attacks, the paper retrieves the watermark bits and get
the Hash code and compressed LSB. Decompress the LSB and get the restored
image(See Fig. 7). Hash functions are typically used to authenticate whether
the watermarked image is modified or not. If hash code is not changed, the
paper compares the original image with the restored image bit by bit, and finds
whether they are totally the same which proves the feasibility of the hash code.

Then we perform a series of attack on the embedded image, seeing the figure
Fig. 8 to Fig. 12. These distortions are so trivial that we can not find the modifi-
cation place by our eyes, and the watermark scheme can detect the modification
very sensitivity.

Fig. 8. Adds Gaussian
white noise with zero
mean and 2−4 variance.

Fig. 9. Gaussian low-
pass filter of size [3 3]
with standard deviation
0.5(positive).

Fig. 10. Modified random
pixels with random value.

Fig. 11. Rotation by small angel (0.1◦). Fig. 12. Scaling by 1.01 times.

5 Conclusion

In a word, this arithmetic can satisfy two characteristics of reversible watermark.

1) The original image can be recovered;
2) It is sensitive for the modification of image.

At the same time, it does not cause obvious distortions of the image after
embedded the watermark. It can obtain the imperceptibility of vision just like
other watermarking scheme. There are two advantages of this method:

1) Arithmetic is simple and easy to implement by software or hardware;
2) The used arithmetic is mature, security and robustness;
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Thus this arithmetic has the good feasibility in practicality. For example, this
reversible watermark technology can be applied to the digital camera of prison.
The prison can take photo for the prisoner and keep it in the archives. It does
image authentication when the prison need to use these images so that she or
he can find whether these images have been modified lawlessly. It is good for
the management of the prison. Another application of this reversible watermark
scheme is the protection of the CT image in hospital. So the foreground of this
reversible watermark theme is optimistic very much. However, this arithmetic
has its own limitations. First, it is hard to confirm where the modification hap-
pens. Second, it does not refer to the correlation of the whole image, but only
uses the low effective bit-plane. We need to improve this watermark theme in
order to overcome these limitations. At the same time the self-recoverability of
the reversible watermark will be considered. It means the watermarked imaged
can recover itself against some little distortions. Then the feasibility of applica-
tion will be upgraded after these improvements what will be deal with in the
next research.
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Neural Network Based Image Retrieval
with Multiple Instance Leaning Techniques
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Abstract. In this paper, we propose a Generalized Probabilistic deci-
sion based Neural Network (GPDNN) for content-based image retrieval
(CBIR). Instead of receiving the numerical values of each data points
as the input, the proposed GPDNN models the I/O relationship via the
distribution of input data and their corresponding outputs. The GPDNN
involves the Multiple-Instance learning techniques to learn a desired con-
cept. A set of exemplar images are selected by a user, each of which is
labeled as conceptual related (positive) or conceptual unrelated (nega-
tive) image. Then, by using the proposed learning algorithm, an image
classification system can learn the user’s preferred image class from the
positive and negative examples. The experimental results show that for
only a few times of relearning, a user can use the prototype system to
retrieve favor images from the database.

1 Introduction

Content-based image retrieval (CBIR) system has been build over the last few
decades,and is a interesting problem due to abundant contents and information
hiding in images. How to extract proper features is still an open issue for the
image retrieval problem.

Features used to represent the contents of the image can be roughly divided
into two types: (1) global features and (2) local features. Global features are
the features extracted from a whole image, and local features are the features
extracted from local regions (subimages) of the image. Since the global features
lack spatial information among the interested regions in the image, the retrieval
results are not satisfactory. Hence, local features are adopted to represent the
interested image more appropriate. Some of the systems, i.e., SaFe [1], uses the
local features and spatial relationship among the interested subimages in the
image as a new kind of features. The challenge of the local features extraction
is how to automatically choose interested subimages from a sample image. Even
for human, different interested subimages are selected from a single image due
to their different point of views.
� This research was supported in part by the National Science Council under Grant

NSC 93-2213-E009-060.
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However, segmenting and deciding the interested subimages from an image
automatically and precisely are very difficult tasks. In order to automatically
extract preferred subimages of images without image segmentation, the image
retrieval problem is reduced to the multiple-instance learning problem. The label
is either a positive or negative, which is given to an image (bag) in multiple-
instance based image retrieval problem. A positive bag contains a set of instances
(subimages) if at least one instance in the bag belongs to the user’s favored image
class. A negative bag contains a set of instances if all instances in the bag do not
belong to the user’s favored image class. Since the labeling of an instance to be
neither precisely nor completely, the conventional supervised learning framework
is not suitable to learn these problems.

Recently, a few multiple-instance learning framework were proposed. Diet-
terich et al.,[2] proposed an algorithm for learning axis-parallel concepts in the
drug discovery problems, but the proposed algorithm can only suitable to ap-
proximate the distributions that are as axis-parallel rectangles. O. Maron and
A. Lakshmi Ratan [3] proposed the Quasi-Newton based framework to maxi-
mize various Diverse Densities to learn multiple-instance problems, where every
instance in positive bags is used as an initial point and the learning speed of the
framework is slow down.

In this paper, the image retrieval problem is reduced to the multiple-instance
problem, and a Generalized Probability Decision Neural Network (GPDNN) is
proposed to model the particular image concepts. GPDNN uses the data dis-
tributions instead data values as network input, which can approximate feature
distributions precisely since image features in the form of distributions can be a
better representation than in the numerical forms.

The paper is organized as follows. Section 2 presents the proposed GPDNN.
Then, the learning methods are described in Section 3. The implementation and
some experimental results are presented in Section 4. Concluding remarks are
presented in Section 5.

2 Generalized Probabilistic Decision-Based
Neural Network

The proposed GPDNN is a generalized model of its predecessor, SPDNN [4].
One major difference between the SPDNN and GPDNN is that GPDNN uses
the data distributions instead data values as network input. it is beneficial that,
for some pattern recognition problems, image features in the form of distributions
can be a better representation than in the numerical forms. The schematic of
a GPDNN is depicted in Fig. 1. Similar to its predecessor SPDNN, a GPDNN
has a modular network structure. One subnet is designated to model one object
class. A detailed description of GPDNN model is given in the following sections.

2.1 Discriminant Functions of GPDNN

The discriminate function of the multi-class GPDNN measures the difference be-
tween the input distribution and the distributions which are modelled or learned
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MINNET

Class(1) Class(k)

Recognition Result

)),(( 1wtx�

�

)),(( kwtx�

�

Input datum ))(( txzp)(tx with a distribution

Fig. 1. The schematic diagram of a k-class GPDNN. Each subnet is designed to repre-
sent a class. (The detail of a subnet is shown in Fig. 2.) Input to a GPDNN is a data
distribution instead of a numerical values of the data.

in its subnets. Let the likelihood function for a class ωi be p(z | ωi). For a test-
ing data x(t) with a distribution p(z | ω(t)), the difference of the distribution
between p(z | ωi) and p(z | x(t)) can be defined as Pi−t ≡ p(z | ωi)− p(z | x(t)).
In order to evaluate or measure the similarity between p(z | ωi) and p(z | x(t)),
the discriminate function of a multi-class GPDNN is defined as

ϕ(x(t),wi) =
∫

RD

P2
i−tdz, (1)

where wi is the parameter set of the subnet i. Before exploring the expression of
(1) in detail, we first introduce the product moment F of two distributions Pa

and Pb: F(Pa,Pb) =
∫

RD PaPbdz. Suppose Pa and Pb are two mixture Gaus-
sian distributions: Pa =

∑Ra

ra=1 P (θra)p(z | θra) and Pb =
∑Rb

rb=1 P (θrb
)p(z |

θrb
), where p(z | θra) and p(z | θrb

) are the Gaussian clusters in Pa and Pb

with the parameter sets θra = {μra , Σra} and θrb
= {μrb

, Σrb
} , respectively.

μra = [μra(1) · · ·μra(D)]T and μrb
= [μrb(1) · · ·μrb(D)]T are the mean vectors,

and Σra = diag[σ2
ra(1) · · ·σ2

ra(D)]
T and Σrb

= diag[σ2
rb(1)

· · ·σ2
rb(D)]

T are the di-
agonal matrixes. Then, the product moment F can be expressed as:

F(Pa,Pb) =
Ra∑

ra=1

Rb∑
rb=1

P (θra)P (θrb
)G(θra , θrb

),

where

G(θra , θrb
) =

exp
{
− 1

2

∑D
d=1

(μrb(d)−μra(d))
2

σ2
rb(d)+σ2

ra(d)

}
√

(2π)D
∏D

d=1(σ
2
rb(d) + σ2

ra(d))
, (2)

and (1) can be expressed as:

ϕ(x(t),wi) = F(Pi,Pi) − 2F(Pi,Pt) + F(Pt,Pt). (3)
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The discriminate function ϕ can be enumerated by the expression (3). The
following section describes how to implement a neural network for the calculation
of (3).

2.2 Architecture

According to expression in (3), the discriminate function ϕ(x(t),wi) can be
implemented by a two-layer pyramid network as shown in Fig. 2. The bottom
layer contains three structurally identical pyramid subnetworks, each of which
computes the F(Pi,Pi), F(Pi,Pt), and F(Pt,Pt), respectively. By summing the
results of these three components, the difference from the testing data set x(t)
to the class ωi is output at the top layer of the pyramid subnetwork.
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Subnetwork

Subnetwork

Subnetwork

�
2�

F (P
i
,P

t
)

F (P
i
,P

i
) F (P

t
,P

t
)

)(tx
i�

)),(( iwtx�

Fig. 2. The diagram of the subnet in Generalized Probabilistic decision based Neural
Network (GPDNN).

Fig.3 depicts the internal architecture of the pyramid subnetwork correspond-
ing to F(Pi,Pt). Suppose that the mixture Gaussian distributions Pi and Pj

consist of Ri and Rt Gaussian clusters, then the subnetwork for F(Pi,Pt) con-
tains a Ri × Rt input grids, each of which is marked as Gri,rt node, Ri hidden
nodes, and one output node.

While the subnetwork receives a testing data x(t) with a distribution Pt, each
Gri,rt node performs the computation of (2) to measure the difference between
the Gaussian clusters ri in Pi and the Gaussian clusters rt in Pt. Then, the
outputs of the Gri,rt nodes are all weighted by P (θrt) and are summed to the
hidden node hri : hri =

∑Rt

rt=1 P (θrt)Gri,rt .Finally, the output of each hidden
node hri , ri = 1, . . . , Ri, are all weighted by P (θri) and are summed to the
output node of the pyramid subnetwork: F(Pi | Pt) =

∑Ri

ri=1 P (θri)hri .
After the outputs of all the subnets are obtained, the MINNET in GPDNN

is activated to select the minimum of the values from the lower subnet and its
corresponding subnet I.D. That is, if the output value of subnet i is the minimum
among the outputs of all subnets in a GPDNN, the testing data x(t) is classified
as ωi.
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Fig. 3. The internal architecture of a model in Fig. 2 for computing of F(Pi,Pt).

3 Learning Rules for GPDNN

The GPDNN adopts the Multiple-Instance learning techniques to learn a desired
concept. Every training bag is labelled as positive if at least one instance in the
bag belongs to the user’s favored image class, and is as negative if all instances
in the bag do not belong to the user’s favored image class. The label information
and the following rules are used to modify (learn) the distribution parameters wi,
such that the difference between training patterns and the discriminant function
of a GPDNN becomes smaller in each iteration.

Reinforced Learning rule:

w(m+1)
i = w(m)

i + η∇ϕ(x(t),wi) (4)
Antireinforced Learning rule:

w(m+1)
j = w(m)

j − η∇ϕ(x(t),wj) (5)

The gradient vectors in (4) and (5) are computed as follows:

∂ϕ(x(t),wi)
∂μri(d)

= 2P (θri)

[
Ri∑

rn=1

(
P (θrn)G(θrn , θri)
σ2

rn(d) + σ2
ri(d)

)
· (μrn(d) − μri(d))

−
Rt∑

rt=1

(
P (θrt)G(θrt , θri)
σ2

rt(d) + σ2
ri(d)

)
· (μrt(d) − μri(d))

]
, (6)

∂ϕ(x(t),wi)
∂σ2

ri(d)

= P (θri)

[
Ri∑

rn=1

(
P (θrn)G(θrn , θri)
σ2

rn(d) + σ2
ri(d)

)
·
(

(μrn(d) − μri(d))2

σ2
rn(d) + σ2

ri(d)

− 1

)

−
Rt∑

rt=1

(
P (θrt)G(θrt , θri)
σ2

rt(d) + σ2
ri(d)

)
·
(

(μrt(d) − μri(d))2

σ2
rt(d) + σ2

ri(d)

− 1

)]
, (7)

where ri = 1, 2, . . . , Ri and d = 1, 2, . . . , D. D is the dimension of the feature
space. For each iteration, the prior probability is updated as follows:
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Pnew(θrj )=
Pold(θrj ) ·

N∑
t=1

[
Ri∑

ri=1
P (θri) · G(θrj , θri)−

Rt∑
rt=1

P (θrt) · G(θrj , θrt)
]

N∑
t=1

[Fii −Fit]
(8)

where ri = 1, 2, . . . , Ri is the index of the cluster in the class model,rt =
1, 2, . . . , Rt is the index of the cluster in the data model and t = 1, 2, . . . , N .
N is the number of the data sample.

4 Experiments

In training phase,we designed a bag generator to get the positive bags and neg-
ative bags as follows: First,we selected ten classes as same as the [5] described,
and each class contains 100 images(bags). Then, we using the 100 images/bags
as initial positive bags set,and randomly selected one image/bag from the other
9 classes as initial negative bags,respectively.

When a desired image class is to be trained, the positive and the negative ex-
emplar images sets are first generated by our bag generator as described above.
Then, the system learns the desired image class using the proposed Neural Net-
work based Multiple-Instance learning algorithm. When the optimal model for
desired class is trained,each Gaussian mixture gets its own mean ,variance and
prior to approximate the model.

In this prototype system, we have trained ten classes : “Africa”, “Beach”,
“Building”, “Buses”,“Dinosaurs”, “Elephants”, “Flowers”, “Horses” and “Moun-
tains”. The results of our experiment results are shown in Table 1. The results
indicate that using the Multiple Instance Learning method and refined the re-
trieval process by the user relevance feedback can effectively retrieve the user’s
conceptual related images.

Table 1. Performance of retrieving results from (1) query by (GPDNN), (2) IRM, on
the different categories of images. The precision performance of GPDNN was presented
by its precision rate.

category Africa Beach Building Buses Dinosaurs Elephants

IRM 0.475 0.325 0.33 0.36 0.981 0.4

GPDNN 0.58 0.28 0.55 0.49 0.99 0.41

category Flowers Horses Mountains Food Average

IRM 0.402 0.719 0.342 0.34 0.468

GPDNN 0.63 0.84 0.47 0.58 0.494

5 Conclusions

In this paper, we propose a Generalized Probabilistic decision based Neural Net-
work (GPDNN) for content-based image retrieval. The GPDNN is trained to
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learn a desired concept via the Multiple-Instance learning techniques. The re-
sult indicates that using the Multiple Instance Learning method and refined the
retrieval process by the user relevance feedback can effectively retrieve the user’s
conceptual related images.
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Method for Searching Similar Images
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Abstract. Searching for similar images is an important research topic
for multimedia database management. This paper uses a quality index
model to search for similar images from digital image databases. In order
to speed up retrieval, the quality index model is partitioned into three
factors: loss of correlation, luminance distortion, and contrast distortion.
The method is performed on three different image databases to test for
retrieval accuracy and category retrieval ability. The experimental results
show that the proposed method performs better than the color histogram
method, the color moment method, and the CDESSO method.

1 Introduction

In image processing, the most commonly used measurements for estimating the
difference between two images are mean squared error (MSE), peak signal-to-
noise ratio (PSNR), mean absolute error (MAE), and so on. These measurement
methods are usually easy and have lower computation complexity. Nevertheless,
according to Wang and Bovik’s experiments, most of the methods cannot be
accurately applied in strict testing conditions or in a different image distortion
environment [10]. In addition, the methods require human vision to incorporate
perceptual quality measurements. Therefore, Wang and Bovik proposed another
image quality measurement - a universal image quality index (quality index) to
estimate the difference between two images. The method was independent of
images and human vision. According to their experiments, the scheme outper-
formed the MSE significantly. The concept of the quality index can be applied
to various image processing applications. One application is used to search for
similar images from an image database. Because of the rapid advance in informa-
tion technology has enabled us to access a large number of images in an instant
from every corner of the world. However, the huge number of images available,
finding the right image from a large number of image databases is difficult.
Hence, searching for images has become an important research issue [1, 4, 5,
10]. In the beginning, keywords were used to search for desired images. Each im-
age in an image database annotated with keywords. However, annotation-based
methods have become impractical and inefficient, since more and more images
are generated from the Internet and most of them do not include keywords. In

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 1224–1230, 2005.
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addition, annotation is a subjective operation in that different people may use
different keywords for the same image [8]. Therefore, some researchers have de-
veloped other similarity search methods to accurately access desired images. One
popular method is content-based image retrieval (CBIR), which automatically
extracts features, such as color, texture, shape, moment, distance, and so on,
from an image [2, 6, 7].

In this paper, we adopt the concept of the quality index to represent the
features of an image for searching similar images. In addition, in order to speed
up retrieval in terms of comparing the similarity between two images, the quality
index is partitioned into three different factors, loss of correlation, luminance
distortion, and contrast distortion. The organization of the paper is as follows.
Section 2 briefly presents Chan and Liu’s CDESSO image retrieval method and
Wang’s quality index model. Section 3 describes the proposed method in more
detail. Section 5 demonstrates the experimental results, and Section 6 provides
the conclusions.

2 Related Works

In 2003, Chan and Liu proposed a CDESSO-based method to characterize color
complexity and color differences among adjacent pixels for 24-bit full color image
retrieval [1, 3]. First, they used the K-mean algorithm to reduce the color space
of an image. They divided all pixels of database images into 64 clusters. Each
cluster had its own bin to record the difference between two adjacent pixels.
Second, each pixel in an image was fitted into the closest cluster. Then they
scanned the reduced image in spiral order and computed the difference between
any two neighboring pixels. The difference is then added to the corresponding
bin of the current pixel. Chen and Liu used the final 64 bins, called a color his-
togram, as the features to represent an image. In terms of image retrieval, the
histogram of a query image was compared to all the histograms of images in the
image database using the Euclidean distance. According to their experimental
results, their method not only provided a high accuracy rate for finding database
images, but also resisted scale variants, such as shifting and rotation, of images.
The CDESSO image retrieval method, as well as other color-based CBIR meth-
ods, uses the Euclidean distance to estimate the difference between two images.
However, measurements such as MSE, PSNR, and Euclidean distance cannot be
accurately applied in strict testing conditions or in a different image distortion
environment. Therefore, Wang and Bovik proposed a mathematically defined
universal image quality index to measure the quality of an image.

The definition of Wang and Bovik’s quality index model is given below. Let
α = {αi, 1 ≤ i ≤ N × N} be an original image of size N × N , where δi is the
i-th pixel of α and β = {βi, 1 ≤ i ≤ N × N} is a test image of size N × N . The
difference between α and β is measured by

Q =
4 × σαβ × μα × μβ

(σ2
α + σ2

β) × (μ2
α + μ2

β)
, (1)
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where μα is the mean of α that is given by μα =
∑

αi

N×N , μβ is the mean of β that

is given by μβ =
∑

βi

N×N , σ2
α is the variance of α, σ2

β is the variance of β, σαβ is the

correction between α and β that is given by σαβ =
∑

(αi−μα)×
∑

(βi−μβ)

N×(N−1) . The
range of Q is from -1 to 1. If the value of Q is close to 1, then we can say that
the test image is almost the same as the original one. If the value of Q is equal
to -1, then the two images are absolutely different. In the paper, we adopt the
concept of quality index to search for similar images from an image database.

3 The Proposed Method

Suppose A is a digital image of size N×N in an image database. Most digital im-
ages are represented in RGB color space, such that each pixel can be interpreted
as a value in the 3-dimension, red, green, and blue, color space. However, the
RGB color space is unsuitable and inconvenient for image analysis. Therefore,
the first step of the proposed method is to transform a 3-dimension color space
into a 1-dimension gray space. Let α = {αi, 1 ≤ i ≤ N ×N} be the transformed
image of A. Let B be a query image. The first step in searching for images sim-
ilar to B from an image database is to transform B into 1-dimension gray space
image β = {βi, 1 ≤ i ≤ N ×N}. The next step is to use Equation 1 to calculate
the quality index between β and each image α in the database. The image with
the largest quality index is the image most similar to the query image. Since the
range of Q is from -1 to 1, when the value of Q between β and α is 1, then we
can say that images A and B are the same image. In the quality index model, the
value of Q is computed using means and variances of β and α, and the correlation
between β and α. The means and variances can be preprocessed independently.
Nevertheless, the correlation still needs to be dynamically computed in terms
of images comparison. That may requires a lot of comparison. Therefore, we
recombine the formula of the quality index in Equation 1. The new formula can
filter out non-matching images in advance to speed up image retrieval.

According to the definition of the quality index model, the quality index can
be recombined by three factors: loss of correlation, luminance distortion, and
contrast distortion. The recombined equation of the quality index is given by

Q = γ × � × ∂, (2)

where γ = σαβ

σα×σβ
is the correlation coefficient, � = 2×μα×μβ

μ2
α+μ2

β

is the luminance

distortion, ∂ = 2×σα×σβ

σ2
α+σ2

β

is the contrast distortion. The range of γ is from -1 to

1; the range of � is from 0 to 1; and the range of ∂ is from 0 to 1. We can see
that only the value of γ is concerned with each pixel of α and β. The parameters
μα, μβ , σα, σβ can be preprocessed before image comparison. Let θ = �×∂ be the
product of � and ∂. Hence, the quality index Q can be represented by Q = γ×θ.
Since the maximum value of γ, any value of γ would decrease the value of Q
except γ = 1. Hence, we can predefine a threshold T to filter out unlikely images
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whose value of θ is lower than T . In other words, only the candidate image
whose value of θ is greater than T needs to be compared. The features used
to represent an image in an image database are mean, variance, and the set
of central pixels, C = {αk, k ∈ Centralregion}, of the transformed image α.
Since the most important objects in an image are usually located in the central
region, we only record the transformed pixels in the central region of an image
for further correlation coefficient analysis to save storage space.

4 Experimental Results

Two different experiments were carried out to test the performance of the pro-
posed method. The first experiment examined the retrieval accuracy, and another
examined the category query ability. Three existing programs, color histogram,
color moment, and CDESSO, were used to benchmark the proposed method. All
the methods were implemented on an Intel Pentium III 500 MHz PC with 256
MB Ram in Java language. The methods were tested with three image databases.
The first image database contained two image sets, D1 and Q1. Each image set
contained 410 full color animations in JPEG format with different sizes [3]. Ev-
ery image in Q1 had one corresponding image in D1 in pairs. The second image
database contained two image sets, D2 and Q2. Each image set contained 235
full color images with size 384 × 256 or 256 × 384 [3]. Every image in Q2 had
one corresponding image in D2. The third image database D3 contained 10,235
full color images, which were collected from [5, 7, 9]. The 235 images in D2 were
also embedded into D3. Let ‖Di‖ and ‖Qi‖ be the total numbers of images in
the image sets Di and Qi, respectively.

4.1 The Retrieval Accuracy Experiments

The first experiment tested the retrieval accuracy of the proposed method with
D1 and Q1. The benchmark used in this experiment was the CDESSO method.
We used each image in the sets Q1 and Q2 as the query image to retrieve NR

images from D1 and D2. The retrieved images were ranked according to the
quality index values, which are given by Equation 4, in descending order. If the
corresponding image of a query image is one of the NR retrieved images, then we
can say that the query image was accurately used to retrieve the target image.
The measurement used to estimate the retrieval accuracy of a method using Di

is given by

Ri =
Ci

‖Qi‖
, (3)

where Ci is the total number of the query images in Qi, which can be accurately
used to retrieve the target image from Di. Table 1 shows the retrieval accuracies
of the CDESSO method and the proposed method using D1 and D2. For NR = 1,
the retrieval accuracies of the proposed method were 95.34% and 55.13% using
Q1 and Q2, respectively, while the retrieval accuracies of the CDESSO method
were 93.72% and 40% using Q1 and Q2, respectively. According to the results, as
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Table 1. The retrieval accuracies from the first experiment.

Q1 Q2

NR CDESSO Our’s CDESSO Our’s

NR = 1 93.72 95.34 40.00 55.13
NR = 2 97.09 97.67 47.23 63.68
NR = 3 97.09 98.19 51.49 67.52
NR = 4 97.76 98.45 52.77 68.80
NR = 5 97.98 98.70 54.47 68.80
NR = 10 99.33 99.48 60.43 71.37
NR = 20 99.55 99.74 70.21 77.78

shown in Table 1, the proposed method would have had better retrieval accuracy
than the CDESSO method using both Q1 and Q2.

The second experiment examined the retrieval accuracy of the proposed
method with a large number of images from the image set D3. In this exam-
ple, we also used Q2 as the query image set and retrieved NR images from D3.
The benchmarks used in this experiment were the color histogram and the color
moment methods. The experimental results are shown in Table 2.

Table 2. The retrieval accuracies from the second experiment.

Methods NR ≤ 10 NR ≤ 100 NR ≤ 500 NR ≤ 1000 NR > 1000

Color histogram 0.00 3.03 8.08 12.12 87.88
Color moment 46.46 70.71 85.86 88.89 11.11
Our method 61.80 74.68 89.27 94.85 5.58

4.2 The Category Retrieval Precision

The third experiment evaluated the categorizing ability of the proposed method.
In this experiment, we formed the subset images of D3 using ten image categories
(architecture, city, dog, eagle, elephant, leopard, model, mountain, pyramid, and
royal), each containing 100 images. Every image in these ten categories was used
as the query images, and the corresponding images for each query image were the
other images belonging to the same category. The measurement used to evaluate
the precision of the category of a method is given by: P = NCr

NR
where NCr is the

number of NR retrieved images that belong to the same category as the query
image. The NR set in this experiment was 30. Table 3 shows the experimental
results of the proposed method, the color histogram, and the color moment. For
the category Eagle, the number of target images found by the proposed method
was 23, while no target image was found by the color histogram, and only 3
target images were found by the color moment. The corresponding precisions
were 63%, 0%, and 10%, respectively. Fig. 1 shows the aggregated results over
all ten categories. According to the results, we can see that our proposed scheme
is indeed better than others in most cases in terms of the categorizing ability.
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Table 3. The experimental results for the ten categories for NR = 30.

Color histogram Color moment Our method
Category NCr P (%) NCr P (%) NCr P (%)

Architecture 1 3 2 6 7 22
City 0 0 2 6 20 66
Dog 1 3 1 3 13 43
Eagle 0 0 3 10 23 63

Elephant 0 0 2 6 21 69
Leopard 0 0 2 6 11 35
Model 1 3 1 3 12 41

Mountain 0 0 2 6 12 39
Pyramid 0 0 2 6 10 33
Royal 1 3 2 6 13 45
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Fig. 1. Aggregated results over all ten categories.

5 Conclusions

In this paper, we proposed a method for searching for similar images based on the
quality index measurement. In order to speed up image retrieval, we recombined
the formula of the quality index for filtering impossible images. The proposed
method was tested under different conditions to determine performance. The
experiments were performed on three different databases. The results showed
that the proposed method performs better than the color histogram, the color
moment, and the CDESSO method, especially for retrieval of images in the city,
eagle, elephant, leopard, mountain, pyramid, and royal categories. The total
memory space for saving the image features of the proposed method is less than
other methods.
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Abstract. This paper addresses an integrated information mining tech-
niques for multimedia TV-news archive. The utilizes techniques from the
fields of acoustic, image, and video analysis, for information retrieval on
news story title, newsman and scene identification. The goal is to con-
struct a compact yet meaningful abstraction of broadcast news video,
allowing users to browse through large amounts of data in a non-linear
fashion with flexibility and efficiency. By using acoustic analysis, the sys-
tem can classify video into news versus commercials, with 90% accuracy
on a data set of 400 hours TV-news recorded off the air from July 2003
to August of 2004. By applying speaker identification and/or image de-
tection techniques, each news stories can be segmented with an accuracy
of 96%. On screen captions or subtitles are recognized by OCR tech-
niques to produce the text title of each news stories. The extracted title
words can be used to link or to navigate more related News contents
on the WWW. In cooperation with facial and scene analysis and recog-
nition techniques, OCR results can provide users with multimodality
query for specific news stories. Some experimental results are presented
and discussed for the system reliability and performance evaluation and
comparison.

1 Introduction

Among the major sources of news program, TV has clearly had the dominant
influence at least since the 1960s. Yet it is easy to find the old newspaper in
microfilm in any public library, but it is impossible to find the old footage of
television news in the same library. TV news archive has existed in the United
States for 35 years. Paul C. Simpson founded the Vanderbilt University Televi-
sion News archive in 1968. In [1], a team in the
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University of Missouri-Columbia decided to do a content analysis of the three
US network coverage of the 1989 Tiananmen Massacre, they located these news
items in the Vanderbilt Archive Index. The Vanderbilt archive promptly provided
the 11-hour video clips all related to the Tiananmen Massacre. At the same
time, the Missourian team also planned to do a comparable study of Taiwanese
reportage on Tiananmen Massacre. But the equivalent material of the Vanderbilt
archive did not exist in Taiwan then. Therefore, that study only contained the
US perspective of the Tiananmen Massacre. This paper proposes an integrated
methodology for the information mining on a multimedia TV news archive in
Taiwan. As described in [2, 3], A Fully Automated Web-Based TV-News System
were implemented to achieve the following goals:

1. Academic and applied aspects: This archive will greatly improve the quality
of TV news. As Dan Rather, the CBS anchorman, once mentioned that
he lives with two burdens -the ratings and the Vanderbilt Television News
Archive Therefore, once the archive is there, the researchers and the public
will do some content analysis on the TV news. And the journalists will be
more careful in what they report.

2. Timing factor: Vanderbilt archive started its project with Betacam video-
tapes in 1968. There will be a problem of preservation because these tapes
deteriorate along the years. Today, we can save all the TV news in hard disc,
VCD or DVD.

Infomedia[4] is an integrated project launched in Carnegie Mellon university. Its
overall goal is to use modern AI techniques to archive video and film media.
VACE-II[5], a sub-project of Informedia, automatically detects, extracts, and
edits highly interested people, patterns, and story evolves and trends in visual
content from news video.

This paper proposes a systematic methodology that can automatically gener-
ate semantic labels from news video, and statistical methods to discover hidden
information. We intend to expect that the following significance will come to
exist.

– Although web-news provides another efficient way to access news, watching
TV-news already becomes habit of many people. Beside this, most of web-
news system can only provide text-based news.

– There are so many channels providing TV-news. People need more informa-
tion for searching like-minded channel.

– Although almost every channel announced that they are dispassion, real
dispassion is hard to archive with human editing. We need some evaluation
to check if the channel is really dispassion.

The rest of this paper is organized as follows. In section 2, methods of gener-
ating necessary semantic labels from the recording TV news video are presented.
Section 3 focus on describing the information mining from these semantic labels.
Finally, summary and concluding remarks are given in section4.
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2 News Information Tree Generation

The most important things in news story writing are that journalists commonly
refer to as the 5 W’s: who, what, when, where and why. These questions are cru-
cial for catching a reader’s attention and introducing the essential facts of the
story. Standing on this basic rules, the news archive system introduced in our pre-
vious work[3] are further improved to extract more information from a recorded
news video. A news information tree is suggested to structure the contents of
recorded video clips for helping the user focus on specific news information, and
information that is a little more general.

2.1 News Information Tree

The news information tree contains five types of video information records: (1)
Date (when), (2) Channel (where), (3) Title (what), (4) Content (how), and
(5)Commercial. The title record contains the starting time, length, and brief
description of the corresponding video clips. The content record can also be
further divided into the following sub-records: (a) on-site locations, (b)interview,
and (c) tables or quoted word.

2.2 Analysis Units

Usually, a TV-news program contains the following items: news stories, com-
mercials and weather reports. Complete description of shot detection and scene
segmentation can be found in [6]. TV-news program segmentation is briefed as
following: Among various scene shots, anchor video clips are detected first. In
general, anchor segments are the most appeared video clips, thus we propose to
use BIC[7], an unsupervised method, to cluster anchor segments from the other
clips. This method contains the following procedures:

1. The MFCC audio feature sequence X is generate from input audio at first.
2. BIC segments X into segments X1,X2,...Xn.
3. These segments then are clustered as several clusters C1,C2,...,C3.
4. The cluster containing most clip segments is the set of anchor clip.

After locating each anchor shot, a SVM model based video classifier[8] is used
to detect weather report shots. Finally, commercials are detected and separated
from on-site news stories. Four feature detecting techniques - 1) The variation
rate of zero crossing rate, 2) Short time energy, 3) Shot change rate, and 4) Clip
length, are integrated to achieve a high performance commercial detector.

At this stage, anchor’s briefing, weather reports, commercial, and the back-
ground stories are all separated and identified. For each on-site stories, we further
segment and classify each on-site scene into three categories: locations, interview
and tables or quoted words (what).

In order to segment storis into more detailed clips, the interview scenes are
extracted first. Then the table or quoted words scens are extracted from the
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rest and the rest scenes are locality scens. In general, on-site narration is not
active during the interview scene, the interview scene can be distinguished from
location scene. By using its special characteristics of the character regions, tables
or quoted words scene can be distinguished from location scenes.

2.3 Semantic Labels of Units

This section describes how to assign each segmented unit with semantic labels.
Basically, the text words for each label are extracting from text streams in close-
caption.

Usually, a TV-news program often provides audience a quick overview of
each news story in on-screen captions, such as names of location, people, and
keywords of events, ... etc. In general, these texts are quiet enough to give enough
information for labeling each segmented units.

The information tree establishing process contains two phases: story and
scene phases.

In story phase, all on-screen characters are recognized by video-OCR first.
Then, the recognized characters or words are used to match with text-based news
documents, which are usually retrieved from Internet. The title and contents of
best matched text-news document not only fill out the story information record
of news information tree, but also used to picking label candidates, including
locations, people names, event words, quoted phrases, and tabular data, up for
scene phase processing.

In scene phase, picking semantic labels up from label candidates for each
scene is done in this phase. As shown as figure 1(a), the on-screen captions
of locality scene provide location name and event descriptions. Therefore, in
locality scene, the location and event words of label candidates are searched
from on-screen captions to find which ones are exactly appeared.

Location
Event

Interviewee

Interviewee’s Point

Chart Subject

Column Index

Row Index

(a) (b) (c)

Fig. 1. An example of (a)locality, (b)interview, and (c)data chart scene frames.

Figure 1(b) is an example of interview scene. In interview scene, the intervie-
wee’s name and their points are always given by on-screen captions. Therefore,
in interview scene, we search people name, and events word of label candidates
instead.
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The example of data chart scene is shown as figure 1(c). In general, on-screen
captions fill data chart scene. These captions may present quoted sentence or
tabular data. Therefore, searching for quoted sentence or tabular data in data
chart scene is the major task.

3 Data Mining on the News Information Tree

This section presents how and what to mine from a news information tree (NIT).
In Section 3.1, we propose to mine the favored or preferred news contents of a
TV-station. The news information tree can also be used to track the evolution of
a series of news stories (see Section 3.2). In addition, the mining results from the
NIT and the realtime ratings can be combined to provide TV-news commercial
buyers a very useful guidance.

3.1 Mine the News Preference of a TV Station

Generally speaking, a TV-station arranges the broadcasting sequence of each
story in a news program according to their impact and attractiveness to audience.
In fact, a preferred news story often gets more time on the air. By analyzing the
sequence order and the length of stories, the preferred or the favored news stories
of a TV-station can be roughly estimated or judged. Mining the NIT to extract
favored or preferred types of news story from a TV station will help audience to
find favor news channel.

The proposed news mining method is described as follows: Given N sets of
keywords, K1, K2, ..., Ki, ..., KN , which correspond to N news topics (or sub-
jects), let the following delta function δ(k, Ki) define the relations between a
keyword k and a keyword set Ki:

δ(k, Ki) =
{

1, if keyword k ∈ Ki

0, otherwise.

1. Extract keywords {kl
sj

; l = 1, · · · , Lj} from a scene unit sj in a news pro-
gram.

2. For each scene units sj , compute its association frequency F (Ki|sj) with
respect to a subject Ki,

F (Ki|sj) =

∑Lj

l=1 δ(kl
sj

, Ki)∑N
i=1

∑Lj

l=1 δ(kl
sj

, Ki)

3. Compute the the association frequency of news program Fd(t|Ki) at time t
and day d:

Fd(t, Ki) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

F (Ki, s1), for s1.start ≤ t ≤ s1.end
F (Ki, s2), for s2.start ≤ t ≤ s2.end

...
...

F (Ki, sM ), for sM .start ≤ t ≤ sM .end,
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where sj .start and sj .end are the start and the end time of a scene unit sj

in a news program at time t of the day d.

The associated frequency distribution from one segment of news program is not
enough to represent the overall preference or trend of a news channel, thus long
term statistics is needed.

By accumulating a longer period (say one month) of associated frequency
of news subjects, the preference of a channel can be discovered. Figure 2 is an
example of such station trend statistics. In this example, two months data are
collected and test with three categories of keywords. From this example, we can
find the trends of target station. More data would help us discover more.
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Fig. 2. Three sets of (representative) keywords are used to associate the appearing
frequency of social, political and sport news in a news channel.

3.2 The Evolution of a Series of News Stories

The evolution of a news story can also be mined from the news information tree.
By associating the keywords of a specific event with recorded news scenes over
a period of days, then the accumulated association frequency of matched scene
units presents an overall developing and progressing of the specific news stories.

3.3 The Mining on TV Commercial

Beside background stories, commercial records are also valuable information.
Huang et al., [6] proposed commercial detecting and identifying methods in TV
video clips. When a commercial frame contains image keywords in a video frame,
video OCR techniques can be used to extract keywords to label the correspond-
ing video clips. Otherwise, keyblock-based image retrieval methods [9] may be
utilized to represent and to identify each commercial clips. However, manual
annotation is needed to label the keyblock. By gathering statistical information
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of these labels and keywords in news programs, cross relationship between TV
commercials, realtime ratings, and news stories can be observed and analyzed
to achieve a useful marketing database.

4 Conclusion

This paper addresses techniques and possible applications of fully automated in-
formation mining on a multimedia TV-news archive. The proposed information
mining techniques contain the following processes: (1) segmenting a TV-news
program video recording into scene clips, (2) using video OCR to extract and
recognize close-caption and/or image characters into keywords for each scenes,
(3) using keywords to generating semantic labels for each scenes, and (4) seg-
menting commercial video clips from news clips. These labels and scene infor-
mation (e.g., the starting and ending time of a scene) are stored in the proposed
news information tree. Statistics of news information tree shows many hidden
information, like favor of channel and evolution of stories. These information
helps people find their desired news-channel, searching most interviewed people,
track story, ... , and so on.
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Abstract. In 1965 L.A. Zadeh presented a fuzzy set. After then, fuzzy
clustering method was proposed in early stage. L.A. Zadeh presented
the concept of similarity for a fuzzy set in 1981. Ruspini proposed a clus-
tering method based on fuzzy decomposition. Dunn and Bezdek wrote
a clustering based on IDODATA algorithm in terms of fuzzy concept.
Many methods for fuzzy multivariate analysis were presented .
For example, there are several approaches to multivariant analysis such
as dynamic programming, M. Sugeno’s measure, similarity concepts and
clustering. M. Roubens and M.P. Windham discussed about the validity
of clustering. Regarding hierarchical clustering, N. Osumi et al discussed
it using fuzzy concepts. J. Watada et al proposed a heuristic hierarchical
clustering which is employing similarity concepts of L.A. Zadeh’s. There
are many papers which discuss fuzzy clustering.
In 1979 H. Tanaka et al proposed fuzzy linear regression model. This de-
velopment broke through fuzzy multivariate analysis because no methods
are proposed except clustering and hierarchical clustering till then. There
are also various applications of fuzzy multicariant analyses. Furthermore,
various data analyses were proposed based on the fuzzy linear regression
model. For example, J. Watada et al developed Fuzzy time-series analysis
and I. Hayashi developed GMDH method.
This paper summarizes the 40 year history of Fuzzy Multivariate Meth-
ods.

Keyword: Fuzzy Multivariate Analysis, Fuzzy Statistics, Fuzzy Linear
Programming.

1 Introduction

In 1965 L.A. Zadeh presented a fuzzy set. After then, fuzzy clustering method
was proposed in early stage. L.A. Zadeh presented the concept of similarity for
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Table 1. Fuzzy Multivariate Analysis.

Teaching Data
Teaching Data Method Objective

(Fuzzy Decomposition) Classification
No Fuzzy Clustering (Fuzzy) Classification

(Graph Theory) Classification
Fuzzy Hierarchical Clustering Classification
Fuzzy Dual Scaling Meaning

Quantitative method of multi-attribute
Yes Fuzzy Discriminant of Qualitative Data Meaning

Quantitative method of multi-attribute
Fuzzy Discriminant Analysis Meaning

a fuzzy set in 1981. E.H. Ruspini proposed a clustering method [44-46] based on
fuzzy decomposition. J.C. Dunn [14-17] and J.C. Bezdek [3-5,7] wrote a cluster-
ing based on IDODATA algorithm in terms of fuzzy concept. Many methods for
fuzzy multivariate analysis were presented till now.

For example, there are several approaches to multivariant analysis such as
dynamic programming [18], M. Sugeno’s measure [38], similarity concepts and
clustering [23,30,32]. M. Roubens [42-43] and M.P. Windham discussed about
the validity of clustering. Regarding hierarchical clustering, N. Osumi et al dis-
cussing using fuzzy concepts [41]. J. Watada et al proposed a heuristic hierar-
chical clustering which is employing similarity concepts of L.A. Zadeh’s. Papers
[8,13, 16, 41] discuss fuzzy clustering.

In 1979 H. Tanaka et al proposed fuzzy linear regression model. This de-
velopment broke through fuzzy multivariate analysis because no methods are
proposed except clustering and hierarchical clustering till then. There are also
various applications fuzzy multivariant analyses [51-75, 71]. Furthermore, vari-
ous data analyses were proposed based on the fuzzy linear regression model. For
example, J. Watada et al developed Fuzzy time-series analysis [29,66,74] and I.
Hayashi developed GMDH method [28].

Analytical Hierarchy Process Model developed by T.L. Saaty [47, 49] was
fuzzified by Buckley [9] and Ichihashi [80] in 1984.

The quantification model prevailed in Japan is to deal with qualitative data.
The model consists of regression model, discriminant model, pattern classifi-
cation and multi-dimensional scaling. J. Watada applied fuzzy probability and
fuzzy statistic concepts in the quantification model [60-61, 68, 72, 73]. The model
is employed in various field [60, 73].

On the other hand fuzzy integral based on fuzzy measure is widely used to
analyze data [40].

Fuzzy discriminant analysis is developed by J. Watada et al [64]]
Tables 2 and 1 illustrate the fuzzy methods of multivariate analysis. These

methods are classified according to whether the classification is given or not. In
other words, we can classified according no indication of teaching classification
and with indication of teaching classification.
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Table 2. Fuzzy Multivariant Analysis.

Name of Method Method of Fuzzy Set Theory

Fuzzy Decomposition
Fuzzy Clustering ISODATA

Fuzzy Graph

Fuzzy Hierarchical Clustering Fuzzy Similarity. Fuzzy Relation

Fuzzy Regression Analysis Fuzzy Number
Fuzzy Time-series Analysis Fuzzy Number
Fuzzy GMDH Fuzzy Number
Fuzzy Discriminant Analysis Fuzzy Number

Regression Analysis of Qualitative Data Fuzzy Probability, Fuzzy Statistics
Discriminant Analysis of Qualitative Data Fuzzy Probability, Fuzzy Statistics
Pattern Classification of Qualitative Data Fuzzy Probability, Fuzzy Statistics
Multi Dimensional Scaling of Qualitative Data Fuzzy Probability, Fuzzy Statistics

Fuzzy AHP Fuzzy Number

Fuzzy Measure Analysis Fuzzy Integral

2 Trend of Researches on Fuzzy Multivariant Analysis
in Japan

In Japan, the researches on fuzzy sets and systems were started from early days in
1960s. The past researches can be summarized in the conference Fuzzy Systems
Symposiums started from 1985 before these symposiums two research groups
worked from quit early days before 1985. The number of presented papers and
sessions are listed in Table 3. Table 3 shows also the number of papers relating
multivariant analyses. Both trends are quite increasing. In Japan regarding the
research on multivariate analyses, fuzzy clustering and fuzzy regression analyses
are widely pursued. The reason is because J.C. Bezdeck and E.H. Raspini con-
tributed on the fuzzy clustering from the very early days of Fuzzy Systems, and
H. Tanaka contributed fuzzy regression analysis by inventing the formulation
using linear programming in 1979.

Table 4 shows the distribution of the presented total papers in whole fuzzy
systems symposiums from 1985 to 2004. We can include quantification method,
discriminant analysis, time-series analysis with both regression and auto regres-
sion types, principal component analysis, fuzzy statistics, GMDH, AHP, fuzzy
graph as well as fuzzy clustering and fuzzy regression analyses. Fuzzy regression
analysis includes linguistic regression analysis proposed by J. Watada that deals
with natural words. We can say that the research on fuzzy multivariant analyses
is much fertile.

3 Concluding Remarks

In this paper we reported the trend of fuzzy multivariant analysis in this 40 years
since the presentation of fuzzy sets by L.A. Zadeh. Also, we summarized the
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Table 3. Fuzzy Systems Symposium in Japan.

No. of No. of Multivariant
No Year Place Sessions Papers Analysis

1 1985 Kyoto University 6 15 4
2 1986 Gakushuin University 19 35 3
3 1987 Osaka Electro-communication University 13 37 10
4 1988 Meiji University 18 60 9
5 1989 University of Marketing and Distribution Sciences 27 81 14
6 1990 Meiji 9 139 5
7 1991 Nagoya City Univeristy 56 167 15
8 1992 Hiroshima University 59 177 10
9 1993 Hokkaido University 72 199 10
10 1994 Kansai University 70 145 26
11 1995 Ryukyu University 71 251 23
12 1996 Waseda University 95 293 24
13 1997 Toyama University 87 282 31
14 1998 Nagara International Conference Hall 92 290 24
15 1999 Osaka Institute of Technology 98 259 15
16 2000 Akita Municipal Junior College of Arts and Crafts 73 192 15
17 2001 Nihon University 67 245 20
18 2002 Nagaya University 54 199 21
19 2003 Osaka Prefecture University 72 234 29
20 2004 Kyushu Institute of Technology 87 322 9

Table 4. Researches on Fuzzy Multivariate Analysis in Japan.

Total No.
Method of Papers

Clustering 95
Regression Analysis 58
Discriminant Analysis 11
Quantification Analysis 8
Graph 30
AHP 15
Time-series Analysis 14
Principal Component Analysis 7
GMDH 9
Multivariant Analysis 15
Fuzzy Statistics 23
Discribution 3
Measurement 3
Evaluation 15
Sociometry 6
DEA 9
Canonical Correlation Analysis 3
Variance Analysis 3

Total Number 327
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trend of researches based on the number of papers presented at Fuzzy Systems
Symposium started from 1985. The symposium also covers half of the whole
history of Fuzzy systems. The research of fuzzy multivariate analyses is much
fertile and developing still now.
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Abstract. It is difficult to define a comfortable space for each indi-
vidual. It is partly because comfortness relates to many attributes that
specify a space, partly because each individual has different preference,
and also because even the same person changes his/her preference ac-
cording health states, body conditions, working states and so on. Various
parameters and attributes should be controlled in order to realize such
a comfortable space according the data-base of past usages. Informa-
tion obtained from human bodies such as temperature, blood pressure,
α brainwave and etc. can be employed to adjust the space to the best
condition.
The objective of this paper is to achieve a comfortable space in terms of
Kansei engineering. It is required to realize our comfortable environment
suitable to feelings and customers often have their individual preference
so that they feel comfortable, too. Kansei Engineering is a technology to
offer better products to the customers by employing human sensitivity.

1 Introduction

In a today’s stress society, comfortable space and life are important to cure strong
stress on us. It is in such human science as psychology, human factors, physiology,
anthropology, hygiene and so on to study feeling of comfortness, and it is in such
technology as mechanical engineering, architecture, control engineering, system
engineering, living science, material science, acoustics, social welfare and design
science to build such a comfortable space. It is not sufficient to combine these
separated research results. We should create a new total technology to realize a
comfortable space.

In this paper, the comfortable space means one where a person feels comfort-
able when he/she stays there although all people have a different feeling about
� This paper is submitted to KES2005 “Ninth International Conference on Knowledge-

Based Intelligence Information & Engineering Systems” held on September 14-16,
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being comfortable. It is hard to realize a comfortable space for all people. There-
fore, we should build a comfortable space from a viewpoint of each individual’s.
It is expected that a machine or a system can recognize and evaluate the state
of a person from his/her behavior, voice and measurement of a living body by
gathering and recognizing data automatically. If we can measure an electroen-
cephalogram (brainwaves), heart beats, sweat, saliva, etc. by an instrument, the
obtained information can be employed to realize a comfortable space.

The objective of this paper is to show the possibility that the measurement
of human senses enables us to realize a comfortable space for any person even
if the person changes his/her feeling of comfort according the change of the
conditions [6,7,9]. In the research, we employ the values of features obtained from
electrocardiogram that a test object has in a comfortable environment. Fuzzy
control and neural network are used to adjust a space to the most comfortable
one as possible.

Recently, ”Comfort,” ”Senses,” and ”Kansei” are used in order to express
products in their advertising. The reason is because today we seek products
more fitting to ourselves than in the days when manufacturing few kinds of
many products. Furthermore, products should fit to each individual consumer.
Such aspects are expressed using word ”feeling” of each individual consumer.
That is rewritten using Japanese word ”Kansei.” So ”Kansei” is required to
employ one attribute for expressing a product. That is, we may provide more
acceptable products for us when ”Kansei” will be measured and enumerated,
and engineering in designing and manufacturing products.

Additionally, wearable computers enable us to handle such information on
line and real time. Such techniques change and evaluate our society drastically.
These techniques are essential in a ubiquitous age. Taking a computer like dress-
ing makes it easy to measure the information of sensitivity. After measuring the
information from senses using a wearable computer, it can be transferred to a
control unit through wireless waves. Such systems realize a comfortable space.
In such a comfortable space, it is not necessary to indicate or order the system
directly by a person.

2 Kansei Engineering

Kansei is a Japanese word that means total information of human senses. Kansei
Engineering is ”a technology, method or theory to translate human Kansei or
Image to production of real things or to design of objects.” Although it is vague
and uncertain that a customer has an image or expectation about some product,
Kansei Engineering is a technology to build such Kansei or vague image in prod-
uct design in some way [1]. There are many measurements from a human body
which can be used for the control of a space. In this paper, electrocaridographes
obtained from a person are employed to adjust the environment of a space to
the most comfortable that he/she feels. For instance, heart beats, sweet, saliva,
etc. are another alternative.
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Fig. 1. Control based on Electro Physiological Information.

As mentioned above, Kansei Engineering is a theory and techniques which
employ five senses and use such mechanism in developing products and services.
If we successfully employ such sensitivity information in development of prod-
ucts, we can provide more personal-oriented products for individuals.

The most important issue in Kansei Engineering is has to measure ”Kansei.”
There are methods of measuring human senses such as sensory test, measurement
of a living body and cognitive measurement.

1) Sensory test:
Generally, questionnaires can be included in the sensory test. Questionnaires
have an influence from the objective patient or the environment. Therefore,
we should manage such influences. Semantic differential, test electrocardio-
graph, and the rating scale method are included in this category.

2) Measurement of a living body:
By measuring brainwaves, electrocardio- graph, heart rate, blood flow, sweat-
ing, the change of Kansei and emotion is detected. Furthermore, sensory test
can result in the more accurate decision using measurement of a living body.

3) Cognitive measurement:
Protocol analysis is widely employed in cognitive measurement. The method
makes a test subject operate an test object such as a product, illustrate his
impressions using words and at the same time his behavior is recorded using
a videotape. After then, the information of the videotape and the descriptive
impression of the test subject are scrutinized and analyzed.

2.1 Comfortable Space

There are various spaces in our environment. Also, the space of each room has
different objectives even in a residential space. A tall building provides a different
space from one in a house. Working space and space in a vehicle as well as
residential space are included in an urban space. In future a universe space will
be taken into consideration.

It is always essential that such a space provides us with comfort as well as
safe and convenience. In the paper, information obtained from a living body is
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employed to automate the adjustment of temperature, humidity, brightness and
wind strength by home appliances. The technique realizes comfortable space for
each individual in real time.

3 Electrocardiogram (ECG)

An electrocardiogram is a record that measures electric waves obtained from a
heart muscle through electrodes placed on the surface skin of a chest, arms and
legs. The wave causes the muscle to squeeze and pump blood from the heart. The
activity of the heart is pursued by the Sino-atrial node in the right upper portion
of the heart. The electric signal from the Sino-atrial node is transferred to a
cardiac ventricle from an atrium and makes muscles electrically excite and shrink
whose actions pump the blood to flow into blood vessels. The electrocardiogram
records such electric actions of the heart as waves.

Fig. 2. HS1000Lite.

In this experiment a Wearable Holster Electrocardiogram is used to record
long term, as the holster electrocardiogram can continuously measure and record
electrocardiograph. The size of the holster electrocardiogram is light and small
which does not weigh an test subject.

Figure 2 shows an example of a normal electrocardiograph. The electrocardio-
graph consists of five kinds of waves as PQRST. P waves show excites, QRS
waves show excitement of entricles. T waves come out when the entricle cured
its excitement. The excitement of an atrium can not be measured because their
recover waves are quite small and overlapped with QRS waves.

In this experiment, R-R interval that is an interval between QRS waves is
employed. One wave of QRS is produced when the heart gives one beat. That
is, the R-R interval is one that the heart gives one beat.
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Fig. 3. Illustration of ECG.

Table 1. Names of Electrode Positions.

Code Location of the leads

Red V5 1) 1 Ch
Intersection of right mid-clavicular line

Yellow Sternum CM5 induce
Orange xiphoid process of sternum 2 Ch
Blue manubrium of sternum NASA induce

Black right V5: 2) Earth

1) V5: At the intersection of left anterior axillary line with a horizontal line through
left V4 left V4: Intersection of left mid-clavicular line and fifth intercostal space

2) right V5: At the intersection of right anterior axillary line with a horizontal line
through right V4 right V4: Intersection of right mid-clavicular line and right fifth
intercostal space

4 Information Abstract

4.1 Method of Abstracting Information

The experiment consists of a rest interval for 5 minutes and a work interval for
10 minutes. These intervals are repeated. In the work interval, test subjects are
directed to typewrite some texts in order to give a stress on the test subjects.
Figure 4 shows its results.

The horizontal axis shows QRS number numbered sequentially in time-series.
The vertical axis shows voltage difference. The change between rest and work
intervals can be detected clearly, as the figure of R-R intervals shows.

4.2 Results

Figure 4 shows the results.

– Work interval for 10 minutes is 1 ∼ 725 beats.
– Rest interval for 5 minutes is 726 ∼ 1045 beats.
– Work interval for 10 minutes is 1046 ∼ 1743 beats.
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Fig. 4. R-R Interval.

Fig. 5. R-R Interval (average of 30 beats).

We can recognize the difference between work and rest intervals in the figure.
In order to clarify the difference, the average of 30 beats is figurized as in Figure 5.

The average of 30 beats resulted in the clear difference between work and
rest intervals. Using this result, the threshold is decided and the result can be
employed to control [1].

5 Conclusions

The temperature of the space is effectively controlled using the measurement of
electrocardiographs of a test subject according his/her state such as in working
or in rest. The proposed method can be extended to other parameters of a
comfortable space such as humidity, smell and so on. And also we may use other
parameters of a human body including an electrocardiogram, sweat analysis,
saliva analysis and so on. This system enables us to control a human environment
according the state of a person.

Nevertheless, there are several issues that should be solved. One issue is how
the temperature should be set for plural persons in a room. One solution is to
set the mean value for all persons there. In this case it might happen that all
people would not be satisfied.
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6 Instrument

Experimental instruments are provided by Fukuda ME Co.

– Holster electrocardiogram QR2100 which enables us to record electrocardio-
graphs for 24 hours.

– HS1000Lite analyzing instument
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Abstract. Estimating animal’s genetic merit (or breeding value) plays
a major role in the Manchego sheep selection scheme (ESROM), started
fifteen years ago with the goal of improving Manchego sheep produc-
tion figures. In the ESROM scheme the breeding value is estimated each
semester by using BLUP animal model. In this paper we study the use
of data mining techniques to deal with breeding value classification. The
purpose of the paper is not to replace the use of BLUP in the ESROM,
on the contrary, we intend to learn in a supervised way from the results
produced by BLUP, and to use the learned models to provide prelimi-
nary information about the breeding value of an animal. We use standard
classification techniques combined with feature subset selection in order
to identify good (subsets of) predictors. We also show that the classifiers
accuracy can be considerably improved by attribute construction.

1 Introduction

Manchego sheep are the native breed in Castilla-La Mancha (Spain), and the
two main products obtained from them (Manchego cheese and Manchego lamb)
represent more than 50% of animal production in the region. Because of these
economical implications and with the aim of enhancing Manchego sheep produc-
tion, a selection scheme (called ESROM) based on the animal’s genetic merit was
started by the authorities fifteen years ago, with the goal of improving milk pro-
duction of Manchego ewes. One of the major points in the ESROM scheme is the
estimation of the animal’s genetic merit or breeding value (BV), and its use in
flock replacements. In the ESROM scheme the BV is estimated by using BLUP
animal model, which is a complex method based on relating different traits by
equations and solving them by simultaneously considering all the available infor-
mation. The estimated BV allows us to place animals in the genealogical ranking
and to take decisions about which animals will improve the flock genetic trend,
which animals can be entered (or not) in the stud catalogue or market, which
ewes are candidates to be used as good mothers by artificial insemination, etc, ...
Besides, the ESROM encourages stock breeder to select their flock replacements
on the basis of the animal BV.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 1338–1346, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The BV of an animal is a numerical value that in the ESROM represents
the deviation of the animal with respect to the mean BV of the Manchego ewes
born in 1990 (the base year). The estimation of the BV 1 by BLUP is a complex
process that in the ESROM is carried out every six months in a specialized
center. Furthermore, the BV of an animal is a dynamic value, because it can
change from one measurement to the next due to changes in the animal’s own
production data, due to changes in its relatives, due to changes in its flock, etc.

Even though the BV is numerical, many decisions are taken based on the
percentile in which the animal is ranked with respect to its/(the whole) flock.
Depending on the decision, different thresholds are used: above 50%, above 70%,
etc. Because of this, the goal of this paper is to work on the classification of the
BV inside the ESROM scheme by using techniques from machine learning [12]
and data mining [6], whose application to agriculture has gained interest during
the recent years [4]. Obviously, our target is not to replace the use of BLUP
methodology, but to study the possibilities of predicting an animal BV by using
a data-driven approach, which will use less information (by far) than BLUP,
that is simpler and that can be used as soon as the information for an animal is
ready, without having to wait for the full breeding six-month evaluation.

To achieve this goal we have structured the paper in five sections apart from
this introduction. In Section 2 we describe the datasets used in this work. In
Section 3 we describe the initial classification process carried out. Section 4 is
devoted to applying different variable selection techniques while in Section 5
attribute construction is studied. Finally, in Section 6 we conclude.

2 Datasets

The datasets used in this work have been obtained from AGRAMA2 data bases,
which contain data from 1989 to 2003. After the data preparation process (de-
scribed in [7]) and following AGRAMA experts advice we get a dataset with
3087 records and 24 variables (distributed in four groups in Table 1). We seek
to get an estimation of ewes BV at early stages, all the records in the dataset
correspond to primipara ewes, because it is after the first offspring-birth and its
corresponding lactation when ewes are evaluated for the first time, and so, it is
of interest to have, as soon as possible, an approximation of their genetic merit
in order to make early decisions about them. Besides, only those animals whose
(and parents) estimated BV is sufficiently reliable were added to the dataset [7].

From this original dataset we obtained two different ones by discretizing the
BV variable in order to transform the regression problem into a classification one.
Following the indication of AGRAMA experts two discretizations were carried
out, because they can help us to get insight about our problem. Thus BV was
discretized in four and five bins of equal frequency giving rise to class variables
BV4= {f1, f2, f3, f4} and BV5={v1, v2, v3, v4, v5}. We denote 4labels and 5la-
bels the two datasets coming from replacing BV with BV4 and BV5 respectively.
1 We should use Estimated Breeding Value (EBV), but for the sake of simplicity we

maintain the notation of BV, although it is clear that we are dealing with estimations.
2 National Association of Manchego sheep breeder.
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From the study of the variables in the dataset we realize that environmental
variables (except TypeOfBirth) are nominal variables with a really large number
of possible outcomes (from 64 to 127). This type of variables can introduce a
considerably amount of noise in the learning/classification process, so we have
preprocessed them by implementing in ELVIRA [3] the method proposed in [1].
This method reduces the number of values for a nominal variable to |C| + 1
labels, |C| being the number of classes (and adding an unknown extra group).

Two more datasets, 4labels-d and 5labels-d, were obtained by discretizing all
the numerical variables by using Fayyad and Irani supervised algorithm [5]. After
this process the number of values in the variables of 4labels-d goes from 2 to 24
with a mean of 6.1, and in 5labels-d goes from 2 to 18 with a mean of 5.9.

3 Initial Classification Process

We have used two standard (but competitive) algorithms to carry out the classi-
fication process: decision trees (C4.5) [13] and Naive Bayes (NB) [2], concretely
their WEKA [14] implementations with the default parameter setting. The ac-
curacy of the classifiers is measured by using stratified 10-fold cross validation.

Instead of directly using all the variables in the dataset, we have run the
algorithms starting with a small subset and progressively adding different groups
of variables. Thus, we have carried out the following process (see Table 2.a):
1.- Only the BV of both parents, BVp = {BVFather, BVMother}, are considered.
2.- All the BV variables (BVall) are used as predictive attributes. Surprisingly,
there is only a slight improvement in one out of the eight cases. Because of this,
we maintain these two sets as different starting points for the remaining process.
3.- From these two starting points we considered new cases obtained by adding
the remaining groups of variables: environmental (env), lactation data (lact), and
mother lactation data (which gives rise to the full set).
Analysis.- As our classification problem has been artificially constructed from
a regression one and all the classes are equally distributed, we should not expect
high classification rates. In fact, the accuracy obtained by a baseline algorithm
such as OneR [9] is between 48% (4labels) and 55% (5labels). Having this in
mind, we think that the results obtained when all the variables are used (last
row of table 2.a) are not bad, specially for C4.5. Furthermore, these results are
improved (with significant statistical difference in all the cases but one, C4.5d)
when not all the variables are included as predictive attributes. Concretely, in

Table 1. Variables in the data set. BV is the target variable.

BV data: Environmental data: Mother Lactation data:
BVFather, ReBVF, BVMother, ReBVM, TypeOfBirth NLactM
BVMaternalGM, ReBVMGM, BVParentalGM, StockFarm AvLactNormM
ReBVPGM, BVMaternalGF, ReBVMGF, FatherStockFarm MaxLactNormM
BVParentalGF, ReBVPGF, BV MotherStockFarm AvLact120M
Lactation data: AvLactNorm, AvLact120 MaxLact120M
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most of the cases the best results are obtained when BVp+env+lact are used
as predictive attributes, obtaining an accuracy of 76% in the 4labels problem
and almost a 70% in the 5labels problem. Besides, it is interesting to point out
that C4.5 obtains its best result in the discretized case, while NB does in the
non-discretized one. From these observations and from the fact that C4.5 carries
out an implicit variable selection process, we can conclude that using all the
variables as predictive attributes is not a good idea here.

4 Feature Subset Selection

Feature (or variable, or attribute) Subset Selection (FSS) is the process of iden-
tifying the input variables which are relevant to a particular learning (or data
mining) problem [8, 10]. Here, the goal of FSS is double: (1) to select the sub-
set of variables yielding the best classification performance, and (2) to identify
those variables with major influence in BV prediction. Although the process in
Section 3 can be viewed as a manual FSS process, now we study the application
of automatic FSS techniques. We have considered the following four approaches:

• Embedded methods. In this case it is the own learning algorithm which car-
ries out the selection during the learning process. An example of this approach
are decision trees. Thus, when C4.5 receives the subset BVp+env+lact as input,
only 7 or 5 variables are actually used for the original and discretized datasets
respectively. It is worth noting that C4.5 selects the same subset independently
of the number of class labels, and that the discretized version (which gets the
best results) needs only 5 out of the 7 variables used for the original dataset.

Our approach here consists in using C4.5 as feature selector taking the se-
lected subset as the input for NB (Table 2.b). By doing so, NB improves the best
result obtained so far for the discretized versions and also the results obtained
when using the full set of variables. However, as the used subsets are biased by
C4.5, we can expect to improve these results by using different FSS methods.
• Filter methods. They usually work by measuring the relevancy between the
predictive attributes and the class. They are fast and independent of the learn-
ing algorithm to be used. We have used symmetrical uncertainty, SU(C, X) =
2·((H(C)−H(C|X))

H(C)+H(X) , to do the ranking. Basically, SU uses a projection of mutual
information onto the [0, 1] interval. In our opinion SU is quite interesting when
the number of states in the involved variables is different.

From this ranking we use the first k variables as the selected subset. Due
to the knowledge we have gained in Section 3 we have chosen k = 6 (at least
a lactation variable is included) and k = 9 (at least an environmental variable
is included). However, only in one case (5labels-d) we improve the best result
obtained until now and also only in one case the selection of 9 variables instead
of 6 yields a slightly better result (5labels). In contrast, the performance of NB
is clearly degraded, which can be due to the selection of redundant variables.
In fact, this is one of the main problems of filter methods, two variables can be
(independently) relevant for the class, but redundant between them.
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• Wrapper methods. They use a learning algorithm as part of the selection pro-
cess, that is, the merit of a given subset is measured by learning (and evaluating)
a model using only that subset of variables. Because of this, the wrapper ap-
proach (usually) obtains better subsets than filter methods. On the other hand,
they are computationally expensive and the obtained subset lacks generality
because it is tied to the bias of the classifier used during FSS process. In this
work we have used the well known forward FSS combined with best first search.
Best first search enhances forward selection by allowing backtracking during the
search, but it has the disadvantage of (exponentially) increasing the cost with
the number of (irrelevant) variables. In our experiments we have set the number
of allowed backtracking levels at five.
• Filter+Wrapper methods. In this case both approaches are combined in some
way. The most common is applied when there is a large number of predictive
attributes, and consists in a two-stages approach: apply a fast filter algorithm
and get the first k variables, and then use a wrapper one over these k variables.
Our scenario is different because we have less than 30 attributes, so we propose
the application of a different combination of filter and wrapper approaches.

Our idea (FW algorithm) is to use the filter ranking not to remove variables,
but to guide the operation of the wrapper algorithm. Thus, the wrapper stage
involves running over that ranking and adding a variable to the subset of selected
variables only if such inclusion improves the classifier accuracy. The classical
(greedy) stopping criterion for this process is to finish when adding a new variable
does not improve the accuracy, which usually gives rise to stop because two
correlated variables appear together in the ordering, even if any (uncorrelated)
relevant variable appears later in the ranking. Trying to alleviate this problem,
we propose to consider a lookahead parameter (k), which allows us to continue
the process (discarding the useless variable) if less than k useless variables have
been consecutively discarded. Of course, if k = 0 we get the greedy behavior
and if k = ∞ all the predictive variables have a chance. We have used SU and
k = 0, 5 and ∞.
Analysis.- Now we analyze the behavior of FW and Wrapper and compare them.
The greedy approach represented by FW(k=0) only includes the two (three in
one case) first variables in the ranking (BVFather and BVMother). Unsurprisingly,
with this small subset NB improves filter results in all cases, which remarks the
idea of having redundant variables among the (relevant) first variables ranked
by SU. This is not the case for C4.5, that gets better results with the previous
FSS approaches, probably because of its own filter selection process. Things are
quite different when using FW(k=5). In this case a new subset, S3={BVFather,
BVMother, AvLact120}, arises as a very good predictor. That is, with a looka-
head of 5 FW is able to discard some (possibly relevant) attributes which are
redundant with respect to those already included, and to continue the search
for new relevant (but not redundant) attributes. S3 is selected in the four cases
in which NB is applied and it is complemented with some other variables when
applying C4.5. In all the cases (NB and C4.5) the results obtained when using
FW(5) are better than those obtained so far. Finally, we have tried FW(k=∞).
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This lookahead value increases the complexity of the process, but in no case the
number of evaluated subsets is linear in the number of variables. The results
obtained are only slightly better than those obtained with k=5, and we get the
same trend with respect to the selected subsets, i.e., S3 complemented with one
or two more variables in most of the cases.

With respect to Wrapper FSS, the experiments (last row of Table 2.b) show
that in five out of the eight cases Wrapper gets (slightly) better results than FW.
However, there is not statistically significant differences between wrapper and
FW in any of the eight cases, which shows us that FW is in fact quite competitive
(at least in this domain). In relation to the subsets selected by this approach,
again they are extensions of S3 by adding few new variables, that contain in
most cases data about mother lactation (which seems to be quite reasonable)
and confidence measures. On the other hand, the wrapper approach has greater
complexity than FW(∞) because it evaluates (on average) about 200 subsets,
while FW(∞) evaluates exactly 23 subsets over each dataset.

Finally, let us to emphasize that the benefit of using variable selection is
reinforced by the fact that in the eight cases there are statistically significant
difference between the best result obtained in the initial classification process
and the best result obtained in this section.

5 Attribute Construction

Attribute (or variable or feature) construction is the process of deriving new
attributes from the original ones. The idea [11] is to apply a set of constructive
operators to the existing attributes resulting in the construction of one or more
new attributes more appropriate for the description of the target concept. One
of the goals of attribute construction [8] is to improve the accuracy when making
predictions. In this work we focus on a data-driven approach which uses generic
attribute construction methods, thus we create new features by applying simple
arithmetic operators (+ and ×) to pairs of numerical variables. Given that sum-
mation and product are commutative, n2−n

2 new features are generated for each
one. The choice of these operators is due to the fact that they are simple, and
summation can be appropriate when attributes are measured in similar domains,
while product can be appropriate when they are measured in different domains.

After the attribute construction, n2 − n new features have been added to
the dataset, n being 19. Thus, our new dataset has 366 variables (the class
plus 23 original attributes plus 342 constructed attributes). We have used SU as
filter to rank the 365 predictive attributes and we get that the first feature is:
BVFather+BVMother. This fact is not surprising at all for two reasons:
− These two attributes were ranked as the two of greatest importance with
respect to the class variable, and
− The experts frequently use the pedigree index as predictor, which is computed
as (BVFather + BVMother)/2.

Therefore, we have identified a good predictor by using the data driven con-
structive approach, and it agrees with the experts in the domain. The question
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now is if more interesting combinations have been identified. By inspecting the
ranking produced by SU we observe that the attributes in the top of the ranking
are those combining BVFather or BVMother with lactation data. Thus, it seems
that we have effectively identified other interesting combinations.

As the datasets have 365 attributes, most of them coming from attribute
construction, we can be almost sure that many of them will be irrelevant or re-
dundant with respect to our classification process. Therefore, a selection process
is even more necessary than in our previous experiments, and so we have applied
FW and wrapper over our new (larger) dataset.
Analysis.- From the results (Table 2.c) we can observe that the accuracy of the
classification has been improved considerably with respect to the results obtained
over original datasets. Thus, when using Wrapper selection the accuracy has risen
3.6% (on average) for the 4 labels problem and 5% (on average) for the 5 labels
problem. On the other hand, the number of attributes selected is quite far from
the 365 available features, the best cases being less than ten. In general, NB needs
less attributes than C4.5 and Wrapper selects less attributes than FW(∞). With
respect to accuracy, wrapper improves FW(5) in all the cases, however it only get
statistically significant difference with respect to FW(∞) in one out of the eight
cases. On the other hand, Wrapper is (by far) more complex because it needs to
evaluate (on average) about 4800 subsets while FW(∞) is linear in the number
of attributes, that is, it evaluates exactly 365 subsets. Finally, with regard to the
selection, BVFather+BVMother is always included, complemented with different
constructed attributes (mainly combinations of these two primary attributes and
AvLacNorm with others) that allow the classifiers to be better adapted to some
areas of the solution space. However, it seems that the attributes are selected
to improve the accuracy, but no semantic interpretation can be (at least easily)
obtained from that selection.

To end with this analysis, it is clear from the statistical analysis that the best
model in the four labels problem is C4.5(d), while in the five labels case there is
no significant difference among all the models but NB.

6 Conclusions

A study of the use of data mining techniques in Manchego sheep breeding value
classification has been done in this paper. This task is a key point in the ES-
ROM scheme, used to improve the quality and production figures of Manchego
sheep. Two standard algorithms (NB and C4.5) have been used. We have shown
that feature selection is a key process with a twofold benefit: (1) identification
of small subsets of variables to be used as predictors, and (2) an improvement in
the accuracy of the classification. Furthermore, a data-driven attribute construc-
tion process has been carried out over the numerical attributes included in the
dataset. From this process some interesting new attributes have been identified
and also the classification accuracy has been considerably improved. Further-
more, the obtained classifiers can be collapsed to different two-label problems
which correspond to different decision problems inside the ESROM [7].
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Table 2. Results of the experiments carried out: (a) over (subsets of) the initial dataset,
(b) applying feature subset selection and (c) applying attribute construction plus FSS.
In boldface we highlight the best result for each dataset and each classification process.
The subscripts indicate the cardinality of the selected subset. The symbols used make
reference to the statistical analysis (two-tailed paired t-tests) carried out: • means
statistically significant difference with respect to the best result in the same column
and block (a,b or c); ◦ means statistically significant difference with respect to the best
result in the column; and, � means statistically significant difference among the best
results in the last block (i.e. NB, NB(d), C4.5 and C4.5(d)).

4 classes 5 classes

Variables C4.5 C4.5(d) NB NB(d) C4.5 C4.5(d) NB NB(d)

BVp(arents) • 72,34 • 71,79 ◦ 72,27 ◦ 70,46 • 66,18 • 66,73 ◦ 66,47 ◦ 63,59
±2,07 ±1,83 ±1,65 ±1,55 ±3,08 ±3,11 ±2,84 ±2,91

BVall • 70,46 • 71,36 • 65,50 • 62,71 • 64,23 • 66,86 • 58,05 • 55,17
±2,56 ±1,48 ±2,10 1,84 ±2,36 ±2,61 ±1,69 ±3,05

BVp+env • 72,47 • 71,92 • 69,39 • 67,15 • 66,11 • 66,21 • 62,78 • 60,61
±2,52 ±1,66 ±3,10 ±2,83 ±2,14 ±3,37 ±2,19 ±2,35

BVall+env • 70,52 • 71,43 • 64,08 • 63,04 • 64,17 • 66,37 • 58,08 • 54,81
±2,08 ±1,57 ±2,39 ±2,40 ±1,85 ±2,63 ±1,98 ±2,40

BVp+env+lact ◦ 75,38 ◦ 76,39 ◦ 71,33 ◦ 70,52 ◦ 69,42 ◦ 69,58 ◦ 64,82 ◦ 63,46
±2,71 ±2,20 ±3,61 ±3,58 ±2,80 ±3,49 ±2,11 ±3,06

BVall+env+lact ◦ 74,44 • 75,09 • 70,20 • 66,08 ◦ 68,74 ◦ 68,97 • 62,13 • 57,60
±3,19 ±2,23 ±2,40 ±2,93 ±3,38 ±3,63 ±2,71 ±1,48

All variables • 73,89 • 75,22 • 65,05 • 64,56 • 66,99 ◦ 69,00 • 56,79 • 57,14
±2,82 ±2,11 ±3,35 ±2,83 ±2,68 ±3,45 ±2,32 ±1,61

(a) Initial classification process

FSS (C4.5) ◦ 75,417 ◦ 76,395 • 71,657 • 71,695 ◦ 69,457 ◦ 69,585 • 65,247 • 65,665

±2,69 ±2,20 ±3,77 ±3,35 ±2,85 ±3,49 ±2,19 ±2,86
FSS (Filter-1) ◦ 75,326 • 75,586 • 71,756 • 65,216 ◦ 69,906 • 68,616 • 66,156 • 59,546

±2,84 ±1,77 ±2,26 ±2,27 ±3,61 ±3,94 ±2,69 ±2,64
FSS (Filter-2) • 75,259 • 75,389 • 70,729 • 63,819 ◦ 68,749 • 68,979 • 63,469 • 56,889

±2,89 ±1,82 ±2,55 ±3,41 ±3,25 ±3,44 ±2,51 ±2,30
FSS (FW(0)) • 72,342 • 71,792 • 72,272 • 70,462 • 66,313 • 66,732 • 66,472 • 63,592

±2,07 ±1,83 ±1,65 ±1,55 ±3,17 ±3,11 ±2,84 ±2,91
FSS (FW(5)) ◦ 76,123 ◦ 76,489 78,233 ◦ 75,223 ◦ 70,075 ◦ 69,917 ◦ 71,463 ◦ 67,223

±2,14 ±1,87 ±3,25 ±1,84 ±2,86 ±3,71 ±2,87 ±3,70
FSS (FW(∞)) ◦ 76,547 ◦ 76,489 78,233 ◦ 75,252 ◦ 69,974 ◦ 69,917 ◦ 71,365 ◦ 67,385

±2,53 ±1,87 ±3,25 ±2,16 ±3,85 ±3,71 ±2,71 ±3,52
FSS (Wrapper) ◦ 76,616 ◦ 76,775 78,233 ◦ 75,315 ◦ 70,525 • 69,224 ◦ 71,695 ◦ 67,385

±1,81 ±1,70 ±3,25 ±1,96 ±3,36 ±3,54 ±3,09 ±3,52

(b) Feature selection process

FSS (FW(5)) ◦ 76,8114 ◦ 73,992 ◦ 73,961 ◦ 74,222 ◦ 68,803 ◦ 72,5610 ◦ 69,681 ◦ 69,161

±2,48 ±1,99 ±2,22 ±1,37 ±2,55 ±2,71 ±2,53 ±2,77
FSS (FW(∞)) 79,2030 ◦ 80,5018 78,5610 80,2114 73,7626 76,2542 73,8212 74,9912

±2,19 ±1,66 ±2,30 ±1,56 ±2,85 ±2,49 ±2,23 ±2,66
FSS (Wrapper) � 80,048 81,8618 � 79,334 � 80,246 75,259 76,488 � 74,765 74,838

±1,54 ±1,84 ±1,48 ±1,83 ±2,78 ±3,26 ±2,90 ±2,05

(c) Attribute construction + FSS
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For future work we aim at using more sophisticated Bayesian classifiers, be-
cause even though the results obtained by NB are competitive with those ob-
tained by C4.5, it is clear that NB independence assumption does not hold in
this domain. Thus, we plan to use Bayesian networks classifiers in order to allow
dependencies among the predictive attributes. Furthermore, we intend to deal
with the problem as it is in nature, that is, as a numerical prediction one.

Acknowledgments

The authors are grateful to Cesar Domı́nguez and AGRAMA for providing the
data used in the work as well as much advice. This work has been supported by
Spanish Ministry of Science, JCCM and FEDER under projects TIC2001-2973-
CO5-05, TIN2004-06204-C03-03 and PBC-02-002.

References

1. P. Berka and I. Bruha. Discretization and grouping: Preprocessing steps for data
mining. In Proc. of Principles of Data Mining and Knowledge Discovery PKDD’98,
LNAI 1510, pages 239–245. Springer Verlag, 1998.

2. R. Duda and P. Hart. Pattern classification and scene analysis. Wiley&Sons, 1973.
3. Elvira-Consortium. Elvira: An environment for creating and using probabilistic

graphical models. Proc. of 1st European Workshop on Probabilistic Graphical Mod-
els, pages 222–230. 2002.

4. I. Farkas (Ed.). Special issue: Artificial intelligence in agriculture. Computers and
Electronics in Agriculture, 39(1-3), 2003.

5. U. Fayyad and K.B. Irani. Multi-interval discretization of continuous-valued at-
tributes for classification learning. In Proc. of Int. Joint Conf. on Artificial Intel-
ligence, pages 1022–1029, 1993.

6. U. Fayyad, G. Piatetsky-Shapiro, and P. Smyth. From data mining to knowledge
discovery in databases. AI Magazine, 17:37–54, 1996.
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Abstract. This paper presents a new learning method for automatic
acquisition of translation knowledge from parallel corpora. We apply
this learning method to automatic extraction of bilingual word pairs
from parallel corpora. In general, similarity measures are used to extract
bilingual word pairs from parallel corpora. However, similarity measures
are insufficient because of the sparse data problem. The essence of our
learning method is this presumption: in local parts of bilingual sentence
pairs, the equivalents of words that adjoin the source language words of
bilingual word pairs also adjoin the target language words of bilingual
word pairs. Such adjacent information is acquired automatically in our
method. We applied our method to systems based on various similarity
measures, thereby confirming the effectiveness of our method.

1 Introduction

1.1 Problem in Similarity Measures

Cosine(WS , WT ) =
a√

(a + b)(a + c)
(1)

1 Italics means Japanese pronunciation.

R. Khosla et al. (Eds.): KES 2005, LNAI 3682, pp. 1347–1353, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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1.2 Motivation

2 Outline

Figure 1 shows an outline of the system using AIL. In Fig. 1, AIL corresponds
to three processes: the process based on templates, the process based on two
bilingual sentence pairs, and the decision process of bilingual word pairs.

First, the user inputs the SL words of bilingual word pairs. In the process
based on templates, the system extracts bilingual word pairs using the templates
4 Ainu language is spoken by members of the Ainu ethnic group, who mainly reside in

northern Japan and Sakhalin. It is independent, but similar to Japanese or Korean.
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SL word

Similarity�

No

Yes

Decision process of 
bilingual word pairs

Parallel corpus
Bilingual sentence 
pair 1

��

Bilingual sentence 
pair 2

over threshold

Process based on 
similarity measures 

Process based on 
two bilingual 
sentence pairs

Process based on 
templates

Dictionary for 
bilingual word 
pairs

Dictionary for 
templates

Reference
Registration

Fig. 1. Process flow.

in the dictionary for templates. In this study, templates are designated as the
rules for extracting new bilingual word pairs. Similarity values between SL words
and TL words in all extracted bilingual word pairs are assigned. The similarity
value is defined by function (2) based on the Dice coefficient.

sim(WS , WT ) =
2 × fST

fS + fT
(2)

In function (2), fST is the number of pieces in which both the SL word WS

and the TL word WT are found, fS is the number of pieces in which the WS

are found, and fT is the number of pieces in which the WT are found. In the
process based on two bilingual sentence pairs, the system obtains bilingual word
pairs and new templates from two bilingual sentence pairs. Similarity values in
all acquired templates are also assigned by function (2). Moreover, during the
decision process of bilingual word pairs, the system chooses the most suitable
bilingual word pairs using their similarity values when several candidates of
bilingual word pairs exist. The system compares the similarity values of chosen
bilingual word pairs with a threshold value. Consequently, the system registers
the chosen bilingual word pairs to the dictionary for bilingual word pairs when
their respective similarity values are greater than the threshold value.

The system extracts bilingual word pairs without AIL in the process based
on similarity measures when their similarity values are not greater than the
threshold value or when no bilingual word pairs are extracted. Moreover, the
extracted bilingual word pairs can be registered into the dictionary efficiently
using a morphological analysis system to very minute changes in spellings or
words or pronunciation. The system can extract bilingual word pairs even when
the scripts of two languages are same because AIL is language independent.
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3 Adjacent Information Learning (AIL)

3.1 Process Based on Two Bilingual Sentence Pairs

The system obtains bilingual word pairs and templates using common parts
between two bilingual sentence pairs. That is, the bilingual word pairs and the
templates can be acquired easily only from a parallel corpus using common
parts for which the frequencies are very low, i.e. 2. Figure 2 shows examples of
extraction of a bilingual word pair and acquisition of a template.

�I’m thinking of going to the British Museum.
Bilingual sentence pair 1

��/�/���/�/��/�/�	/
/�/��/�//���

�When should I return it to you?���	/�/�/���/��/�//��/��

Bilingual sentence pair 2

Input word� the British Museum

Template � �to @�@/� [@ ni]�

Noun bilingual word pair �

[dai ei hakubutsukan ni itte miyou to omotte i masu.]�

[anata ni itsu okaeshi sure ba ii desu ka?]�

�the British Museum��/�/�	
 [dai ei hakubutsukan]�

�I’m thinking of going to @.�@/�/��/�/�	/
/�/��/�//���

[@ ni itte miyou to omotte i masu.]�

Similarity value � 0.50

Similarity value � 1.0

Fig. 2. An example of the process based on two bilingual sentence pairs.
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3.2 Process Based on Templates

Bilingual sentence pair

Verb bilingual word pair� �eat��� [tabe]�

�After the test, we all went out for something to eat.���/�/�/	/
/��/	/��/�/���/�/�/	��

Template �to @�@/� [@ ni]�
Input word � eat

[shiken no ato de , minna de tabe ni dekake ta n desu.]�

Similarity value � 0.54

Fig. 3. An example of use of templates.

3.3 Decision Process for Bilingual Word Pairs

The most suitable bilingual word pairs are selected according to their similarity
values when several bilingual word pairs have been extracted. That is, the ex-
tracted bilingual word pairs are sorted so that the bilingual word pairs that have
the highest similarity values are ranked at the top. Moreover, when several bilin-
gual word pairs with equal similarity-value candidates exist, the system selects
the bilingual word pairs that appear for the first time in a parallel corpus.

4 Process Based on Similarity Measures

The system extracts bilingual word pairs using only the cosine, the Dice co-
efficient [3], LLR [4], or Yates’ χ2 [5] without AIL when the similarity values
are not greater than the threshold value or when no bilingual word pairs are
extracted. Moreover, the system chooses the bilingual word pairs that appear in
the parallel corpus for the first time when several bilingual word-pair candidates
are obtained.

5 Experiments for Performance Evaluation

5.1 Experimental Procedure

Five kinds of parallel corpora were used in this paper as experimental data.
These parallel corpora are for English – Japanese, French – Japanese, German –
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Japanese, Shanghai-Chinese – Japanese and Ainu – Japanese. They were taken
from textbooks containing conversational sentences. The number of bilingual
sentence pairs was 1,794. To confirm AIL’s effectiveness, we inputted all 1,081
SL words of nouns, verbs, adjectives, adverbs, and conjunctions into the system
based on the cosine, the system based on the cosine in which AIL is applied
as described in section 2 (herein, we respectively call it the system based on
the cosine+AIL), the system based on the Dice coefficient, the system based
on Dice+AIL, the system based on LLR, the system based on LLR+AIL, the
system based on Yates’ χ2, and the system based on Yates+AIL. The initial
conditions of all dictionaries are empty in those respective systems. We repeated
experiments for each parallel corpus using respective systems. The system using
AIL uses 0.52 as its best threshold value. Moreover, we evaluated whether correct
bilingual word pairs are obtained or not, and calculated the extraction rates for
all 1,081 SL words.

5.2 Experiments and Discussion

Table 1. Results of evaluation experiments.

cosine Dice Dice LLR Yates
SL cosine

+AIL coefficient +AIL
LLR

+AIL
Yates’ χ2

+AIL

English 52.1% 61.5% 49.7% 58.0% 52.7% 60.4% 53.8% 59.8%

French 50.8% 58.8% 47.9% 56.7% 54.6% 61.3% 55.4% 60.4%

German 52.3% 57.9% 53.3% 61.0% 54.4% 59.5% 53.3% 58.5%

Shanghai-Chinese 56.8% 63.6% 54.9% 62.9% 57.6% 63.3% 57.6% 62.5%

Ainu 52.6% 62.9% 54.0% 61.5% 53.1% 62.0% 52.1% 62.0%

Total 53.1% 61.1% 52.1% 60.1% 54.7% 61.4% 54.7% 60.8%

Moreover, we investigated the extraction rates for which the frequencies are
1. In the systems without AIL, many extracted bilingual word pairs for which the
frequencies are 1 were erroneous bilingual word pairs because of data sparseness
problems, as described in section 1.1. Therefore, improvement of the extraction
rates of such bilingual word pairs indicates that AIL is effective to solve the

2 This value was obtained through preliminary experiments.
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sparse data problem. The respective extraction rates of the bilingual word pairs
for which the frequencies are 1 improved 11.3, 11.0, 10.9 and 9.7 percentage
points using AIL.

Among previous studies, one [6] uses the co-occurrence of words depending
on the number of co-occurrence words and their frequency. Such a method is
insufficient in terms of efficient extraction of bilingual word pairs. In contrast,
the system using AIL requires only a one-word string as the co-occurrence word,
e.g. only “to” in Fig. 3. Moreover, the system using AIL can extract bilingual
word pairs even when the frequencies of the pairs of the co-occurrence words and
the bilingual word pairs are only 1, e.g., “to eat” in bilingual sentence pair of Fig.
3. In a study [7] that acquires low-frequency bilingual terms, bilingual dictionary
and MT systems are used for measuring similarity. Therefore, it is difficult to deal
with various languages because of the use of large-scale translation knowledge.

6 Conclusion

This paper presented Adjacent Information Learning (AIL) as a new learn-
ing method for solving the sparse data problem in similarity measures. Results
showed that AIL is effective for various similarity measures. It is also effective
as a solution to the sparse data problem. Future studies will apply this method
to a multilingual machine translation system.
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Jurić, Damir II-894
Juszczyszyn, Krzysztof II-514

Kabir, Ehsanollah III-225
Kacalak, Wojciech III-930
Kadbe, Kishor II-615
Kamel, Mohamed III-1168
Kanda, Taki III-1115
Kaneko, Nozomu I-911
Kang, Chul-Gyu I-472
Kang, Dazhou I-953, III-199, IV-896
Kang, Heau Jo I-498, II-560, II-567, III-339
Kang, In Koo III-1108
Kang, Jang Mook II-460
Kang, Seungpil III-95
Kang, Suk-Ho III-602, III-735
Kang, Sukhoon III-310
Kang, YunHee I-56
Kaplan, Simon M. III-820
Karacapilidis, Nikos I-938
Karsak, E. Ertugrul II-635
Kashihara, Akihiro III-1281
Kashiji, Shinkaku IV-612
Katarzyniak, Radosław Piotr II-500, II-514
Katayama, Kaoru I-379
Kato, Naotaka IV-444
Kato, Shohei IV-738
Kawaguchi, Eiji IV-289
Kawaguchi, Masashi I-801
Kawano, Koji I-155
Kawano, Masahiro III-1122
Kawaoka, Tsukasa III-742, IV-709
Kawasaki, Takashi IV-799
Kawasaki, Zen-ichiro I-801
Kawaura, Takayuki III-1122



Author Index 1361

Kayano, Akifumi I-1044
Kazama, Kazuhiro IV-723
Kazienko, Przemysław II-507
Kelman, Chris III-1225
Kemp, Elizabeth I-339
Keogh, Eamonn II-16
Keskar, Avinash G. II-615, IV-164
Kessoku, Masayuki IV-765
Khan, Ameer I-1064
Khera, Akashdeep I-1291
Khosla, Rajiv I-1268, II-243, IV-752
Kiewra, Maciej II-520
Kim, Chang-Soo II-908, II-993
Kim, Cheol Young III-735
Kim, Dae-Jin IV-542
Kim, Dae Sun III-303
Kim, Dae Youb II-453
Kim, Dong Hwa II-222, IV-848, IV-854,

IV-860
Kim, Dong-Won II-207, IV-549, IV-566
Kim, Eun Ju IV-179
Kim, Haeng-Kon I-1131, II-1305, II-1317
Kim, Hak Joon I-1036
Kim, Hak-Man I-479, II-464
Kim, Hak Soo III-922
Kim, Hang-Rae I-492
Kim, Hojung I-255
Kim, Hoontae III-602
Kim, Hyeoncheol I-372, III-785
Kim, Hyoung Joong I-1240
Kim, Hyun-Chul III-74
Kim, Hyun Deok I-1021
Kim, Hyun-Dong II-284
Kim, Hyung Jin III-69
Kim, Hyunsoo III-87
Kim, Il-sook IV-559
Kim, In-Cheol III-255, III-275
Kim, In Ho III-628
Kim, Jae-Woo I-445
Kim, Jae-Young I-472
Kim, Jang-Sub II-446, II-490
Kim, Jeonghyun III-95
Kim, Jeong-Sik III-233
Kim, Ji-Hong III-735
Kim, JiWoong I-498
Kim, Jin-Geol III-981
Kim, Jong-Soo II-251
Kim, Jong Tae I-1014, I-1111
Kim, Jong-Woo II-908
Kim, Ju-Yeon II-908

Kim, Junghee II-1312
Kim, Jungkee III-170
Kim, Kichul III-374
Kim, Kyung-Joong III-777
Kim, Min III-374
Kim, Minhyung III-621
Kim, Minkoo III-177
Kim, Min Kyung III-792
Kim, Minsoo II-1050
Kim, Myoung-Hee III-233, III-1210
Kim, Myoung-Jun I-1075
Kim, Myung Won IV-179
Kim, Nam Chul II-145
Kim, Richard M. III-820
Kim, Sang II-31
Kim, Sang-Hoon III-213
Kim, Sang Hyun II-145
Kim, Sang-Jun III-219
Kim, Sangkyun III-609, III-616, III-621
Kim, Sang Tae I-1021
Kim, Sang-Wook III-684
Kim, Seong-Joo II-251, II-291
Kim, Seong W. III-87
Kim, Soon-Ja III-317
Kim, Sung-Hyun II-251
Kim, Sung-il I-62
Kim, Tae-Eun III-213
Kim, Tae Joong III-628
Kim, Tae Seon II-284
Kim, Tai-hoon I-1125, II-1069
Kim, Wonil III-177
Kim, Woong-Sik IV-410
Kim, Yong I-996
Kim, Yong-Guk III-206, III-219, III-233
Kim, Yong-Min II-251
Kim, Yong Se III-922
Kim, Yong Soo IV-542
Kim, YongWon III-721
Kim, Yoon-Ho I-492, II-560, II-567
Kim, Young-Joong IV-518, IV-525
Kim, Youngsup II-1056
Kimura, Masahiro IV-723, IV-745
Kingham, Mark II-775
Kirley, Michael III-959
Kitajima, Teiji I-155
Kitakoshi, Daisuke IV-730
Kitazawa, Kenichi I-438, I-1051
Klein, Gilbert IV-910
Knipping, Lars I-744, III-588
Ko, Il Seok II-1029



1362 Author Index

Ko, Li-Wei I-866
Ko, Yun-Ho I-1297, II-371
Kogure, Kiyoshi I-1167
Kohritani, Motoki II-1291
Kojima, Masanori I-438
Kojiri, Tomoko II-665, II-673, III-1303
Kolaczek, Grzegorz II-514
Kolp, Manuel II-814
Komatsu, Takanori III-868
Komedani, Akira II-665
Kong, Adams III-1168
Kong, Jung-Shik III-981
Konishi, Osamu III-513
Koo, Jahwan I-618, III-54
Koo, Young Hyun III-157
Koprinska, Irena II-8
Koshiba, Hitoshi IV-444
Koyama, Yukie I-794
Krishna, K. Sai IV-101
Krishna, P. Radha IV-101
Krishnamurthy, E.V. III-505
Krishnaswamy, Shonali II-922
Król, Dariusz II-527, III-1373
Kshetrapalapuram, Kalyanaraman Kaesava

III-959
Kubota, Hidekazu III-296, III-861
Kubota, Naoyuki I-650
Kubota, Yoshiki I-1261
Kudo, Mineichi IV-668, IV-682, IV-689,

IV-696, IV-703
Kudo, Yasuo IV-675
Kumamoto, Tadahiko I-901
Kunieda, Yosihiko I-801
Kunifuji, Susumu I-418, IV-444
Kunigami, Masaaki IV-772
Kunimune, Hisayoshi III-1296
Kunstic, Marijan III-16
Kuo, Bor-Chen I-69, I-866, I-873
Kuo, Huang-Cheng II-979
Kuo, Juin-Lin III-1366
Kuo, Kun-Huang I-561
Kuo, Tien-Ying III-418
Kurosawa, Yoshiaki I-880, III-1246
Kusek, Mario I-240
Kushiro, Noriyuki I-518
Kusiak, Andrew III-953
Kusunoki, Kazuhiro I-431
Kuwahara, Noriaki I-1167
Kwak, Eun-Young I-372
Kwak, JaeMin I-1094

Kwak, Keun-Chang II-364
Kwon, Jungji III-1129
Kwon, Mann-Jun II-364
Kwon, Young-hee IV-559

Lægreid, Astrid III-1195
Lai, Chris II-243
Lai, Hsin-Hsi IV-235
Lai, Jun II-887
Lai, P.S. II-1238
Lam, Ho-Wang III-1168
Lam, Ka-man II-986
Lam, Toby H.W. I-671
Lambadaris, Ioannis II-1090
Lang, Congyan II-1217, III-388
Lau, Yee W. IV-15
Le, Kim II-789
Le, Thinh M. III-425, III-433
Leary, Richard IV-813, IV-823
Lee, Alex C.M. I-671
Lee, Chilgee II-1312, II-1325
Lee, Chil Woo I-1139
Lee, Chun su II-460
Lee, Dae-Jong IV-860
Lee, Dae-Wook III-163
Lee, Deok-Gyu I-1146
Lee, Dong Chun III-74, III-101
Lee, Dong Hoon II-453
Lee, Dong-Young II-1036, II-1050
Lee, Dongwoo I-1081, III-721
Lee, Geuk II-1029, II-1056
Lee, Hae-Yeoun III-1108, IV-309
Lee, Hanho I-176, II-319
Lee, Heung-Kyu III-1108, IV-309
Lee, Hong Joo III-609, III-616
Lee, Hsuan-Shih I-359, I-365, II-343
Lee, Huey-Ming II-1245, II-1252, II-1258,

II-1265
Lee, Hyung-Woo I-504, I-1118, III-325
Lee, Ickjai IV-42, IV-336
Lee, Jae-Min I-967
Lee, Jee Hyung I-1014
Lee, Jee-Hyong I-1028
Lee, Jeong-Eom III-219
Lee, Jia Hong II-554
Lee, Jin IV-532
Lee, June Hyung IV-359
Lee, Jungsuk II-1050
Lee, Junseok IV-309
Lee, Kang-Soo I-41, I-48



Author Index 1363

Lee, Keon Myung I-1014, I-1028, I-1036
Lee, Keonsoo III-177
Lee, Kye-san I-485
Lee, Kyong-Ha III-163
Lee, Kyu-Chul III-163
Lee, Kyunghee IV-532
Lee, Mal-Rey III-213
Lee, Ming-Chang IV-389
Lee, Raymond S.T. I-671, I-678, I-693
Lee, Sang Ho III-792
Lee, Sanghoon III-922, III-945
Lee, Sang Hun I-48
Lee, Sang-Jin I-1146
Lee, Sang-Jo I-304
Lee, Sangsik III-1129
Lee, Sang Wan IV-542
Lee, Sang Won III-628
Lee, Seok-Joo III-219
Lee, Seong Hoon I-90, I-1081, III-721
Lee, Seongsoo II-681, III-449
Lee, Seung Wook I-1014, I-1111
Lee, Seung-youn I-1125, II-1069
Lee, Shaun H. II-642
Lee, Si-Woong I-1297
Lee, Soobeom III-69, III-81, III-87
Lee, Sooil III-81
Lee, Soon-Mi II-1062
Lee, Su-Won I-459
Lee, Suh-Yin III-359
Lee, Suk-Ho III-163
Lee, Sukhan I-1014
Lee, Tong-Yee III-456, III-469
Lee, Tsair-Fwu III-366
Lee, Wankwon I-1081
Lee, Wookey I-1004, III-735
Lee, YangSun II-567
Lee, Yang Weon III-339
Lee, Yongjin IV-532
Lee, Youngseok III-713
Lee, Young Whan II-1022
Leem, Choon Seong III-609, III-616
Leida, Marcello I-112
Lenar, Mateusz II-534
Leung, Ho-fung II-986
Levachkine, Serguei I-297, III-248, IV-374
Li, Changde II-236
Li, Dongtao I-664
Li, Jiuyong III-1225
Li, Li III-1
Li, Qiong III-1072, III-1079

Li, Wei-Soul III-463
Li, Wenyuan II-964
Li, Yanhui I-953, III-199, IV-896
Li, Yue-Nan II-580, III-405
Li, Zengzhi II-964
Li, Zhi II-357
Li, Zhigang III-488
Liao, Bin-Yih II-593
Liao, Hong-Yuan Mark I-582, III-359,

III-381
Liao, In-Kai III-997
Liao, Lingrui I-353
Liao, Mingyi IV-89
Liao, Ping-Sung II-593
Liao, Shih-Feng II-1245
Liau, Hung-Shiuan III-346
Ligon, G.L. IV-35
Lim, Heui Seok I-84, I-90
Lim, Jong-tae III-635
Lim, Jongin II-453
Lim, Myo-Taeg IV-518, IV-525
Lim, Seungkil I-1004
Lim, Soo-Yeon I-304
Lim, Sung-Hun I-459
Lin, Chia-Wen III-381
Lin, Chih-Yang III-1058
Lin, Ching-Teng I-866
Lin, Daimao III-1093
Lin, Daw-Tung III-1366
Lin, En-Chung III-1366
Lin, Heshui II-972
Lin, Jiann-Horng IV-403
Lin, Mu-Hua I-526
Lin, Qing-Fung III-1331
Lin, Wen-Yang III-1338
Lin, Yang-Cheng IV-235
Lin, Zhangang IV-81
Lin, Zuoquan IV-81
Lindemann, Udo III-1359
Liu, Daxin III-1011
Liu, Hongmei II-1108
Liu, James N.K. I-686, III-112, III-121,

III-128, III-149
Liu, Jiqiang III-488, III-1005
Liu, Ju II-1231
Liu, Lei I-325
Liu, Wang IV-881
Liu, Xin III-1005, IV-257
Liu, Xue-jun II-957
Liu, Yan II-186



1364 Author Index

Liu, Yijun IV-437
Liu, Yongguo II-186
Liu, Zheng II-1175
Liwicki, Marcus III-588
Lokuge, Prasanna II-806
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Rossato, Rosalba I-127
Ruan, Shanq-Jang I-1219
Ruibin, Gong III-915
Ryu, Joung Woo IV-179
Rzepka, Rafal II-950

Sabarudin, Shahrill II-138
Saberi, Masoumeh D. II-8
Saeki, Yoshihiro III-1266
Sætre, Rune III-1195
Sagara, Kaoru I-1167
Saito, Kazumi IV-716, IV-723, IV-745
Saito, Ken III-296
Sakai, Sanshiro I-412
Sakamoto, Junichi IV-143
Sakamoto, Masaru I-155
Sakamoto, Yuji I-880
Sakuda, Haruo I-932
Sal, D. I-833
Sandve, Geir Kjetil III-763
Sanin, Cesar I-946
Sanjeevi, Sriram G. II-732
Sarhan, Sami II-548
Sarker, Ruhul III-813
Sasaki, Hiroshi I-808
Sasaki, Kiichirou III-1274
Sato, Keiko II-258
Sato, Shigeyuki II-72
Sato, Shin-ya IV-723
Sato, Shogo I-418
Savarimuthu, Bastin Tony Roy II-701,

IV-208, IV-215
Sawada, Hideyuki III-898
Sawamura, Hajime IV-830
Saxena, Ashutosh IV-595
Scott, Andrew IV-170
Seehuus, Rolv III-770
Sekiyama, Kosuke IV-487
Seo, Min-Wook IV-525
Seo, Sam-Jun II-207, IV-549
Seoane, Marı́a II-658
Seredynski, Franciszek IV-910
Shadabi, Fariba II-116
Shah, S. Akhtar Ali I-255
Sharma, Dharmendra I-205, I-219, I-226,

I-730, II-116, II-789, IV-29
Sharma, Naveen I-219
Sharma, Tapan II-622

Shen, Chang-xiang III-1005, IV-257
Shen, Jau-Ji II-1159, III-442
Shen, Pei-Di I-359, II-343
Shen, Y.C. II-1238
Shen, Zhiqi I-664
Sheng, Ke-jun IV-257
Shidama, Yasunari III-1296
Shieh, Chin-Shiuh III-366, III-1032
Shigei, Noritaka III-547
Shigemi, Motoki I-925
Shigenobu, Tomohiro I-425, I-1044, I-1057
Shih, Arthur Chun-Chieh I-582
Shih, Shu-Chuan I-69
Shih, Yao-Jen II-1265
Shiizuka, Hisao II-1272
Shim, Boyeon II-1305
Shim, Choon-Bo IV-343
Shim, Il-Joo I-445, I-452, I-861, IV-115
Shimada, Yukiyasu I-155, I-198
Shimizu, Toru I-438, I-1051
Shimodaira, Toshikazu IV-792
Shin, Dong-Ryeol II-446, II-490
Shin, Ho-Jin II-490
Shin, Hojun II-1305
Shin, Miyoung III-684
Shin, Myong-Chul I-479, II-464
Shin, Seung-Woo I-861
Shin, Yong-Won IV-343
Shintaku, Eiji III-908
Shioya, Hiroyuki IV-730
Shiu, Simon C.K. III-107, III-135
Shizuki, Buntarou IV-430
Shoji, Hiroko I-1181
Shyr, Wen-Jye I-561, I-568, I-604
Siddiqui, Tanveer J. IV-64
Simoff, Simeon I-751, III-23
Singh, Pramod K. II-131
Sinkovic, Vjekoslav I-240
Sioutis, Christos II-838
Skabar, Andrew III-595
Skibbe, Henrik II-573
Skylogiannis, Thomas II-746
Smart, Will III-988
Smith, A. IV-496
Smith, Andrew III-1232
Sobecki, Janusz II-534
Soh, Ben II-887
Sohn, Bong Ki I-1014
Sohn, Chang III-635
Sohn, Hong-Gyoo III-62



1368 Author Index

Solazzo, Gianluca I-722
Son, Bongsoo III-69, III-87
Son, Jin Hyun III-922
Sonenberg, Liz III-30
Song, Binheng II-1298
Song, Chul Hwan III-792
Song, Chull Hwan III-157
Song, Hag-hyun II-560
Song, Inseob III-728
Song, Ki-won II-1331
Song, Meng-yuan I-533
Song, Youn-Suk III-937
Sonoda, Kotaro II-1083
Sparks, Ross III-1225
Spranger, Stephanie IV-352
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Suárez, Sonia II-658
Subagdja, Budhitama III-30
Sugihara, Akihiro III-1260
Sugimori, Hiroki II-161
Suh, Il Hong III-922, III-937, III-945
Suh, Nam P. I-41
Suka, Machi III-1239, III-1246, III-1260
Sumi, Kazuhiko IV-129
Sumi, Yasuyuki III-296, III-861
Sumitomo, Toru IV-619
Sun, Jiande II-1231
Sun, Ming-Hong III-463
Sun, S.Y. II-1238
Sun, Sheng-He II-580, II-1129, III-353,

III-497, III-1072, III-1079, IV-881
Sun, Yong I-1226
Sun, Youxian II-193, II-350
Sun, Yufang II-972
Sun, Zhaohao I-972, I-979
Sun, Zhen III-405
Sung, Kyung-Sang III-74
Suresh, S. I-987
Suzuki, Katsuhiro IV-487

Suzuki, Mitsuyoshi II-1099
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