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Preface

It is our great pleasure to present the proceedings of the 9th IFIP TC-6 TC-11
Conference on Communications and Multimedia Security (CMS 2005), which
was held in Salzburg on September 19–21, 2005. Continuing the tradition of pre-
vious CMS conferences, we sought a balanced program containing presentations
on various aspects of secure communication and multimedia systems. Special
emphasis was laid on papers with direct practical relevance for the construction
of secure communication systems.

The selection of the program was a challenging task. In total, we received
143 submissions, from which 28 were selected for presentation as full papers.
In addition to these regular presentations, the CMS conference featured for the
first time a “work in progress track” that enabled authors to report preliminary
results and ongoing work. These papers were presented in the form of a poster
session during the conference; an extended abstract of the posters appears in this
proceedings volume. From all papers submitted to the CMS conference, the pro-
gram committee chose 13 submissions for inclusion in the work in progress track.

In addition to regular presentations, CMS 2005 featured a special session on
XML security, containing both contributed and invited talks. This special session
was jointly organized by Rüdiger Grimm (TU Ilmenau, Germany) and Jörg
Schwenk (Ruhr-Universität Bochum, Germany). Their assistance in organizing
CMS 2005 was greatly appreciated.

Besides the above mentioned presentations, the scientific program of CMS
2005 featured three invited speakers: Christian Cachin (IBM Zürich), with a
talk about the cryptographic theory of steganography, Ton Kalker (HP Labs),
with a survey talk on recent trends in the field of Digital Rights Management,
and Ingemar Cox (University College London), with a talk about robust water-
marking schemes.

We want to thank all contributors to CMS 2005. In particular, we are grateful
to the authors and invited speakers for contributing their latest work to this
conference, as well as to the PC members and external reviewers for their critical
reviews of all submissions. Finally, special thanks go to the organizing committee
who handled all local organizational issues and provided us with a comfortable
location and a terrific social program. For us, it was a distinct pleasure to serve
as program chairs of CMS 2005.

We hope that you will enjoy reading these proceedings and that they will be
a catalyst for your future research in the area of multimedia security.

July 2005 Jana Dittmann
Stefan Katzenbeisser

Andreas Uhl
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Fast Contract Signing with Batch
Oblivious Transfer

L’ubica Staneková1,� and Martin Stanek2,��

1 Department of Mathematics, Slovak University of Technology,
Radlinského 11, 813 68 Bratislava, Slovakia

ls@math.sk
2 Department of Computer Science, Comenius University,

Mlynská dolina, 842 48 Bratislava, Slovakia
stanek@dcs.fmph.uniba.sk

Abstract. Oblivious transfer protocol is a basic building block of var-
ious cryptographic constructions. We propose a novel protocol – batch
oblivious transfer. It allows efficient computation of multiple instances
of oblivious transfer protocols. We apply this protocol to improve the
fast simultaneous contract signing protocol, recently proposed in [11],
which gains its speed from computation of time-consuming operations
in advance. Using batch oblivious transfer, a better efficiency can be
achieved.

1 Introduction

Oblivious transfer is a cryptographic protocol in which one party (usually called
sender) transfers one of two strings to the other party (usually called chooser).
The transfer should have the following properties: The chooser should obtain the
string of his/her choice but not the other one, and the sender should be unable
to identify the chooser’s choice. Oblivious transfer is used as a key component
in many cryptographic applications, such as electronic auctions [12], contract
signing [4,11], and general multiparty secure computations [8]. Many of these
and similar applications make intensive use of oblivious transfer. Therefore, ef-
ficient implementation of oblivious transfer can improve the overall speed and
applicability of various protocols.

Batch variants of various cryptographic constructions are useful for decreas-
ing computational costs. A batch variant of RSA, suitable for fast signature gen-
eration or decryption, was proposed by Fiat [5]. Batch verification techniques [1]
can be used for efficient proofs of correct decryptions in threshold systems with
applications to e-voting and e-auction schemes.

Simultaneous contract signing is a two-party cryptographic protocol, in which
two mutually suspicious parties A and B wish to exchange signatures on a con-
tract. Intuitively, a fair exchange of signatures is one that avoids a situation
� Supported by APVT 023302.

�� Supported by VEGA 1/0131/03.

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 1–10, 2005.
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2 L. Staneková and M. Stanek

where A can obtain B’s signature while B cannot obtain A’s signature and
vice-versa. There are two types of contract signing protocols: the ones that use
trusted third party either on-line or off-line [6], and protocols without trusted
third party [4,7]. Protocols without trusted third party are based on gradual
and verifiable release of information. Hence, if one participant stops the proto-
col prematurely, both participants have roughly the same computational task in
order to find the other participant’s signature.

Recently, a contract signing protocol that allows pre-computation of signif-
icant part of the most time consuming operations in advance was proposed in
[11]. The protocol makes an extensive use of oblivious transfers (its security
depends on the security of oblivious transfers) in each protocol run.

Motivation. Oblivious transfer is frequently used in cryptographic protocols.
There are many protocols in which a large number of oblivious transfers is em-
ployed in a single protocol instance. Therefore, an efficient implementation of
oblivious transfer is a natural way to improve the efficiency of such protocols.

Our Contribution. We present a batch RSA oblivious transfer protocol where
multiple independent instances of oblivious transfers can be computed efficiently.
The security of the protocol is based on RSA assumption, and we prove it in the
random oracle model.

We compare actual implementation of batch RSA oblivious transfer protocol
with standard RSA oblivious transfer [11], and oblivious transfer based on the
computational Diffie-Hellman assumption [13].

We show the usefulness and applicability of our proposal and improve the
simultaneous contract signing protocol [11]. The use of batch RSA oblivious
transfers instead of pre-computed oblivious transfers leads to more efficient pro-
tocol. Both settings were implemented and compared to illustrate exact decrease
of computational costs.

Related Work. The efficiency of computing oblivious transfer influences the
overall efficiency of many protocols. Our batch RSA oblivious transfer is a mod-
ification of the RSA oblivious transfer protocol from [11]. Other constructions
of oblivious transfer employ some kind of ElGamal encryption or computational
Diffie-Hellman assumption [13].

Similar problem of amortizing the cost of multiple oblivious transfers, based
on computational Diffie-Hellman assumption, has been considered by Naor and
Pinkas [13]. We compare our approach with their constructions in Sect. 4.

Our security proofs for batch RSA oblivious transfers make use of random
oracles. The application of random oracles in the security analysis of crypto-
graphic protocols was introduced by Bellare and Rogaway [2]. Security proofs
in a random oracle model substitute a hash function with ideal, truly random
function. This approach has been applied to many practical systems, where the
ideal function must be instantiated (usually as a cryptographically strong hash
function). Recently, an interesting discussion about plausibility of security proofs
in the random oracle model appeared in [10].
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The paper is structured as follows. Section 2 presents our main result, the
batch RSA oblivious transfer, and its implementation. The protocol for contract
signing is described in Sect. 3. We analyse an actual implementation of batch
RSA oblivious transfer and the savings of computational costs resulting from its
application in Sect. 4.

2 Batch Oblivious Transfer

Oblivious Transfer (OT) protocol, more specifically OT 2
1 protocol, allows two

parties (sender and chooser) to solve the following problem. The sender has two
strings m0 and m1 and transfers one of them to the chooser in accordance with
the following conditions:

– the chooser selects a particular mb which he wishes to obtain (b ∈ {0, 1});
– the chooser does learn nothing about m1−b;
– the sender does not know which mb was transferred.

We modify and extend construction of RSA-based OT 2
1 protocol from [11].

Most oblivious transfer protocols employ some kind of ElGamal encryption. This
results in increased computational overhead as the chooser must perform at
least one modular exponentiation. Using RSA-based oblivious transfer allows to
reduce the chooser’s complexity, since the public exponent can be made small.
Moreover, RSA decryption with distinct private exponents can be implemented
efficiently, leading to Batch RSA [5]. We use this idea for further improvement
of computational complexity of RSA-based oblivious transfer.

We employ the following notation through the rest of the section. Let n = p·q
be an RSA public modulus (i.e. a product of two distinct primes p and q) and let
e, d denote public and private exponents, respectively. Let Zn = {0, 1, . . . , n −
1} and let Z∗

n be the set of all numbers from Zn relatively prime to n. All
computations in protocol descriptions are defined over Zn, the only exception is
bitwise xor operation ⊕. We will omit stating explicitly that our operations in
the paper are mod n whenever it is clear from the context. The hash function
H is modelled as a truly random function (random oracle, see [2]) in the security
analysis. For simplicity we write H(a1, . . . , al) for the hash function applied to
the concatenation of l-tuple (a1, . . . , al). Random, uniform selection of x from
the set A is denoted by x ∈R A.

We assume the sender (S in protocol description) generates the instance of
RSA system and the chooser (C) already has a valid public key of the sender (i.e.
a pair (n, e)). Moreover, we assume that the length of H output is not shorter
than strings m0 and m1. Recall, b ∈ {0, 1} denotes the index of string, which
the chooser wants to obtain.

2.1 RSA Oblivious Transfer

The RSA oblivious transfer protocol [11] is a modification of the protocol [9].
Since the protocol is executed multiple times a sufficiently long random string
R (chosen by sender) is used to distinguish the instances of the protocol.
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1. S → C : C ∈R Z∗
n

2. C → S : x′ = xeCb, where x ∈R Zn.
3. S → C : R, E0, E1,

where ciphertexts E0, E1 of strings m0, m1 are computed as follows:

E0 = H(R, x′d, 0) ⊕ m0; E1 = H(R, (x′C−1)d, 1) ⊕ m1.

4. The chooser decrypts mb from Eb: mb = Eb ⊕ H(R, x, b).

Since the value x′ is uniformly distributed in Zn, the chooser’s security is
protected in an information-theoretic sense – the sender cannot determine b,
even with infinite computational power. The sender’s security can be proved
in the random oracle model under RSA assumption. The protocol allows pre-
computation of value (C−1)d, thus allowing efficient implementation of protocols,
where multiple instances of oblivious transfer are required.

Remark 1. Roughly the same efficiency can be obtained (without any pre-
computation) by generating Cd randomly first and computing C by exponentia-
tion to the short public exponent. This possibility was neglected by the authors
of this protocol. Batch oblivious transfer is even more efficient, as we will see
later.

2.2 Batch RSA Oblivious Transfer

The main observation regarding efficiency of RSA oblivious transfer is the fact
that multiple parallel executions can use distinct private exponents. This allows
to reduce computational complexity of sender using techniques of Batch RSA.

We assume that L oblivious transfers should be performed. Let mi,0, mi,1 (for
0 ≤ i < L) be input strings for i-th oblivious transfer. Similarly, b0, . . . , bL−1 are
indices of those strings, which the chooser wants to obtain. The sender selects L
distinct small public RSA exponents e0, . . . , eL−1, each one relatively prime to
(p − 1)(q − 1), and computes corresponding private exponents d0, . . . , dL−1. For
efficient implementation the public exponents must be relatively prime to each
other and ei = O(log n), for i = 0, . . . , L − 1.

The protocol executes L separate instances of oblivious transfer:

1. S → C : C0, C1, . . . , CL−1 ∈R Z∗
n

2. C → S : x′
0, x

′
1, . . . , x

′
L−1,

where x′
i = xei

i Cbi

i and xi ∈R Zn, for i = 0, . . . , L − 1.
3. S → C : {Ri, Ei,0, Ei,1}0≤i<L,

where ciphertexts Ei,0, Ei,1 of strings mi,0, mi,1 are computed as follows:

Ei,0 = H(Ri, (x′
i)

di , i, 0) ⊕ mi,0;
Ei,1 = H(Ri, (x′

iC
−1
i )di , i, 1) ⊕ mi,1.

4. The chooser decrypts mi,b0 , . . . , mi,bL−1 from Ei,b0 , . . . , Ei,bL−1 :

mi,bi = Ei,bi ⊕ H(Ri, xi, i, bi), for i = 0, . . . , L − 1.
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One can easily check the correctness of the decryption:

Ei,bi ⊕ H(Ri, xi, i, bi) = H(Ri, (x′
iC

−bi

i )di , i, bi) ⊕ mi,bi ⊕ H(Ri, xi, i, bi)

= H(Ri, (xei

i Cbi

i C−bi

i )di , i, bi) ⊕ mi,bi ⊕ H(Ri, xi, i, bi)
= mi,bi

Security. The chooser’s objective is to hide values b0, . . . , bL−1 from the sender.
The values x′

i are uniformly distributed in Zn. Thus, the sender cannot compute
bi, even with unrestricted computational power – for each transmitted L-tuple
x′

0, . . . , x
′
L−1 and every possible selection of values b0, . . . , bL−1 there exist suit-

able choices x0, . . . , xL−1 ∈ Zn (easily computed by the sender himself):

x0 = (x′
i · C−bi

i )di , . . . , xL−1 = (x′
L−1 · C

−bL−1
L−1 )dL−1 .

Hence, all combinations of values b0, . . . , bL−1 are equiprobable and the sender
cannot identify the correct one. The chooser’s security is protected uncondition-
ally.

The sender’s objective is to hide one string from every pair mi,0, mi,1 (not
knowing which one exactly). We prove this security property of the protocol
in random oracle model, where the hash function H is modelled as a random
function.

We compare the protocol with the ideal implementation (model). The ideal
model uses a trusted third party that receives all mi,0 and mi,1 from the sender
and b0, . . . , bL−1 from the chooser. After obtaining all inputs, the trusted third
party sends the chooser mi,bi , for 0 ≤ i < L. The ideal model hides the values
mi,1−bi perfectly – no adversary substituting the chooser can learn anything
about hidden values. The actual protocol should be comparable with the ideal
model in the following sense (for extensive study of various definitions of protocol
security in the ideal model see [3]):

For every distribution on the inputs {mi,0, mi,1}0≤i<L and any prob-
abilistic polynomial adversary A substituting the chooser in the actual
protocol there exists a probabilistic polynomial simulator SA in the ideal
model such that outputs of A and SA are computationally indistinguish-
able.

Since the ideal model is secure and outputs of A and SA are indistinguish-
able, one can conclude that A does not learn more than allowed by security
requirements.

The simulator SA simulates both the sender and adversary A. Therefore,
the verb “send” refers to writing data to input or reading data from output of
simulated adversary.

1. SA selects random C0, C1, . . . , CL−1 ∈R Z∗
n and sends them to A. It starts

to simulate A on this input.
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2. A sends values x′
0, x

′
1, . . . , x

′
L−1 ∈ Zn to SA. These values can be computed

by adversary A in any way (adversary does not need to follow the protocol).
3. SA selects random strings {Ri, Ei,0, Ei,1}0≤i<L as “sender’s answer” and

sends them in response.
4. SA continues the simulation of A and monitors all its queries to H . All

queries have the form of a quadruple (R, x, i, b). We say that the quadruple
(R, x, i, b) is valid if Ri = R and x′

iC
−b
i = xei . All queries not containing a

valid quadruple are answered at random. If A asks for H(R, x, i, b), where
the argument is a valid quadruple, then SA asks a trusted third party in the
ideal model for mi,b. The simulator sets H(R, x, i, b) = Ei,b ⊕ mi,b to allow
A to decrypt Ei,b correctly. Whatever A outputs, so does SA.

The distribution of simulated communication with the adversary A is identi-
cal to the distribution of real communication between the sender and A. The only
exception is the case when A asks for any valid pair of quadruples H(R, x, i, 0)
and H(R, x∗, i, 1), for i ∈ {0, . . . , L− 1}. In this case, the validity of the quadru-
ples implies x′

i = xei and x′
iC

−1
i = (x∗)ei . It easily follows that x · (x∗)−1 is the

decryption of Ci:

(x · (x∗)−1)ei = xei · (x∗)−ei = x′
i · (x′

i)
−1Ci = Ci.

The values Ci are chosen randomly by the simulator SA. Hence, the adversary
cannot construct a pair of valid quadruples, assuming the RSA assumption holds.
Therefore the output of SA cannot be distinguished from the output of A in the
real communication with the sender.

Remark 2. Random strings Ri are used in the protocol to ensure distinct inputs
of H in different invocations of the protocol.

Remark 3. Less direct construction would use triples (Ri, (x′
iC

−bi

i )di , bi) instead
of quadruples (Ri, (x′

iC
−bi

i )di , i, bi). The simulator would determine the correct
value of index i by testing validity of all potential triples.

Implementation. The most time-consuming part of the protocol is step 3,
where the sender computes 2L RSA decryptions. The use of distinct pairs of
encryption/decryption exponents enables to apply batch RSA decryption [5].
The sender needs to compute following decryptions in step 3:

(x′
i)

di , (x′
iC

−1
i )di , for i = 0, . . . , L − 1.

Certainly, only one decryption has to be computed for every i, namely (x′
i)

di .
This follows from an observation that (x′

iC
−1
i )di = (x′

i)
di(Cdi

i )−1, and Ci can
be generated from randomly chosen Cdi

i by encrypting it: (Cdi

i )ei (thus having
decryption “for free”). Assuming small size of public (encryption) exponents,
the computation can be implemented in such a way that L decryptions (x′

i)
di

require time asymptotically proportional to one decryption, see [5]. Notice, that
small public exponents yield efficient implementation of the chooser’s part of the
protocol as well.
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3 LS Protocol

The protocol for contract signing from [11] (we call it LS protocol) is based on
construction by Even, Goldreich and Lempel [4]. The main difference between
these protocols is a criterion when the contract is considered binding (the original
protocol uses threshold acceptance).

Protocols for simultaneous contract signing usually consist of two interlaced
protocols. Both participants are in symmetric positions – each of them wants to
transfer its own signature in exchange for the other participant’s signature. Our
description includes both exchanges.

Let us denote by SigA(m) a digital signature of a message m created by the
participant A. The protocol is independent of chosen digital signature algorithm.
Let k be a security parameter, e.g. k = 128. For the purposes of contract signing
a C-signature (or CSig) of a message m is defined as a triple:

CSigA(m) = (SigA(m, R), SigA(R, i, 0), SigA(R, i, 1)),

for arbitrary i ∈ {1, . . . , k} and a random binary string R ∈ {0, 1}k long enough
to avoid collisions among instances of the protocol. A C-signature is (considered)
valid if and only if all its parts are formed correctly and have valid signatures.

3.1 The Protocol

Alice and Bob simultaneously transfer C-signatures of contract M . A symmetric
encryption (e.g. one-time pad) of message m with a key K is denoted by {m}K .
We denote by A ↔ B : OT 2

1 (m0, m1) the instance of an oblivious transfer
protocol with A playing the role of the sender (possessing two strings m0, m1),
and B playing the role of the chooser (and selecting the string which he wishes to
obtain randomly). Alice chooses random RA ∈ {0, 1}k and random symmetric
keys KA,i,b, for i ∈ {1, . . . , k} and b ∈ {0, 1}. Similarly, Bob chooses random
RB ∈ {0, 1}k and random symmetric keys KB,i,b, for i ∈ {1, . . . , k} and b ∈
{0, 1}. Let k′ be the length of symmetric key and i-th bit of key K is denoted by
Ki, i.e. KA,i,b = K1

A,i,b K2
A,i,b . . . Kk′

A,i,b, and KB,i,b = K1
B,i,b K2

B,i,b . . . Kk′
B,i,b.

Both participants check the correctness of received data/signatures immedi-
ately (as soon as they can be verified). In case of failure, the participant aborts
the protocol.

1. (exchange of the first parts of CSig)
A → B: RA, SigA(M, RA),
B → A: RB, SigB(M, RB).

2. (exchange of encrypted parts of CSig)
A → B: {SigA(RA, i, b)}KA,i,b

, for i = 1, . . . , k and b = 0, 1,
B → A: {SigB(RB, i, b)}KB,i,b

, for i = 1, . . . , k and b = 0, 1.
3. (opening one half of encryptions)

A ↔ B: OT 2
1 (KA,i,0, KA,i,1), for i = 1, . . . , k,

B ↔ A: OT 2
1 (KB,i,0, KB,i,1), for i = 1, . . . , k.
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4. (gradual exchange of symmetric keys) For w = 1, . . . , k′:
A → B: Kw

A,1,0, K
w
A,1,1, . . . , K

w
A,k,0, K

w
A,k,1,

B → A: Kw
B,1,0, K

w
B,1,1, . . . , K

w
B,k,0, K

w
B,k,1.

Transfers are interlaced, so both parties send the pieces in the iteration
w+1 only when they already received (and verified) the pieces from previous
iteration (i.e. w). Alice and Bob check after each iteration that the half of
received pieces is equal to the corresponding pieces of the keys obtained via
oblivious transfers. They continue the protocol only if the check is successful.

The most computationally demanding task of the protocol is the step 3, where
2k oblivious transfers have to be performed. This leaves the room for efficient
implementation of the protocol – by employing efficient oblivious transfers, such
as our batch oblivious transfer presented in Sect. 2.2.

4 Implementation and Comparison

This section presents actual comparison of oblivious transfer protocols and their
impact on efficiency of LS contract signing protocol. All test were implemented
in Java and were performed on Pentium II 400 MHz processor.

The Chinese remainder theorem (CRT) is routinely applied to decrease com-
putational cost of RSA decryption. Both RSA-based implementations of oblivi-
ous transfer protocols employed CRT. Employing CRT in batch RSA oblivious
transfer requires two binary trees for computations mod p and mod q. Results
(decryptions) are combined using CRT just like in “standard” RSA.

4.1 Comparing Oblivious Transfer Implementations

We compare implementation of RSA oblivious transfer (Sect. 2.1), batch RSA
oblivious transfer (Sect. 2.2), and OT 2

1 protocol proposed by Naor and Pinkas
in [13] based on the computational Diffie-Hellman assumption (we denote this
protocol NaPi). NaPi computes in subgroup of order r of Zs, where s is prime
and r | s − 1. For the purpose of our test we choose 160 bit long r. The hash
function is instantiated as SHA-1 in the protocols.

The first graph on Fig. 1 shows combined time spent by the sender and the
chooser when performing 128 oblivious transfers simultaneously while increasing
the length of the RSA modulus n (for RSA-based protocols) or the length of
prime s (for NaPi protocol). The second graph presents combined computational
time while increasing the number of oblivious transfers computed in parallel. The
length of RSA modulus, and the length of prime s is fixed to 1024 bits in this case.

We compare only on-line computations, off-line (pre-computed) parts of pro-
tocols are not considered. On-line computation of NaPi protocol requires two
modular exponentiations in a subgroup of order r. Since the length of expo-
nents is 160 bits, the protocol is faster than standard RSA oblivious transfer.
However, when multiple oblivious transfers should be performed, batch RSA
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Fig. 1. Comparison of RSA, batch RSA, and NaPi oblivious transfers

oblivious transfer is even more efficient. Moreover, NaPi protocol requires addi-
tional off-line computation (three exponentiations), while batch RSA oblivious
transfer does not employ off-line computation.

Remark 4. Naor and Pinkas proposed additional constructions of oblivious
transfer protocols in [13]. They proposed efficient OT N

1 protocol and used it to
implement many OT 2

1 protocols using bandwidth/computation tradeoff. How-
ever, such construction relies on a fast communication line between the sender
and the chooser. Another OT 2

1 protocol proposed by the authors has the advan-
tage of not requiring random oracles for its security proof (and can be viewed
as superior to our construction in this sense). On the other hand, its on-line
computational complexity is substantially higher.

4.2 Comparing Implementations of LS Protocol

The most time consuming steps of LS protocol are step 2 and step 3. Com-
putational costs of steps 1 and 4 are negligible. Our implementations use RSA
modulus of 1024 bits and 128 oblivious transfers (the length of symmetric keys
are 128 bits).

Notice the signatures of the second and third parts of C-signatures, i.e.
SigA(RA, i, b) and SigB(RB , i, b), do not depend on actual contract M . Thus,
they can be pre-computed off-line. Table 1 compares computational time of LS
protocol when step 2 is computed on-line (no pre-computation) or off-line (pre-
computed signatures). Using batch RSA oblivious transfer improves computa-
tional costs in both cases.

Table 1. Computational time of LS protocol (sec)

on-line off-line

RSA OT 57.14 19.61
Batch RSA OT 44.25 6.74
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Further substantial improvements can be achieved by partitioning keys
KA,i,b, KB,i,b into larger blocks of length t, e.g. 2 or 3, thus reducing overall
number of oblivious transfers by factor t.
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Abstract. As more and more security-critical computation is done in
embedded systems it is also becoming increasingly important to facili-
tate cryptography in such systems. The Advanced Encryption Standard
(AES) specifies one of the most important cryptographic algorithms to-
day and has received a lot of attention from researchers. Most prior
work has focused on efficient implementations with throughput as main
criterion. However, AES implementations in small and constrained envi-
ronments require additional factors to be accounted for, such as limited
memory and energy supply. In this paper we present an inexpensive ex-
tension to a 32-bit general-purpose processor which allows compact and
fast AES implementations. We have integrated this extension into the
SPARC V8-compatible LEON-2 processor and measured a speedup by a
factor of up to 1.43 for encryption and 1.3 for decryption. At the same
time the code size has been reduced by 30–40%.

Keywords: Advanced Encryption Standard, 32-bit implementation, in-
struction set extensions, S-box, cache-based side-channel analysis.

1 Introduction

The recent years have seen an enormous increase in the number of small and
embedded systems in use. Cell phones, PDAs, portable media players, and smart
cards are just a few examples of such devices. But also more and more computa-
tion is performed totally hidden from the user, e.g. in sensor nodes or RFID tags.
Strong cryptographic algorithms should build the basis for achieving all of the
security assurances required by the system. However, since embedded systems
are generally constrained in resources, the overhead introduced by cryptographic
algorithms should be kept as small as possible.

Many symmetric block ciphers require to perform operations which are costly
in software, but very cheap when realized in hardware. Typical examples of such
operations are bit-level permutations or inversions in the Galois field GF(28).
Moving the execution of these operations from software to hardware, e.g. through
application-specific (custom) instructions integrated into a general-purpose
processor, can have a significant performance impact [9]. The concept of instruc-

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 11–21, 2005.
c© IFIP International Federation for Information Processing 2005
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tion set extensions may be viewed as a hardware/software co-design approach
to combine the performance of hardware with the flexibility of software.

The Advanced Encryption Standard (AES) [11] specifies a symmetric block
cipher that has found widespread adoption during the last five years. It can be
used to encrypt digital communication and data or to guarantee integrity and
authenticity. Today, the AES algorithm is prevalent in a plethora of devices,
ranging from high-end servers to RFID tags [5]. Most previous work on efficient
AES implementation has focused either on “pure” hardware or “pure” software.
Our approach is to improve the performance by slight modifications of a 32-bit
general-purpose processor in the form of instruction set extensions. In the current
paper we propose a single custom instruction which requires little additional
hardware and yields advantages for different parts of the AES algorithm.

The rest of this paper is organized as follows. Section 2 summarizes different
choices for AES software implementation and also presents some of the benefits
of our proposed extension. Section 3 presents our extension and also cites some
related work. Section 4 examines the effect of cache size on the performance
of different AES implementations, while Section 5 shows the benefits of our
proposed extension in terms of performance and code size. Section 6 concludes
the paper and gives a short outlook on future work.

2 Implementation Options for AES in Software

AES encrypts or decrypts the 16 bytes of input data in a number of rounds. The
number of rounds is 10, 12, or 14, depending on the chosen key size of either
128, 192 or 256 bits. In encryption, each round but the last consists of the four
transformations SubBytes, ShiftRows, MixColumns, and AddRoundKey, while
a decryption round features the respective inverse operations. The last round is
different as it does not include MixColumns in encryption and InvMixColumns
in decryption. For each round, a round key has to be derived from the cipher
key in an operation called key expansion [4].

All operations except SubBytes can be calculated quite efficiently on general-
purpose processors. SubBytes and the key expansion require a non-linear byte
substitution involving bit permutations and an inversion in GF(28), which is not
very well supported by general-purpose processors. Therefore, the inversion is
normally implemented as a lookup into a table of 256 bytes. A table of the same
size is required for the operation InvSubBytes in AES decryption.

A second implementation option is to perform most of the AES round (Sub-
Bytes, ShiftRows, and MixColumns) as 16 lookups into larger tables, commonly
referred to as T tables [4]. The overall size of these tables can either be 1 kB or
4 kB, whereby the 1 kB table requires additional rotation operations to be per-
formed. The last round can also be realized with lookup by using other tables
of either 1 kB or 4 kB size. Decryption requires different tables than encryp-
tion. Therefore, an AES implementation able to perform both encryption and
decryption may require up to 16 kB of additional memory. Gladman’s AES
implementation [7] offers the possibility to configure the size of the T tables.
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In the remainder of this paper we will use the following notation to refer to
the two implementation strategies mentioned before. Any AES implementation
which uses large lookup tables to perform most of the round transformations
will be denoted as T lookup AES implementation. On the other hand, an im-
plementation which calculates the round transformations (except SubBytes and
InvSubBytes) will be denoted as calculated AES implementation.

T lookup implementations have a number of drawbacks. For compact AES
implementations the use of large tables is not desirable. Moreover, the perfor-
mance of a lookup table-based implementation is highly dependent on memory
and cache performance. In Section 4 we demonstrate that, for small cache sizes,
the performance of AES with large lookup tables is much worse than that of a
calculated AES. Another problem of large lookup tables is an increased factor
of cache pollution by an execution of the AES. This means that each execution
of AES will throw out a large number of cache lines from other tasks. If these
tasks continue they will have to fetch their data from main memory again, thus
leading to a degradation in overall performance. Another issue for AES decryp-
tion is that it is necessary to use a much more complex key expansion if T lookup
is employed. More specifically, the key expansion requires the transformation of
nearly all round keys with InvMixColumns, which is a very costly operation.

For calculated AES implementations there are a number of design options on
32-bit processors. The 16 input bytes are represented as a 4×4-matrix, called the
state, which is subsequently transformed by the AES algorithm. The state can
be stored in four 32-bit registers, where each register can either hold a column
or a row of the state matrix. Bertoni et al. [2] have shown that a row-oriented
AES implementation yields a more efficient implementation of MixColumns and
a better overall performance, especially for decryption.

Another option is to either precompute and store all round keys (precom-
puted key schedule) or to calculate the round keys during AES encryption or
decryption (on-the-fly key expansion). The first option occupies more memory
and may also require more memory accesses while the second option saves mem-
ory at the cost of additional operations in encryption and decryption in order to
calculate the round keys.

In the present paper we propose a custom instruction for performing the non-
linear byte substitution of SubBytes and InvSubBytes in a small dedicated hard-
ware unit, which we call SBOX unit. In this fashion we can completely eliminate
the requirement of memory-resident lookup tables. The implementation details
of the sbox instruction are described in Section 3. With this instruction it is
possible to implement AES with very few memory accesses. If there are enough
spare registers to store the state and round key and an on-the-fly key expansion
is used, then the only memory accesses required are the loading of the input
data and cipher key and the storing of the result. Popular RISC architectures
for embedded systems like ARM, MIPS and SPARC offer large enough register
files to allow such implementations.

By eliminating the need for lookup tables, all possible threats through cache-
based side-channel attacks are also removed [12,18,3]. Cache pollution is kept to
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a minimum and the performance of AES becomes much more independent of the
cache size as shown in Section 4. Another advantage of our proposed extension
is the reduction of energy dissipation. Memory accesses are normally the most
energy-intensive instructions [15], and hence their minimization will lead to a
substantial energy saving.

3 Custom Instruction for S-Box Lookup

For performing the byte substitution operation of AES in hardware we have used
the implementation presented in [19] as a functional unit. It can perform the
lookup for both encryption and decryption, is relatively small, and can be easily
implemented with any standard cell library. We wanted to achieve a high degree
of flexibility, and therefore we have designed the new instruction such that it
can be used for both column-oriented and row-oriented implementations. The
sbox instruction has the following format (in SPARC notation):

sbox rs1, imm, rd

The immediate value imm contains information regarding the operation to
perform and the substituted bytes of the source register rs1 and the destination
register rd. The sbox instruction performs the following steps:

1. Select one of the four bytes in the source register (rs1), depending on the
immediate value (imm).

2. Depending on imm perform forward (for encryption and key expansion) or
inverse (for decryption) byte substitution.

3. Replace one of the four bytes in the destination register (rd) with the sub-
stituted value, as indicated by imm. The other three bytes in rd remain
unchanged.

Figure 1 illustrates the operation of the sbox instruction.
The sbox instruction requires the values from the registers rs1 and rd. Since

the second operand of the sbox instruction is always an immediate value, the
second read port of the register file is not occupied. It can therefore be used
to read in the value of the destination register rd, which is required to form
the 32-bit result. The sbox instruction is therefore easy to integrate into most
architectures for embedded processors like ARM, MIPS, and SPARC as they all
have instruction formats with two source registers.

Our instruction supports both encryption and decryption and can be used to
perform all byte substitutions in all AES rounds as well as in the key expansion.
It is possible to select the source byte in rs1 and the destination byte in rd in a
manner so that the SubBytes and ShiftRows transformation can be done at the
same time. The same applies for the InvSubBytes and InvShiftRows operations
in decryption.

We have integrated our proposed extension into the freely available SPARC
V8-compatible LEON-2 embedded processor from Gaisler Research [6] and pro-
totyped it in a Xilinx Virtex2 XC2V3000 FPGA. In Sections 4 and 5 we will
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Fig. 1. Functionality of the sbox instruction

state the practical results we have achieved by comparing an AES implementa-
tion which uses our sbox instruction with pure-software implementations. Our
implementations used a key size of 128 bits, but the results also apply to larger
key sizes. We have prototyped the extended LEON-2 on an FPGA board, where
the timing results have been obtained with help of the cycle counter which is
integrated in the processor.

In order to estimate the area overhead due to our extensions, we have synthe-
sized the functional unit presented in [19] using a 0.35 μm CMOS standard cell
library. The required area amounted to approximately 400 NAND gates, which
is negligible compared to the size of the processor. When synthesized for the
Xilinx Virtex2 XC2V3000 FPGA, the extended LEON-2 (with 1 kB instruction
and 1 kB data cache) required 4,274 slices and 5 Block RAMs.

3.1 Comparison with Related Work

Irwin and Page [8] have proposed extensions for PLX, a general-purpose RISC
architecture with multimedia instructions, and presented strategies to use multi-
media instructions for implementing AES with the goal to minimize the number
of memory accesses. The PLX is datapath-scalable, which means that register
size and datapath width are parameterizable from 32 to 128 bits (128 bits were
used in [8]). Unfortunately, most of the presented ideas do not map very well to
32-bit architectures, and hence we did not use these concepts in our work.

Nadehara et al. [10] have proposed an instruction set extension for AES
which calculates the value of a T table entry, i.e. SubBytes and MixColumns,
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for a single byte of the state. Although implementations which use such an
instruction will be faster than with our proposed solution, there are also several
drawbacks. The functional unit presented in [10] is larger than ours and it has a
longer critical path. Moreover the instruction presented in [10] cannot be used in
the last round of AES where MixColumns is omitted and for the key expansion
where SubBytes is required separately. Therefore, the need for table lookups for
byte substitution remains. Another drawback is a much more complicated key
expansion required for decryption when the extension is used, because all round
keys must be transformed with InvMixColumns before they can be used in Add-
RoundKey [11]. This is a serious limitation for decryption with on-the-fly key
expansion.

Schaumont et al. [14] investigated performance and energy characteristics
of an AES coprocessor loosely coupled to the LEON-2 core. The AES hardware
increased FPGA LUT usage by 70% but still yields lower performance than our
extended LEON-2 with just the sbox instruction (see Section 5.1 for a detailed
performance analysis).

Ravi et al. [13] used the extensible 32-bit processor Xtensa from Tensilica
Inc. [16] to design and integrate instruction set extensions for different public-
and secret-key cryptosystems (including AES). The augmented Xtensa achieved
better performance for AES encryption, but worse performance for decryption
when compared to our approach with just the sbox instruction. Unfortunately,
Ravi et al. do not give details about the functionality and area overhead of the
implemented instruction set extensions.

4 Influence of Cache Size on Performance

In order to demonstrate that an AES implementation with large lookup tables
does not necessarily deliver the best performance, we have compared imple-
mentations with different sizes of lookup tables on an extended LEON-2 with
different cache sizes. The influence of cache size on the performance of AES has
already been studied by Bertoni et al. [1]. Their work assumes that the cache
is large enough to hold all lookup tables. In this section we will examine the
situation where the cache may become too small to hold the complete tables.

In our experiments, we have varied the size of the data and instruction cache
from 1 kB to 16 kB (both caches always had the same size). The implementations
which use T lookup are based on the well-known and referenced AES code from
Brian Gladman [7], whereby we have used a size of 1 kB, 4 kB, and 8 kB for
the lookup tables, respectively. We have compared the achieved performance to
two AES implementations which calculate all round transformations except Sub-
Bytes. In one case, a 256-byte lookup table (only S-box lookup) is used, and in
the other case our sbox instruction is employed. Figure 2 shows the performance
for encryption, while Figure 3 depicts the results for decryption.

The performance of the lookup implementations is very bad for small cache
sizes. For encryption, the usage of the sbox instruction yields a similar perfor-
mance as the use of big lookup tables on a processor with very large cache.
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Fig. 2. Performance of AES-128 encryption in relation to cache size

In decryption, T lookup implementations become faster at cache sizes of more
than 4 kB. This is due to the fact, that the InvMixColumns transformation is
rather complex to calculate and therefore T lookup becomes more efficient than
calculation for large caches sizes. The main result of our experiments is that
the performance of implementations using the sbox instruction is almost inde-
pendent from the cache size. On the other hand, the performance of T lookup
implementation depends heavily on the size of the cache.

5 Comparison of Calculated AES Implementations

The previous section has shown that the performance of AES implementations
using T lookup varies greatly with cache size. In this section we aim to highlight
the benefits of using the sbox instruction in settings where T lookup is not an
option, e.g. due to limited memory. To analyze the performance, we have com-
pared a calculated AES implementation (without extensions) to one that uses
our proposed sbox instruction. We have estimated both the gain in performance
as well as the reduction in code size. All comparisons have been done for both
precomputed key schedule and on-the-fly key expansion.

The sbox instruction performs the inversion in GF(28) in a single clock cycle,
while a calculated implementation requires a number of instructions for the
inversion, which increases both the execution time and the size of the executable.
In systems with small cache, the speedup factor for the implementation with
sbox instruction will be higher than in systems with large cache, mainly because
the performance of the calculated software implementation (without extensions)
degrades due to cache misses in the instruction cache. Therefore, we have used
a LEON-2 system with large caches since we are primarily interested in the
speedup due to the sbox instruction (and not due to less cache misses).
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Fig. 3. Performance of AES-128 decryption in relation to cache size

We have also tested a third implementation that uses both the sbox instruc-
tion as well as the gf2mul/gf2mac instructions1, which have been proposed in a
previous paper of the first two authors [17]. The third implementation uses the
gf2mul/gf2mac instructions to calculate MixColumns in an efficient manner.

All three implementations have been written in C and inline assembly has
only been used to execute the custom instructions. For on-the-fly key expansion,
we have also tested an assembler-optimized implementation which uses both the
sbox and gf2mul/gf2mac instructions. This variant makes optimal use of the
large register file offered by the SPARC V8 architecture and performs only a
minimal number of memory accesses (8 loads for plaintext and key, 4 stores for
ciphertext), which cannot be reduced further.

In the following subsections, we will only comment on the benefits of using the
sbox instruction alone. The figures for the additional use of the gf2mul/gf2mac
instructions are only stated for the interested reader familiar with [17].

5.1 Performance

Table 1 contains the timings for AES encryption and decryption with a precom-
puted key schedule. The use of the sbox instruction yields a speedup of 1.43 for
encryption and 1.25 for decryption respectively. It can also be seen that the key
expansion is accelerated by the use of our proposed extension. For comparison,
Table 1 also contains the performance figures for the implementations in [14]
and [13] for pure-software and hardware-accelerated AES-128 as far as they are
available. Table 2 states the timing results for an on-the-fly key expansion. The
figures for decryption assume that the last round key is directly supplied to the
1 The gf2mul (gf2mac) instruction performs a multiplication (multiply-and-add oper-

ation) of two binary polynomials of degree 31, yielding a polynomial of degree 62.
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Table 1. Execution times of AES-128 encryption, decryption and key expansion

Key exp. Encryption Decryption
Cycles Cycles Speedup Cycles Speedup

[14] (pure SW) n/a 45,228 n/a
[14] (HW accelerated) n/a 1,494 n/a
[13] (pure SW) n/a 24,419 24,419
[13] (HW accelerated) n/a 1,400 1,400
Our work (no custom instr.) 738 1,636 1 1,954 1
Our work (sbox instr.) 646 1,139 1.43 1,554 1.25
sbox & gf2mul instruction 345 807 2.02 1,087 1.79

Table 2. Execution times of AES-128 en/decryption with on-the-fly key expansion

Encryption Decryption
Cycles Speedup Cycles Speedup

No custom instructions 2,254 1 2,433 1
sbox instruction 1,576 1.43 1,866 1.3
sbox & gf2mul instruction 868 2.59 1,126 2.16
sbox & gf2mul instr. (optimized) 612 3.68 881 2.76

AES decryption function. The speedup for encryption and decryption is about
1.43 and 1.3, resprectively.

5.2 Code Size

Savings in code size are mainly due to the fact that the lookup tables for Sub-
Bytes and InvSubBytes can be omitted with the sbox instruction and that the
code for SubBytes and ShiftRows as well as for their inverses becomes more
compact. The figures for the implementation with a precomputed key schedule
are stated in Table 3. The code size shrinks by 32% for encryption and by
36% for decryption. Table 4 specifies the code sizes for AES with on-the-fly key
expansion. Savings in code size range from nearly 43% for decryption to more
than 37% for encryption.

6 Conclusions and Future Work

In this paper we have presented an inexpensive extension to 32-bit processors
which improves the performance of AES implementations and leads to a re-
duction in code size. With the use of our sbox instruction, all data dependent
memory lookups can be removed and the overall number of memory accesses
can be brought to an absolute minimum. This instruction has been designed
with flexibility in mind and delivers compact AES implementations with good
performance even if cache is small and memory is slow. In our practical work
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Table 3. Code size of AES-128 en/decryption with precomputed key schedule in bytes

Encryption Decryption
Bytes Reduction Bytes Reduction

No custom instructions 2,168 0% 2,520 0%
sbox instruction 1,464 32.4% 1,592 36.8%
sbox & gf2mul instr. 680 68.6% 792 68.5%

Table 4. Code size of AES-128 en/decryption with on-the-fly key expansion in bytes

Encryption Decryption
Bytes Reduction Bytes Reduction

No custom instructions 1,656 0% 2,504 0%
sbox instruction 944 42.9% 1,564 37.5%
sbox & gf2mul instruction 628 62.0% 764 69.4%
sbox & gf2mul instr. (optimized) 480 71.0% 596 76.1%

we have observed a speedup of up to 1.43 while code size has been reduced by
over 40%. The performance gain is much higher on processors with small cache
size. Furthermore, the sbox instruction also improves the resistance of an AES
implementation against cache-based side-channel attacks. The extra hardware
cost of the sbox instruction amounts to only 400 gates.

As future work we will examine the possibility to provide dedicated and flex-
ible support for the MixColumns operation of AES. Our goal will be to integrate
this support with the ECC extensions we have used for AES acceleration in [17].
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Abstract. In a self-healing key distribution scheme a group manager
enables a large and dynamic group of users to establish a group key over
an unreliable network. The group manager broadcasts in every session
some packet of information in order to provide a common key to members
of the session group. The goal of self-healing key distribution schemes is
that, even if the broadcast is lost in a certain session, the group member
can recover the key from the broadcast packets received before and after
the session. This approach to key distribution is quite suitable for wireless
networks, mobile wireless ad-hoc networks and in several Internet-related
settings, where high security requirements need to be satisfied.

In this work we provide a generalization of previous definitions in two
aspects. The first one is to consider general structures instead of thresh-
old ones to provide more flexible performance to the scheme. The second
one is to consider the possibility that a coalition of users sponsor a user
outside the group for one session: we give the formal definition of self-
healing key distribution schemes with sponsorization, some bounds on
the required amount of information. We also give a general construction
of a family of self-healing key distribution schemes with sponsorization
by means of a linear secret sharing scheme. Our construction differs from
previous self-healing key distribution schemes in the fact that the length
of the broadcast is almost constant. Finally we analyze the particular case
of this general construction when Shamir’s secret sharing scheme is used.

Keywords: Group key, self-healing, dynamic groups, linear secret shar-
ing schemes, broadcast.

1 Introduction

Self-healing key distribution schemes enable large and dynamic groups of users
of an unreliable network to establish group keys for secure communication. In a
self healing key distribution scheme, a group manager provides a common key
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to a group of users by using packets that he sends over a broadcast channel at
the beginning of each session. Every user on the group computes the group key
by means of this packet and some private information supplied by the group
manager. Multiple groups can be established by the group manager for different
sessions by joining or removing users from the initial group. The main goal of
these schemes is the self-healing property: if during a certain session some broad-
casted packet gets lost, then users are still capable of recovering the group key
for that session simply by using the packets they have received during a previous
session and the packets they will receive at the beginning of a subsequent one,
without requesting additional transmission from the group manager.

This new approach to key distribution is very useful due to the self-healing
property, supporting secure communications in wireless networks, mobile wireless
ad-hoc networks, broadcast communications over low-cost channels (live-events
transmissions, etc.) and in several Internet-related settings.

Self-healing key distribution schemes were introduced by Staddon et al. in [7]
providing formal definitions, lower bounds to the resources required to such
schemes as well as some constructions. In [6], Liu et al. generalised the above
definition and gave some constructions. Blundo et al. in [1] modified the proposed
definitions, gave new lower bounds, proposed some efficient constructions and
showed some problems in previous constructions. Finally, Blundo et al. in [2]
analysed previous definitions and showed that no protocol could exist for some
of them; they proposed a new definition, gave some lower bounds for it and
proposed some schemes. All of these papers mainly focused on unconditionally
secure schemes.

The contributions of our paper are the following. First of all we formally
define self-healing key distribution schemes with sponsorization in Section 2. This
definition contains two main differences comparing with the one presented in [1].
The first one is to consider a monotone decreasing family of rejected subsets of
users instead of a monotone decreasing threshold structure and the second one
is to consider the feature that a coalition of users can sponsor a user outside
the group for one session. The first modification allows us to consider more
flexible self-healing key distribution schemes that can reach better properties.
The motivation for the second modification is to give dynamism to the scheme
allowing an authorized subset of users in the group to invite a new user without
the help of the group manager. Of course the proposal considers the case in
which certain majorities (the coalition of authorized subsets of users to sponsor)
can perform this action. This feature has been considered in other distributed
protocols as group key distribution schemes [5,4]. In Section 3 some lower bounds
on the resources required to such schemes are presented. We give lower bounds
on the amount of information given to sponsor a user and on the personal key of
a user with this capability. In Section 4 a family of self-healing key distribution
schemes with sponsorization is presented. This construction follows in part the
ideas of [1] but considering any possible linear secret sharing scheme instead of
a threshold one and ideas of [5,4] for sponsorization capability. At the end of the
section we comment the security and efficiency of the scheme. Finally we present
in Section 5 the scheme obtained when Shamir’s secret sharing scheme is used.
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2 Self-healing Key Distribution Schemes with
Sponsorization

The models presented in [1] and [7] implement self-healing key distribution
schemes with good properties. However these models do not consider the possi-
bility that a coalition of users in the group can invite a new user to the group.
This feature has been considered in other protocols to distribute keys as group
key distribution schemes [5,4]. In this section we propose a model for this feature.

Let U = {1, . . . , n} be the finite universe of users of a network. A broadcast
unreliable channel is available, and time is defined by a global clock. Suppose
that there is a group manager who sets up and manages, by means of join and
revoke operations, a communication group, which is a dynamic subset of users of
U . Let Gj ⊂ U be the communication group established by the group manager
in session j. Each user i ∈ Gj holds a personal key Si, received from the group
manager before or when joining Gj . A personal key Si can be seen as a sequence
of elements from a finite set. A user � ∈ Gj can sponsor a user i �∈ Gj for session
j by giving to him some proof of sponsorization P j

�i.
We denote the number of sessions supported by the scheme as m, the set

of users revoked by the group manager in session j as Rj , and the set of users
who join the group in session j as Jj . Hence, Gj = (Gj−1 ∪ Jj) − Rj for j ≥ 2
and by definition R1 = ∅. Moreover, for j = 1, . . . , m, let Kj be the session
key chosen by the group manager and communicated to the group members
through a broadcast message, Bj . For each i ∈ Gj , the key Kj is determined by
Bj and the personal key Si. This key can also be computed by a user i �∈ Gj

sponsored by a subset of users A ∈ Γ , A ⊂ Gj by means of Bj and {P j
�i}�∈A, for

a certain family of subsets Γ ⊂ 2U . Then Γ is the family of authorized subsets
to perform a sponsorization, that we suppose monotone increasing (if A1 ∈ Γ
and A1 ⊂ A2 ⊂ U , then A2 ∈ Γ ).

The family of subsets of users that can be revoked by the group manager is
the monotone decreasing structure R ⊂ 2U (that is, if A2 ∈ R and A1 ⊂ A2 ⊂ U ,
then A1 ∈ R). In a natural way we assume that a subset of users which can be
rejected cannot be authorized to sponsor a user. Then the monotone increasing
access structure Γ satisfies Γ ∩ R = ∅. In order to define the security of the
sponsorization capability we also consider the monotone decreasing structure
S ⊂ 2U compound by the collection of tolerated coalition of users that can
receive sponsorization by a unique sponsor.

Let Si,P
j
�i,Bj ,Kj be random variables representing the personal key for user

i, the proof used by user � to sponsor user i in session j, the broadcast message Bj

and the session key Kj for session j, respectively. The probability distributions
according to whom the above random variables take values are determined by
the key distribution scheme and the random bits used by the group manager.
In particular, we assume that session keys Kj are chosen independently and
according to the uniform distribution.

We define a (R, Γ, S)-self-healing scheme with sponsorization using the en-
tropy function (see [3] for more details on Information Theory):
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Definition 1. Let U be the universe of users of a network, let m be the maximum
number of sessions, and let R ⊂ 2U be a monotone decreasing access structure
of subsets of users that can be revoked by the group manager. Assume that Γ is
the family of authorized subsets of users to perform a sponsorization verifying
Γ ∩ R = ∅. We also consider the monotone decreasing structure S ⊂ 2U of
the tolerated coalition of users that can be sponsored by a unique sponsor. A
(R, Γ, S)-self-healing key distribution scheme with sponsorization is a protocol
satisfying the following conditions:

1. The scheme is a session key distribution scheme, meaning that:
(a) For each member i ∈ Gj, the key Kj is determined by Bj and Si. For-

mally, it holds that: H(Kj |Bj ,Si) = 0.
(b) Keys K1, . . . , Kn cannot be determined from the broadcast or personal

keys alone. That is: H(K1, . . . ,Km|B1, . . . ,Bm) =
= H(K1, . . . ,Km|SG1∪···∪Gm) = H(K1, . . . ,Km).

2. The scheme has R-revocation capability. That is, for each session j, if R =
Rj ∪Rj−1∪· · ·∪R2 is such that R ∈ R, then the group manager can generate
a broadcast message Bj such that all revoked users in R cannot recover Kj

(even knowing all the information broadcast in sessions 1, . . . , j). In other
words: H(Kj |Bj ,Bj−1, . . . ,B1,SR) = H(Kj).

3. The scheme is (R, Γ )-self-healing. This means that the two following prop-
erties are satisfied:
(a) Every user i ∈ Gr who has not been revoked before session s can recover

all keys K� for � = r, . . . , s, from broadcasts Br and Bs, where 1 ≤ r <
s ≤ m. Formally, it holds that: H(Kr, . . . ,Ks|Si,Br,Bs) = 0.

(b) Let B ⊂ Rr∪Rr−1∪· · ·∪R2 be a coalition of users removed from the group
before session r and let C ⊂ Js∪Js+1∪· · ·∪Jm be a coalition of users who
join the group from session s with r < s. Suppose B∪C ∈ R. Then, such
a coalition does not get any information about keys Kj, for any r ≤ j <
s. That is: H(Kr, . . . ,Ks−1|B1, . . . ,Bm,SB,SC) = H(Kr, . . . ,Ks−1).

4. The scheme has (Γ, S)-sponsorization. This means that the three following
properties are satisfied:
(a) Every user � ∈ Gj can generate a proof of sponsorization P j

�i to sponsor
a user i �∈ Gj for session j using his personal key. In other words:
H(Pj

�i|S�) = 0.
(b) A user i �∈ Gj that receives enough sponsorizations from a subset of users

A ⊂ Gj with A ∈ Γ can compute the key Kj in the same conditions that
users in Gj. That is: H(Kj |Pj

AiBrBs) = 0 for A ∈ Γ, A ⊂ Gj , i �∈
Gj and r ≤ j ≤ s.

(c) Suppose that a coalition of users i1, . . . , iu �∈ Gj, not revoked before ses-
sion j, have received sponsorization from subsets of users C1, . . . , Cu �∈ Γ
respectively, with C1 ∪ · · · ∪ Cu = {�1, . . . , �v} ⊂ Gj. This action is
performed in such a way that users �1, . . . , �v sponsor subsets of users
D1, . . . , Dv ∈ S respectively, with D1 ∪ · · · ∪Dv = {i1, . . . , iu} ⊂ U − Gj;
therefore P j

C1i1
. . . P j

Cuiu
= P j

�1D1
. . . P j

�vDv
. In these conditions, such



26 G. Sáez

a coalition does not get any information about the value of key Kj.
Formally, it holds that: H(Kj |Pj

C1i1
. . .Pj

Cuiu
BrBs) = H(Kj) for

C1, . . . , Cu �∈ Γ, D1, . . . , Dv ∈S such that P j
C1i1

. . . P j
Cuiu

= P j
�1D1

. . . P j
�vDv

,
C1 ∪ . . . ∪ Cu = {�1, . . . , �v} ⊂ Gj , D1 ∪ . . . ∪ Dv = {i1, . . . , iu} ⊂
U − Gj and r ≤ j ≤ s.

This definition has two differences with respect to the one presented in [1].
First the family of subsets that can be rejected in [1] is R = {R ⊂ U : |R| ≤ t}
while in our definition we consider the general case of any possible monotone
decreasing structure R, not only threshold ones. This allows us to consider more
general self-healing key distribution schemes, where, for instance, some users can
be more revocable than others. And the second one is that the possibility of spon-
sorization is considered. The conditions to define this feature are the following.
Condition 4.(a) expresses the mechanism of sponsorization: the information used
to sponsor is computed from the personal key. The condition 4.(b) expresses the
fact that the information obtained from enough sponsorizations with the corre-
spondent broadcast allows to compute the personal key of the session. The last
condition 4.(c) gives us the security condition: a coalition of users outside Gj

sponsored by not enough users cannot obtain any information about the value
of the key Kj. The key remains secure even if every user receives sponsorization
of a coalitions in S.

3 Lower Bounds

In this section we present some bounds for a (R, Γ, S)-self-healing key distrib-
ution scheme with sponsorization. The first one is a lower bound on the size of
proofs of sponsorization and the second one is a lower bound on the size of the
personal key.

Proposition 1. In any (R, Γ, S)-self-healing key distribution scheme with spon-
sorization, for any user � ∈ Gj and i �∈ Gj, it holds that

H(Pj
�i) ≥ H(Kj).

Proof. Suppose that there exists a subset of users C ⊂ Gj such that C �∈ Γ and
C ∪ {�} ∈ Γ . From conditions 4.(b) and (c) we have that:

H(Kj |Pj
CiP

j
�iBj) = 0 and H(Kj |Pj

�iBj) = H(Kj).

Then we can apply Lemma 5.1 in [1] finding H(Pj
�i) ≥ H(Kj).

�

If the secret keys are uniformly chosen in a finite field GF (q) then log |P j
�i| ≥

log q for any � ∈ Gj and i �∈ Gj because H(Pj
�i) ≤ log |P j

�i|. That is: every proof
of sponsorization must have at least log q bits. Moreover for a fixed session j and
a user i �∈ Gj , conditions 4.(b) and (c) determine a secret sharing scheme that
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distributes secrets Kj , with shares P j
�i for users i ∈ U − Gj realizing structure

Γj = {A ⊂ U − Gj : A ∈ Γ}. Then: maxi∈U−Gj log |P j
�i| ≥ log q

ρ∗(Γj)
.

With regard to lower bounds for the size of the personal key it can be proved
the following result. For any user i belonging to the group since session j and
any subset of users C ∈ S with C ∩Gj = C ∩Gj+1 = · · · = C ∩Gm = ∅, it holds
that H(Si) ≥ H(Pj

iCPj+1
iC . . .Pm

iC). Assuming that the proofs of sponsorization
are statistically independent and secret keys are uniformly chosen in a finite
field GF (q) (using Proposition 1), then H(Si) ≥ (m − j + 1) |C| log q. So, in
this situation every user added in session j must store a personal key of at least
(m − j + 1)|C| log q bits because log |Si| ≥ (m − j + 1)|C| log q.

With respect to lower bounds on the broadcast information, the one found
in [1] is valid for our model with the same proof.

4 A Family of Self-healing Key Distribution Schemes
with Sponsorization

To construct this family of self-healing key distribution schemes with sponsoriza-
tion we follow in part ideas of Scheme 2 in [1] and sponsorization mechanism
in [5,4]. Our construction has three main differences with Scheme 2 in [1]. The
first one is that we use linear secret sharing schemes instead of Shamir secret
sharing scheme as Scheme 2 in [1] does, supporting in this way new properties
and features. See [8] for more details on secret sharing schemes. The second one
is to increase the information given to users on the personal key. This operation
allows a subset of users in a group to sponsor new users in such a way that they
obtain the key of the session without the help of the group manager. A secure
unicast channel between the sponsors and the sponsored user is necessary. And
the third one is that this construction uses a different broadcast than the one
in [1]. In fact the broadcast in [1] can also be used in our construction, but ours
gives us an almost constant length broadcast. In this section we present this
construction, prove the security and analyze the efficiency.

Let q be a prime power and denote by Kj ∈ GF (q) the session key for group
Gj . Let Γ be a monotone increasing access structure. We suppose for simplicity
that there exists a public map

ψ : U ∪ {D} −→ GF (q)t

which defines Γ as a vector space access structure, with D a special user outside
U (see [8] for definitions). But the construction that we present here can be ex-
tended in a natural way to work with any access structure Γ by means of a linear
secret sharing scheme realizing it. The use of a specific ψ fixes the properties
of the scheme. Let R = 2U − Γ be a monotone decreasing access structure and
S = 2U −Γ ′ where Γ ′ is defined as Γ ′ = {A ⊂ U : GF (q)t = 〈ψ(A)〉}. Note that
Γ ′ ⊂ Γ is a monotone increasing access structure that depends on the function
ψ chosen to represent Γ .

We are going to present a self-healing key distribution scheme with spon-
sorization in which Γ is the family of subsets of users that can perform a spon-
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sorization, R = 2U − Γ is the family of subsets of users that can be revoked by
the group manager and S = 2U − Γ ′ is the family of tolerated coalition of users
that can be sponsored by a unique sponsor. In order to construct the scheme we
need to prove the following lemma:

Lemma 1. Let v1, . . . , vn be non null vectors in GF (q)t, for q a prime power.
If q ≥ n then there exists at least one vector v ∈ GF (q)t such that v · vi �= 0 for
all i = 1, . . . , n.

Proof. Let Ai = {v ∈ GF (q)t : v · vi �= 0}. First we will prove that for any
positive integer k = 1, . . . , n we have that |A1 ∩ · · · ∩ Ak| ≥ qt − kqt−1 + (k − 1).
The proof is by induction on k.

For k = 1 we can take into account that A1 = GF (q)t − 〈v1〉⊥ where 〈v1〉⊥
is the (t − 1)-dimensional orthogonal subspace of 〈v1〉 in GF (q)t. Then |A1| =
qt − qt−1 and, in fact, |Ai| = qt − qt−1 for any i.

If this result is true for k then

|A1 ∩ · · · ∩ Ak ∩ Ak+1| = |A1 ∩ · · · ∩ Ak| + |Ak+1| − |(A1 ∩ · · · ∩ Ak) ∪ Ak+1| ≥

≥ qt − kqt−1 + (k − 1) + qt − qt−1 − (qt − 1) = qt − (k + 1)qt−1 + k

because (A1 ∩ · · · ∩ Ak) ∪ Ak+1 is a subset of GF (q)t that does not contain the
null element.

The proof of the lemma ends observing that for n = 1 the result is true
because |A1| = qt − qt−1 > 0 and for n ≥ 2 we have |A1 ∩ · · · ∩ An| ≥ qt −
nqt−1 + (n − 1) ≥ qt−1(q − n) + 1 ≥ 1 if q ≥ n. �

Now we describe the different phases of our proposal of self-healing key dis-
tribution scheme. In order to design the scheme we need a vector v ∈ GF (q)t

such that v · ψ(i) �= 0 for all i ∈ U . Suppose q ≥ n, then vector v exists apply-
ing Lemma 1. For instance, for vectors defining Shamir secret sharing scheme
(see [8]) we have that an appropriate vector is v = (1, 0, . . . , 0).

Set-Up. Let G1 ⊂ U . The group manager randomly chooses t × t matrices
P1, . . . , Pm and session keys K1, . . . , Km ∈ GF (q). For each j = 1, . . . , m the
group manager computes the vector zj = Kjv + ψ(D)	Pj ∈ GF (q)t. The group
manager sends privately to user i ∈ G1 the personal key Si = (ψ(i)	P1, . . . ,
ψ(i)	Pm) ∈ GF (q)tm. Note that if we use a linear secret sharing scheme in
which a user i is associated with mi ≥ 1 vectors, then his secret information Si

consists of mi vectors of tm components.

Full Addition. In order to add users Jj ⊂ U in session j, the group manager
sends privately Si = (ψ(i)	Pj , ψ(i)	Pj+1, . . . , ψ(i)	Pm) ∈ GF (q)t(m−j+1) to
every user i ∈ Jj as his personal key.

Broadcast. Suppose Rj ⊂ Gj−1 with R1 ∪ R2 ∪ · · · ∪ Rj ∈ R if j ≥ 2. By def-
inition we have R1 = ∅. The group manager chooses a maximal non-authorized
subset of users Wj ∈ R0 = Γ 0 such that R1∪R2∪· · ·∪Rj ⊂ Wj and Wj ∩Gj = ∅
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with minimum cardinality. The broadcast Bj in session j = 1, . . . , m is given by
Bj = B1

j ∪B2
j . The first part of the broadcast is defined as follows: let us suppose

that vectors zj are divided in two parts zj = (xj , yj) where the xj is the first
part of the binary representation of every component of zj and yj is the second
part. So xj and yj are 1

2 t log q bits long. Then B1
j = (Xj , Yj), where:

Xj =
{

xj if j = 1, 2
x1 + x2, x1 + x3, . . . , x1 + xj−1, xj if j = 3, . . . , m

,

Yj =
{

yj , ym + yj+1, ym + yj+2, . . . , ym + ym−1 if j = 1, . . . , m − 2
yj if j = m − 1, m

.

The second part of the broadcast is defined as follows: for j = 1, 2

B2
j = {(k, ψ(k)	Pj)}k∈Wj and for j ≥ 3, B2

j = B2
j−1 ∪ {(k, ψ(k)	Pj)}k∈Wj .

Sponsored Addition of Users. If a user � ∈ Gj wants to sponsor a user i �∈ Gj

for session j, then he sends (�, ψ(�)	Pjψ(i)) privately to i (computed from its
personal key: (�, ψ(�)	Pj)).

For lack of space we do not include the proof of the following result: the
proposed scheme is a (R, Γ, S)-self-healing key distribution scheme with spon-
sorization for R = 2U − Γ and S = 2U − Γ ′. Observe that the assert S =
2U − Γ ′ is strict to ensure condition 4.(c) in the sense that if some Di ∈ Γ ′

then sponsored users in Di by i ∈ Gj can obtain the key Kj. This happens
because {(ψ(i)	Pjψ(d))}d∈Di determines ψ(i)	Pj : suppose that e1, . . . , et is
the canonical basis of GF (q)t, then they can find scalars λkd such that ek =∑

d∈Di
λkdψ(d), so ψ(i)	Pjek =

∑
d∈Di

λkdψ(i)	Pjψ(d) and we know that
ψ(i)	Pj = (ψ(i)	Pje1, . . . , ψ(i)	Pjet); from ψ(i)	Pj and the correspondent
broadcast, the key Kj can be determined.

We analyze the efficiency of the family of the proposed self-healing key distri-
bution schemes with sponsorization in terms of memory storage and communi-
cation complexity. In our construction every user i has to store a personal key of
size |Si| = t(m− j +1) log q when the structure Γ is a vector space access struc-
ture. The length of the proofs of sponsorization achieve the bound presented in
Proposition 1. In our construction, the broadcast length depends on the partic-
ular function ψ used. The second part of the broadcast has the same form as the
proposed in [1] and its purpose is to perform the rejection capability as well as
the computation of the key. Its length depends on the history of rejected subsets
R2, R3, etc.. The first part of the broadcast has almost constant length in every
session (in contrast with the length in other proposals, for instance in [1]): B1

1
and B1

m have 1
2 tm log q bits and B1

j for j �= 1, m has 1
2 t(m − 1) log q bits. Then

the total number of broadcast bits is 1
2 t(m2 − m + 2) log q.

5 A Particular Example Based in Shamir’s Secret
Sharing Scheme

We will present the particular self-healing key distribution scheme that we obtain
using the polynomial Shamir’s secret sharing scheme [8] in our general construc-
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tion. This (t, n)−threshold scheme can be defined with the assignment of vectors
ψ(D) = (1, 0, . . . , 0) ∈ GF (q)t and ψ(i) = (1, i, . . . , it−1) ∈ GF (q)t for i ∈ U ,
and vector v = (1, 0, . . . , 0) that verifies conditions of Lemma 1. We should point
out that the product of vector ψ(i) by a vector of coefficients can be seen as the
image of a polynomial, that is, ψ(i)w = p(i) where w = (a0, a1, . . . , at−1) and
p(x) = a0 + a1x + · · · + at−1x

t−1. In a similar way the product of a vector ψ(i)
by a matrix can be seen as a polynomial in two variables. With this map ψ we
find the following particular self-healing key distribution scheme:

Set-Up. Let G1 ⊂ U . The group manager chooses randomly polynomials
P1(x, y), . . . , Pm(x, y) of degree t − 1 in both variables and session keys
K1, . . . , Km ∈ GF (q). For each j = 1, . . . , m the group manager computes the
polynomial zj(y) = Kj+Pj(0, y) ∈ GF (q)[y]. The group manager sends privately
to user i ∈ G1 the personal key Si = (P1(i, y), . . . , Pm(i, y)) ∈ (GF (q)[y])m.

Full Addition. In order to add users Jj ⊂ U in session j, the group manager
sends privately Si = (Pj(i, y), Pj+1(i, y), . . . , Pm(i, y)) ∈ (GF (q)[y])m−j+1 to
every user i ∈ Jj as his personal key.

Broadcast. Let Rj ⊂ Gj−1 with |R2 ∪ · · · ∪ Rj | < t if j ≥ 2 and by definition
R1 = ∅. The group manager chooses a subset of users Wj with |Wj | = t − 1
such that R1 ∪ R2 ∪ · · · ∪ Rj ⊂ Wj and Wj ∩ Gj = ∅. The broadcast Bj in
session j = 1, . . . , m is given by Bj = B1

j ∪ B2
j . The first part of the broadcast

is defined as follows: let us suppose that polynomials zj(y) are divided in two
parts zj = (xj , yj) where xj is the first part of the binary representation of
every coefficient of zj(y) and yj is the second part. So xj and yj are 1

2 t log q bits
long. The rest of the definition of the broadcast follows the lines presented in
Section 4. For instance for j ≥ 3, B2

j = B2
j−1 ∪ {(k, Pj(k, y))}k∈Wj .

Sponsored Addition of Users. If a user � ∈ Gj wants to sponsor a user i �∈ Gj

for session j, then he sends (�, Pj(�, i)) privately to i (computed from a part of
its personal key: (�, Pj(�, y))).

Let us show how the session key computation is performed in this particular
case. User i ∈ Gj has {(k, Pj(k, y))}k∈Wj and computes {(k, Pj(k, i))}k∈Wj . By
means of Pj(i, y) of its personal key, he computes Pj(i, i). Then he computes
Pj(0, i) using {(k, Pj(k, i))}k∈Wj∪{i} where |Wj ∪{i}| = t. In effect: interpolating
these t points he can compute Pj(0, i) =

∑
k∈Wj∪{i} λkPj(k, i) for some λk ∈

GF (q) (again the Lagrange coefficients of interpolation). From the broadcast
information the user can compute the key because zj(i) = Kj +Pj(0, i). For the
case of a user i sponsored by a subset of users A ⊂ Gj with |A| = t he proceeds
as follows. User i can compute Pj(0, i) because he has {(k, Pj(k, i))}k∈A. In
effect: since |A| = t, then Pj(0, i) =

∑
k∈A λkPj(k, i) for some λk ∈ GF (q) (the

Lagrange coefficients of interpolation). Then the key is easy to compute using
the broadcast information: zj(i) = Kj + Pj(0, i).

In this particular construction, a subset of at most t−1 users can be revoked,
that is |R| = |R2 ∪ · · · ∪ Rj | ≤ t − 1. Then R = {A ⊂ U : |A| ≤ t − 1}. We
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also have that Γ = {A ⊂ U : |A| ≥ t} and S = {A ⊂ U : |A| ≤ t − 1} because
Γ ′ = Γ . The bounds presented in Section 3 are achieved.

In this scheme a part of the broadcast is proportional to t−1, the cardinality
of subset Wj . The almost constant length for every session of the first part of
the broadcast can be observed in the following broadcasts for m = 9:

B1
1 = (x1, y9 + y8, y9 + y7, y9 + y6, y9 + y5, y9 + y4, y9 + y3, y9 + y2, y1)

B1
2 = (x2, y9 + y8, y9 + y7, y9 + y6, y9 + y5, y9 + y4, y9 + y3, y2)

B1
3 = (x1 + x2, x3, y9 + y8, y9 + y7, y9 + y6, y9 + y5, y9 + y4, y3)

B1
4 = (x1 + x2, x1 + x3, x4, y9 + y8, y9 + y7, y9 + y6, y9 + y5, y4)

B1
5 = (x1 + x2, x1 + x3, x1 + x4, x5, y9 + y8, y9 + y7, y9 + y6, y5)

B1
6 = (x1 + x2, x1 + x3, x1 + x4, x1 + x5, x6, y9 + y8, y9 + y7, y6)

B1
7 = (x1 + x2, x1 + x3, x1 + x4, x1 + x5, x1 + x6, x7, y9 + y8, y7)

B1
8 = (x1 + x2, x1 + x3, x1 + x4, x1 + x5, x1 + x6, x1 + x7, x8, y8)

B1
9 = (x1 + x2, x1 + x3, x1 + x4, x1 + x5, x1 + x6, x1 + x7, x1 + x8, x9, y9)

Other schemes can be proposed using our construction with particular linear
secret sharing schemes instead of Shamir’s secret sharing scheme. For instance, a
particular construction in which we have a short broadcast for small revocations
of users can be proposed following the same idea presented in [4].
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Abstract. Phishing and Web spoofing have proliferated and become
a major nuisance on the Internet. The attacks are difficult to protect
against, mainly because they target non-cryptographic components, such
as the user or the user-browser interface. This means that cryptographic
security protocols, such as the SSL/TLS protocol, do not provide a com-
plete solution to tackle the attacks and must be complemented by ad-
ditional protection mechanisms. In this paper, we summarize, discuss,
and evaluate the effectiveness of such mechanisms against (large-scale)
phishing and Web spoofing attacks.

Keywords: SSL/TLS, phishing, Web spoofing, visual spoofing.

1 Introduction

There are many technologies to protect e-commerce applications. Most impor-
tantly, the Secure Sockets Layer (SSL) and Transport Layer Security (TLS)
protocols are used to authenticate the Web server and to establish a crypto-
graphically secure channel between the browser acting on behalf of the user and
the Web server. The user is typically authenticated with one or several of the
following mechanisms: user identification (ID) and password, transaction au-
thentication number (TAN), one-time password, challenge-response mechanism,
or public key certificate. The corresponding authentication information is trans-
mitted over the SSL/TLS channel. While the SSL/TLS protocol is—with some
minor theoretical vulnerabilities—reasonably secure [1], the way it interacts with
the user and the way it is employed in e-commerce applications typically are not
[2]. In fact, spoofing attacks—like phishing and Web spoofing—show that cur-
rently deployed authentication mechanisms for Web applications are insufficient
to protect users against fraudulent Web sites. When spoofing attacks on the
Web were first introduced and discussed in [3], they were purely theoretical and
only a few incidents really occurred in practice. This has changed dramatically,
and contemporary e-commerce applications are severely threatened by phishing
and Web spoofing attacks, which have proliferated and recently become a major
nuisance on the Internet and WWW. Consequently, there is considerably strong
pressure to protect users against these types of attacks.

One could argue that a cryptographically secure end-to-end mutual authen-
tication protocol is all that is needed to protect users against phishing and Web
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spoofing attacks. There are several protocols that can be used for this purpose.
Even though these protocols are cryptographically sound, the user behavior may
induce some security problems. An unsophisticated user may simply recognize a
window that pops up and requests to enter his credentials (i.e., authentication
information). As long as an adversary is capable of imitating the window, the
user can not reliably verify whether the window is legitimate and originated by
the browser or whether it is spoofed by malware. Consequently, the user may
provide his credentials assuming that they are handled by a secure protocol,
whereas in reality they are sent to the adversary. Recently, the term doppel-
ganger window attack was coined to refer to this type of attack [4]. The ease of
mounting these attacks is worrisome, and the underlying problem is the interface
between user and the implementation of the cryptographic system. This problem
cannot be solved with another layer of cryptography—the user would have to
be interfaced to it again. Against this background, we argue (i) that phishing
and Web spoofing is threatening because the corresponding attacks target non-
cryptographic components, such as the user or the user-browser interface, (ii)
that the implementations of existing cryptographic security protocols, such as
the SSL/TLS protocol, do not provide a complete solution, and (iii) that these
protocols must be complemented by additional protection mechanisms. This it
what this paper is all about. In Section 2, we introduce the relevant attacks and
distinguish between five attack levels. In Section 3, we summarize, discuss, and
evaluate the effectiveness of corresponding protection mechanisms. In Section
4, we summarize our major findings, and in Section 5, we identify some open
research challenges. Finally, we provide some conclusions in Section 6.

2 Relevant Attacks

In native phishing, an attacker sends an e-mail to the victim, requesting the
victim to reveal and send back (by e-mail) his or her password. Today, more
complex and sophisticated phishing and Web spoofing attacks take place. They
typically consist of two stages:

1. The attacker directs the victim to a Web site he controls. According to [5],
we use the term mounting attack for this stage.

2. The attacker uses his Web site to spoof a legitimate Web site of an arbitrary
company or organization. We use the term spoofing attack for this stage.

There are many mounting attacks. They can be categorized into those operat-
ing on the network layer and those operating on the application layer. Examples
of network layer mounting attacks are ARP, IP, and DNS spoofing. Examples of
application layer mounting attacks are e-mail and URL spoofing or cross-site-
scripting. For the purpose of this paper, we assume that there are so many types
of current and future mounting attacks, that it is infeasible to protect against
all of them. So we only consider spoofing attacks.

Again, there are many possibilities to realize a spoofing attack. For example,
in the simplest case, the attacker simulates the look-and-feel of the spoofed site—
this is simple, because the attacker can reuse the images and icons from the
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spoofed site. Although common browsers have a set of indicators that provide
information about the connection, two practical concerns remain: on the one
hand users are notoriously bad (or untrained) at verifying and validating these
indicators and, on the other hand, there are still many possibilities to either
manipulate or overwrite them. However, if the browser and server communicate
over an SSL/TLS channel, then it is somehow more challenging for the adversary
to mount a spoofing attack. This is because there are several browser’s secure
connection indicators (BSCIs) [5]:

– The icon that indicates the use of the SSL/TLS protocol (e.g., the padlock
icon in the case of the Microsoft Internet Explorer).

– The certificate dialog that displays information about the server’s certificate
and the current status of the SSL/TLS connection.

– The location bar that displays the URL (including, for example, the prefix
https standing for HTTP over SSL/TLS).

– A few menu items that can be used to display information about the status
of the SSL/TLS connection.

Following [5], we use the term visual spoofing to refer to attacks that tamper
with the BSCIs to fool the users about the status of their SSL/TLS connections
(e.g., [3,6,7,8,9]). We consider visual spoofing as a powerful and very threatening
attack that jeopardizes the security of most of today’s Web applications. The
details of these attacks are beyond the scope of this paper (a proof-of-concept
can be found in [5]). Instead, we focus on mechanisms that can be employed to
protect users against phishing and Web spoofing attacks.

To better understand why protection against phishing and Web spoofing is
difficult, we look at the entities and components involved in a Web transaction.

– The user is the human entity who initiates the transaction.
– The platform is the client-side computer system employed by the user to

initiate and perform the transaction. It consists of hardware and software
(e.g., an operating system).

– The browser is the application software that is executed on the platform on
behalf of the user to initiate and perform the transaction.

– The Web server (or server in short) is the server-side computer system that
hosts the site and the resources that are requested by the browser.

In this setting, we are ultimately interested in a secure (i.e., authentic and
private) channel between the user and the Web server. Such a channel may
protect the user against phishing and Web spoofing. Unfortunately, all we have
today is a supposedly secure channel between the browser and the Web server—
using the SSL/TLS protocol. Note that this is an entirely different situation.
Before the user can initiate this channel, he must convince himself (i) that the
Web server is authentic, (ii) that the browser is authentic and not compromised
in a way that it may leak secret information (e.g., authentication information),
and (iii) that the platform is not compromised (otherwise it is not possible to
establish a secure channel to the browser in the first place). The last point is



Effective Protection Against Phishing and Web Spoofing 35

the most critical one, and for all practical purposes one must assume that the
platform is not compromised, has not been tampered with, and operates soundly.

To evaluate protection mechanisms against phishing and Web spoofing at-
tacks, we need a classification of such attacks. We distinguish between five classes
of attacks and corresponding attack levels. In either case, we assume an adver-
sary who is powerful enough to passively and actively attack network communi-
cations. We define the following five attack levels:

Level 0: Attacks that implement native phishing as mentioned above.
Level 1: Attacks that implement classical phishing as reported in the media,

i.e., the victim is directed to a Web site the adversary controls and the user
is asked to reveal his credentials. Note that the adversary does not try to
spoof an official Web site. Level 1 attacks are the most popular ones.

Level 2: Similar to attack level 1, except that the adversary tries to spoof
an official Web server. The case is an aggravation of the prior one. The
adversary imitates the official site’s look-and-feel to mislead the user about
the real connection.

Level 3: Similar to attack level 2. In this case, however, the adversary addi-
tionally employs visual spoofing to hide the attack. This means that the ad-
versary can compromise the browser in some meaningful way. As mentioned
above, this includes the capability of tampering an SSL/TLS-connection.

Level 4: Similar to attack level 3. In this case, however, the adversary can
compromise the platform on which the browser executes. These attacks are
very powerful, because they allow an adversary to install and execute key
loggers, Trojan horses, and any other malicious software.

Attacks of levels 0 and 1 are comparably simple to detect even for casual
users. Consequently, awareness and education programs may help to have users
protect themselves against these attacks. Contrary to that, attacks of levels 2
and 3 are much more difficult to detect (sometimes even for the experienced and
well-educated user). This is even more true for attacks of level 4.

3 Protection Mechanisms

In the past, several mechanisms have been developed that can be employed to
partially protect users against phishing and Web spoofing attacks. The mech-
anisms may address the user, the platform, the browser, the Web server, or
combinations thereof. For example, the user may be educated not to trust (and
click on) anything received over the Internet and to use a different password
for every Web site (if possible). Furthermore, the platform may be secured us-
ing best practices. This includes, for example, the use of firewalls and intrusion
detection systems. For the purpose of this paper, we only address protection
mechanisms that can be implemented on the browser or server side, or that
can be implemented as a(n additional) interaction between the browser and the
server. In the second case, the interaction must be specified and implemented
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as a protocol—that is either independent from other protocols or enhances an
already existing protocol, such as the SSL/TLS protocol.

We mention that several authors have proposed heuristics to detect phishing
and Web spoofing attacks (e.g., [10,5,11]). Heuristic protection mechanisms can
be as simple as blacklists of known phishing sites (e.g., EarthLink’s Toolbar1

and GeoTrust’s TrustWatch2) or take into account multiple rules (e.g., Spoof-
Guard3). Due to space limitations they are not addressed in this paper.

3.1 Browser-Side Protection Mechanisms

There are several mechanisms that can be employed on the browser side to
(partially) protect users against phishing and Web spoofing attacks.

– In [12], the author proposes three modifications of the browser: First, the do-
main names of the Web sites being visited may be hashed, and the resulting
hash value (or a prefix thereof) may be displayed by the browser in some ap-
propriate way (e.g., as a two-character symbol). The aim is to make lexically
close or homographic domain names look significantly different. Second, the
browser may keep track of visited Web sites and notify the user if a new site
is being visited (using, for example, some graphical warning sign). To defeat
privacy concerns, the domain names of the visited sites may be concatenated
with some user-specific random string (before they are hashed). Third, the
browser may use heuristics to determine whether a site is suspicious (not
addressed in this paper). The first two proposals are simple and effective to
protect users against phishing and Web spoofing attacks up to level 2.

– In [3], the authors propose to configure the browser in a way that active Web
scripting and programming languages (e.g., Java, JavaScript, and ActiveX)
are deactivated. This proposal is effective to protect against phishing and
Web spoofing attacks up to level 3; it is, however, neither complete nor
practical.

– A user can protect himself against phishing and Web spoofing attacks, if
he can properly authenticate the Web server. In theory, he can authenticate
the server by verifying its SSL/TLS certificate. More specifically, the user
must ensure that the certificate is valid, meaning that it is issued by a trusted
certification authority (CA) and has not been revoked. Furthermore, he must
compare the certificate’s fingerprint with a reference value that is received
out-of-band (e.g., published in print media). This is not a trivial task, and
we propose that it can be simplified considerably by representing the hash
value visually (e.g., [13,14,15]).

– Before the user provides his credentials, he must be sure that the browser
is authentic in order to protect himself against visual spoofing attacks (level
3). If the platform supports trusted computing, then user has some certainty

1 http://www.earthlink.net
2 http://www.trustwatch.com/
3 http://crypto.stanford.edu/SpoofGuard/
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that the browser is indeed authentic. In all other cases, the user has to make
sure in one way or another that the browser or components of its GUI (e.g.,
the BSCIs) have not been tampered with. There are a couple of proposals
that protect users against attacks up to level 3.

• In [8], the authors recommend to prevent that the status bar is being
deactivated by active Web languages. This proposal is simple and effec-
tive at protecting the user against some visual spoofing attacks (as it
prevents deactivation of the padlock indicating a trustworthy SSL/TLS
connection). It was recently implemented in Windows XP Service Pack
2, for instance.

• In [9], the authors propose to add a secure and tamper-resistant com-
ponent called TrustBar4 to the browser to visualize information about
the Web site and the CA that issued the corresponding Web site’s cer-
tificate. According to RFC 3709 [16], it is possible to include logotypes
(commonly known as a logo, which is the graphical representation of a
trademark or brand) in X.509 public key and attribute certificates. Con-
sequently, the TrustBar renders the corresponding logotypes (of the Web
site and CA) or display textual representations thereof. A fake site is di-
vulged when a user does not recognize his corresponding visualization on
the TrustBar. In addition, for unprotected Web sites, TrustBar displays
a highly visible warning. We argue that if future browsers included a
TrustBar (or something similar), then users would have a better way to
judge and argue about the trustworthiness of Web sites.

• In [17], the authors introduce and propose the notion of synchronized
random dynamic (SRD) boundaries. The idea is to distinguish between
authentic parts of a browser’s graphical user interface (GUI) and ren-
dered content dynamically received from a Web server, and to make this
distinction obvious by changing the boundary colour of the real GUI be-
tween two colors, blinking in synchrony with a trusted reference window.
SRD boundaries are simple and effective, and they do not require any
user interaction. However, they do not allow for modular verification of
portions of a Web page. Furthermore, the modification of the browser
required to implement SRD boundaries are not trivial. This is also true
for the modification proposed in [8].

• In [5], the authors adopt an idea of [18] and suggest to authenticate the
browser (or the BSCIs, respectively) by applying the concept of person-
alization with individually chosen background bitmaps.

The first, second, and fourth proposal are useful and worth considering (the
third proposal is more complex than the fourth proposal, but achieves more
or less the same level of protection).

In summary, our analysis implies that client-side protection mechanisms can
effectively protect users against phishing and Web spoofing attacks up to level

4 http://TrustBar.Mozdev.org
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3. This is particularly true for protection mechanisms that employ tamper-
resistant or personalized browser BSCIs. We recommend that these countermea-
sures should be adapted in future Web applications, which fail in authentically
presenting the connection identifiers. As the visualization of these identifiers is
not tamper-proof, the user is unable to distinguish between real and faked com-
ponents of his user interface and, thus, susceptible to visual spoofing attacks.

3.2 Server-Side Protection Mechanisms

In addition to a proper authentication of the server during the execution of the
SSL/TLS protocol, there are a few proposals and corresponding mechanisms
that can be used on the server side to (partially) protect the users.

– If the login process is separated into two phases, then the user can enter
his user ID in the first phase and his credentials in the second phase. Fur-
thermore, the user can be taught to enter his credentials if and only if the
second window is personalized in some meaningful way (e.g., by showing an
image selected by the user).5 We argue that such a mechanism protects the
user against phishing and Web spoofing attacks up to level 2 because the ad-
versary’s Web site is unable to personalize the second window. However, we
judge this mechanism to be ineffective to counteract attacks of higher level.
The personalized window can be retrieved by anybody (simply by entering
the appropriate user ID) and (mis)used to mount a visual spoofing attack.
The only advantage we see is that an adversary must personalize the attack.
Since this personalization can be automated, we don’t see any real benefit.

– Another idea is implemented in GeoTrust’s True Site seal. In short, the seal
is a dynamically created “smart icon” that is placed on a Web site to make
sure that the site is legitimate and authentic. The browser renders the seal
and the user must actively validate it via a trusted party. This mechanism
looks promising to protect users against phishing and Web spoofing attacks
up to level 2. The major drawback is that the mechanism is passive (meaning
that its validation must be initiated by the user), and hence the seal itself
may be subject to spoofing attacks.

In summary, we conclude that server-side protection mechanisms are inap-
propriate for protecting users against this attack generation at all. The reason is
lack of content protection or content secrecy, i.e., the adversary is generally able
to perceive the same content as the user does. As a result, the adversary is able
to imitate the content, i.e., he can copy and paste the Web site’s look-and-feel
(e.g., brand marks, logos and layout) and camouflage his attack by tampering
with all BSCIs. There is no possibility to verify the authenticity and to realize
its true origin with means standard Web browsers provide.

5 Such a system has been developed and is being marketed by PassMark Security (cf.
http://www.passmarksecurity.com).
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3.3 Protection Mechanisms for the Interaction

There are a few proposals that affect the browser, the server, and the way they
interact. The proposals are quite complex and are able to protect users against
phishing and Web spoofing attacks up to level 2.

– It is useful to restrict the temporal validity of user credentials. This does
not completely protect against phishing and Web spoofing attacks, it does,
however, make sure that an adversary must operate in real-time.

– In [19], the authors propose a system in which a Web server can enrich its
contents with HTML extensions called prooflets. Prooflets in turn can be
verified by the browsers using special Web services. In theory, this proposal
is appropriate and effective. In practice, however, this proposal has similar
drawbacks as GeoTrust’s True Site seal.

– In [4], the authors propose a technique called Delayed Password Disclosure
(DPD) that protects a user executing a password-based mutual authenti-
cation protocol against the doppelganger window attack mentioned above.
The technique is based on augmenting each user password with an easy-to-
recognize sequence of images (that are specific to the user, the password,
and the Web site). The user enters his password letter by letter, and for
every letter he must recognize an image. The technique provides protection
against phishing and Web spoofing attacks up to level 3.

In summary, we evaluate these proposals as helpful and effective to counteract
level 3 attacks. Taken into account the current situation on the Internet and
WWW, it is certainly time to move from user ID and password to more secure
(mutual) authentication mechanisms. Particularly, the notion of prooflets and
DPD look promising for the future.

4 Summary and Major Findings

As mentioned in Section 2, we are interested in mechanisms that are effective
to protect users against phishing and Web spoofing attacks of level 2 and 3
(i.e., without or with visual spoofing attacks). Unless we do not enter the field
of trusted computing, we assume that we are not able to protect users against
phishing and Web spoofing attacks of level 4.

With regard to level 2, the proposals of [12] are effective and should be
implemented on the browser side. Furthermore, we opine that server authenti-
cation must be improved. The visual representation of certificate fingerprints is
certainly something that should be considered first (since it does not require in-
frastructural changes). Similarly, systems like TrustBar and True Site are useful
to make the notion of a public key certificate and the entire certification process
more transparent to the user. However, more research is needed with regard to
the usefulness and user acceptance of these mechanisms.

With regard to level 3, the proposal of [3] is by far the most simple and
effective protection mechanism. Unfortunately, it is impractical, and hence we
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must evaluate alternative mechanisms. Making the BSCIs as tamper resistant as
possible and personalizing them are certainly good ideas that should be imple-
mented. In particular, the personalization paradigm has been largely ignored by
the browser manufacturers. We argue that it is about time to change this and
that future versions of browsers should incorporate features that allow users to
personalize the BSCIs. Similarly, browser manufacturers should include features
that allow users to realize that they have connected to a Web site for the very
first time (especially if the connection is secured with the SSL/TLS protocol).
The Petname tool6 for the Firefox browser is a good example. This does not help
in the Internet café scenario; it does help, however, in the home PC scenario.

5 Research Challenges

In [20], the author proposes a possibility to improve the security of TAN lists
in a way that the user is protected against an adversary reading out the list
and misusing the TANs, as well as some simple phishing attacks. The idea is
to protect the TAN list in a way that reading a TAN requires a physical act
that can be detected easily at some later point in time. One possibility is to
use a physical layer that hides the TANs and can easily be rasped away by
the user (similar to lots in some lotteries). Furthermore, an authentication code
or a prefix thereof can be printed on the physical layer, and the user can be
taught to verify the code before he rasps away the physical layer. Alternatively,
the code can also be covered by a physical layer that must be rasped away.
The corresponding TAN lists are securely delivered, mainly because they are
distributed out-of-band (i.e., using an out-of-band distribution channel). This
can be simulated, for example, using the short messaging service (SMS) of GSM
networks. An interesting research challenge is to find a similar mechanism that
does not require an out-of-band distribution mechanism. One possibility is to
combine a challenge-response mechanism with a non-trivial redundancy scheme
that allows a browser to verify the authenticity of a challenge. Note that this does
not protect against adversaries that operate in real-time (i.e., the adversary can
simply act as as a relay between the origin server and the user). Consequently,
an important research challenge is to find technologies and mechanisms that
are able to protect users against adaptive adversaries that operate in real-time.
There are many applications (e.g., Internet banking) that could take advantage
of such technologies and mechanisms.

6 Conclusions

In this paper, we summarized, discussed, and evaluated the effectiveness of mech-
anisms to protect users against (large-scale) phishing and Web spoofing attacks.
Some mechanisms are simple and effective and should be implemented immedi-
ately. This is particularly true for browser-side mechanisms. Server-side mecha-
nisms seem to be advantageous, mainly because they are simpler to deploy but
6 http://www.waterken.com/user/PetnameTool
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are also more challenging to design and come up with. In fact, we have found no
server-side protection mechanism that can be used to effectively protect users
against phishing and Web spoofing attacks. The protection mechanisms for the
interaction look promising but still require more analysis. More surprisingly,
there is a simple and reasonable secure protection mechanism against many rel-
evant phishing and Web spoofing attacks that employ plain old TAN lists.
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Abstract. Digital Rights Management (DRM) enforces the rights of copyright 
holders and enforces their business models. This imposes restrictions on the 
way users handle content. These restrictions apply specifically in networked 
environments. Authorized Domain (AD) DRM concepts remove, or at least 
reduce, several of these restrictions to a large extent, while at the same time 
taking into account the content providers’ need to limit the proliferation of 
content. In this paper we describe the design and operation of an Authorized 
Domain system, which we call the Personal Entertainment Domain (PED). 

Keywords: Digital Rights Management, DRM, Authorized Domain. 

1   Introduction 

The concept of Authorized Domain (AD) Digital Rights Management (DRM) [1-3] 
aims to fulfill the requirements of both the content owners and the users (see section 
0), which often appear to be conflicting. For an AD the general idea is that content 
can flow freely between the devices that belong to the domain, while content 
transactions between ADs are restricted.  

Companies [4-9] and standardization bodies such as DVB (Digital Video 
Broadcasting) [1] and OMA (Open Mobile Alliance) are investigating and developing 
the concept of Authorized Domains. Up until now people have taken a device-
oriented approach [2], where an AD groups a set of devices that belong to a certain 
household. 

We conducted a study on alternative approaches to device-based AD concepts; 
these provide better solutions to enable the user to access content anywhere, at any 
time and on any device. The outcome of that study was that the Personal 
Entertainment Domain (PED) AD concept was the most promising candidate and this 
paper therefore presents a realization for such a PED-DRM system. PED-DRM does 
not have many of the disadvantages of device-based AD and it also represents a 
feasible solution for the near future.  

PED-DRM is characterized by its structure, i.e. the relationship between various 
entities such as content, devices and persons, and by its policy, i.e. the rules that 
govern content access and proliferation. The PED-DRM structure is characterized by 
the fact that one single person is the member/owner of the domain, that content is 
bound to that person and that a number of devices are bound to the user (see fig. 1). 
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The PED-DRM policy is characterized by the fact that domain content can be 
accessed on a set of permanent domain devices without user authentication, allowing 
convenient content usage at home, including the sharing of content among family 
members. The only thing people must do is to register their device once to their 
domain. On all other compliant devices content can be accessed temporarily after user 
authentication, enabling people to access their content anywhere and at any time. 
Devices may be a member of multiple domains, both permanent and temporary. This 
paper presents the architecture and design of a PED-DRM realization together with a 
trade-off of alternatives and an overview of the requirements and threats for DRM 
domain concepts in general. 
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Fig. 1. PED-DRM concept 

The outline of this paper is as follows. Section 2 introduces some typical scenarios 
and requirements for PED-DRM. Section 3 discusses the threat model and attacks. In 
section 4 we describe the functional design of the PED-DRM system. Section 5 
elaborates on the main PED-DRM operations. The paper ends with an overview of 
related work and conclusions. 

2   Scenarios and Requirements 

The following scenarios demonstrate some of the typical PED-DRM functionality and 
the expected user experience and interaction with the system. The upcoming sections 
elaborate on the technical realization of these scenarios. In the scenarios that follow 
we assume that a user has a user identity device, such as a smartcard or mobile phone, 
with which he can authenticate – preferably wirelessly – to other devices. Access 
family content at home: A user operates his media center (a.k.a. Personal Video 
Recorder) connected to his TV in the living room. He selects a movie his wife bought 
using the remote control and presses play. The content starts to render (see fig.1: 
relation between permanent device, user identity and content). Content access at 
remote location (guest access): A user arrives at his hotel and decides he wants to 
render some content stored on his media center at home. He authenticates to the hotel 
TV and the TV lists the available content. He selects some content he bought some 
time ago and renders the content, which is streamed from his home (see fig.1: relation 
between user identity, temporary device and content). Device registration to domain: 
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A user buys a new TV for his bedroom. He holds his user identity device close to the 
TV and a menu pops up, asking him if he wants to register the TV to his domain. He 
confirms the registration using the TV remote (see fig.1: relation between user 
identity and permanent device). UI (User Interaction) limited device registration to 
domain: A user buys a cheap new music player with flash memory, a USB and 
preferably a wireless near field communication interface, but no screen. He holds the 
music player and personal authentication device close to his TV, which then displays 
the option to register the music player to his domain. He confirms the operation using 
the TV remote. Device deregistration from domain: A user decides to replace his 
media center with a better one he has just bought and gives his old media center away 
to his friend. Before giving it away he holds his user identity device close to his old 
media center and deregisters it using the media center remote and the menu shown on 
the connected TV. The application on the TV suggests he moves his content and 
licenses to another device so that he can continue to enjoy his content.  

For the PED-DRM design we assume a number of requirements for the various 
stakeholders of the system. From the point of view of the content provider, the 
realization of the PED-DRM concept should meet the following requirements: (1) 
limit proliferation of content that has not been paid for; (2) limit damage in the case of 
hacked devices; (3) provide support for renewability/revocation of hacked/non-
compliant devices; (4) support tracing of devices to facilitate revocation if devices 
malfunction. The rationale behind these requirements is that the content provider’s 
business model must be sustainable and not break down in the event of an incident 
with the DRM system that governs the content. From the point of view of the user, the 
following requirements should be met: (1) in his role as domain and device owner, the 
user must have control over his domain and devices, i.e. no undesired 
(de)registrations of his devices to his domain; (2) DRM and domain functionality 
should work for devices that have limited user interface capabilities; (3) the 
conceptual complexity for the user must be low, e.g. the user needs to have an 
overview of his domain and related actions; (4) the solution should be robust, e.g. 
automatically maintain a consistent state as far as possible; (5) it must be possible to 
remove broken/offline/stolen devices from the domain. The rationale behind these 
user requirements is that the user must have maximum control over his devices and 
content while still not being bothered too much by procedures and technicalities in 
daily use. 

3   PED Threat Model and Attacks 

Since PED is a DRM system with a domain concept centered around a user, the 
typical threat model for DRM systems applies to PED. The DRM threat model 
assumes that users may be malicious and will attempt to gain unauthorized access to 
content. To accomplish this goal, the attacker has full control of his local 
environment, including network and devices, although it is assumed that compliant 
devices have some form of tamper resistance. Malicious users may use compromised 
and circumvention devices and software. However, we assume the average attacker 
has limited computational resources to break cryptography, has only limited 
capability to disrupt external network communication outside his local environment 
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and does not have access to professional tools. That said, it is possible that there could 
be a small number of attackers with the skills, technology and resources to perform 
such attacks. We continue with a number of attacks with a focus on domain- and 
person-based aspects, because general DRM aspects are assumed to be known [10]. 

Active attacks on the realization of the domain concept, i.e. grouping of devices 
according to a certain policy, include (1) malicious user interference with the domain 
management protocols in the local environment, (2) malicious user interference with 
license management and distribution in the local environment, and (3) malicious user 
interference in the distribution of device compliance status information through the 
heterogeneous and ad-hoc network of domain devices. Furthermore, there are some 
attacks that relate more to user behavior and the content owner’s business models: (4) 
‘Content club’: a large group of people share an account/identity/domain and obtain 
lots of content in such a way that it is accessible to all individual members, (5) 
‘Content cannibalization’: realizations of the domain concept that include flexible 
limits, i.e. limits that can temporarily allow more devices to access content than 
intended, may be faced with domain extensions just before some premium content is 
released, (6) ‘Content filling station’: a rendering/storage device is loaded with 
domain content and then the device ownership is transferred, leaving the content 
available to the new and old owner for ever, (7) ‘Automated domain or license 
management’: intentional limitation or friction, such as mandatory user confirmation, 
could be frustrated if such operations are automated, making it seem as if a domain 
has no limitations.  

Attacks that involve binding content to persons through licenses and allowing 
content access based on user presence include: (1) malicious users exploiting 
procedural processes for person management, e.g. users maliciously requesting 
replacement user authentication tokens, (2) malicious users exchanging, sharing, 
trading or cloning their identification and authentication credentials/tokens (3) 
simultaneous non-expired user authentication sessions that harm premium content 
releases. Since user behavior is non-technical, it is hard to detect and counter some 
of these attacks purely by technical means. The challenge is, therefore, to find the 
correct balance between attacks, threats, risks, countermeasures and user-
friendliness. 

4   Functional PED-DRM Architecture and Design 

Figure 2 shows a functional and data view of the PED-DRM system. The shaded 
rectangles are data objects. The ovals above the data objects represent the typical 
PED-DRM functionality. The typical AD aspect of PED-DRM builds upon the user, 
device and domain management functions (fig.2, right). We have omitted most of the 
specific details of the DRM functions, e.g. content protection or license creation, 
because descriptions of these already exist [11;12] and because we have chosen to 
solve domain functionality independently so as to limit the effect on the traditional 
DRM functions (fig.2, left). The relation between rights management and domain 
management, i.e. the management of the set of permanent devices in the domain, is 
typically realized by means of a user identifier embedded in the license. 
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Fig. 2. PED-DRM DRM, identity and domain overview 

User/Device Management 
The main aspect of user management in PED-DRM is that a user is provided with a 
UserID certificate and corresponding public/private key pair. The user is not granted 
access to the private key in order to prevent him from misusing or giving away his 
private key and enabling someone else to impersonate him. To enforce this, the user’s 
private key must be stored securely on a tamper-resistant user identity device, which 
also serves as a token that proves the user’s presence. The user identity device 
(hardware and software) must be easy to handle, provide secure computing means and 
must be hard to clone. Typical solutions for this are smartcards and mobile phones 
equipped with a SIM card. 

Devices in PED-DRM are given a DeviceID certificate. In addition to their 
identity, devices are also given explicit authorization to fulfill certain functions. This 
would limit the effects of a security breach by preventing the certificate and keys of a 
hacked device from being misused for other functions, e.g. keys from a rendering 
device cannot be used to register other devices to the domain. 

The approach outlined for user management contains the most essential elements 
that provide a working solution. However, this rather straightforward approach also 
triggers a number of privacy issues. Solutions to this could be found in privacy-
enhancing technologies [13], such as pseudonymity services, and use of solutions that  
for example rely on roles or assertions without revealing the identity involved. 

Domain Management 
According to the model in figure 2, domain management in PED-DRM concerns the 
relation between a UserID and a number of DeviceIDs, which is characterized by a 
DomainDevices (DD) data object. We propose an approach in which DD is a 
certificate containing a reference to the user of the domain, references to a number of 
devices, a version number and the signature of the domain manager (ADMCore in 
fig.3). 

DD = { DomainID, Version, UserID, DeviceID1, …, DeviceIDn, SignDM } (1) 

The first advantage of making DD a certificate is that it shows who issued it. The 
second advantage of putting all domain members in one certificate is that this allows a 
simple but secure signaling mechanism to show which devices are in the domain. This 
can be used effectively to inform deregistered devices and can be used efficiently to 
obtain and distribute revocation/authorization information. This synchronization 
mechanism is part of the secure authenticated channel setup, as explained later, which 
makes it possible for the system to function even when not all devices are online and 
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reachable. The third advantage of the DD certificate is the ability to report domain 
information to the user on any domain device at any time.  

Domain-based DRM systems often base their security on domain key(s) [4;6;7]. In 
these systems the content key is typically encrypted with the domain key. This has 
security advantages if devices are hacked because the accessible content to these 
devices is limited to the domain content. PED-DRM addresses this threat by limiting 
license distribution to permanent and temporary domain devices, realizing a similar 
level of security. PED-DRM could also be extended with a domain key.  

System Components and Their Interaction 
Figure 3 presents the main components – ADMCore, ADClient, UserIdentity and 
ADMTerminal – that group PED-DRM functionality and the interaction between 
them. We defer the descriptions of these interactions to section 5 of this paper. The 
typical connectivity means that enable interaction between the components are also 
indicated: combined on the same device (local), connected through a network (IP) or 
via wired/wireless connection with a strict limitation on the distance (e.g. Near Field 
Communication (NFC) [14]).  

The ADMCore, ADClient and UserIdentity must run on a compliant device which 
has a DeviceID certificate because they manage domain or content-related data. These 
components must have a compliant implementation, which means that their 
implementation is subject to robustness requirements. It is beyond the scope of this 
paper to go into detail about the robustness and implementation rules for each type. 
The ADMTerminal component is only responsible for UI and control aspects and 
ADMTerminal is therefore not subject to DRM compliance requirements. 
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Fig. 3. PED-DRM components and their interaction 

With respect to deployment of components over devices and taking into account 
the characteristics of the PED-DRM system, we foresee that UserIdentity and 
ADMCore components are combined on one device, e.g. on a smartcard or mobile 
phone, conveniently referred to as a user identity device in the scenario section. 
Alternatively, ADMCore runs as a service on the Internet, an approach similar to 
OMA DRMv2 and Apple’s Fairplay. However, in the remainder of this work we 
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assume that ADMCore runs on a device and not in the network. Some characteristics 
of local domain management are exploited, such as proximity verification, in the 
knowledge that some other aspects of central domain management are given up, 
notably central control and easy and direct audit facilities. Ideally, the ADClient and 
ADMTerminal would also be combined on one device, allowing straightforward AD 
management operations using the user interface of the device for interaction with the 
user. Typical devices are hardware- and software-based media centers, connected 
renders (TVs), etc. Provision has been made for alternative forms of component 
distribution, e.g. portable devices that combine the ADMCore, ADMTerminal and 
UserIdentity. 

PED-DRM Domain Policy 
The domain policy specifies under which conditions entities are entitled to be part of 
the domain and thereby largely defines the scale of content proliferation in a domain-
based DRM system. It is evident that end users prefer a policy with a relaxed regime, 
while copyright holders, content providers, etc., prefer more tight regimes. As in most 
other domain-enabled DRM systems, PED-DRM has a domain policy that is fixed for 
the system. An exception to this is OMA DRMv2, where the domain policy is left to 
the individual Rights Issuers. Components that can enforce (part of) the domain 
policy include the ADMCore and ADClient.  

We propose a simple and straightforward basic domain policy enforced by 
ADMCore. The policy is based on a maximum number of devices per domain. So far, 
the policy is very similar to Apple’s Fairplay limit of 5 authorized PCs. Furthermore, 
ADMCore only registers ADClients that are in direct proximity. This limits the 
domain size and content proliferation to places where the user goes. Devices may be a 
member of multiple domains to support sharing of content between people who share 
devices. 

In addition to the basic domain policy, further measures may be required by the 
content owners, e.g. to further reduce some of the risks associated with the attacks 
mentioned earlier or to allow a higher number of permanent domain devices. To 
accomplish this, a balanced set of the following measures may be added to the domain 
policy. They should be selected with care so that in normal circumstances a user does 
not encounter them, keeping conceptual complexity low for end users. Note that it 
may be hard to estimate the resulting content proliferation when these measures are 
combined. Some examples are: ‘membership liveness’ meaning that domain 
membership stays valid for some time, but must be confirmed regularly by the 
ADMCore; ‘rate-limited domain management’ meaning that (de)registrations may not 
exceed a maximum level per time unit.  

Options with respect to the domain policy enforced by the ADClient are: the 
number of domains of which a device may be a member, which is unrestricted in pure 
PED-DRM; the validity time of the membership; the rate at which the device may 
register to different domains. Domain policy enforcement by the ADClient may also 
interact with other non-domain management actions, such as license management, 
e.g. limiting the exchange of licenses to distance-limited channels, or user 
authentication, e.g. a maximum number of authentications over time. 
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5   PED-DRM Operations 

We will now describe the protocols and processes of the PED-DRM that realize the 
main PED-DRM functionality in a secure and user-convenient way.  

Device Registration 
The protocol for registering a device starts when, under the user’s control, the 
ADMTerminal instructs the ADClient to register itself at the ADMCore. The 
ADClient requests registration to the domain at the ADMCore with its DeviceID 
reference. The ADMCore responds to the ADClient with a new DD certificate, 
including the ADClient’s DeviceID, if the device is registered successfully. The 
ADMCore processes the registration request using the following steps: it verifies the 
authenticity of ADClient’s request (i.e. verify digital signature or use of secure 
channel), it verifies that the device with DeviceID is not revoked and is not already a 
member, it executes the PED policy algorithm to determine whether the device may 
be added to the domain and creates a new DD certificate with the DeviceID reference 
included and an increased version number. The ADClient verifies the validity of the 
DD certificate received, stores it and is subsequently able to render domain content 
based on possession of the DD certificate.  

The device registration protocol supports two deployment configurations 
explicitly. The first is the trivial case where the ADClient and ADMTerminal are 
located on the same device with an NFC interface to the ADMCore. The second case 
concerns a device which has limited UI capabilities and an NFC interface to the 
ADMCore and which is controlled by an ADMTerminal running on another device in 
the network. Provision has been made for ADClients without NFC interface to be 
supported in the future using extensions to the protocol or policy.  

The requirement that the device registration protocol should protect the interests of 
the user in his role as domain and device owner is triggered when domain 
management can be controlled over a network. Device owner consent can be 
addressed in two complementary ways. The first solution involves user confirmation 
at the ADClient for registration, e.g. the ADClient device is put in registration mode 
by pressing a button. This ensures that a remote ADMTerminal cannot add devices to 
a domain without confirmation at the physical location of the ADClient. The 
implementation should ensure that a user confirmation only relates to the intended 
registration session. The second solution comprises authentication of the device or 
domain owner when devices are registered remotely to prevent abuse such as 
registration by third parties on the same network. Domain owner consent is implicitly 
assumed, because the ADMCore must be in physical proximity of ADClient. 

The requirement that the protocol must be robust and must inform the user of the 
status is supported by including acknowledgements, rollback procedures, and DD 
distribution in the protocol that prevents the ADClient from considering itself a 
domain member when the ADMCore does not. The ADMCore has to implement the 
device registration protocol as a transaction due to the fact that communication could 
fail, e.g. a smartcard stops functioning when it is removed prematurely from the 
reader. It must perform a rollback procedure when it is re-activated after removal. To 
speed up the distribution of the new domain composition and thereby contribute to the 
robustness and consistency for the user as well, the registered ADClient should 
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broadcast the latest DD certificate to other ADClients. The latter is a best-effort 
approach in addition to the forced synchronization as part of the secure authenticated 
channel required for the license exchange described later. 

Device Deregistration 
The device deregistration protocol starts when the ADMTerminal under the control of 
the user instructs ADClient to deregister itself at the ADMCore. The ADClient sends 
a deregister request with its DeviceID to the ADMCore, which responds with a new 
DD certificate that indicates the domain composition. If the ADClient is not available, 
e.g. if it has been stolen, broken or is offline, then the ADMTerminal may send the 
deregister request on its behalf. The ADMCore verifies that the DeviceID indicated in 
the deregistration request is listed in DD, it removes the device from the DD 
certificate and increases its version number. The ADClient performs the following 
steps for the deregistration response: it checks the validity of the DD certificate and if 
it is no longer listed it deletes the DD certificate. Before ADMCore replaces its stored 
DD certificate, it expects a deregistration confirmation from ADClient to ensure that 
ADClient received the request and deregistered itself. Unconfirmed deregistrations, 
including deregistrations of offline devices, may be administered differently and used 
in the domain policy for future device registrations, such that the protocol cannot be 
misused to allow for lots of new registrations while the old ones are effectively still 
present. The new DD certificate should be broadcasted so that other domain devices 
learn the new domain composition as quickly as possible.  

The interests of the domain owner in the deregistration protocol are protected by  
the requirement that the ADMCore and ADMTerminal must be in close proximity or 
in direct contact with each other. The presence of the ADMCore implies authorization 
for the deregistration action. Alternatively, the requirement can also be met if the 
ADMCore is present near the ADClient that is removed, in combination with a user 
confirmation or explicit deregistration mode on ADClient to thwart unwanted 
deregistrations from the local network. The device should ensure that the 
confirmation or deregistration mode corresponds with the correct deregistration 
session. The implementation must ensure that the user may not be subject to a denial 
of service attack consisting of many confirmation requests.  

The device deregistration protocol fulfills the requirement that devices must be 
removable from the domain. Stolen and offline devices are removed effectively over 
time when the new domain composition is distributed in the form of the DD 
certificate as part of the secure communication protocol discussed later.  

ADClient Reset / Local Deregistration 
A local deregistration is required when an ADClient needs to be de-registered from a 
domain but has no opportunity to communicate with its ADMCore, e.g. someone 
gives his device away without having his ADMCore in the neighborhood but still 
wants to prevent the new owner from accessing his content. In this case he needs to 
perform an autonomous ADClient reset action whereby the ADClient deletes the DD 
certificate. This approach should not be advocated because there is no automatic 
means to ensure that ADMCore will remove it from the DD certificate as well. A 
device should therefore indicate to the user that he needs to perform (offline) 
deregistration using ADMCore as well.  
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ADMCore Disaster 
If the ADMCore device is broken or lost, a user is no longer able to change the 
composition of his domain. If the ADMCore is stolen, somebody else will be able to 
add his own devices and access the content belonging to the original owner, assuming 
that no additional access control mechanisms are in place. To mitigate this problem, a 
user requests a new ADMCore device. As part of this process the old ADMCore is 
revoked, with the result that the devices will no longer engage in AD management 
protocols with the old ADMCore and DD certificates issued by the old ADMCore 
will not validate correctly, since the old ADMCore is blacklisted. In effect, the old 
ADMCore and the old domain are revoked. The user needs to register all his devices 
to a new domain managed by his new ADMCore.  

Secure Authenticated Channel and Revocation 
The AD management and license exchange protocols require confidentiality, 
integrity, authenticity and protection against replay attacks; these are provided  by a 
Secure Authenticated Channel (SAC). Although many general purpose SACs exist, 
e.g. TLS [15], PED-DRM has some specific features that are highlighted here. 

An important aspect for PED-DRM is the exchange of DD certificates as part of 
the SAC setup phase. When a device receives a valid DD certificate with a higher 
version number than its stored DD certificate, it replaces the stored DD with the new 
DD, provided that it is still contained in the new DD certificate, otherwise it removes 
its DD completely. Inclusion of the DD certificate forces the DRM system to function 
correctly by ensuring that devices have an updated view of the domain composition. 
Based on this view, they must decide how they can exchange licenses with other 
devices and what kind of access they can allow to the content. The exchange of the 
DD certificate as part of SAC setup facilitates the update of a deregistered device that 
was deregistered from the domain while it was offline. The viral nature of the DD 
certificate distribution ensures that eventually the deregistered devices are no longer 
able to render any further domain content, except when a deregistered device no 
longer has any contact with its former domain members. The viral nature of DD 
certificate distribution is made more effective by requiring SAC usage for common 
operations, e.g. license exchanges, domain (de)registrations and user authentication. 

A second important aspect of SAC setup is the support for device revocation. 
Devices only participate in domain management or license management interaction 
when the other party is still compliant. Lack of space limits us to only sketch the 
solution: we propose to use a scheme based on authorization lists, i.e. assertions 
proving that devices are still compliant, which also uses the viral nature of DD 
distribution to ensure that all active domain devices obtain fresh 
authorization/revocation status information related to a domain and user, even when 
some devices do not have global (Internet) connectivity. 

User Authentication  
The user authentication protocol consists of unilateral authentication based on a 
straightforward PKI protocol extended with proximity/presence assertions if 
necessary. Revocation must be supported on two levels: user identity and user identity 
device/token. The user identity should be revoked when the private key is 
compromised. User identity devices should be revoked when the device is broken, 
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lost or stolen. The user obtains a new UserId device and can use both his old and new 
content. An additional measure could be that for new content the old UserId device is 
specifically blacklisted in order to tackle cases where propagation of revocation status 
information may take some time. For both levels of revocation nothing needs to be 
done with either content or licenses. The organizational and infrastructural aspects of 
user authentication and identity management have been omitted here. 

License Management 
Distribution of licenses is straightforward in PED-DRM. The ADClients must 
exchange licenses with each other using the SAC. The properties of the SAC ensure 
that only compliant and non-revoked devices can obtain the licenses. 

To reduce the effect in the case of hacked devices, licenses in a PED-DRM are 
only transferred to and stored on devices that are either domain devices or devices to 
which the domain user has been authenticated recently. It is preferable if the source 
device receives some proof of the user identity device via the target device such that it 
can be sure that the user identity device is or was in close proximity to the target 
device. A pure form of this approach implies that domain licenses are removed from 
devices upon deregistration or upon expiry of an authentication session, which might 
be impractical in some cases since it could unintentionally destroy the last domain 
license for a content item while not achieving any significant increase in security 
because the device already possesses the licenses. There is a minor drawback to this 
approach because licenses cannot be distributed upfront as they can when domain 
keys are used.  

6   Related Work 

To put PED-DRM into perspective we compare it with other network-oriented DRM 
systems. Due to limited space we have restricted ourselves to highlighting some 
advantages of PED-DRM over other systems. Of course, PED-DRM is not free of 
pre-requisites, e.g. its dependence on user identification and the hardware tokens and 
interfaces required for this, none of which are currently commonly used in consumer 
markets and products. 

Person-based access to content at any time and in any place is one of the main 
advantages of PED-DRM over a number of systems that are device based and/or  
limit content exchanges to the local network, e.g. SmartRight [4], DTCP-IP [5] and 
Microsoft’s WindowsMedia DRM (MS DRM) [16]. 

An advantage of PED-DRM (and also of SmartRight, for example) is that it 
separates domain management and domain policy from the license-issuing 
functionality, which enables a uniform user experience. This is the opposite from 
OMA DRMv2, where each rights issuer manages the domains for its content 
according to its own domain policy, which may be confusing for users buying content 
at different shops. 

PED-DRM’s approach is based on the equality of rendering/storage devices 
(ADClients), which is easy to understand for end users. Current systems, such as 
Apple’s Fairplay or MS DRM, put devices in different classes such as PCs, portables, 
extenders [17], etc. The complicating factor is that policies vary for each device class, 
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e.g. number of devices allowed per class, permitted functions such as 
rendering/storage per class, and whether or not a device may further distribute content 
and licenses to domain devices. 

When the relation between persons change, it is quite easy for them to divide up 
their music in PED-DRM because each person binds his content to his user identity. 
Solutions such as SmartRight make it more difficult to do this because they are device 
based and, furthermore, only allow one domain per environment. 

7   Conclusions and Discussion 

In this paper we have discussed a design and operation of the PED-DRM concept in 
which (1) content is linked to persons, (2) a person has a number of permanent 
domain devices, and (3) where content can be rendered on the permanent domain 
devices or (4) on arbitrary (compliant) devices after authentication. The main 
characteristics of the design are the seamless access to content on devices that are a 
member of the domain. Authentication is taken care of by means of a personal 
smartcard or a device that can act as a user identity device like a mobile phone with a 
SIM. These two characteristics allow the person of the domain to enjoy his content at 
any time, anywhere and on any device. It is also possible to share content with 
relatives or friends by sharing content access devices that can be a member of 
multiple domains. However, due to the domain policy, which states that the number 
of devices in a domain is limited and that content can only be accessed on non-
domain devices if the owner of the content is in close proximity, the proliferation of 
the content is still controlled strictly. 

The user requirements have been taken into account in the design of the PED 
management protocols. For example, users have explicit control over what devices are 
added and/or removed from their PED. The use of close proximity technologies and 
devices (smartcards) makes the system as user friendly as is possible with the current 
technology. 

The attacks relating to the domain concept realization and person-based content 
access are addressed by robust protocol and device design and by an appropriate 
domain policy. With respect to the attacks that deal with user behavior, it is harder to 
make an assertion. The proposed domain policy for a maximum number of permanent 
devices per person, and registration of domain devices with a proximity requirement 
will reduce most threats significantly. However, for some attacks, such as ‘Content 
filling station’, it is hard to put in place effective protection without adopting less 
user-friendly policies like time-outs for domain membership.  

Technical challenges for PED-DRM lie amongst others in privacy issues for user 
identities and in the infrastructure, e.g. availability of authentication mechanisms. 
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Abstract. Multimedia information management, which implies all steps from 
creation and production to distribution and consumption, is a complex and 
challenging research area. To have a secure and trusted system we need to take 
into account aspects such as digital rights management (DRM), certification, 
control and security. As current solutions rely on proprietary architectures and 
tools, we propose an open architecture, as general as possible and not restricted 
to a specific standard, which provides trust and rights management in 
multimedia information systems. We analyse how the elements of the 
architecture provide trust to the whole value chain by managing multimedia 
content and digital rights represented using current standards, such as MPEG-21 
and OMA DRM, and we compare it with an alternative approach. Then, we 
illustrate the system operation through a content composition use case, and 
finally, we present the software tools that we have already developed and the 
future work. 

1   Multimedia Information Management Architecture 

In [1] we proposed an architecture for a system capable of processing multimedia 
information structured as defined in the MPEG-21 standard [2]. This architecture was 
refined in [3] and [4] to be as general as possible, considering the requirements from 
several standards, initiatives and projects like the Open Mobile Alliance (OMA) [5], 
MPEG-21 [2], Digital Media Project (DMP) [6], FP6 NAVSHP DRM [7] and 
AXMEDIS European project [8]. Figure 1 shows the basic modules that constitute the 
new architecture. 
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Fig. 1. DMAG-MIPAMS architecture 
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The architecture, called DMAG Multimedia Information Protection and 
Management System (DMAG-MIPAMS), whose name is after our group acronym 
DMAG [9], consists of several modules, where each of them provides a subset of the 
whole system functionality needed for managing and protecting multimedia content.  
The following list briefly describes the modules of the architecture: 

• Content server. It provides the content that final users may request.  
• Protection server. It is responsible for protecting the content or digital objects, 

which become protected objects, mainly using encryption techniques and 
managing the encryption keys. 

• Governance server. The governance server includes several functionalities: 
license generation, license storage, authorisation and translation support.  

• Certification server. It includes registration, authentication, certification and 
verification of users, tools and devices.  

• Adaptation server. It performs the adaptation of content and its associated 
metadata, depending on transmission, storage and consumption constraints. 

• Supervisor server. It receives reporting messages that include information 
about different aspects of media usage and stores them for future access. 

It is worth noting that currently the architecture does not try to be complete, and 
some possible modules, such as a payment solution, are deliberately ignored. 

2   Provision of Trust 

After introducing our architecture, we are going to analyse the elements in the 
proposed system that provide trust from a business user or a final user point of view. 

To provide trust to users it is important to take into account privacy aspects. In the 
presented system, information regarding content usage must be tracked. Nevertheless, 
this information will only be accessible to authorised parties. This authorisation will 
be done by means of party certification, which will provide the authentication in front 
of the service giving access to the information. 

2.1   Use of Licenses 

Digital Rights Management (DRM) enables the association of rights and conditions of 
usage to digital content, written in a digital license that can be embedded together 
with the content or stored in a separate way. 

Digital licenses can be seen as digital documents that establish a contractual 
relationship between two parties: the license issuer and the granted party. That is, 
licenses can be used to establish contractual relationships in an e-commerce 
environment not only for final users (B2C scenario) but also between content 
creators/providers and distributors (B2B scenario).  

Another interesting functionality of digital licenses together with the Governance 
server is the possibility to keep track of the identity and correctness of the actions 
performed by any of the value chain players, from the content creator to the final user. 
The authorisation algorithms use the licenses stored in the Governance server to 
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determine if all the parties (content provider, distributor, final user) use the contents in 
the right way, according to the rights they are granted by their authorising party. 

As we have seen, DRM can be a key element to provide trust in a content 
management system. In the proposed system, the Governance server provides this 
functionality through its license creation and authorisation facilities.  

2.2   Protection 

Protection mechanisms over digital content make it possible to deploy a business 
model to ensure the accomplishment of the license terms, so that protected objects are 
safe from unauthorised access, providing trust to the DRM system. 

The delivery of protection keys must be performed in a secure and trusted way. On 
one hand, keys must be delivered through a secure channel. Moreover, they must be 
inaccessible in the client side. This can be achieved by providing the keys to certified 
and hence trusted tools in the client side. 

2.3   Users and Tools Certification 

Any tool in the user side must be trusted and must perform some checks in the server 
side to resynchronise the local information with the server side in every reconnection. 
Every time a user tries to do an action over a protected and governed object, the client 
side module must send the necessary information to the server side so that it can 
verify not only the user and the device, but also the tool integrity to ensure that the 
module has neither been modified nor corrupted. By ensuring the tool integrity, we 
can be sure that it is still trusted from the system point of view. If we want to provide 
trust from the user perspective, we must trust on the party that is performing the 
certification, which can be more easily achieved in a B2B scenario than in a B2C 
scenario. Whereas in a B2B scenario each party usually has a previous knowledge of 
the rest of the players and even also of the system, which could be formalised in a 
contract, in the B2C scenario, users usually need to trust on some tools without a real 
knowledge on how they work or manage their personal information. 

The Certification server provides the mentioned functionality to verify the user, 
device and tool integrity. The tool in the user side must be trusted and must perform 
some checks in the server side to resynchronise the local information with the server 
side in every reconnection. Every time a user tries to do an action over a protected and 
governed object, the client side module must send the necessary information to the 
server side so that it can verify not only the user and the device, but also the tool 
integrity to ensure that the module has neither been modified nor corrupted. By 
ensuring the tool integrity, we can be sure that it is still trusted. 

2.4   Supervision and Tracking 

Transaction and operation supervision and tracking is another feature that can provide 
trust in such a system. The Supervisor server is responsible for collecting and 
interpreting the reporting messages generated by different modules and storing the 
appropriate information into a specific database. As we have already explained, the 
information in the reports can be notified to the corresponding party or used to block 
the access to a user, for accounting purposes or statistical analysis. 
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3   Existing Standards and the MIPAMS Architecture 

As we have already mentioned, our intention is to define the architecture as general as 
possible so as not to be restricted to a specific standard, but to be able to align it to as 
many standards as possible. With this aim, we are going to present how it can operate 
with current standards, such as MPEG-21 [2] and OMA DRM REL [10]. However, in 
order to have a fully interoperable architecture capable of managing different 
multimedia formats at the same time, common interfaces for the identified modules 
should be defined. 

MPEG-21 standard defines different mechanisms and elements needed to support 
multimedia information delivery and management, and the relationships and 
operations supported by them. In the seventeen parts of the MPEG-21 standard, these 
elements are elaborated by defining the syntax and semantics of their characteristics. 

In the MPEG-21 context, the information is structured in Digital Items, which are 
the fundamental unit of distribution and transaction. A Digital Item [11] is constituted 
by the digital content, plus related metadata, such as adaptation information (DIA, 
Part 7) [12], information related to the protection tools (IPMP, Part 4) [13], rights 
expressions (REL, Part 5) [14], information to automatically report some actions 
exercised over the digital content (ER, Part 15) [15] and others. 

In the following list, we describe how our architecture has the necessary 
functionality to cover the different parts of this standard: 

• DID. Digital objects can have the structure of Digital Items, as defined in the 
DID part of the MPEG 21 standard. 

• IPMP, REL and RDD. In MPEG-21 standard the protection and governance of 
digital content are specified in MPEG-21 IPMP Components, REL and RDD 
parts. MPEG-21 IPMP Components provides mechanisms to protect a digital 
item (DI) and to associate licenses to the target of their governance, while 
MPEG-21 REL specifies the syntax and semantics of the language for issuing 
rights for users to act on DIs while MPEG-21 RDD [16] comprises a set of terms 
to support the MPEG-21 REL. 

• ER. Event Reporting is required within the MPEG-21 Multimedia Framework in 
order to provide standardised means for sharing information about Events 
amongst Peers and Users. Such Events are related to Digital Items and/or Peers 
that interact with them. In the MPEG-21 context, the reporting messages that 
include information about different aspects of media usage are called Event 
Reports. In our system, the functionality that involves the management of the 
event reports is provided by the Supervisor. 

OMA Digital Rights Management (DRM) v2 [17] defines mechanisms to enable 
the consumption of digital content in a controlled manner. The content is consumed 
on authenticated devices per the usage rights expressed by the content owners. The 
OMA DRM work addresses the various technical aspects of this system by providing 
appropriate specifications for content formats, protocols, and the rights expression 
language based on ODRL [18]. ODRL and MPEG-21 REL are currently the two most 
important rights expression languages and, although they have a different syntax, their 
semantics is quite similar. 
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We have been working for some time in this interoperability issue. After an initial 
proposal of a simple syntactic mapping [19], [20] we have proposed a specific subset 
of MPEG-21 REL that is interoperable with the first version of OMA DRM REL [21], 
[22], [23] and also with version 2 of OMA DRM REL [21], [24], [25], [26]. This 
work could lead to the specification of an MPEG-21 REL profile, as it is being 
discussed in the MPEG group after our proposals. 

Our architecture enables the use of whatever rights expression language the content 
creators, providers or distributors want to use, associated to digital objects. Internally, 
our system can work with a predefined rights expression language and provide some 
translation mechanisms for converting licenses expressed in other languages to the 
predefined one. This translation can only be performed under certain conditions, 
which can be grouped to define rights expressions languages profiles, as stated before.  

We have also studied the workflow of OMA DRM in order to provide a generic 
workflow for DRM systems [27]. 

4   Relationship of the Architecture with Other Initiatives 

Other architectures exist for the management of protected multimedia content. 
Nevertheless, they correspond to proprietary systems and it is difficult to compare our 
architecture with them, as they do not follow any standard. Among projects funded by 
public administrations, the MOSES project [28] developed the OpenSDRM [29] 
architecture, with which DMAG-MIPAMS has some common points. 

The main differences between MIPAMS and OpenSDRM are the following: 

• OpenSDRM provides a Wallet, the middleware that requests and manages 
licenses and performs the authorizations locally. A single wallet can be used on 
the same device by different applications, whereas in MIPAMS we will have a 
trusted plug-in for each application or specific trusted application. 

• OpenSDRM currently uses ODRL to express the licenses, while MIPAMS 
proposes different mechanisms, such as translation, to support ODRL and 
MPEG-21 REL at the same time. 

• OpenSDRM provides a Content Preparation Server, which receives raw data and 
encodes it on a specified format, while adding metadata and protection. On the 
other hand, MIPAMS leaves this functionality for specific user-side tools, while 
providing protection, licensing and adaptation functionalities on the server side. 

• MIPAMS performs the authorisation of users based on a licenses chain (from 
content rights holder to party or user), ensuring rights fulfilment in the whole 
value chain, whereas OpenSDRM uses a single license referred to the party. 

• MIPAMS, through supervision and tracking functionalities, enables post-usage 
billing. OpenSDRM provides an interface for a pre-usage payment solution 
while, for the moment, MIPAMS leaves this point open for the involved parties. 

5   Use Case 

In this section we present a scenario to illustrate how the proposed architecture and 
the processing of protected and governed multimedia content are related.  
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The scenario we propose is about content composition. Imagine that a publisher 
has purchased a license that grants him the right to include a still image in one of his 
electronic publications. The mentioned user has installed in his device a specific 
editing tool or a plug-in for an already existing tool capable of managing the protected 
and governed objects of the system. For the sake of simplicity, the license creation for 
the new composite content has been omitted. 

The use case begins when the user (publisher) downloads the protected and 
governed image and tries to include it in his publication using the editing tool. Figure 
2 shows the steps involved in the content composition use case, which are: 

1. The user opens in the editing tool the digital object that contains the image. 
2. The user tries to include it in his publication (“embed” image). 
3. The tool/plug-in connects to the Protection server in order to check if the user is 
authorised. It sends the following information: requested operation (“embed”), object 
identifier, user identifier, device identifier and tool/plug-in identifier. 
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Fig. 2. Content composition use case 

4. The Protection server sends the Certification server the received information. 
5, 6. The Certification server queries its database and checks that the user and device 
are registered and the tool/plug-in integrity. 
7. An event report is sent to the Supervisor server notifying the successful 
authentication of the user and verification of device and tool. 
8. The Certification server notifies the Protection server that everything is OK. 
9. The Protection server contacts the Governance server asking if the user is 
authorised. This authorisation consists on checking if the user is granted to exercise 
the right “embed” over the image according to a certain chain of licenses (going from 
the image creator (or rights holder) to the publisher). 
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10, 11. The Governance server searches in the database the licenses related to the user 
and runs an authorisation algorithm over the chain of licenses. The Governance server 
determines that the user is granted to perform the requested operation and that the 
distribution chain is correct (all the parties in the license chain were granted by their 
corresponding license). 
12. An event report is sent to the Supervisor notifying the successful authorisation. 
13. The Governance server notifies the right authorisation to the Protection server. 
14. The Protection server notifies the object viewer that the user is authorised and 
sends the needed information for unprotecting the content. 
15. The tool/plug-in determines the tools or algorithms that must be used to unprotect 
the object and detects that they are already available in the user device. 
16. The tool/plug-in unprotects the image following the unprotection process steps 
and using the necessary tools and algorithms. 
17. The editing tool finally embeds the still image into the electronic publication.In 
this section we present a scenario to illustrate how the proposed architecture and the 
processing of protected and governed multimedia content are related. 

6   Development of Tools and Demonstrators 

At the DMAG [9], we have been working in the MIPAMS trusted architecture and 
related standards, and have already developed several tools [30], contributed to the 
standardisation of MPEG-21 and included in the MPEG-21 Reference Software [31]. 
Some other tools have also been created to deal with ODRL licenses [32]. The tools 
we present in subsequent subsections are publicly available at [30] and [32]. 

The implemented tools offer independent and isolated functionality and will be 
extended and integrated with other modules in the context of the AXMEDIS 
European project [8] to develop several demonstrators, for several delivery channels. 
With these demonstrators we will verify the operation of the proposed modular 
architecture. Moreover, an AXMEDIS framework will be available for presenting the 
tools implemented in this project. 

6.1   Rights Expression Languages and Rights Data Dictionary Tools 

REL and RDD developed tools concern the creation and validation of digital licenses. 

License Validators. These tools take a license as input and provide a verdict as the 
output. If the input license is not valid, a report explains the reasons why, according to 
the validation that has been performed. These tools, which have been implemented as 
Java APIs that can be run independently or integrated with other modules, include: 

• MPEG-21 REL Schema Checker. It checks if an MPEG-21 REL license is 
valid against the corresponding XML Schemas. 

• MPEG-21 ODRL Schema Checker. It checks if an ODRL license is valid 
against the corresponding XML Schemas. 

• MPEG-21 REL Validation Rules Checker. It checks if a schema-valid 
MPEG-21 REL license is a valid REL License according to the MPEG-21 REL 
standard specification [14]. A license will be REL syntactically conformant if it 
complies with all the rules specified in the standard. 



62 J. Delgado et al. 

License Creators. These tools have been implemented as web applications, formed 
by a web page containing an HTML form, a servlet for processing the information 
introduced in this form, a Schema Checker implementation and several auxiliary files, 
mainly used for formatting the information. The introduction of information is done 
by means of the HTML form. If all information has been filled, an XML file 
containing the license is created. Finally, the license syntax is checked with the 
Schema Checker and returned to the user, who can see the generated license and also 
store it locally. They include: 

• MPEG-21 REL License Creator. It allows the introduction of the following 
information to create a license: Principal, Resource, Right, Conditions and 
Issuer.  

• ODRL License Creator. It allows the introduction of the following information 
to create a license: Asset, Permission, Constraints and Party.  

MPEG-21 Authorisation Tools. These tools determine if a user is authorised to 
perform an action over a resource according to the license terms. In this tools we have 
used the RDD term genealogy defined in MPEG-21 to determine if a term present in a 
license (e.g. Adapt) grants a user the permission to perform another action (e.g. Play). 
We have implemented a specific tool, as a Java API, that consults an RDD ontology 
placed in an external server, returning all the ancestors of an input RDD term. 

• License Interpreter. It performs the authorisation according to a unique license 
and a simple, non-standardised query mechanism.  

• Interpretation Conformance. It performs a standardised authorisation and 
query mechanism, which consists on checking not only if the user is authorised 
according to the source license, but also if the party that issued this license was 
authorised to do so, and so on, so that the whole licensing chain is checked. 

6.2   MPEG-21 IPMP Tools 

IPMP developed tools concern the validation and extraction of IPMP information 
from Digital Items, as explained next: 

• MPEG-21 IPMP Expressions Validator. This tool parses and validates a set of 
IPMP Information documents against the XML Schemas specified in them. 

• MPEG-21 IPMP Information Extractor. This tool obtains the IPMP 
Information associated to a protected DIDL document or parts thereof. First, the 
protected element(s) within the DIDL document are identified and presented. 
Then, the software module obtains and presents the relevant information related 
to the IPMP tools and the license(s) associated to each one of the IPMP DIDL 
elements previously identified. 

• MPEG-21 License Extractor. This tool obtains the license(s) associated to a 
protected and governed DIDL document or parts thereof. It identifies the 
protected element within the DIDL document given as input, and obtains the 
license(s) that govern(s) it, if any.  
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7   Conclusions 

We have presented a general architecture of a system for the distribution and 
management of protected and governed multimedia content, based on different 
requirements, not restricted to a specific standard and flexible enough to locate 
different functionalities in separate machines. 

We have analysed the elements in the proposed architecture to describe how they 
provide trust in different aspects to the global system and the whole value chain. 
On the other hand, we have shown how the presented architecture is flexible enough 
to support current standards such as MPEG-21 and OMA DRM. In the MPEG-21 
context, we have described the relationship between MPEG-21 parts and the elements 
or functionalities of the architecture while, regarding OMA DRM, we have shown 
how the use of different rights expressions languages can be managed by translation 
mechanisms and profile definition. Moreover, we have compared MIPAMS with the 
OpenSDRM architecture. 

Then, a use case has been presented showing the successive steps that the system 
will follow in a content composition scenario, considering authentication, verification 
and authorisation matters. 

Finally, we have presented several tools that have been contributed to the 
MPEG-21 Reference Sofware part and we have introduced the AXMEDIS project, 
which will provide a publicly available framework.  
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Abstract. Amortization schemes for authenticating streamed data have
been introduced as a solution to reduce the high overhead that sign-each
schemes suffer from. The hash chains structure of amortization schemes
and the number of hash values appended to other packets affect the effi-
ciency of the authentication scheme specially against packet loss. Which
packets should have hashes appended to the signature packet and how
many hashes to append to it have no solutions yet. This paper introduces
a new hash chain construction to achieve longer resistance against packet
loss and reduces the overhead. The proposed scheme consists of multiple
connected chains, each chain links several packets together. Our scheme
specifies clearly how to choose the packets that should have hashes ap-
pended to a signature packet, in addition to deriving their loss probabil-
ity. We study the effect of the number of hashes that are appended to a
signature packet on the overhead. We introduce a measure so as to know
the number of packets receivers need to buffer until they can authenti-
cate the received packets. The number of chains of our model plays a
main role in the efficiency of our scheme in terms of loss resistance and
overhead.

Keywords: Multicast stream authentication, hash chain, signature
amortization, web security.

1 Introduction

Digitally sign each packet using any signing algorithm such as RSA requires
high computation and communication overhead and causes delay on both the
sender and receivers [1], even if faster signing algorithms are used such as in
[2]. Alternatively, Message Authentication Codes (MAC) are introduced such
as TESLA in [3], which requires time synchronization between the sender and
receivers. Another alternative is amortization schemes, such as Authentication
Tree (AT) in [4], Efficient Multi-chained Stream Signature (EMSS) in [3] and
Augmented Chain (AC) in [5]. In amortization schemes the stream is divided
into blocks, a single packet in each block is digitally signed and the rest of the
packets in the block are linked to the signed one using multiple hashes links. The
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linked packets form what is known as hash chains. The security of amortization
schemes is proven by Gennaro and Rohatgi in [6].

AT requires high amount of overhead, since each packet contains a signature
with the authentication information so as to be individually verifiable. EMSS
strengthens the resistance against packet loss of the scheme introduced by the
authors of [6] by storing the hash value of each packet in multiple locations.
EMSS determines the best hash chain construction by experiments and randomly
chooses packets that have hashes appended to other packets.

AC uses similar strategy to EMSS so as to achieve longer resistance against
packet loss, by choosing packets that have hashes appended to other packets in
a deterministic way. AC does not include the means of choosing the number of
packets to be inserted between each pair of the original chain.

Both EMSS and AC increases the resistance against packet loss by increasing
the number of hashes in each packet, that will in turn increases the overhead
[7], [8]. More details about AC analysis is found in [9], where it is applied to two
case studies and compared to EMSS.

The authors of [7] and [8] give analysis of hash chains based on graph theory.
They show that to increase the authentication probability, which is defined as the
conditional probability that a packet is verified, the number of paths from any
packet to the signature one should be increased. The main aim of Piggybacking
scheme in [8] is to achieve high resistance against multiple bursts.

Signature amortization using Information Dispersal Algorithm (SAIDA) in
[10], reduces the overhead of amortization schemes by using erasure codes. Ac-
cording to [11], the computation resources of receivers for the Forward Error
Correction (FEC) in SAIDA is high comparing to that of hashes in other amor-
tization schemes. The low computation and communication cost of hashes [12],
[13] and [14] makes amortization schemes widely adopted and researchers still
have high concern about it [15].

In this paper we will introduce a general construction of our Multiple Con-
nected Chains (MC) model [16] and [17] and analyse the generalization of our
model. We will also introduce a measure to determine the maximum number
of hashes to be appended to the signature packet. We also show how the loss
probability of the packets that have hashes appended to a signature packet is
affected by their position, which in turn has a great effect on the authentication
scheme. We also study the relation between the number of hashes appended
to the signature packet and the overhead. Our solution is efficient in achieving
longer resistance against burst packet loss and reducing overhead at the same
time.

In Section 2, we introduce MC model. In Section 3, we discuss the efficiency
of MC model. In Section 4, we show the required buffer and delay for both the
sender and receiver. Section 5 reports a performance evaluation of our model as
compared to other models followed by conclusion and future work in Section 6.
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2 Multiple Connected Chains Model

Table 1 shows the notation used in MC model. A packet Pi is defined as a
message Mi a sender sends to receivers along with additional authentication
information. When a stream S consists of N contiguous packets we represent
S as:

S = {P1, P2, · · · , PN}.

We introduce a Multiple Connected Chains (MC) model for multicast stream
authentication using signature amortization in which a stream is divided into
a number of blocks and each block consists of some packets. A single packet
in each block is digitally signed and the rest of the packets are concatenated
to the signed packet through hash chains in a way that allows the receiver to
authenticate the received packets.

Table 1. Notation

symbol representation
ν number of packets containing the hash of Pi

μ number of hashes appended to the signature
β number of hashes appended to the packets of the stream
h hash size (SHA-1 is 20 bytes, MD5 is 16 bytes)
H total size of all hashes in the stream
γ number of signatures in the stream
N number of packets in the stream
k number of slices in a block
c number of chains in the stream
δ communication overhead per packet in bytes
s signature size (RSA is 128 bytes)
� loss resistance

A block of MC model consists of c chains, where each chain consists of some
packets and the hash value H(Pi) of each packet Pi is appended to packet Pi+1
in addition to ν other packets Pi+jc where j = 1, 2, · · · , ν. So as for MC model to
be constructed and robust against packet loss, we need the value of ν as ν ≥ 1.
For example, when ν = 3, H(Pi) is appended to Pi+1, Pi+c, Pi+2c and Pi+3c.
Let A(c, ν) denote a set of the packets that contain H(Pi), then

A(c, ν) = {Pi+1, Pi+c, Pi+2c, · · · , Pi+νc}.

A signature packet Psig in MC model contains μ hashes of non-contiguous
packets chosen from the last c packets preceding Psig . The reason to choose these
packets as non-contiguous is that Internet packet loss is burst in nature, and if
a packet Pi is lost, packet Pi+1 is likely to be lost [2], [18], [19]. We mean by
non-contiguous packets that the next packet to Pi is Pi+j where j > i + 1. On
the other hand contiguous packets mean that the next packet to Pi is Pi+1.
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Fig. 1. A construction of MC model when c = 8, k = 4 and ν = 2

Each signature packet is sent after every kc packets, which determines the
block size, where k denotes the number of slices in MC model. The group of
the first c packets {P1, P2, · · · , Pc} is the first slice in MC model, the group of
the second c packets {Pc+1, Pc+2, · · · , P2c} is the second slice, and so on. Fig. 1
depicts a construction of MC model when c = 8, k = 4, and ν = 2.

Let E denote a set of the last c packets preceding a signature one, then
E = {P(k−1)c+1, P(k−1)c+2, · · · , Pkc}. Let the first packet of those that have their
μ hashes appended to Psig chosen from E denote P(k−1)c+1 = Pj1 , the last one
denotes Pkc = Pjμ , where μ is the number of hashes appended to a signature
packet. So the set of the packets that have their μ hashes appended to Psig is:

E(μ) = {Pj1 , Pj2 , · · · , Pjμ},

where j1 < j2 · · · < jμ. In Fig. 1, the sender computes the hash value of the
first packet H(P1), then sends P1. A hash H(Pi−1) is appended to every packet
Pi, where 2 ≤ i ≤ c before computing each packet’s hash value H(Pi) and then
sends Pi, where 2 ≤ i ≤ c. While H(Pi−1) and H(Pi−c) are appended to every
packet Pi, where c+1 ≤ i ≤ 2c before computing each packet’s hash value H(Pi)
and then sends Pi, where c + 1 ≤ i ≤ 2c. Every packet Pi, where 2c +1 ≤ i ≤ N
contains H(Pi−1), H(Pi−c) and H(Pi−2c) before computing each packet’s hash
value H(Pi) and then sends Pi, where 2c + 1 ≤ i ≤ N .

The sender then appends μ hashes to the signature packet Psig1 , signs it
and sends it. The sender experiences a single packet delay since the computa-
tions of each packet’s hash value and the signature packet depend on previously
computed hashes.
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So in Fig. 1, the sender performs the following computation processes:

– H(P1) is computed,
– (H(Pi−1)||Mi) → H(Pi), where 2 ≤ i ≤ c,
– (H(Pi−1)||H(Pi−c)||Mi) → H(Pi), where c + 1 ≤ i ≤ 2c,
– (H(Pi−1)||H(Pi−c)||H(Pi−2c)||Mi) → H(Pi), where 2c + 1 ≤ i ≤ N ,
– SA(K, H(Pj1)||H(Pj2 )|| · · · ||H(Pjμ )) → Psig1 ,

where || denotes concatenation, → denotes computation, SA represents the sign-
ing algorithm, and K represents the private key. The security of these amorti-
zation schemes is proven by Gennaro and Rohatgi in [6].

The following steps describes the authentication procedure according to MC
model. Since the same operations are performed on every block we only describe
it for the first block:

1. Choose value of ν
2. Determine the number of chains c
3. Choose values of μ and k
4. Append necessary hash values to Pi, compute H(Pi) and send Pi, 1 ≤ i ≤ N
5. Choose E(μ)
6. Append μ hashes to Psig, sign and send Psig .

3 The Efficiency of MC Model

In this section we introduce factors, such as communication overhead and number
of chains, that affect the performance of the authentication scheme, equations
to measure these factors and the loss probability of E(μ).

3.1 Communication Overhead

The communication overhead means the total size of the information added to
a packet to authenticate it, such as hashes and digital signature. The number of
packets ν, number of hashes μ and number of chains c influence the performance
of the authentication scheme.

Since in MC model the packets of E(μ) are chosen as non-contiguous to
each other from the last c packets preceding the signature one, the value of μ is
computed as

μ ≤
⌈ c

2

⌉
, (1)

Since each packet Pi in MC model contains hashes of previous packets, P1
contains no additional hashes. While each of the rest packets of the first slice
{P2, P3, · · · , Pc} contains only a single hash, that is, in total there are c−1 hashes.
Each packet of the second slice {Pc+1, Pc+2, · · · , P2c} contains 2 hashes of the
previous packets, so that in total there are 2c hashes. Each packet of the ith slice
contains i hashes of previous packets where i ≤ ν except for P1. In total we have
c − 1 + 2c + 3c + · · · + νc hashes in the first ν slices; that is, (ν2+ν

2 )c − 1. Each
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packet of the remaining packets {Pνc+1, Pνc+2, · · · , PN} contains ν +1 hashes of
previous packets. In total we have (ν +1)(N −νc) hashes. Accordingly, the total
number of hashes β appended to the packets of stream S is computed as

β = (
ν2 + ν

2
)c + (ν + 1)(N − νc) − 1. (2)

The total size of all hashes H in the stream depends on the hash value the
algorithm uses. In general H is computed as

H = hβ. (3)

Since there are kc packets in each block, the number of signatures γ in the stream
is expressed as

γ =
⌈

N

kc

⌉
. (4)

Dividing the overhead by the total number of packets in the stream gives the
overhead per packet.

Lemma 1. The communication overhead δ in bytes per packet is

δ =
H + γ(s + μh)

N
. (5)

Proof. Packets of a stream contain hashes and signatures in addition to data.
The total of all hashes in the stream is given as H , while every signature packet
contains a signature and μ hashes of other packets. Therefore, we have s + μh
overhead per signature packet. Since we have γ signatures in the stream, the
overhead of all signature packets is γ(s + μh). In total we have, H + γ(s + μh),
dividing this total by N gives the overhead per packet δ. ��

The stream size N is assumed to be known in advance for the above equations.
In case N is unknown or infinite, the following equation is obtained:

lim
N→∞

δ = lim
N→∞

H + γ(s + μh)
N

= (ν + 1)h +
s + μh

kc
. (6)

Loss resistance � is the maximum number of lost packets the scheme can
sustain and still able to authenticate received packets. To resist burst loss of
packets, the distance from Pi to the last packet that contains H(Pi) must be
longer than the expected burst packet loss length. Accordingly, in our scheme
resistance � against burst loss is achieved by

� = νc − 1 . (7)

Longer resistance against burst packet loss is achieved by increasing the num-
ber of chains c in our model. The number of chains plays an important role in
the efficiency of our model, so as to determine the appropriate number c, we
introduce a measure regarding burst packet loss length b and the loss resistance
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�. The model must resist the expected burst loss b, otherwise, the authentica-
tion of the received packets preceding the start of the loss can not take place.
Accordingly, νc − 1 ≥ b, that is,

c ≥
⌈

b + 1
ν

⌉
. (8)

Fig. 2 shows how δ for different streams decreases in terms of k when c = 16,
μ = 3, ν = 2, s = 128 bytes, and h = 16 bytes. Increasing number of slices k
decreases δ. For streams of sizes N = 320, 1000, 2000 and 5000, the overhead
per packet δ decreases 6.7%, 5.9%, 6.0% and 6.0%, respectively, when increasing
k from 3 to 20. Our model construction depends mainly on the number of the
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Fig. 2. Overhead per packet in terms of number of slices k for different streams when
c = 16, ν = 2 and μ = 3

chains c. The increase of c affects δ positively. This effect is shown in Fig. 3 for
different chains c and streams, where the number of slices k = 3. The overhead
per packet δ decreases 27.5%, 16.6%, 14.1% and 12.5% for the streams 320, 1000,
2000 and 5000, respectively, when increasing c from 8 to 64. The effect of μ on
the overhead is depicted in Fig.4, when c = 16, k = 3 and h = 16 bytes. The
increase of δ is linear with respect to μ. The overhead increment ratio of small
streams N is more than that of large ones regarding μ, that is, when N increases
the increment ratio of δ becomes less regarding μ. When increasing μ from 2 to
16, the ratio is equal to 3.43%, 2.84%, 2.55% and 2.45% for the streams of sizes
320, 1000, 2000 and 5000 respectively.

3.2 Characterizing Loss Probability with Gilbert Model

In this section we derive the loss probability of E(μ) in case the packets are
contiguous to each other and non-contiguous using Gilbert model. Since in MC
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Fig. 3. Overhead per packet in terms of number of chains c for different streams where
k = 3, ν = 2 and μ = 3

model the packets of E(μ) are chosen as non-contiguous to each other, the dis-
tance between each two packets of E(μ) as well as the loss probability of these
packets depend on c.

Fig. 5 shows the Gilbert model that is used for characterizing burst packet
loss. In the figure, r represents the probability that the next packet is lost,
provided the previous one has arrived. q is the probability to transit from loss
state to received state, and it is opposite to r. The transition matrix P of the
Gilbert model is expressed as

P =
[
p00 p01
p10 p11

]
=

[
1 − r r

q 1 − q

]
, (9)

where pij is the transition probability from state i to state j.

Lemma 2. Let G be the set of the first signature packet Psig1 and the last c
packets preceding it, then G = {P(k−1)c+1, . . . , Pkc, Psig1}. Let Pj1 and Pjμ be
chosen as P(k−1)c+1 and Pkc, respectively. Let ρ1 be the loss probability of non-
contiguous packets chosen from G whose hashes are appended to the signature
one, and ρ2 be the loss probability of contiguous ones. According to the Gilbert
model ρ1 and ρ2 are given by

ρ1 = (1 − r)c−2μ+1 · rμ · qμ, c > 2μ − 1, (10)

and
ρ2 = (1 − r)c−μ · r · (1 − q)μ−1 · q, c > μ. (11)

Proof. In case of non-contiguity in our model, the first packet is P(k−1)c+1, the
last one is Pkc, and the others are any non-contiguous packets in between the
first and the last. When the packets that have hashes appended to Psig1 are lost
and the rest packets of G are received, we have μ transitions from non-loss state
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Fig. 5. The Gilbert model for burst packet loss

to loss state and μ inverse transitions. The other transitions are from non-loss
state to non-loss state, and the total number is c − 2μ + 1. Accordingly,

ρ1 = (1 − r)c−2μ+1 · rμ · qμ

In case of contiguity, packets that have their μ hashes appended to Psig1 are
Pkc−μ, . . . , Pkc−1 and Pkc. When all of these packets are lost and the other
packets of G are received, the loss probability ρ2 can be derived similarly. ��
Lemma 3. In the Gilbert model, let r be the probability that the next packet is
lost, provided that the previous one has arrived, and q be the opposite probability.
Then, the relation between loss probabilities ρ1 and ρ2 given in Lemma 2 is

ρ1 ≤ ρ2 when r + q ≤ 1,

and
ρ1 > ρ2 when r + q > 1.

Proof. Dividing ρ2 by ρ1, we get

ρ2

ρ1
= (

1 − r

r
× 1 − q

q
)μ−1.

When 1−r
r × 1−q

q > 1, we get r + q < 1 and ρ1 < ρ2. On the other hand, when
1−r

r × 1−q
q < 1, we get r + q > 1 and ρ1 > ρ2. ��
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The loss probability of the packets that have their hashes appended to the
signature one in case of contiguity ρ2 is equal to or greater than that of non-
contiguity ρ1 when r + q ≤ 1 and smaller when r + q > 1.

4 Buffer Capacity and Delay

The scope of any packet Pi is the maximum length from that packet to the other
packet that contains its hash Pj , where j > i. In our model the hash of Pi is
appended to Pi+νc at most, and so the scope is νc + 1. The details of the buffer
capacity and delay can be found in [16], [17].

4.1 Sender’s Buffer and Delay

The sender experiences a delay of a single packet, since the last packet of a block
is signed and it depends on previously computed hashes. The requested buffer
size denoted as α, is equal to the scope of Pi, so according to available buffer
resources the sender can always choose the number of chains c so as to achieve
sufficient resistance to the expected burst packet loss denoted as b. The buffer
capacity is then large enough to store the scope of Pi. Accordingly the following
relation holds b ≤ � ≤ α.

4.2 Receiver’s Buffer and Delay

The necessary buffer size for the receiver denoted as α1 to authenticate the
received packets depends on the following factors: the start of the burst loss,
its length and the loss of the signature packet. When θ denote the number of
consecutive signatures loss and n denotes the number of bursts, the following
measures the necessary buffer and delay in number of packets the receiver waits:

α1 = (θ + 1)kc −
n∑

i=1

bi (12)

5 Performance Evaluation

In this section we compare our solution with previously proposed schemes, EMSS
[2] and AC [3]. The comparison is in terms of hash chain construction and loss
resistance.

In terms of hash chain construction, The EMSS does not specify what and
how many hashes to be appended to each packet, or to the signature packet.
EMSS only determines the best case of the chain construction to achieve high
robustness against packet loss by simulation.

AC also does not give a clear method to determine the number of packets
to be inserted between every two packets of the original chain. Also, it does not
explain clearly the signature packet, which packets to append their hashes to
the signature and the number of hashes to be appended to the signature.
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Our solution specifies clearly the hashes to be appended to each packet and
to the signature one, in addition to introducing a mathematical model and the
loss probability.

Loss resistance achieved by EMSS depends on the way that the hash of a
packet is appended to other packets. In the case of the scheme “5 − 11 − 17 −
24 − 36 − 39”, that is, the hash of Pi is appended to Pi+5, Pi+11, Pi+17, Pi+24,
Pi+36, and Pi+39, an EMSS achieves loss resistance equal to i + 39 − i − 1 = 38
packets. For EMSS to increase loss resistance the hash of Pi should be appended
to more packets, which in turn increases the overhead.

The AC achieves loss resistance equal to p(a − 1), where a represents the
strength of the chain, and p represents the sender buffer size in the AC scheme.
When Ca,p = C3,6, loss resistance is equal to 12 packets. The way AC can
increase the resistance against packet loss is by increasing p or a, which means
to append more hashes to other packets that in turn increases the overhead.

Our solution on the other hand, achieves the loss resistance equal to � = νc−1
as given by equation (7). Note that � does not depend on the number of hashes
appended to each packet and requires no extra computation resources, rather
it depends on the number of chains c. Longer loss resistance is achieved by
increasing c, and this will also reduce the overhead, which is the major advantage
of our scheme over those previously proposed.

6 Conclusion

We introduced a generalization of our MC model for signature amortization to
authenticate multicast streams. We analyzed the generalization and introduced
a measure to determine the maximum number of hashes to be appended to
the signature packet. The loss probability of the packets with hashes appended
to the signature packet in case they are non-contiguous and contiguous are also
discussed. The effect of the number of hashes that are appended to the signature
packet on the overhead for different streams is also provided.

Our scheme achieves greater loss resistance against packet loss and lower
overhead by increasing the number of chains of our model. The buffer capacity
needed by the sender when constructing our model so as to achieve the desired
resistance against packet loss is studied. The receivers buffer capacity and delay
increases as the loss of signature packets increases.

As future works, derivation of the authentication probability for our model
and discuss the optimal values of the number of chains, number of slices, μ and
ν of our model. We will also conduct an empirical study to see the performance
of our method and compare it to the performance of the existing methods.
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Abstract. The problem of controlling access to multimedia multicasts requires 
the distribution and maintenance of keying information. This paper proposes a 
new key embedded video codec for the media-dependent approach that involves 
the use of a data-dependent channel, and can be achieved for multimedia by using 
data embedding techniques. Using data embedding to convey keying information 
can provide an additional security and reduce the demand of bandwidth. In this 
paper, we develop a new statistical data embedding algorithm on 
compression-domain, then, by combining FEC (Forward Error Correction) 
algorithm and our proposed key information frame format. After a series of 
simulation experiments, we find that the new codec can satisfy the special 
demand of media-dependent approach. At the same time, the codec provides 
good performance. 

1   Introduction 

Access control in video multicast is usually achieved by encrypting the content using 
an encryption key, known as the session key (SK) that is shared by all legitimate group 
members [1] [2]. Since the group membership will most likely be dynamic with users 
joining and leaving the services, it is necessary to change the SK in order to prevent the 
leaving user from accessing future communication and prevent the joining user from 
accessing prior communication. In order to update the SK, a party responsible for 
distributing the keys, called the group center (GC), must securely communicate the new 
key material to the valid users. This task is achieved by transmitting rekeying messages 
that use key encrypting keys (KEKs) to encrypt and distribute new keys. In addition, 
any solution to access control should address issues of resource scalability for scenarios 
of large privileged groups. 

                                                           
*  This work is supported by the National Natural Science Foundation of China (No. 60372019, 

60429202, and 60473086), the Projects of Development Plan of the State Key Fundamental 
Research (No. 2003CB314804). 
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The problem of access control for multicasts has been recent attention in the 
literature, and several efficient schemes have been proposed with desirable 
communication properties. These schemes can be classified into two distinct classes of 
mechanisms: media-independent mechanism and media-dependent mechanism [1]. In 
media-independent mechanism, the rekeying messages are conveyed by a means totally 
disjoint from the multimedia content; while in media-dependent mechanism, the 
rekeying messages are embedded in the multimedia content and distributed to those 
who receive the data.  

When media-dependent mechanism uses data embedding techniques to delivery 
rekeying messages, the issues of reliability of them and transparency for adaptation 
mechanisms become more pronounced than in the media-independent case. New video 
codec should face these challenges: 1) transparency for adaptation mechanism; 

2) reliability for rekeying message delivery; 3)real-time key embedding;4) Multicast 
architecture and packetization independence;5) Video Quality; since the rekeying 
messages are embedded into the video content by modifying the original signal, there 
will be great impact for video quality. How to make the video quality after key 
embedding acceptable for users and meanwhile maintain preferable security is another 
challenge. 

In this paper we propose a new key embedded video codec which can solve the 
challenges mentioned in above. The rest of the paper is organized as follows Section 2 
presents our key embedded video codec, including the error resilient embedded video 
coding and detecting scheme. Section 3 evaluates our codec by a series of simulation 
experiments. Section 4 contains some concluding remarks. Appendix A proves the 
validity of our key embedding scheme. Appendix B presents the relationship between 
luminance in spatial domain and the coefficients in the DCT domain, and infers the 
luminance alteration method in DCT domain. 

2   Error Resilient Embedded Video Coding Scheme 

2.1   Overview 

The whole the real-time key embedding and detecting process is divided into two parts: 
key embedded video coding part and key detecting & decoding part. In the key 
embedded video coding part, key embedding algorithm is added into the process of 
source coding of MPEG2 video. In this algorithm, key message will be modulated into 
the DCT coefficients. In order to improve the error resilience of the embedded key 
messages, we make use of FEC approach to conduct error control. Then, all messages 
will be encrypted by old key and sent out to another host via the network. In key 
detecting & decoding part, firstly we use the shared key to decrypt the incoming data 
packet, and decoding them. While decoding it, we detect the embedded key messages, 
which will be the shared key at the next communication interval and be used to decrypt 
the incoming packets.  

2.2   Key Embeding and Key Detecting Algorithm 

In this section, we use the ALV (Average Luminance Value) modulation in the DCT 
domain to implement this algorithm. When the MPEG2 bitstream arrives to the 
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transcoder, the transcoding algorithm can be abstracted to perform in a way that first 
decodes the MPEG2 bitstream, then down-samples the YUV sequence and re-encodes 
the bitstream into MPEG4 or H.264 bitstream. It is the re-encoding process, 
specifically, the re-quantization process that makes the video signal different from the 
original content. As for the ALV of a field, since it is averaged by the number of DCT 
blocks, when such number is large enough and these blocks are independent, based on 
the “Law of Large Numbers”, the displacement of the ALV of a field will be small. The 
detailed demonstration is shown in Appendix A. Fig.1 illustrates one kind of method to 
divide the 640 480×  format picture into 10 fields which is composed of 
640 480/8/8/10 480× =  8 by 8 blocks. The distance between any of the two blocks in 
the same field must be as far as possible to satisfy the independence requirement. Such 
a blocks partition philosophy is the same as cell allocation philosophy in cellular 
mobile communication system [3] and it is benefit for satisfying this independence 
requirement. By changing the ALV of the fields, we can embed 1 bit in each field. 
Since 480 are large enough to resist the “noise”, the receiver can successfully detect the 
embedded bit with great probability. 

 

Fig. 1. One type of Block set partition mode in 640x480 format sequence 

Although the adjustment can take place in both pixel domain and DCT domain, the 
DCT domain seems better because it is nearer to the output bitstream than the pixel 
domain and thus makes the embedding more precisely. In Appendix A, we have 
analysis the relationship between the ALV of a 8x8 DCT block (no matter residual 
block or intra block) and it’s DC component after quantization then we have come to 
the conclusion: To increase the average value of a block by Δ  in MPEG2 encoder, set  

                                         (8 ) /
2

q
D D

Q
C C Q= Δ + +  (1) 

Here the meanings of parameters in equation (1) are illustrated in Fig.2 which is the 
outline of DCT domain key embedding diagram using MPEG2 encoder. By using this 
DCT domain key embedding diagram, we can embed a key bit into each field of the 
picture.  

The above processes have determined that the ALV of a field can be a carrier wave 
to bear the key data. Fig.3 illustrates the modulation scheme and detecting scheme we 
have proposed. 
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Fig. 2. MPEG2 encode diagram to change the average luminance value in the bitstream to embed 
data. MCP stands for motion-compensated prediction. 

 

Fig. 3. Receiver’s theoretical ALV distribution by using quantization index modulation 

The horizontal coordinate is ALV (Average Luminance Value) of a field, Y is a real 
number arbitrarily selected between [0, 255] as an anchor value to prevent ALV value 
from being out of range and must be known by both the encoder and the receiver. C is 
the modulation cycle. Once Y is determined, the value of C depends on the distribution 
of ALV deviation after transcoding which is in inverse ration to the block set size N and 
in direct proportion ratio to transcoder’s quantizers. In our experiments, C ranges from 
4 to 16. Adding integer numbers of C to the datum mark Y will produce a series of 
modulation reference points Y+nC (n=0, 1…). Note that when n  is an odd number, the 
reference point is for embedded bit ‘0’, otherwise it is for embedded bit ‘1’. The 
reference points are the only values that the block sets’ ALV can be after the 
embedding modulation. As shown in Fig.4, to embed a bit ‘1’ in a region of a picture, 
we first compute the ALV value of this block set, assuming it is X, then we find ‘0’ is 
the nearest reference point. So we change the ALV of this region to be Y+2C which 
stands for bit ‘1’. This ALV value might be slightly changed during the transmission. 
On the receiver side, decoder can compute the region’s ALV value X’, by judging the 
type of its nearest reference point, decoder can draw out the embedded bit easily. Here, 
the displacement of X’ to Y+2C is due to the network handling and the transcoder. The 
probability of successfully detecting one bit key depends on modulation cycle C and 
the quantizers used in the transcoder.  

2.3   Error Resilient Key Embedding Algorithm 

The reliability of key data transmission can be improved by Forward Error Correction 
(FEC), thus lowering the key data missing probability in packet lossy environment. In 
this paper, we use Reed-Solomon (RS) codes [4]. For symbols composed of m bits, the 
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encoder for an (n, k) RS code group the incoming data stream into blocks of k 
information symbols (km bits) and appends n-k parity symbols to each block. And n is 
the block length. For RS codes operating on m-bits symbols, the maximum block 

length is : max 2 1
mn −= .For an (n, k) RS code, any error pattern resulting in less than 

1 2

n k
t

−=  symbol errors can be corrected. For symbol erasures (symbol loss or 

known symbol errors), (n, k) RS code can correct 2t n k= −  erasures. Generally, if  

1 22t t n k+ ≤ −  

the RS code can recover all the original symbols. In this paper, we choose m = 8, 
therefore a symbol corresponds to one byte.  

2.4   Key Data Frame Format 

To make the system more robust, a key data frame format can be designed for 
synchronization of key data detecting. The key data stream will be sent in the form of 
frames, and the key technique used in this procedure is called “bit stuffing”. This 
technique makes the frame be able to contain any amount of bits. In this schema, each 
frame uses a binary sequence that consists of two ‘0’ and eight ‘1’, i.e., ‘01111110’ to 
denote the place of its beginning and end, and the key data is placed between the two 
flags. Since the key data stream may also contain the same sequence, the sender should 
count the number of “1” in series in the data stream. When the number reaches 5, a bit 
of “0” will be inserted, by what means the sequence “01111110” existed in the data 
stream becomes “011111010”. The receiver still counts the number of “1” in series. If a 
sequence of “01111110” is detected, the starting or end flag is met and the receiver 
determines to start or end storing a frame of data to its memory. Otherwise when 
“0111110” is detected, the receiver removes the last “0” automatically and saves the 
“011111” before it. In this scheme the border between two frames can be uniquely 
detected, since the flag sequence never exists in the data stream. 

3   Simulation Experiments 

As for source signals, we use two MPEG2 test sequences dinosaur and Live-captured 
video which are both encoded at 640x480 size and 20fps using 500frames. Dinosaur 
contains fast motion and scene change; while Live-captured video is derived from 
captured video, which contains slow motion and fixed scene. And our simulation 
platform is illustrated in Fig.4. 

The source-coding distortion introduced by our key embedding algorithm is illustrated 
on Fig.5. Fig.5 (a) illustrates the PSNR of the dinosaur sequence at the receiver. We can 
find that when modulation cycle smaller than 4 can provide good performance and the 
distortion derived from key embedding can be neglected. Fig.5 (b) illustrates the 
probability of successfully detecting all the 10 bits in a frame changing with the 
modulation cycle C. Here we can see that when the successfully detecting probability is 
set to 0.98, the modulation cycle can be minimized with the maximum profit. 
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Fig. 4. Block diagram of key data embedding, transmission and key detecting 

 

(a)                                                                    (b) 

Fig. 5. PSNR of frames and the probability of successfully detecting 10 bits in a frame changing 
with the modulation cycle C at the receiver 

Assuming that the probability of successively detect a bit from a region isα , and 
the packet loss rate is β , then the probability that there is no key bit error in a frame is 

framesafep = 10α  

The value of framesafep  is determined by the luminance modulated scheme. 

Practically, trading off between safety and video quality, we usually set framesafep = 

0.98. The probability that the parity bits can check out the key bit error in a frame is 

checkedp =
0,1,3,5 0,1,3,5

[ (  bits error in region 1,2,3,4,9)
i j

P i
= =

× (  bits error in region 5,6,7,8,10)]P j - framesafep  

       ≈ 1 9
(1 )10C α α− +

12 8 2
(1 )10 2

C α α− +
13 7 3

(1 )10 4
C α α− +

14 6 4
(1 )10 2

C α α−  

(ignore the advent of > 5 key bit errors in one frame), thus comes the probability of 

“erasure” for a frame erasure checkedP pβ= +  and the probability of “error” for a frame 

is  

(1 )error checked framesafeP p p= − −  

Fig.6 illustrates the probability of safely received 128 bits key data vs the loss packet 

rate of the network. It can be seen that the key data error rate of a GOP ( unsafeP ) 

increases with increasing packet loss rate ( lostR ) for different value framesafep .  
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This RS code can only be used when the network transmission is extremely reliable 

and the value of framesafeP  approach to ideal ( 1framesafeP → ). Increasing the number of 

redundant packet by 3, we get the results indicated in Fig.6(b). In this situation, the 

target value framesafep  is quite satisfied when packet loss rate is lower than 16% and 

framesafeP = 0.98. As for the case when the value of framesafeP  is especially high, we can 

again increase the number of redundant embedded frames, with results shown in 
Fig.6(c), to serve the high reliability of key drawing. The only flaw of such increasing is 
that the feasible rekey cycle becomes longer. 

 

(a)                                            (b)                                    (c) 

Fig. 6. The error rate of a GOP by using different packet loss rate and redundant packets 

Table 1. Complexity of the proposed key embedding algorithm 

Sequence Dinosaur Live-captured 

Coding time without embedding 1.21f/s 1.28f/s 

Coding time with embedding 1.12f/s 1.18f/s 

Increased processing time 8.03% 8.47% 

As for the embedding speed of the algorithm, table 1 presents comparison of coding 
times with/without key embedding. Note that the two sequences are all 500 frames with 
640x480 pixel format and the CPU used is P4 2.0G. 

4   Conclusion 

In this paper, we propose a new key embedded video coding scheme, which is of error 
resilience and transparence for adaptation mechanism, and can be combined with 
existing key distribution mechanism to provide access control for video multicast 
applications. After a series of simulation experiments, we can see from the figures that 
when using more redundant embedded frames, the probability of successfully detecting 
the key data can be quite satisfied in a worse network environment.  
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Appendix A: 

 
VLD: Variable Length Decoding 
VLC: Variable Length Coding    SD : spatial solution downscaling 
MV:  Motion Vectors     MC : Motion Compensation 
Q: quantize      IQ: De-quantize 
IDCT: Inverse DCT     F : Reconstructed Frame 

Fig. 7. Simply Cascaded Pixel-Domain Transcoder (MPEG2 to MPEG4) 

The module SD (spatial resolution downscaling) in the transcoder diagram is optional, 
it converts the M N×  spatial resolution into a stream with smaller resolution, such as 

/ 2 / 2M N×  or / 4 / 4M N× . Usually, the downscaling can assure the average 
luminance value in a 16 16×  luminance block remain unchanged after downscale 
to8 8×  luminance block no mater the downscale is operating in the spatial domain or in 
the DCT domain. Details can be found in [5, 6]. 

The input sequence to the MPEG4 encoder is a YUV sequence decoded by the 

MPEG2 decoder. Let DC  be the DC coefficient of an 8 8×  block after discrete cosine 

transform in MPEG4 encoder, q
DC  be the coefficient after being quantized by DQ , and 

*
DC  be the reconstructed DC coefficient of DC , we have: 
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q
DC = ( ) /

2
D

D D

Q
C Q+ , *

D D D
qC C Q= ×  

Let QD = *
D DC C−  = ( ) /

2
D

D D D D

Q
C Q Q C+ × − . Obviously, QD  is uniform 

distributed between 
2

DQ− and
2

DQ , and the expected value of 
QD  is  

( ) 0QE D = ,             (2) 

and the variance of QD  is  

21
( )

12Q DVar D Q=                                                    (3) 

Suppose that there are N times of such different blocks in a same frame, with QD  

marked as i
QD  ( 1,2...i N= ). Let 1

N
i

Q
i

D
D

N
== , then we also have: 

                   
1

1

1
( ) ( ) ( ) 0

N
i
Q N

ii
Q

i

D
E D E E D

N N
=

=

= = =
               (4) 

and   2 2 21
2

1

1
( ) ( ( ) ) ( ) ( )

N
i
Q N

ii
Q

i

D
V a r D E D E D E E D

N N
=

=

= − = =          (5) 

if blocks are independent, then i
QD  are independent, we have: 

     2
2 2

2 2
1 1

( )1 1
( ) ( ) ( )

1 2

N N
Qi i D

Q Q
i i

V a r D Q
V a r D E D E D

N N N N= =

= = = =         (6) 

Equation (6) tells us that for a “region” composed of a certain large number of 
independent luminance blocks, the average luminance value of the pixels compound 
this region will be only little changed during the transcoding manipulation. The extent 
of this value alteration is in inverse proportion to the number of the blocks.  

 

(a)          (b)       (c) 

Fig. 8. ALV of the field during the transcoding manipulation with different number of blocks  
(a) shows the theoretical distribution of ALV displacement of a field composed of N 
macroblocks after transcoding with 16DQ = . (b) and (c) illustrate the experimental distribution 
of ALV displacement after H.264 and MPEG4 transcoding respectively.  
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Appendix B: DCT Domain Luminance Alteration 

A two-dimensional DCT is performed on small blocks (8 pixels by 8 lines) of each 
component of the picture to produce blocks of DCT coefficients. The coefficient 
corresponding to zero horizontal and vertical frequency is called the DC coefficient: 

1 12 (2 1) (2 1)
( , ) ( ) ( ) ( , ) cos cos

2 20 0

N N x u y v
F u v C u C v f x y

N N Nx y

π π− − + +=
= =

     (7) 

Where:      
1

      , 0
( ), ( ) 2

1     

for u v
C u C v

otherwise

=
=                        (8) 

Substitute N by 8, for the value of DC coefficient of block is   
7 7

0 0

1
(0, 0)     ( , )

8 x y

F f x y
= =

=                                    (9) 

From equation (9) we can come to the following conclusion:  

Theorem 1:  for 8 by 8 blocks, if each of the luminance pixel value is increased 
by YΔ , the DC coefficient will also increase by 8 YΔ . In other words, the increasing 
of DC coefficient by 8 YΔ will lead to the average luminance value of an 8 by 8 block 
increasing by YΔ . 

To change the average value of the block according to the volume of embedded 

data, operation can be performed on q
DC  which will be VLC coded in the MPEG2 

bitstream. Here q
DC  is a DC coefficient value after alteration and quantization. 

Attention must be paid that the AC coefficients are not changed. As for the value of the 

reconstructed DC coefficient *
DC , we can express it by: 

* q
D DC Q C= ×            (10) 

According to theorem 1, the increase of the average luminance value of a block is: 
*( ) / 8 ( ) / 8D D D D

qC C Q C CΔ = − = × −         (11) 

If we want to increase the average value of a block by Δ , we can set  

(8 ) /
2D D

q Q
C C Q= Δ + +        (12) 

Although the average luminance pixel of a block could be changed easily after 
quantization, two troubles are still remained. First is that equation (12) does not 

promise to find out a D
qC  precisely change the average value we need 

unless (8 ) /DC QΔ +  is an integer. Second is the limitation of the pixel value which 

prevents the exact change of the value even if (8 ) /DC QΔ +  is an integer. For example, 
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increasing a block’s average luminance value by 1 will be ignored if the luminance 
values of the block are totally 255. 

Fortunately, the rigorous demand is not for a block, but for a region. Because of the 
large number of blocks, if we come up against unsatisfied block value change, we can 
compensate from other blocks. In this section, we forward a simple scheme to control 
the value change of the blocks in a region as shown in Fig.9.  

 

Fig. 9. Scheme to change the average luminance value of the blocks to embed data in the region. 
Δ is the average value increased in the region. Q is the quantizer of the DC coefficient. S is the 
residual ALV for all blocks that have been processed.  
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Abstract. Networked multimedia applications have matured in recent years to 
be deployed in a larger scale in the Internet. Confidentiality is one of the pri-
mary concerns of these services for their commercial usages, e.g. in video on 
demand services or in video conferences. In particular, video encryption algo-
rithms are strongly required that fulfill real-time requirements. In this paper we 
present the video encryption algorithm Puzzle to encrypting video streams in 
software. It is fast enough to fulfill real-time constraints and to provide a suffi-
cient security. Puzzle is a video compression independent algorithm which can 
be easily incorporated into existing multimedia systems.  

1   Introduction 

Due to significant advances in video compression and networking technologies, net-
worked multimedia applications, e.g. video on demand or video conferences, are 
becoming increasingly popular. Confidentiality is one of the primary concerns for 
their commercial use. This issue is usually addressed by encryption. Only authorized 
parties who possess the decryption keys are able to access to the clear multimedia 
contents. While for text and audio encryption applicable algorithms are available, 
there is still a lack of appropriate video encryption algorithms. In particular, video 
encryption algorithms are strongly required that fulfill real-time requirements. The 
most straightforward approach is to encrypt the entire compressed video stream with 
conventional cryptographic algorithms such as AES [1]. This is called a naive algo-
rithm approach [2]. This approach is simple to implement and easy to integrate into 
existing multimedia systems, since it is independent of certain video compression 
algorithms.  

Nowadays, advanced computers are fast enough to encrypt a single channel 
MPEG2 video stream with a bit rate between 4 and 9 Mbps in real-time using the 
naive algorithm approach [3]. However, this evolution of the computer power does 
not completely eliminate the need to develop faster encryption algorithms for video 
data. Many multimedia applications such as video on demand and multiparty P2P 
video conferences always require specific algorithms for the video encryption because 
they usually support multi-channel video communication. The simultaneous encryp-
tion or decryption, respectively, of all streams causes a huge processing burden at the 
end systems. Appropriate encryption algorithms allow to alleviate these burdens and 
to enroll more users to the service.  
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Since mid 90’s many research efforts have been devoted to designing specific 
video encryption algorithms. Several algorithms were proposed. These algorithms, 
however, are characterized by a considerable unbalance between security and effi-
ciency. Some of them are efficient to fulfill the real-time requirements but with a 
limited security level, whilst others are vice versa strong enough to meet the security 
demands but with a limited encryption efficiency. Moreover, most of these algorithms 
are related to a certain video compression algorithm and implemented together in 
software. This makes them less practicable, because today video compression algo-
rithms are standardized and mostly implemented in hardware.  

In this paper we propose the video encryption algorithm Puzzle which is not only 
efficient but also sufficiently secure. Puzzle can be easily integrated into existing vi-
deo systems regardless of their implementation (i.e. software or hardware). The paper 
is organized as follows. After addressing related work in Section 2 we describe the 
principle of the Puzzle algorithm in Section 3. Next in Section 4, we evaluate its per-
formance and compare it with the standard cipher AES. In Section 5 we give a secu-
rity analysis of Puzzle. Some final remarks conclude the paper.  

2   Related Work 

Existing video encryption methods have been comprehensively surveyed in [4], [5], 
where they are called selective encryption algorithms. This underlines the essence of 
these methods. They only partially encrypt relevant video information to reduce the 
computational complexity by exploiting compression and perceptual characteristics. 
The relationship between selective encryption algorithms and video compression 
algorithms is a key factor to decide whether an encryption algorithm can easily be 
integrated into a multimedia system. In this paper we therefore further classify the 
selective encryption algorithms into two categories according to their association with 
video compression algorithms: joint compression and encryption algorithms and 
compression- independent encryption algorithms.  
    The main idea of the joint compression and encryption algorithms is that encryp-
tion is applied to a certain step of the compression algorithm so that the output is 
significantly different from a video stream using a standard compression algorithm. 
The receivers cannot re-establish the original video without having the encryption 
key. Figure 1 illustrates the paradigm. 

 

Fig. 1.  Principle of joint compression and encryption algorithms 
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The approaches [6], [7], [8], [9] are well known examples of such kind of algori-
thms. The weakness of the joint compression and encryption techniques is that they 
cannot be integrated into multimedia systems whose video codecs are implemented in 
hardware. Certainly, these approaches can be combined with multimedia systems im-
plemented in software, but they completely destroy the modular design of the original 
codec. Appropriate modifications of the standard video codecs must be made to ac-
commodate these schemes. Therefore, joint compression and encryption algorithms 
preclude the use of standard video codecs in multimedia systems.     

The basic idea of compression-independent encryption algorithms (see Fig.2) is 
that compression and encryption are carried out separately. Only parts of the com-
pressed video streams are encrypted with conventional algorithms taking the particu-
lar characteristics of the compressed video streams into account.     

 

Fig. 2. Principle of compression- independent encryption algorithms 

So Spanos and Maples [10] and Li [11] exploit the fact that B- and P-frames are 
predicted from I-frames in interframe compression algorithms. Both proposed encryp-
tion approaches in which only the I-frames are encrypted. In theory it should prevent 
an eavesdropper without encryption key from the reconstruction of the original video. 
However, Agi and Gong [2] demonstrated that some scene contents are still discerni-
ble by directly playing back the selectively encrypted video stream on a standard 
decoder, since the unencrypted I-macro blocks in the B- and P-frames can be fully 
decoded without any information from the I-frames. Moreover, this approach did not 
achieve a significant computational reduction with respect to the total encryption, 
because the I-frames make about 30~ 60 per cent of an MPEG video [2]. Qiao and 
Nahrstedt [12] introduced the video encryption algorithm VEA in which half of the 
bit stream is encrypted with a standard encryption algorithm. This half stream is ex-
clusive-ORed with the other half stream. The statistical analysis shows that MPEG 
video streams are almost uniformly distributed. VEA takes advantage of this special 
statistical behaviour of MPEG video streams to achieve the sufficient security level. 
However, the algorithm reduces the encryption load only by 47 per cent, since a half 
bit stream has to be encrypted with conventional algorithms.   

The inflexibility and confinement to deploying joint compression and encryption 
algorithms in current multimedia systems make them less practicable. Compression- 
independent encryption algorithms, in contrast, do not suffer from this weakness.   
They can be easily integrated into existing multimedia systems. Although several 
such kinds of algorithms are available, they do not achieve a noticeable encryption 
speed improvement compared to naive algorithms (only about a double speed-up). 
Moreover, some of them are not resistant to the simple perceptual attack (playing 
back an encrypted video stream on a standard video player).  
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In the sequel, we present an efficient and sufficiently secure video encryption algo-
rithm. The outstanding benefit of this scheme is the drastic reduction of encryption 
overhead for the high resolution video. The algorithm we present here has been im-
proved compared to the first sketch in [13] which appeared not strong enough to resist 
against sophisticated differential attacks [15]. The new version performs the encryp-
tion in reverse order to remove the suspected vulnerability. This reordering in part 
changed the encryption steps.  

3   Principle of the Puzzle Algorithm 

In this section we first give an overview on the basic idea of the Puzzle algorithm. 
After that the steps of the algorithm are described in detail.  

3.1   Principle  

The Puzzle algorithm is inspired by the children game puzzle which splits an entire 
picture into many small pieces and places them in disorder so that children cannot 
recognize the entire picture. When children play the game, they have to spend much 
time to put these pieces together to re-establish the original picture (see Figure 3).  

 
 
 

 
 
 
 
                                                 

Fig. 3.  Puzzle game 

Children usually reconstruct the original picture using or comparing known frag-
ments of the picture and referring them to the accompanied original picture. We can-
not therefore straightforwardly apply the game to encrypt a video frame. If we, how-
ever, modify the rules of the game in the following way, it will be nearly impossible 
for children to recover the original picture. The children should be only allowed to 
view the reverse side of the pieces, so that they have to re-establish the picture with-
out any hints to the original picture. It is manifested that n! trials are required to re-
establish the original, where n is the number of pieces. Basically, n needs not neces-
sarily to be large. Assume that a picture is divided into 64 pieces, then the number of 
possible permutations is 64! = 1.27x1089. It is unlikely that children reconstruct the 
original picture when having so many permutations. With this rule in mind we de-
signed our Puzzle algorithm.  

3.2   Encryption Steps 

Puzzle consists of two steps: (1) Puzzling the compressed video data of each frame 
and (2) Obscuring the puzzled video data. In step (1) the video data are partitioned 
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into many blocks which are randomly shuffled afterwards. Step (2) corresponds to the 
turning over the pieces to the reverse side.  

3.2.1   Puzzling  
A compressed video frame is puzzled by partitioning the frame into n blocks of same 
length b and disordering these blocks according to a random permutation list.  

3.2.1.1 Partitioning 
Given a L bytes long frame (excluding the frame header) of compressed video data V 
( v1v2...vL). The partitioning of the compressed video data V of length L into n blocks 
of the same length b is a typical factoring problem, i.e. bnL ×= . This problem is 
easy to solve if one of two variables (n,b) is assumed as constant. Unfortunately, we 
cannot solve this problem this way. If we fix the value of b, the value of n may be-
come very large in some frames or very small in other ones, since the length L varies 
for each frame. On the other hand, a too large value of n causes a larger computation 
overhead when exchanging the blocks. If the value of n is too small the scheme can be 
easily be broken. To solve the problem we put some constraints on the variables n,b. 
The length of a block b should be b=2m, where m is an integer. The value of n is only 
allowed to vary in the range from mb to 2mb, whereby mb is a predefined constant 
number. It indicates that the compressed video data V should be at least split into mb 
blocks.  

Using these constraints, the value of m can be uniquely determined by the follow-
ing formula:  

                                          mbLmb m 22/ <≤ .                                                     (1) 

    The length of a block is given through b=2m. The actual block number n can be 
calculated by the following formula: 

                                     
−

=
 odd  is   if             1

even      is    if                  

pnpn

pnpn
n                                      (2) 

Where pn is the quotient of L/b. Formula (2) makes the value of n always an even 
number. This operation is necessary to disorder the blocks in the next step. With for-
mula (1) and (2), the product of n and b might be unequal to the video frame length L 
when pn is odd or the remainder of L/b is unequal to zero. The difference between 
both is determined using the following formula: 

                                              bnLd ×−=                                                          (3) 

Formula (3) implies that the d bytes video data at the beginning of the video frame 
will be excluded from the disordering procedure. 

3.2.1.2   Disordering  
The basic idea for the disordering of the blocks is that the n blocks of compressed vi-
deo data V(vd+1v d+2…vL) are divided into two equal parts: an upper and the lower one. 
Each consists of n/2 blocks. Both parts are interchanged in accordance with a permu-
tation list P=p1p2…pn/2. This permutation list should be derived from a random se-
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quence to resist an attacker to guess the original position of the blocks. We exploit a 
stream cipher with an key K, such as SEAL [16] or AES-CTR[17], to generate l bytes 
of random sequence, called key stream S (s1s2…sl), for each video frame. Since the 
values of the key stream S vary for each video frame, the permutation lists of different 
frames are distinct. The algorithm to generate the permutation list is described in the 
Appendix. After deriving the permutation list we can generate the temporary cipher 
text T=t1t2…tL-d from the video data V=vd+1v d+2…vL by swapping the ith block of the 
upper part with the pi

th block of the lower part of V. Figure 4 shows an example of 
this disordering process. It is assumed that a frame V is split into 256 blocks B1B2… 
B256. The permutation list derived from the key stream S is P= {256, 213, 216 … 
130}. 

 

Fig. 4. A Puzzle scenario 

3.2.2   Obscuring  
The temporary cipher text T is obscured using a light-weight encryption. Its basic idea 
is to encrypt only a small portion of T (first l bytes) with a stream cipher. Every l 
bytes are grouped into a portion for the rest data of T. Each portion is encrypted by 
simply exclsive-ORing its preceding. The procedure is as follows. The first d bytes of 
the compressed video data V( v1v2...vd) that are not involved in the puzzling procedure 
are exclusive-ORed with d bytes of key stream A(a1 a2…ad) generated by a stream 
cipher with the encryption key K. The first l (l<L) bytes of T (t1t2...tl) are exclusive-
ORed with l bytes of the key stream S (s1s2…sl) generated in the puzzling step. The 
sense of the reuse of key stream S is to make the algorithm more efficient. After that 
the first l bytes of T are used as key stream and exclusive-ORed with the second l 
 
 
Input text       v1v2...vd     t1       t2  

 … tl    tl+1       tl+2    …   t2l     t2l+1       t2l+2    …  t3l       … …tL-d 

        
Key stream    a1a2…ad   s1      s2   …  sl   t1           t2        …   tl       tl+1        tl+2       …  t2l       … …tL-d-l 
         
Cipher text    c1 c2…cd  cd+1 cd+2…cd+l   cd+1+1 cd+l+2...cd+2l  cd+21+1 cd+2l+2… cd+3l   … … cL 
 
 Note: vi, si, ai and ti denote a data byte.  The input text contains the temporary cipher text T and the first d 

bytes of the compressed video data. 
 

Fig. 5.  Obscuring algorithm 
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bytes. Then the second l bytes of T are exclusive-ORed with the third l byte and so on 
until the end of the frame is reached. As output we receive the L bytes long cipher text 
C (c1c2.. .tL). Figure 5 shows the principle. Note that the frame header remains unen-
crypted, because it usually contains standard information. 

3.3    Encoding and Decoding Procedures  

The components of the Puzzle encoding procedure described above are summarized in 
Figure 6a). The original compressed video sequence can be recovered from the cipher 
text at the receiver’s side by executing the encoding operations in reverse order (see 
Figure 6b)).  

     

a) Encoding                                                            b) Decoding 

Fig. 6. Encoding and decoding procedures of Puzzle 

4   Measurements 

We run a series of experiments for different resolution videos to measure the speed of 
Puzzle in comparison with the standard cipher AES on a SUN ULTRA 10 platform. 
To make a trade-off between security and efficiency, the values of the variable l and 
mb in our algorithm are both set to 128. Further we used AES-CTR [17] as stream 
cipher. The measurement results are depicted in Figure 7.      
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Fig. 7. Comparison of the encryption speed  of  AES and Puzzle 
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Figure 7 shows that the encryption speed of AES basically does not change for dif-
ferent frame sizes, whereas that of Puzzle noticeably increases for larger frames. AES 
and Puzzle only have a nearly equivalent encryption speed at a frame size of 300 byte. 
With increasing frame sizes the encryption speed of Puzzle becomes considerably 
higher than that of AES. This indicates that Puzzle is better suited for high resolution 
video streams which usually have a large frame size.   

5    Security Analysis of the Puzzle Algorithm 

In this section we evaluate the security properties of the Puzzle algorithm. A good 
crypto system should withstand the following most important attack classes [14]: ci-
phertext-only attacks, known-plaintext attacks, and chosen-plaintext attacks. Further-
more, the measure to defend against differential attack should be taken into account. 

Ciphertext-only attacks: Based on the cipher text an adversary has two possibilities 
for trying to re-establish the original frame encrypted with Puzzle (see Figure 6b)). 
He/she can either attempt to break the puzzling and then the obscuring operation or to 
crack these steps in the reverse order. The first attack corresponds to the situation 
when the child first tries to put the disordered pieces to their correct position only 
looking at their backside and then turns the whole correctly reordered picture to the 
right side. In Puzzle each frame is split in at least 128 blocks in the puzzling opera-
tion, i.e. more than 64! = 1.27x1089 trials to reconstruct a single original frame. This is 
obviously computationally infeasible to be broken, especially as a 128 bit key length 
standard block cipher is believed to be computationally secure enough today. The 
number of possible permutation for such standard block cipher is, however, only 2128 
= 3.4x1038. 

The second attack resembles the situation when the child first turns the disordered 
pieces to the right side one by one and then re-establishes the picture using content 
information. In Puzzle the cipher text C is generated by connecting two puzzled plain-
texts fragments using the exclusive OR operation except the first l+d bytes of the 
obscuring operation. As shown in [12] the computation complexity to obtain a 10 
bytes MPEG compressed video sequence by separating two 5 bytes long exclusive-
ORed plaintext is equivalent to that of breaking a 64-bit key length block cipher 
which has 264 combinations. As mentioned in Section 4, we recommend to applying 
Puzzle on video sequences with a frame length larger than 300 bytes. Accordingly the 
attacker has at least to try all 30x264  269 combinations to obtain the plain texts of the 
disordered blocks for a single frame. 

Known- plaintext attacks: Given a compressed video frame and its corresponding 
cipher text, as show in Figures 5 and 6b), it is not difficult for an attacker to get the l 
bytes long key stream S and the d bytes long key stream A. However, the attacker is 
unable to decrypt the other video frames using this key stream, since we utilize AES-
CTR as the stream cipher to generate the distinct key streams S and A with encryption 
key K for each frame. It is further impossible to derive the encryption key K from a 
known key stream S, since AES-CTR is a confidentiality mode [17] which is secure 
against known-plaintext attacks. Therefore our algorithm can withstand these attacks.  

Chosen-plaintext attacks: Our scheme is resistant against chosen-plaintext attacks 
for the same reasons given for known- plaintext attacks.  
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Differential attacks:  The original goal of the differential cryptanalysis is to attempt 
to reconstruct the encryption key by studying the differences between the plaintext 
and the respective ciphertext pairs. The differential cryptanalysis can reduce the com-
plexity of attacking a cipher by half. Generally speaking, it is a specific kind of a 
chosen-plaintext attack. As discussed above, such attack is not effective to our 
scheme. On the other hand, attackers might apply the basic idea of differential crypt-
analysis to launch a specific ciphertext-only attack by analyzing the ciphertext of our 
scheme without the knowledge of the respective plaintext for the specific structure of 
our scheme. The order of encryption procedure in our scheme decides, whether our 
scheme is strong enough to withstand such a specific ciphertext-only attack. In [13] 
we first obscured the original frame and then puzzled the obscured one. This encryp-
tion order is suspect to be too weak for specific ciphertext-only attacks, because the 
edges values of the blocks of the original video frame tend to be very close. These 
close values are inherited to the obscured frame in this encryption order. The attacker 
might determine which blocks might be neighbors using this information. For that 
reason, we have changed the encryption order, i.e. first puzzling then obscuring. The 
edges of neighbor blocks will now have significantly different values so that such an 
attack is avoided.   

6    Final Remarks 

In this paper we presented the improved video encryption algorithm Puzzle for en-
crypting video communication in real-time. Puzzle is a compression-independent 
encryption algorithm which can be easily integrated into available multimedia appli-
cations. It provides a good trade-off between security demands and encryption effi-
ciency. Puzzle achieves a sufficiently fast encryption speed to meet the real-time re-
quirements of most used multimedia applications, especially for high resolution video 
streams. Puzzle withstands most important cryptanalysis attacks. By changing the 
order of the encryption steps the algorithm has become resistant against differential 
attacks. We use Puzzle as part of the security architecture of our multiparty P2P video 
conference system BRAVIS [18] to ensuring confidential talks over the Internet.  
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Appendix:  Generation of the Permutation List  

   
Algorithm Permutation list generation          

   Input: A key stream S=s1s2…sl, n --  number of blocks in the compressed video data V  
   Output: A permutation list P=p1p2..pn/2.    
 
   begin 

           Let A be an auxiliary sequence A=a1a2…an/2, its value of an element is    
2/1   ,2/ niniai ≤≤+= ;                                                                                                                 

           Define D as another auxiliary sequence which is used to temporarily save the value 
           selected from the key stream S;   

           for i=1 to l do 
                /* Make the value of every element in S ranging from 1+n/2 to n. */  
              if ((si mod n) n/2)  si= (si mod n)+n/2; 
                   else si= si mod n;                         
              end if  
             Put si in the auxiliary sequence D without repetition;  
             Extract si from the sequence A and build sequence {A-D}; 
           end for; 
            /* Get the permutation list P, || denotes the append operation. */  
           P=D||{A-D};                    
     end  
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Abstract. Selective encryption techniques of JBIG encoded visual data
are discussed. We are able to show attack resistance against common im-
age processing attacks and replacement attacks even in case of restricting
the amount of encryption to 1% – 2% of the data. The low encryption
effort required is due to the exploitation of the interdependencies among
resolution layers in the JBIG hierarchical progressive coding mode.

1 Introduction

Encryption schemes for multimedia data need to be specifically designed to
protect multimedia content and fulfil the security requirements for a particu-
lar multimedia application [9]. For example, real-time encryption of an entire
video stream using classical ciphers requires heavy computation due to the large
amounts of data involved, but many multimedia applications require security
on a much lower level (e.g. TV news broadcasting [17]). In this context, several
selective encryption schemes have been proposed recently which do not strive
for maximum security, but trade off security for computational complexity.

Several reviews have been published on image and video encryption includ-
ing selective (or partial) encryption methods providing a more or less complete
overview of the techniques proposed so far [24]. Kunkelmann [12, 11] and Qiao
and Nahrstedt [22] provide overviews, comparisons, and assessments of classical
encryption schemes for visual data with emphasis on MPEG proposed up to
1998. Bhargava et al. [1] review four MPEG encryption algorithms published by
the authors themselves in the period 1997 – 1999. More recent MPEG encryp-
tion surveys are provided by But [2] (where the suitability of available MPEG-1
ciphers for streaming video is assessed) and Lookabaugh et al. [15] (who focus
on a cryptanalysis of MPEG-2 ciphers; in [14] the authors discuss MPEG-2 en-
cryption as an example for selective encryption in consumer applications, the
paper having broader scope though).

Of course, other data formats have been discussed with respect to selective
encryption as well (Liu and Eskicioglu [16] give an overview with focus on short-
comings of current schemes and future issues): coding schemes based on wavelets
[21], quadtrees [4, 13], iterated function systems (fractal coding) [23], and vector
quantization [3] have been used to create selective encryption schemes.

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 98–107, 2005.
c© IFIP International Federation for Information Processing 2005
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In case a selective encryption process requires a multimedia bitstream to be
parsed in order to identify the parts to be subjected to encryption, the problem
of high processing overhead occurs in general. For example, in order to selectively
protect DC and large AC coefficients of a JPEG image (as suggested by some
authors), the file needs to be parsed for the EOB symbols 0x00 to identify the
start of a new 8 × 8 pixels block (with two exceptions: if 0xFF is followed by
0x00, 0x00 is used as a stuffbit and has to be ignored and if AC63 (the last
AC-Coefficient) not equals 0 there will be no 0x00 and the AC coefficients have
to be counted). Under such circumstances, selective encryption will not help to
reduce the processing demands of the entire application [20].

A possible solution to this problem is to use the visual data in the form
of progressive, scalable, or embedded bitstreams. In such bitstreams the data
is already organized in layers according to its visual importance due to the
compression procedure and the bitstreams do not have to be parsed to identify
the parts that should be protected by the encryption process. In previous work,
several suggestions have been made to exploit the base and enhancement layer
structure of the MPEG-2/4 scalable profiles [5, 7, 8, 12, 25] as well as to use
embedded bitstreams like SPIHT [4] and JPEG 2000 [10, 18] to construct efficient
selective encryption schemes.

In this work we propose a selective encryption scheme with extremely low
encryption demand focussed onto losslessly encoded imagery which is based on
the hierarchical progressive coding mode of JBIG. In order to be able to process
grayscale images with this JBIG based approach, we use a bitplane representa-
tion which has been discussed before in the context of selective bitplane encryp-
tion [6, 19]. The JBIG based approach improves the latter techniques signifi-
cantly. Section 2 reviews the basic functionalities of the JBIG format. Section 3
explains how to exploit the JBIG format properties for selective encryption and
provides experimental results showing evidence of our schemes’ effectiveness and
ability to withstand attacks. Concluding remarks are given in section 4.

2 JBIG Basics

Joint Binary Image Experts Group is an ITU standard (ITU recommendation
T.82) finalized in 1993 for compressing binary images and was meant to improve
the fax compression standards of that time especially with respect to the coding
of halftoned images.

JBIGs core coding engine is a binary context-based adaptive arithmetic coder
similar to the IBM Q-coder. In this section we will mainly focus on the hierar-
chical progressive coding mode of JBIG since the understanding of the associ-
ated techniques is crucial for the selective encryption technique described sub-
sequently. As a first step a binary multiresultion hierarchy is being constructed
as shown in Fig. 1.

Simple downsampling by two violates the Nyquist sampling theorem and
leads to severe artifacts especially for typed documents and halftoned images.
Therefore, a linear recursive IIR filter employing a 3×3 window in the higher re-
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Fig. 1. Resolution layers of JBIGs hierarchical progressive mode

sulution level and 3 neighbouring samples from the already filtered low resolution
image is used to create the low-pass filtered versions of the binary image.

When feeding these binary images into the arithmetic coder, for all resolution
layers except the lowest one the context used within the coder consists of 6
neighbouring pixels of the currently encoded resolution layer and employs as
well 4 neighbouring pixels of the already encoded layer with lower resolution to
exploit the correlations among the resolution layers. This leads to significantly
lower entropy values for the pixels to be coded in the higher resultion layers.
Additionally, two strategies bypass the arithmetic coder if pixel values may be
determined without encoding the actual values:

– Deterministic prediction (DP): based on knowledge about neighbouring pixel
values of the current resolution layer, neighbouring pixel values of the layer
with lower resolution, and the rule how the multiresolution hierarchy has
been built, some pixel values are known without explicitely encoding them,
the values may be derived from the other data.

– Typical prediction (TP): in the lowest resolution layer this means that iden-
tical lines are coded only once. A following identical line is labelled as being
“typical” by setting a corresponding flag and the content is not fed into the
coder. In the remaining layers, for a “typical” pixel being surrounded by pix-
els of the same colour follows that the corresponding four pixels in the next
higher resolution layer have the same colour. A line is labelled as “typical”
if it entirely consists of typical pixels and a corresponding flag is being set.
Based on this technique, large homogeneous regions may be reconstructed
without actually decoding a single pixel.

Note that by using cross-layer contexts, DP, and TP a high amount of depen-
dency among resolution layers is used for encoding the data. As a consequence,
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if parts of the data are lost for some reason, the errors caused by the missing
data are propagated into the other resolution layers originally not affected by
data loss.

In addition to the hierarchical layer structure, JBIG supports to partition the
input image and all lower resolution layers into equally sized horizontal stripes.
Accordingly, the entities encoded independently into the bitstream are denoted
“stripe data entities” (SDE) which may be ordered in different manners. This
has to be synchronized between encoder and decoder of course.

Fig. 2. Splitting an 8bpp image into its 8 bitplanes

In order to be able to compress grayscale images with JBIG, the grayscale im-
ages are split into a bitplane representation (e.g. 8 bitplanes for a 8bpp grayscale
image as shown in Fig. 2), subsequently the bitplanes are JBIG compressed in-
dependently.

3 Selective Encryption Using JBIG

In previous work we have used the bitplane representation as described in the
last section for selective encryption [19] – after splitting a grayscale image into
its bitplanes, only a fraction of these planes (starting with the MSB) can be
encrypted. It turns out that this approach is vulnerable by replacement and
reconstruction attacks and therefore a secure setting requires up to 50% of the
data to be encrypted. This approach is shown in the upper half of Fig. 3 (note
that the processing of 4 bitplanes requires only the encryption of 35% of the JBIG
encoded image in this case since planes close to the MSB can be compressed more
efficiently of course).
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Fig. 3. Selective bitplane encryption vs. JBIG based encryption

When using the JBIG hierarchy for selective encryption only the lowest res-
olution of 5 layers may be encrypted, in this case for all bitplanes. This results
in encrypting 0.5% of the original data only. These two principles may be mixed
additionally: it is possible to limit encryption to a subset of reslution layers of a
selected set of bitplanes only. In the following subsections, we will evaluate this
idea and we will assess the robustness of this scheme against attacks.

We use the C JBIG implementation of M. Kuhn available via anonymous ftp
from ftp.uni-erlangen.de in the directory pub/doc/ISO/JBIG/. This software
has been extended to support encryption of arbitrary SDEs, for encryption we
use the C++ AES implementation of B. Gladman1 in CFB mode to avoid data
padding for block completion. Our software avoids unwanted marker emulation
by simply skipping parts of the encryption keystream in that case. For the sub-
sequent experiments, we use 8bpp 512 × 512 grayscale images (see Fig. 4) and
set the lowest resolution in JBIG to 32 × 32 pixels.

3.1 Reduction of Encryption Effort

The most extreme case in our setting is to encrypt the lowest resolution layer of
the MSB only. This corresponds to encrypting 0.056% and 0.066% of the JBIG
encoded Escher and Lena images, respectively. Fig. 5(a) shows the directly recon-
structed Lena image where a significant amount of high frequency information
is still visible (see Fig. 7 left for the Escher image case). Additionally, we know
from analysis in [19] that encrypting MSB data only is highly insecure against
attacks.

We know furthermore from previous results that restricting the encryption
operation to a low number of bitplanes does not lead to satisfying results with
1 http://fp.gladman.plus.com/AES/index.htm
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(a) Lena (b) Escher painting

Fig. 4. Test images

(a) Lena, 0.066% (i.e. 117 bytes) (b) Escher, 1.977% (4074 bytes)

Fig. 5. Encrypting different amounts of data

respect to securtiy. Therefore, we slightly increase the amount of data subject
to encryption by protecting the lowest resolution layer of 4 bitplanes, starting
from the MSB. This results in encrypting 0.265% of the JBIG encoded Escher
image (see Fig. 8 left for a visual impression of the directly reconstructed data
where no structures related to the image are visible any more). As we shall see
later, this setting is already almost satisfactory from the security standpoint.

Finally, we look at the most secure setting considered in this context where
we encrypt the two lowest resolution layers of all bitplanes. This still limits the
amount of encrypted data to 1.977% and 2.292% for the Escher and Lena images,
respectively. We show an example of a directly reconstructed Escher image in
Fig. 5(b).
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3.2 Attack Resistance

For testing attack resistance, we apply the following operations to the selectively
encrypted images:

– Median filtering
– Edge detection (for the latter two attacks, we use the corresponding default

Paint Shop Pro c© algorithms)
– Replacement attack: the encrypted data used in the reconstruction process

introduces a noise like pattern into the image. Therefore, we replace the
encrypted data by constant zero data. We compensate for the change in
average luminance as described in [19].

We first investigate the most extreme setting where only the lowest layer of
the MSB bitplane is encrypted (compare Fig. 5(a) for the Lena case and Fig. 7
left for Escher). Neither median filtering nor edge detection do reveal the content
of the image to a satisfying extent (see Fig. 6).

(a) Median filter (b) Edge detection

Fig. 6. Attack results: Escher image, 0.056% encrypted

However, the replacement attack shows to be effective in this setting (based
on the results in [19], this is not surprising of course) which means that this
parameter choice is not secure enough – Fig. 7 clearly shows the main structures
of the original image.

When increasing the amount of encryption to 0.265% (by encrypting the low-
est resolution layer of 4 bitplanes), we realize that now not even the replacement
attack is able to deliver results that give any detailed information about the
encrypted image (see Fig. 8).

As a consequence, the scenario when encrypting the lowest two resolution
layers of all bitplanes (as shown in Fig. 5(b)) can be considered secure in any
case.
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Fig. 7. Escher image (0.056% encrypted), direct reconstruction & replacement attack

Fig. 8. Escher image (0.265% encrypted), direct reconstruction & replacement attack

4 Conclusion

We have discussed selective encryption of JBIG encoded visual data exploit-
ing the interdependencies among resolution layers in the JBIG hierarchical pro-
gressive coding mode. Contrasting to earlier ideas when selectively encrypting
a subset of bitplanes, we are able to show attack resistance even in case of
restricting the amount of encryption to 1% – 2% of the data only. The ex-
tremely low amount of data required to be protected in our technique also al-
lows the use of public-key cryptography thereby simplifying key management
issues.
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[10] Raphaël Grosbois, Pierre Gerbelot, and Touradj Ebrahimi. Authentication and
access control in the JPEG 2000 compressed domain. In A.G. Tescher, editor,
Applications of Digital Image Processing XXIV, volume 4472 of Proceedings of
SPIE, pages 95–104, San Diego, CA, USA, July 2001.

[11] T. Kunkelmann. Sicherheit für Videodaten. Vieweg Verlag, 1998.
[12] Thomas Kunkelmann. Applying encryption to video communication. In Proceed-

ings of the Multimedia and Security Workshop at ACM Multimedia ’98, pages
41–47, Bristol, England, September 1998.

[13] X. Li, J. Knipe, and H. Cheng. Image compression and encryption using tree
structure. Pattern Recognition Letters, 18:1253–1259, 1997.

[14] T. D. Lookabaugh and D. C. Sicker. Selective encryption for consumer applica-
tions. IEEE Communications Magazine, 42(5):124–129, 2004.

[15] T. D. Lookabaugh, D. C. Sicker, D. M. Keaton, W. Y. Guo, and I. Vedula. Security
analysis of selectiveley encrypted MPEG-2 streams. In Multimedia Systems and
Applications VI, volume 5241 of Proceedings of SPIE, pages 10–21, September
2003.



Selective Image Encryption Using JBIG 107

[16] Xiliang Lu and Ahmet M. Eskicioglu. Selective encryption of multimedia content
in distribution networks: Challenges and new directions. In Proceedings of the
IASTED International Conference on on Communications, Internet and Infor-
mation Technology (CIIT 2003), Scottsdale, AZ, USA, November 2003.

[17] Benoit M. Macq and Jean-Jacques Quisquater. Cryptology for digital TV broad-
casting. Proceedings of the IEEE, 83(6):944–957, June 1995.

[18] Roland Norcen and Andreas Uhl. Selective encryption of the JPEG2000 bitstream.
In A. Lioy and D. Mazzocchi, editors, Communications and Multimedia Security.
Proceedings of the IFIP TC6/TC11 Sixth Joint Working Conference on Commu-
nications and Multimedia Security, CMS ’03, volume 2828 of Lecture Notes on
Computer Science, pages 194 – 204, Turin, Italy, October 2003. Springer-Verlag.

[19] M. Podesser, H.-P. Schmidt, and A. Uhl. Selective bitplane encryption for secure
transmission of image data in mobile environments. In CD-ROM Proceedings
of the 5th IEEE Nordic Signal Processing Symposium (NORSIG 2002), Tromso-
Trondheim, Norway, October 2002. IEEE Norway Section. file cr1037.pdf.

[20] A. Pommer and A. Uhl. Application scenarios for selective encryption of visual
data. In J. Dittmann, J. Fridrich, and P. Wohlmacher, editors, Multimedia and
Security Workshop, ACM Multimedia, pages 71–74, Juan-les-Pins, France, De-
cember 2002.

[21] A. Pommer and A. Uhl. Selective encryption of wavelet-packet encoded image data
— efficiency and security. ACM Multimedia Systems (Special issue on Multimedia
Security), 9(3):279–287, 2003.

[22] Lintian Qiao and Klara Nahrstedt. Comparison of MPEG encryption algorithms.
International Journal on Computers and Graphics (Special Issue on Data Security
in Image Communication and Networks), 22(3):437–444, 1998.

[23] Stephane Roche, Jean-Luc Dugelay, and R. Molva. Multi-resolution access control
algorithm based on fractal coding. In Proceedings of the IEEE International Con-
ference on Image Processing (ICIP’96), pages 235–238, Lausanne, Switzerland,
September 1996. IEEE Signal Processing Society.

[24] A. Uhl and A. Pommer. Image and Video Encryption. From Digital Rights Man-
agement to Secured Personal Communication, volume 15 of Advances in Informa-
tion Security. Springer-Verlag, 2005.

[25] C. Yuan, B. B. Zhu, Y. Wang, S. Li, and Y. Zhong. Efficient and fully scalable
encryption for MPEG-4 FGS. In IEEE International Symposium on Circuits and
Systems (ISCAS’03), Bangkok, Thailand, May 2003.



On Reversibility of Random Binning Techniques:
Multimedia Perspectives

Sviatoslav Voloshynovskiy1, Oleksiy Koval1, Emre Topak1,
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Abstract. In this paper, we analyze a possibility of reversibility of data-
hiding techniques based on random binning from multimedia perspec-
tives. We demonstrate the capabilities of unauthorized users to perform
hidden data removal using solely a signal processing approach based on
optimal estimation as well as consider reversibility on the side of autho-
rized users who have the knowledge of key used for the message hiding.

1 Introduction

Digital data-hiding appeared as an emerging tool for multimedia security, pro-
cessing and management. A tremendous amount of possible applications have
been recently reported that include copyright protection, tamper proofing, con-
tent integrity verification, steganography and watermark-assisted media process-
ing such as multimedia indexing, retrieval and quality enhancement [1].

Most of these applications are facing an important problem of host interfer-
ence. The related issue in communications under the assumption of a fixed chan-
nel was considered by Gel’fand and Pinsker [2]. Costa considered the Gel’fand-
Pinsker problem in a Gaussian formulation and mean squared distortion criteria
and demonstrated that the capacity of the Gaussian channel with the Gaussian
interfering host can be equal to the capacity of interference-free communica-
tions using random binning-based codebook design [3]. Recent advantages in
the design of practical capacity achieving codes makes this technique even more
attractive for various purposes [4].

The wide practical use of the Gel’fand-Pinsker set-up has raised a number
of problems related to its performance and reversibility in various multimedia
applications. Although these aspects seem to be unrelated from the first point
of view, there exist a lot in common among these issues that can throw more
light on the optimal design of binning-based techniques.

Therefore, the goal of this paper is to reveal these relationships on the side of
data-hider in multimedia applications. Similar framework for the case of descrete
alphabets was considered by Eggers et al. [5].

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 108–118, 2005.
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The paper has the following structure. The basic information-theoretic set-
up of side information-assisted data-hiding is considered in Section 2. Section 3
presents the analysis of reversibility problem from multimedia perspectives for
both unauthorized and authorized users. The experimental results demonstrating
the validity of presented theoretical analysis are given in Section 4. Finally,
Section 5 concludes the paper and presents some future research perspectives.

Notations. We use capital letters to denote scalar random variables X ,
bold capital letters to denote vector random variables X, corresponding small
letters x and x to denote the realizations of scalar and vector random vari-
ables, respectively. The superscript N is used to designate length-N vectors
x = xN = [x[1], x[2], ..., x[N ]]T with kth element x[k]. We use X ∼ pX(x) or
simply X ∼ p(x) to indicate that a random variable X is distributed according
to pX(x). The mathematical expectation of a random variable X ∼ pX(x) is
denoted by EpX [X ] or simply by E[X ] and V ar[X ] denotes the variance of X .
Calligraphic fonts X denote sets X ∈ X and |X | denotes the cardinality of set X .
IN denotes the N × N identity matrix. We also define the watermark-to-image
ratio (WIR) as WIR=10 log10

σ2
W

σ2
X

and the watermark-to-noise ratio (WNR) as

WNR = 10 log10
σ2

W

σ2
Z

, where σ2
X , σ2

W , σ2
Z represent the variances of host data,

watermark and noise, respectively.

2 Gel’fand-Pinsker Set-Up: Random Binning in
Data-Hiding

In this section we consider the Gel’fand-Pinsker problem in data-hiding formu-
lation. The generalized block-diagram of this set-up is shown in Figure 1.

yvpEncoder DecoderEmbedder

Attacking channel

N

N

Y V
N

V
N

Fig. 1. Generalized Gel’fand-Pinsker channel coding with side information at the en-
coder: data-hiding formulation

In this scenario, the data-hider has access to the uniquely assigned secret
key K = k, uniformly distributed over the set K = {1, 2, ..., |K|} of cardinality
|K|, and to the non-causal interference x ∈ XN . A message m ∈ M is uniformly
distributed over M = {1, 2, ..., |M|}, with |M| = 2NR, where R is the data-
hiding rate. It is assumed that the stego and attacked data are defined on y ∈ YN

and v ∈ VN , respectively. The length N vector distortion function is defined as:

dN (x,y) = 1
N

∑N
i=1 d(xi, yi), (1)

where d(xi, yi) denotes element-wise distortion between xi and yi.
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Definition 1: A discrete memoryless data-hiding channel consists of five al-
phabets X , K, W , Y, V and a transition probability matrix pV |W,X(v|w, x) =
pY |W,X(y|w, x)pV |Y (v|y). The attack channel is subject to the distortion con-
straint DA: ∑

y∈YN

∑
v∈VN dN (y,v)pV|Y(v|y)pY(y) ≤ DA, (2)

where pV|Y(v|y) =
∏N

i=1 pV |Y p(vi|yi).

Definition 2: A (2NR, N) code for data-hiding channel consists of a message
set M = {1, 2, ..., 2NR}, an encoding function: fN : M × XN × K → WN , an
embedding function: ϕN : WN ×X N → YN , subject to the embedding distortion
constraint DE : 1

|K||M|
∑

k∈K
∑

m∈M
∑

x∈XN dN (x, ϕN (fN (m,x, k),x))pX(x) ≤
DE and a decoding function: gN : VN × K → M.

We define the average probability of error for a (2NR, N) code as:

P
(N)
e = 1

|M|
∑

m∈M Pr[gN (V, K) �= m|M = m]. (3)

Definition 3: A rate R = 1
N log2 |M| is achievable for the distortions

(DE , DA), if there exists a sequence (2NR, N) codes with P
(N)
e → 0 as N → ∞.

Definition 4: The capacity of the data-hiding channel is the supremum of all
achievable rates.

Theorem 1 (Data-hiding capacity for the fixed channel): A rate R is
achievable for the distortion DE and the attack channel p(v|y), with the bounded
distortion DA, iff R < C, where:

C = maxp(u,w|x,k) [I(U ; V |K) − I(U ; X |K)] , (4)

and U to be a random variable u ∈ U , with |U| ≤ min{|W|, |Y|} + |X | − 1. We
also assume that p(u, w|x, k) = p(u|x, k)p(w|u, x, k).

The details of this theorem proof in more general form of active attacker are
provided in [6]. The main difference with our set-up is the codebook construction
and the corresponding interpretation of the user key. In the scope of this paper,
the key K is considered uniquely as the index that defines the codebook of a
particular user. Contrarily, in [6] the key represents a side information shared
between the encoder and the decoder and can be in some relationship with X .
Therefore, we assume that K is solely an independent of X cryptographic key.

2.1 Costa Set-Up: Gaussian Assumption

Costa considered the Gel’fand-Pinsker problem for the Gaussian context and
mean-square error distance [3]. The corresponding fixed channel pV |W,X(v|w, x)
is the Gaussian one with X ∼ N (0, σ2

X) and additive Z ∼ N (0, σ2
Z) (Figure 2).
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The auxiliary random variable was chosen in the form U = W + αX with
optimization parameter α to maximize the rate:

R(α) = 1
2 log2

σ2
W (σ2

W +σ2
X+σ2

Z)
σ2

W σ2
X (1−α)2+σ2

Z (σ2
W +α2σ2

X ) . (5)

Costa has shown that if α = αopt = σ2
W

σ2
W +σ2

Z
that requires the knowledge of σ2

Z

at the encoder, R(αopt) does not depend on the host variance and:

R(αopt) = CAWGN = 1
2 log2

(
1 + σ2

W

σ2
Z

)
(6)

that corresponds to the capacity of AWGN channel without host interference.
It is important to note that the number of codewords in each message bin of

the Gel’fand-Pinsker set-up is approximately equal to 2NI(U ;X|K). In the Costa
set-up, I(U ; X |K) = 1

2 log2

(
1 + α2 σ2

X

σ2
W

)
. Thus, the larger variance of the host

σ2
X , the larger number of codewords is needed at the encoder at each bin.

Encoder DecoderM � �KVM
N

,
ˆ

N
X

N
Z

N
V� �KXMW

NN
,,

K K

Fig. 2. Costa channel coding with the host state information at the encoder

3 Reversibility of Random Binning

3.1 Unauthorized User Reversibility

In multimedia applications, the unauthorized users are considered not to have
access to the secret key used for the data-hiding. Nevertheless, these users might
be motivated in certain circumstances [7] to estimate the original image X given
noisy version of stego data V (Figure 3).

yvpEncoder Decoder

K K

Embedder

Attacking channel

VY

V

V

Fig. 3. Reversibility set-up for the unauthorized user

Assume that in this set-up X ∼ N (0, σ2
XIN ), W ∼ N (0, σ2

W IN ) and Z ∼
N (0, σ2

ZIN ). In this case, the embedding distortion is DE = σ2
W and the attacker

distortion corresponds to the variance of AWGN, i.e., DA = σ2
Z .
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To estimate X, one can use either minimum mean squared error (MMSE) or
maximum a posteriori probability (MAP) estimators that coincide in the case of
Gaussian set-up. The MMSE estimate of the unauthorized user is obtained as:

X̂ = E[X|V]. (7)

Assuming v = x + w + z, one obtains the following MMSE estimate [8]:

X̂ = σ2
X

σ2
X+σ2

W +σ2
Z
V. (8)

The variance of this estimate Dr
MMSE is given by:

Dr
MMSE = E[dN (X̂,X)] = σ2

X (σ2
W +σ2

Z)
σ2

X+σ2
W +σ2

Z
. (9)

It is important to note that X̂ depends on the variances of original image,
watermark and noise. In the asymptotic case of infinitely large image variance
(σ2

X → ∞) that corresponds to the highly textured regions in images or edges,
no reliable estimate is possible. Moreover, perfect host restoration is not possible
in this set-up even in the noiseless case (σ2

Z = 0) due to the watermark presence
that reflects the price of lack of information for the unauthorized users.

3.2 Authorized User Reversibility

In the case of authorized user, the secret key used for data-hiding at the encoder
is available at the decoder side. The knowledge of the key considerably extends
the possibilities of image restoration on the decoder side in comparison with the
unauthorized user. The block-diagram of this set-up is shown in Figure 4.

yvpEncoder Decoder

K K

Embedder

Decoder

K

ˆ
,E

X
N

Y
N

V
N

V
N

X
N

V
N

U
N

X
N

ˆ
,E X

N N

U
N

U
N

X
N

U
N

Y

Fig. 4. Reversibility set-up for the authorized user

Several scenarios are possible. Scenario (A) (noisy case). This scenario refers
to the situation when the data-hider designs the scheme for a particular fixed
channel p(v|y), certain achievable rate and corresponding codebook construction.
The decoder should properly estimate the sent message based on V and K. At
the same time, the authorized user is interested to estimate the host based on
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the available possibly distorted data V using the mapping ψN : VN × K → X̂ N .
The criterion that judges the performance of above mapping is defined based on
the mean-squared estimation error similarly to the previous case, i.e.:

Dr = E[dN (X̂,X)]. (10)

Therefore, the problem is to design the estimator ψ that produces the minimum
mean-squared estimation error.

Scenario (B) (Noiseless Case). The second scenario of interest (upper part of
Figure 4) refers to the situation when the data-hider designs the codebook for a
particular fixed channel p(v|y), performs data-hiding procedure and stores the
data in the form of Y for himself and at the same time makes it available via the
channel p(v|y). After certain time, the data-hider finds it necessary to recover
the original host data due to some reasons caused by the loss of original data,
its unavailability due to the time or access restrictions. In these circumstances,
the authorized user knows the key and has the undistorted watermarked data
Y. The problem now is formulated as the design of a proper mapper ψ that
can produce MMSE estimation of X based on Y. Moreover, it is of particular
interest to establish a possibility to perfectly restore the original data X, i.e., to
achieve restoration distortion equal to zero.

We split our analysis in two parts. Firstly, we consider the reversibility of
Gel’fand-Pinsker problem for the authorized user. Secondly, we analyze the Costa
set-up to have a fair comparison with the previously considered scenario of unau-
thorized user reversibility.

The problem formulation that will be a common basis for the set-ups below
can be given as follows. In the case of authorized user it is supposed that the
distorted version of the watermarked data V and the key K are available. The
problem is to design the estimate X̂ of the original data X based on V using all
information about the data-hiding scheme design and corresponding codebook
of the user defined by the key K. The quality of the obtained estimate should
be validated by the restoration distortion Dr.

Reversibility of the Gel’fand-Pinsker Set-Up. In the analysis of Gel’fand-
Pinsker set-up, we assume that the conditions of reliable message communica-
tions provided by the Theorem 1 are satisfied and m̂ = m with P

(N)
e → 0 as

N → ∞. This implies that given the distorted data vN and the key k, the de-
coder can uniquely find a jointly typical pair (uN(m, j, k), vN ) ∈ A

∗(N)
δ (U, V )1,

where j ∈ {1, 2, ..., J} , J = 2NR′
, R′ = I(U ; X) is the number of bits that are

used to represent the host, and it can declare that m̂ = m and ûN = uN , where
ûN is the estimate of uN .

1 Here and in the following we assume that the set A
∗(N)
δ (U,X) is defined for a par-

ticular realization of the key K = k. Typical and jointly typical sets are defined in
the strong sense, see [9], pp. 288 and 434.
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In the noisy case (scenario A) (Figure 4) one can design a proper estimator
of x̂N based on vN for the fixed channel p(v|y) and errorless knowledge of uN .
The decoder forms the MMSE estimate x̂N given vN and uN :

X̂ = E[X|V,U(W(M,X, K),X)], (11)

where we emphasize that uN is a function of the known message m, key k and
the host realization xN itself.

In the noiseless case (scenario B), vN = yN and yN = ϕN (xN , wN ). Since
wN = fN (m, xN , k) and assuming that m̂ = m is correctly decoded that is obvi-
ously a case for the noiseless transmission and k is known, one can substitute wN

into yN obtaining yN = ϕN (xN , fN (m, xN , k)) and find x̂N assuming invertibil-
ity of functions ϕN (.) and fN (.). In this case, x̂N = xN and the authorized user
can obtain the perfect estimate of the original data at the decoder.

Reversibility of the Costa Set-Up. To practically validate the above frame-
work, we consider reversibility of the Costa set-up assuming X ∼ N (0, σ2

XIN ),
W ∼ N (0, σ2

W IN ) and Z ∼ N (0, σ2
ZIN ). The distorted version of the water-

marked data v = x + w + z is available at the decoder as well as the authorized
user key k. This makes possible to find û based on the jointly typical decoding
in the k-specified codebook. Moreover, we assume that û = u meaning that
the sent codeword can be recovered at the decoder. From the Costa assumption
about the auxiliary random variable, one can express the watermark as:

W = U − αX. (12)

Substituting W into V, one obtains:

V = (1 − α)X + U + Z, (13)

because of û = u according to our assumption. The MMSE estimate of X,
X̂ = E[X|V,U], assuming Gaussian data statistics is given by:

X̂ = aV + bU, (14)

where a = σ2
Xσ2

W (1−α)(−2ασ2
W σ2

X +σ2
Xσ2

W +α2σ2
W σ2

X +α2σ2
Zσ2

X +σ2
Zσ2

W )−1,
b = σ2

X(σ2
W α+ασ2

Z −σ2
W )(−2ασ2

W σ2
X +σ2

Xσ2
W +α2σ2

W σ2
X +α2σ2

Zσ2
X +σ2

Zσ2
W )−1.

The variance of this estimator is:

Dr(α) = E[dN (X̂,X)] = σ2
Xσ2

W σ2
Z

α2σ2
Xσ2

Z+σ2
W (σ2

X (1−α)2+σ2
Z ) . (15)

In the noiseless case (scenario B), σ2
Z = 0, using (12) and assuming that

α �= 1 and V = Y = X + W, the estimate (14) is reduced to:

X̂ = 1
1−α (V − U) = 1

1−α (Y − U) = 1
1−α (X + W − αX − W) = X (16)

that leads to Dr = 0 and provides the perfect reversibility.
In the above analysis we have referred to the generic selection of the parame-

ter α. However, it depends on the variance of the watermark and the noise, i.e.,
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maximum allowed embedding and attacking distortions. Normally in the prac-
tice of the digital data-hiding, the actual value of the applied attack variance
is rarely known in advance at the encoder. Thus, α is selected keeping in mind
some critical, the least favorable, or average conditions of system applications.
This definitely provides the mismatch between the optimal parameter and the
actual one that leads to some decrease in the system performance in terms of
maximum achievable rate that will be shown by the results of our simulation.

Nevertheless, it is interesting to investigate the hypothetical system perfor-
mance in terms of reversibility, if one assumes the perfect knowledge of the
operational scenario at the encoder that makes possible to choose the optimal
parameter α = αopt according to the Costa result. In this case, substituting
αopt = σ2

W

σ2
W +σ2

Z
into (15), one obtains:

Dr(αopt) = σ2
X (σ2

W +σ2
Z)

σ2
W +σ2

X+σ2
Z

(17)

that coincides with the estimation variance of the unauthorized user (9). The
Gel’fand-Pinsker/Costa set-ups are designed to maximize the rate of reliable
communications but not to minimize possible distortion of the host communi-
cated via the noisy channel. This justifies that side information-assisted host
estimation accuracy in this set-up cannot exceed one provided by estimation
without side information. Thus, this scheme is not the optimal one when two
constraints are imposed simultaneously. The option of reversibility was consid-
ered as a granted one along the main line of reliable message communications.

4 Results of Computer Simulation

To confirm the theoretical findings, we have performed the experimental vali-
dation of different reversibility scenarios for the Gaussian set-up. Figure 5 sum-
marizes the known results for the achievable rates of the Costa set-up (6) with
different values of optimization parameter α for the WIR equal to -6 dB and
-16 dB to underline the critical dependence of the achievable rates on the selec-
tion of α. While capacity of the AWGN channel is achieved for αopt (6), the
fixed α is not optimal for all WNRs in terms of achievable rate and one observes
the rate loss. It is a natural price for the lack of prior information about attack
variance at the encoder.

To investigate the impact of α on the restoration distortion, we have per-
formed a number of simulations for different types of users. Firstly, assuming
unauthorized user, who is aware only of the host, watermark and noise statis-
tics, we have applied the MMSE estimation (8). The variance of this estimate
Dr

MMSE (9) equals to the variance of the authorized user Dr(αopt) (17) and is
plotted in Figure 6 for both WIRs. Secondly, assuming the authorized user with
the knowledge of the key (consequently, we suppose the knowledge of U), we
have computed the variance of the restored host Dr(α) according to (15) for
various values of α (Figure 6).
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Fig. 5. Costa rate: WIR=-6 dB and WIR=-16 dB

The obtained results confirm the non-optimality of the optimal Costa α se-
lection for host communications. They demonstrate the estimation accuracy im-
provement at low WNRs in comparison with unauthorized user/authorized user
with α = αopt when α parameter increases. However, at high WNRs the situ-
ation is the opposite one. This behavior is justified by the fact that for α = 0
(spread sprectrum communications) U = W and it represents additional inter-
ference source for host communications. In this case the input for the optimal
MMSE estimator of X will be (V − U). Therefore, D(α = 0) = σ2

Xσ2
Z

σ2
X+σ2

Z
and

asymptotically perfect host recovery at high WNRs (σ2
Z → 0) is possible.

When α = 1, V = X+W+Z,U = X+W and the optimal MMSE estimate
is obtained based on U only. Thus, D(α = 1) = σ2

Xσ2
W

σ2
X+σ2

W
and it is independent

of σ2
Z . Therefore, at low WNRs this selection of α provides the smallest possible

variance of the host estimation while at the high WNRs presence of W leads to
the performance loss in comparison with the previous case (α = 0).

The performed analysis allows to conclude that knowledge of the auxiliary
random variable plays a crucial role for accurate host estimation in the Costa
communications set-up. However, in order to provide satisfactory solution for
both high and low WNRs one needs to design a communications protocol for
the properly selected value of α (for instance, α ∈ [0.4, 0.6], Figure 6).

Finally, it can be observed (Figure 6) that as WNR → ∞ or σ2
Z → 0 that

corresponds to the noiseless case within the considered scenario B, Dr for the
authorized user tends to 0 for all values of α. This corresponds to the case of
perfect reversibility and confirms our theoretical analysis. At the same time,
the unauthorized user distortion asymptotically tends to σ2

Xσ2
W

σ2
X+σ2

W
, i.e., it is non-

decreasing with σ2
Z that prevents the perfect reversibility for the unauthorized

user in this signal processing set-up.

5 Conclusions and Future Perspectives

In this paper, the problem of reversibility of random binning-based data-hiding
was analyzed from multimedia perspectives. Estimation-based reversibility was
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Fig. 6. Distortion: WIR=-6 dB and WIR=-16 dB

generally formulated within the Gel’fand-Pinsker framework and qualitatively
analyzed in the Costa set-up. We demonstrated that in the noisy case the unau-
thorized user is capable to remove the hidden data using optimal MMSE with
the same host reconstruction distortion than the authorized one with the perfect
knowledge of the attacking noise variance. Contrarily, non-optimal in the com-
munications sense selection of α together with the access to the proper codeword
U provide significant estimation performance improvement. In the noiseless case
(σ2

Z −→ 0), the knowledge of U allows the authorized user to completely recover
the host data (σ2

Z = 0) that is never possible for the unauthorized user.
As a possible extension of the presented results we are going to consider the

problem of maximization of the rate of reliable communications for a given target
distortion D∗r and WNR regime that can be formulated as a joint optimization
of achievable rate and restoration distortion. Finally, the same set-up will be
analyzed from the security perspective.
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Abstract. We suggest a graph-theoretic approach to steganography
based on the idea of exchanging rather than overwriting pixels. We con-
struct a graph from the cover data and the secret message. Pixels that
need to be modified are represented as vertices and possible partners
of an exchange are connected by edges. An embedding is constructed
by solving the combinatorial problem of calculating a maximum cardi-
nality matching. The secret message is then embedded by exchanging
those samples given by the matched edges. This embedding preserves
first-order statistics. Additionally, the visual changes can be minimized
by introducing edge weights.

We have implemented an algorithm based on this approach with sup-
port for several types of image and audio files and we have conducted
computational studies to evaluate the performance of the algorithm.

Keywords: Steganography, graph theory, information hiding.

1 Introduction

The purpose of steganography is to conceal the fact that some communication
is taking place. This is achieved by embedding a secret message in some cover
data. This process – the embedding algorithm – produces stego data which must
not raise suspicion that the secret message exists. The intended receiver extracts
the secret message from the stego data. Typically, the sender and the receiver
must share a common secret, like a secret key in cryptography.

This paper presents a new graph-theoretic approach to steganography based
on the idea of exchanging rather than overwriting samples. By exchanging sam-
ples, the secret message can be embedded while preserving the color frequencies,
thus automatically avoiding detection by tests based on first-order statistics. We
construct a graph from the cover data and the secret message. A vertex in this
graph will correspond to the necessity of making a change to the cover data.
Two vertices that are potential partners for an exchange will be connected by
an edge. This approach has the following advantages:

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 119–128, 2005.
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1. It does not depend on the type of the cover data (e.g. image, audio,...).
2. It is easily extendable concerning the question which exchanges are allowed

by defining additional restrictions on the set of edges. This allows for modular
addition of visual and statistical criteria to the embedding algorithm.

3. It reduces the problem of finding a steganographic embedding to the well
investigated combinatorial problem of finding a maximum matching in a
graph (see e.g. [9,8]).

We have implemented an algorithm based on this approach in the system
steghide [7]. Our computational experiments have shown that sufficiently large
matchings can be found, so that first-order statistics are not changed substan-
tially. Additionally, the visual differences can be minimized by introducing edge
weights and minimizing the weights of all matched edges.

This paper is organized as follows. Section 2 contains a theoretical description
of our new approach. In Section 3 we describe the implementation of an algorithm
based on this approach. Section 4 contains a discussion of the steganographic
security of our algorithm in comparison to other methods.

2 A Graph-Theoretic Approach

2.1 Terminology

The central concept for abstracting the embedding process from the underlying
data format is that of a sample. A sample is the smallest data unit of a certain
data format, e.g., the data making up a pixel in an image (a R/G/B triple in
true-color bitmaps). The set of values a sample (of a certain data format) can
have, is denoted as S. A cover (or stego) file is an array of samples.

For cover (or stego) data D = 〈s1, . . . , sN〉 and a set P ⊆ {1, . . . , N} the
frequency of the sample value x ∈ S in the set P is |{i ∈ P | si = x}|. We define
a function v : S → {0, . . . , m − 1} assigning an embedded value to every sample
value, where m can be varied for different data formats. For a traditional least
significant bit (LSB) embedding, m would be 2 and v(s) = LSB(s). Additionally
we use a construction mentioned in [1]: We do not embed a value in a single
sample, but instead in a set of k samples, more precisely, as modulo m sum
of their embedded values. This has the advantage that we have the freedom
to choose one of these k samples for modification. Let D = 〈s1, . . . , sN 〉 be
some cover (or stego) data. We define the value that is embedded in the i-
th k-tuple of samples as: Vi(D) = v(sk·(i−1)+1) ⊕m . . . ⊕m v(sk·(i−1)+k), where
1 ≤ i ≤ �N

k �. The secret message will be denoted as Em = 〈e1, . . . , en〉 where
ei ∈ {0, . . . , m − 1} for i ∈ {1, . . . , n}. The purpose of this notation is to make
clear that the data that will be embedded is encoded in digits modulo m which
is assumed for the construction of the graph. For m = 2, the values ei are the
bits of the secret message.

A graph G is a structure (V, E) where V is the set of vertices and E ⊆ V ×V
is the set of edges. We will only consider undirected graphs, so (x, y) ∈ E and
(y, x) ∈ E are the same edge. Every edge can be assigned a weight which will be
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denoted by c(e) for e ∈ E. A matching M ⊆ E is a set vertex-disjoint edges, i.e.
there do not exists two edges e1, e2 ∈ M and a v ∈ V such that both e1 and e2
are connected to v. A maximum cardinality matching on a given graph G is one
largest (w.r.t. its cardinality) matching on G. A maximum cardinality minimum
weight matching M is a maximum cardinality matching where

∑
e∈M c(e) is

minimal among all maximum cardinality matchings. An edge e ∈ E is called
matched with respect to some matching M if e ∈ M . A vertex v ∈ V is called
matched (in M) if there is an edge in M that is incident to v. We will sometimes
write v ∈ M for a vertex v ∈ V to indicate that this vertex is matched in M ,
respectively v /∈ M to indicate that it is not matched. A perfect matching is a
matching such that all vertices of the graph are matched.

2.2 Construction of the Graph

In this section we will describe the construction of the graph.

Definition 1. Let C = 〈s1, . . . , sN〉 be the cover data, k ≥ 1. A vertex is a
structure (P, T ) where P = 〈p1, . . . , pk〉 ∈ {1, . . . , N}k is a k-tuple of positions
in the cover file, and T = 〈t1, . . . , tk〉 ∈ {0, . . . , m − 1}k is a k-tuple of target
values.

The precise meaning of a vertex is as follows: Exactly one of the samples spi ,
i ∈ {1, . . . , k} needs to be changed to a sample value s∗i for which v(s∗i ) = ti
holds to embed a certain part of the secret message. The number k is fixed for
a graph and will in the following also be called the samples per vertex ratio.

Fig. 1. Example for the vertex construction with k = 3 and m = 4

After having defined the structure of a single vertex it remains to describe the
construction of the set of vertices: Basically we have to create a vertex for every
k-tuple of samples of which one needs to be changed. Fig. 1 shows an example of
our construction for cover data C = 〈s1, . . . , sN 〉 with k = 3, m = 4 and secret
message E4 = 〈e1, . . . , en〉. The first row contains the samples of the cover data.
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The second row contains the values that are embedded in the (unmodified) cover
data. Three (in general k) of these values are combined using addition modulo
four (in general m) to form the value Vl(C) which is compared to the l-th part
of the secret message (el). If these two values are not equal (as in the first and
last case but not in the second case) a vertex is created in the last line. The
target values are computed by adding the difference d = el �m Vl(C) to each
v(si). This has the effect that replacing one of the v(si) with its corresponding
target value t1, t2 or t3 yields el as value of the vertex. This operation is called
embedding a vertex.

Definition 2. Let v and w be two vertices with v = (〈p1, . . . , pk〉, 〈t1, . . . , tk〉)
and w = (〈q1, . . . , qk〉, 〈u1, . . . , uk〉) and let i, j ∈ {1, . . . , k}. There is an edge
connecting the i-ith sample value of v with the j-th sample value of w, written
as (v, w)i,j ∈ E if

v(spi) = uj and v(sqj ) = ti

An edge connects two vertices and is labeled with the index of one sample value
from each vertex. An exchange of these two sample values results in embedding
both vertices. Note that it is possible that two vertices are connected by more
than one edge. In this case a matching can contain only one of these edges.

The above definition alone does not prohibit exchanges that create visible
distortions such as for example exchanging a black and a cyan pixel. We need to
define a restriction on this set of edges that takes visual similarity into account.
We define a distance function d : S × S → R meant to capture the notion of
visual distance. We define a relation of visual similarity ∼ for s1, s2 ∈ S as:
s1 ∼ s2 ⇔ d(s1, s2) ≤ r for some neighborhood radius r. Now we can give the
refined definition of the set of edges restricted by ∼:

E∼ = {(v, w)i,j ∈ E | spi ∼ sqj }

where v = (〈p1, . . . , pk〉, 〈t1, . . . , tk〉) and w = (〈q1, . . . , qk〉, 〈u1, . . . , uk〉). The
cost c : E → R of an edge is the distance of the two sample values d(spi , sqj ).

2.3 Finding an Embedding

The goal of the embedding process is to find a way to modify the cover file such
that all vertices are embedded. For this purpose we try to calculate a perfect
matching on the graph defined in the previous section. Every matching on this
graph corresponds to a set of (disjoint) exchanges of sample values in the cover
file. Conducting these exchanges has the effect that all matched vertices will be
embedded. Of course we cannot except to reach a perfect matching for every
cover file. To embed those vertices that can not be matched it is necessary to
overwrite one sample per vertex. An operation like this will change the sample
value frequencies, but this operation needs to be done only on the unmatched
vertices and in Sec. 3.2 we show that for natural cover data we can find matchings
of sufficient cardinality.
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As an additional feature one can bias the algorithm towards choosing short
(w.r.t. their cost) edges to minimize the overall visual impact by trying to find
a minimal weight maximum matching.

3 Implementation

We have implemented an algorithm based on our new graph-theoretic approach
in the system steghide [7]. Our implementation supports palette images, true-
color images, jpeg images, waveform audio data and μ-law audio data. As ad-
ditional security measure we permute the samples before embedding in a way
determined by the secret key to guarantee a uniform distribution of stego samples
in the stego file (as recommended e.g. in [12]).

3.1 Data Structures and Algorithms

The number of vertices in our graphs grows in O(n), where n is the size of the
secret message. The number of edges grows in O(n2). For example, a graph for a
true-color image and embedding data of size 1KB has about 3, 200 vertices and
98, 000 edges (on average). If the size of the embedded data raises to 4KB, then
the size of the graph gets up to 12, 500 vertices and 1, 470, 000 edges. However,
our aim is to embed an even greater amount of data. This huge size of the
graphs has two important implications: First, it is impossible to store a graph
using an adjacency list, because the number of edges simply becomes too high.
And second, even if there are fast algorithms to solve the matching problem
running in time O(

√|V | · |E|) (see [8]) it is necessary to use simple heuristics
that are even faster. Note that this does not result in a decrease of the quality
of the obtained matchings because it is compensated by choosing data format
specific values for the parameters m, k and r that result in graphs such that
heuristics can find matchings of sufficient quality (see Sect. 3.2).

In our implementation, we have not stored the graph using an adjacency list,
instead we use data structures that allow an on-the-fly construction of the edges:
The sample value adjacency list is an array indexed by the sample values that for
each sample value s contains a list of those sample values that have a distance
≤ r to s. These lists are sorted by distance in ascending order. We also need a
data structure called sample value occurrences that is an array indexed by the
sample values that for each sample value s contains a list of pointers to those
vertices that contain s. Using these two data structures we can iterate through
the edges of a given vertex in order of ascending distance without the need to
store an adjacency list.

As mentioned above, we use heuristics to speed up the calculation of the
maximum cardinality minimum weight matching. We use the greedy construc-
tion heuristic formally described in Algorithm 1 (see, e.g., [9]).

This heuristic adds vertices ordered by their degree1 and - for equal degrees -
with their shortest edge to the matching. Sorting by degree significantly increases
1 The degree of a vertex is the number of edges incident to this vertex.



124 S. Hetzl and P. Mutzel

Input : Graph G = (V, E)
Output : Matching M on G

Sort all vertices by degree in ascending order into 〈v1, . . . , vn〉;
Initialize M = ∅;
Mark all vertices as active;
for i = 1,. . . , n do

if vi is active and degree(vi) > 0 then
Set e = (vi, w) = shortest edge of vi;
Set M = M ∪ {e};
Mark vi and w as inactive and delete all of their edges from E;

end
end
return M ;

Algorithm 1. The static minimum degree construction heuristic (SMD)

the cardinality in comparison to a random selection because vertices that have a
lower number of possible partners are matched first. Additionally sorting vertices
with equal degrees by shortest edge biases the non-determinism in the algorithm
towards choosing shorter edges.

After this construction heuristic, for some data formats we use a heuris-
tic depth-first search for augmenting paths as postprocessing step. Augmenting
paths then can be used to increase the cardinality of the matching. The interested
reader is referred to [9] for details.

3.2 Computational Studies

To evaluate the performance of the implementation empirically, we created a test
set of cover files for every data format. The image test sets have been created
by digitizing 50 images showing natural scenes with an Epson flatbed scanner,
which then have been converted to the appropriate file format: to bitmaps using
256 color palettes, to uncompressed true-color bitmaps (16.7 million colors) and
to color jpeg images. The audio data has been taken from different CDs and then
stored as 16 bit waveform data and converted to the μ-law format. The tests
have been conducted with different amounts of random data as secret messages.

These test sets have been very useful to determine good values for the data
format specific parameters: the samples per vertex ratio k, the modulus m and
the radius r. As distance function we use the euclidean distance in the RGB
cube for palette and true-color images, for the other formats we use the absolute
distance between the sample values. Table 1 shows values for the parameters
s.t. an embedding rate as high as possible is reached while still allowing nearly
perfect matchings and thus preservation of first-order statistics. The embedding
rate is the rate of the size of the secret message to the size of the cover file and
can be calculated as r = 1

2
m ·k·s where s is the size of a sample in bits. A sample

in a jpeg file is a coefficient of the discrete cosine transform. Coefficients with
the value 0 are not used to embed data, because setting a coefficient that is 0
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Table 1. Data format specific definitions

palette true-color jpeg waveform μ-law
radius r 20 10 1 20 1

samples/vertex k 3 2 3 2 2
modulus m 4 4 2 2 2

embedding rate 8.33% 4.16% 5 .86% 3.13% 6.25%
algorithms SMD SMD SMD SMD,DFS SMD,DFS
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Fig. 2. Matching cardinality

in the cover file to 1 in the stego file can result in visually detectable distortion
of the image. For this reason, the embedding rate of a jpeg file can be given
only empirically, so the exact value given in the table is only valid for our image
database, however for other natural images the value will be similar. The last
row shows which algorithms are used on a specific file format. SMD refers to the
static minimum degree construction heuristic (as described in Algorithm 1) and
DFS refers to the heuristic depth first search for augmenting paths presented
in [9]. For the audio data formats it is useful to apply the DFS postprocessing
step, because the SMD heuristic already produced high quality solutions (98.2%–
99.7% matched vertices for waveform data and 99.8%–99.9% for μ-law data) and
the DFS postprocessing step is rather fast when applied to such high quality
solutions but still yields even better solutions.

Fig. 2 shows the cardinalities of the calculated matchings. The cardinality
of the obtained matchings is very high (more than 97% of the vertices have
been matched). This is due to the high density of the graphs obtained using
our parameter settings. For the audio data formats almost 100% of the vertices
have been matched. In contrast to the audio data formats, for jpeg files only
97% can be reached. This data format is more difficult to handle, because the
coefficients of the discrete cosine transform do not have a uniform distribution,
instead sample values with smaller absolute values occur more often (see, e.g.
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[12]). These results show that embeddings can be found that do not modify
first-order statistics substantially.

Fig. 3 shows the average weight in % of the radius. An unbiased algorithm
would choose edges with random weight with the result of an average edge weight
of 50% of the radius. Biasing the algorithms towards choosing shorter edges has
a significant effect for true-color images and waveform audio data.

We have observed that true-color images need considerable more running
time than the other data formats, e.g. for embedding 6KB data the construction
heuristic takes approximatly 12 seconds to complete compared to less than one
second for the other data formats. This is due to the high number of different
sample values. The problem is that, in general, creating the sample value adja-
cency list needs O(|S′|2) time (where S′ is the number of sample values actually
occurring in the graph).

4 Steganalysis

The number of unmatched vertices is an upper bound on the number of changes
to first-order statistics. Our experiments have shown that sufficiently good
matchings (< 3% unmatched) can be reached for natural cover data. This makes
our approach practically undetectable by tests that look only at first-order sta-
tistics such as the χ2-attack [14]. Furthermore it is not possible to specify a set
of groups partitioning S s.t. exchanges occur only inside a group making our
approach also undetecable by the generalized χ2-attacks in [10,4,13].

It would be interesting to run the blind steganalysis scheme [5] against
our implementation to compare its detectability to the other tested algorithms
[12,10,11], in particular to Salle’s model-based approach. His algorithm does not
only preserve the global histogram of jpeg files but also the frequencies of each
individual DCT coefficent. Note that our approach could easily be extended by
adding a restriction to the set of edges which allows only exchanges of sample
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within one DCT coefficient. This would have the effect that also the frequencies
of the individual coefficients will be preserved. In fact, any restriction that can
be expressed by allowing or disallowing single sample value exchanges can be
added. It remains to be investigated how powerful this really is.

For a targeted steganalysis of our approach for jpeg files the blockiness mea-
sure seems to be a candidate. The blockiness measure gives an indication of the
discontinuities at the 8x8 boundaries of jpeg blocks and was used in [6] to break
outguess [10].

5 Summary and Outlook

We have presented a graph-theoretic approach to steganography that is based
on exchanging rather than overwriting samples. Thus it preserves first-order sta-
tistics without the need for additional changes as in [10]. A graph is constructed
from the cover data and the secret message where each vertex corresponds to
the necessity of making a certain change and each edge represents a possible
sample exchange. The embedding is found by solving the well-investigated com-
binatorial problem of finding a maximum cardinality minimum weight matching
in this graph. The maximality of the cardinality ensures that a maximal amount
of data is embedded by exchanges. The unmatched vertices need to be embedded
in a way that does not preserve first-order statistics. However, as demonstrated
in our computational studies, the number of unmatched vertices is negligibly
low (0% − 3%) for natural cover data. Additionally the minimality of the edge
weights ensures that the visual changes introduced by the embedding are as
small as possible. We have implemented the algorithm with support for true-
color images, palette image and jpeg images as well as waveform and μ-law
audio data.

Our approach can easily be extended by adding further restrictions on the
set of edges (beyond the simple visual restriction spi ∼ sqj ). An example would
be a restriction for jpeg files to preserve also the frequencies for each individual
DCT coefficient. Another example is the method described in [3] (and recently
broken in [2]) to determine all pairs of stochastically independent sample values.
Any restriction that can be expressed by allowing or disallowing single sample
value exchanges can be added.

From the point of view of combinatorics the following two extension seem
interesting: 1) to allow exchanging more than one sample per vertex and 2)
to allow not only (disjoint) exchanges but arbitrary permutations. Both would
provide more flexibility but would amount to more difficult combinatorial
problems.
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Abstract. Cryptographic techniques have been deployed to securely
prove the presence of a watermark in stego-data without disclosing any
security critical information to the detecting party.

This paper presents a detailed practical construction and implemen-
tation results of a correlation-based non-blind watermarking scheme in
the non-interactive zero-knowledge setting. We extensively describe the
modifications and hurdles that had to be overcome to transform a well-
known watermarking scheme – whose general detection principle is ap-
plied in many other known schemes – into a two-party setting where
the critical detection input, i.e. the watermark vector and the origi-
nal data is cryptographically concealed from the verifying party using a
commitment scheme. Our prototype implementation is very efficient and
is an evidence of the practical feasibility of zero-knowledge watermark
detection.

Keywords: Watermark, detection, implementation, zero-knowledge.

1 Introduction

When using watermarks as evidence in applications, such as fingerprinting, dis-
pute resolving or direct authorship proofs, the presence of a watermark, em-
bedded by some party (e.g., a merchant or the author) has to be verifiable by
another, not fully trusted party (e.g., a judge, a dispute resolver or a customer).
Unfortunately, verifying the presence of a watermark in given data by means of
the watermarking system’s detection algorithm requires knowledge of the water-
mark, the watermarking key and, in non-blind watermarking systems, addition-
ally the original data. Once this information was disclosed to a malicious party,
it enables this party to perfectly remove the watermark without any perceptible
quality degradation.

Adelsbach and Sadeghi [1] suggest to conceal the critical detection input
from the potentially dishonest verifying party in commitments and to apply a
zero-knowledge protocol in which a prover P proves to the verifying party V that
the committed watermark is detectable in the alleged stego-data.1 The protocol
1 Other protocols have been proposed before, but these do not achieve the same level

of security or have documented security flaws [2].

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 129–139, 2005.
c© IFIP International Federation for Information Processing 2005



130 A. Adelsbach, M. Rohe, and A.-R. Sadeghi

is zero-knowledge which guarantees that the verifier gains no knowledge on the
embedded watermark.

In this paper we present the concrete construction of a zero-knowledge proof
system for the watermarking scheme proposed by Cox et al. [3] as one exam-
ple for the class of correlation-based and non-blind detectable watermarking
schemes. Furthermore, we give a precise quantisation of the computation and
communication complexities of the protocol. After minor transformations, the
correlation value can be computed as a polynomial expression such that the
entire zero-knowledge watermark detection protocol can be composed from ele-
mentary zero-knowledge sub-protocols and by using the commitment scheme’s
homomorphic property.

We want to stress that this zero-knowledge watermark detection paradigm
can be applied to any watermarking scheme whose detection criterion can be
expressed as a polynomial expression. This also includes more advanced embed-
ding and detection strategies to improve robustness and imperceptibility with
respect to the HVS as cited in [4]. We have chosen the scheme of Cox et al. [3],
because it is a widely known example of correlation-based watermark detection
and convenient to demonstrate the practical feasibility of strong zero-knowledge
watermark detection.

Outline: Section 2 recapitulates the technical basics, i.e. the applied watermark-
ing scheme and the cryptographic primitives. Section 3 treats all considerations
and modifications of the original watermarking scheme when it is transformed
into an efficient zero-knowledge protocol. In Section 4 we estimate the com-
putation and communication complexities and present results of a prototype
implementation.

2 Technical Preliminaries

2.1 Watermarking Scheme by Cox et al.

Here we shortly recall the major facts from the watermarking scheme by Cox et
al. [3] for black and white still-images as the basis for our detection protocol.

Generation: The watermark vector WM consists of m (in the order of 1000)
independently chosen N(0, 1)-distributed coefficients.

Embedding: The discrete cosine transformation (DCT) is applied to the orig-
inal image, resulting in Ŵ . Let Ŵ [m] denote the m coefficients carrying the
watermark information which corresponds here to the m highest magnitude AC-
coefficients in Ŵ . Cox et al. originally propose three different equations to embed
the watermark, yielding the m-dimensional vector Ŵ ′[m]

of marked coefficients
Ŵ ′[m]

i for i = 0, . . . , m − 1:

Ŵ ′[m]
i = Ŵ [m]

i + α · WM i (1)

Ŵ ′[m]
i = Ŵ [m]

i · (1 + α · WM i) (2)
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where the constant α denotes the strength of embedding. As the third equation

Ŵ ′[m]
i = Ŵ [m]

i · (eα·WM i
)

is practically not used, we omit its further discussion.

Substituting Ŵ ′[m]
in Ŵ and applying the inverse discrete cosine transfor-

mation DCT−1 results in the watermarked image W ′.

Detection: To decide whether a given watermark WM is contained in image W ∗

we extract a watermark candidate WM ∗ whose correlation value is computed
against the watermark WM . In this extraction we first compute Ŵ = DCT (W )
and Ŵ ∗ = DCT (W ∗). Then set Ŵ [m] to the m-highest magnitude coefficients

of Ŵ and Ŵ ∗[m]
to the corresponding coefficients (same position) of Ŵ ∗. Then

WM ∗ is obtained by inverting the embedding equation (see Section 3.1). Finally,
we compute the correlation

corr =
WM · WM ∗

‖WM ∗‖ (3)

and compare it to some given threshold S. If corr ≥ S then WM is considered
to be present. Otherwise it is considered to be absent.

2.2 Cryptographic Primitives

Commitment Scheme. A commitment scheme is a cryptographic protocol
that allows one party, the so-called committer C, to commit himself to a message
s ∈ M from the message space M, such that the recipient R of the commitment
Cs is assured that C is unable to change the value of s afterwards (binding prop-
erty). At the same time s is kept secret from the recipient R (hiding property).

Protocols: A commitment scheme consists of two main protocol steps:

1. Commit(): To commit to a certain message s ∈ M, C runs the algorithm
(Cs, skCs) ← commit (s) to obtain the commitment Cs to s and the corre-
sponding secret key skCs that allows C to open Cs correctly in the Open()
protocol. The committer passes Cs to the recipient who saves it for further
use.

2. Open(): To open Cs to R, C sends the message s and the corresponding
secret key skCs to the recipient. With this information R is able to verify
s regarding the previously received commitment Cs. If the verification has
been successful, R outputs the message s, otherwise he rejects. We denote
such a successful protocol run as (C : −; R : s) ← (C : s, skCs ; R : −; Cs)

We refer to [5] for a detailed introduction to commitment schemes.

The Concrete Commitment Scheme: We use the Damg̊ard-Fujisaki (DF)
integer commitment scheme [6] in our protocol. A commitment to a message
s ∈ Z is computed as Cs := gshskCs mod n, where n is the product of two safe
primes, h is a random element of high order and its order has only large prime
factors. g is a random element from < h > and logh g is unknown to C. g, h
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and n form together with some other public (security) parameters (cf. Section
4) the so-called commitment description descrcom. Instantiated in this manner,
the DF commitment scheme is statistically hiding and computationally binding
under the strong RSA assumption.

Homomorphic Property: The structure of the DF commitment scheme al-
lows R to perform computations on secret values without knowledge of the
corresponding opening information. This feature can be used to increase the
efficiency of the watermark detection protocol. Let Cx and Cy be two commit-
ments to the secret values x and y and γ be some publicly known integer. The
committer C, knowing skCx and skCy , can open the product Cx · Cy as x + y:
(C : −; R : x + y) ← (C : x + y, skCx + skCy ; R : −; Cx · Cy). Furthermore, (Cx)γ

can be opened as γ · x: (C : −; R : γ · x) ← (C : γ · x, γ · skCx ; R : −; (Cx)γ) and
Cx ·gγ can be opened as γ+x: (C : −; R : γ+x) ← (C : γ+x, skCx ; R : −; Cx ·gγ).
Consequently, R can autonomously compute Cx+y, Cγ·x and Cγ+x, which can
be opened accordingly by C.

Elementary Zero-Knowledge Proof Systems. Interactive two-party proof
systems involve a so-called prover P and a so-called verifier V where each of them
has its own private input and both have access to some given common input.
In our context, the common input consists of commitments of which P is aware
of the secret messages and the corresponding secret keys as its private input.
Applying such proof systems P convinces V that he is indeed able to open the
commitments, provided as common input, correctly and that certain relations
hold among their secret messages. There exist three security requirements for
these proof systems: Completeness: If P and V act honestly, every run of the
proof system will be accepted by V . Soundness guarantees that a cheating prover
(e.g. P has no opening information for the commitments) can trick V to accept
the proof protocol only with a negligible probability. Finally, the zero-knowledge
requirement guarantees that V gains no new knowledge from a protocol run
beyond the assertion that has been proven.

We will make use of several elementary zero-knowledge proof protocols, which
prove the multiplicative relation (PoKmult()), the square relation (PoKsq()) and
the equality relation on committed values (PoKeq()).2 We use the multiplication
protocol proposed by Damg̊ard and Fujisaki [6], while the square and the equality
proof are adapted from Boudot [7]. Finally, we use a proof system PoK≥0() which
proves that a committed value is greater or equal to zero. An elegant proof system
has been suggested by Lipmaa [8] and is based on a number theoretical result
by Lagrange, which states that every positive integer x can be represented as a
sum of four squares, i.e. x = x2

1 + x2
2 + x2

3 + x2
4. Hence, the proof system PoK≥0()

can be composed by 4 square proofs, the homomorphic addition of Cx2
1
, . . . , Cx2

4

and the proof of an equality relation for Cx2
1+x2

2+x2
3+x2

4
and Cx.

Typically, zero-knowledge proofs are executed as interactive challenge-
response protocols. However, there exists an efficient transformation to convert

2 For example, PoKmult(Cc; Ca, Cb) denotes a zero-knowledge proof that P can open
Ca, Cb and Cc, such that a · b = c holds.
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the interactive version of a proof protocol into a non-interactive version in the
random oracle model [9] where the prover performs a complete precomputation
of a proof and passes it to the verifier. Our implementation uses the elementary
sub-proofs in this efficient proof mode.

We will give the computational complexity of all protocols in terms of mod-
ular exponentiations (E), modular inversions (I) and modular multiplications
(M), as these operations dominate their complexities. With CompP we denote
the computational complexity of the prover, whereas CompV refers to that of the
verifier. L denotes the computation expense of a 4-square Lagrange decompo-
sition, for which an efficient probabilistic algorithm can be found in [10]. With
Comm(P,V) we denote the communication complexity, measured as the number
of bits exchanged between P and V .

The complexities of the basic protocols mainly depend on the security pa-
rameters of the DF commitment scheme, namely |n|, k, T , B and C(k) (which
we will denote as F ). Here, |n| denotes the binary length of the strong RSA
modulus. B is an estimator for the upper bound of the order of < h >, such
that ord(< h >) ≤ 2B, while T specifies the message space M = [−T, T ]. We
use the parameter k to limit the maximum statistical distance (statistical zero
knowledge property) between an accepting real and a simulated protocol view
which is less than 2−k. F (aka C(k) in [6]) determines the challenge size and
therefore the security parameter for the proof’s soundness. As such, it limits
the probability that a cheating prover is able to carry out an accepting proof to
< 2−|F |. For further details regarding these parameters we refer to [6]. Table 1
gives an overview of CompP , CompV and Comm(P,V), including the communica-
tion complexity for reasonably chosen security parameters (cf. Section 4).

Technical Remark: Watermarking schemes require computations on real num-
bers, while the applied DF commitment scheme supports integers. However, by
scaling all real values by an appropriate factor λ (e.g. λ = 1010 or 1020) we
can perform all required computations in the integer domain. For instance, the
relation a · b = c is scaled as (λaa) · (λbb) = (λaλb)c.

Table 1. Communication and computation complexities in the non-interactive proof
mode

Relation CompP CompV Comm(P,V) [KBytes]
PoKmult() 6E + 9M 9E + 3I + 6M 6|F | + 3|T | + 8k + 3B + 5 0.66
PoKsq() 4E + 6M 6E + 2I + 4M 4|F | + 2|T | + 5k + 2B + 3 0.44
PoKeq() 4E + 5M 6E + 2I + 4M 4|F | + |T | + 5k + 2B + 3 0.38
PoK≥0() 38E + 42M + L 30E + 10I + 23M 8|n| + 20|F | + 9|T | + 25k 3.13

+10B + 15
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3 Transformation into the ZK-Setting

For each embedding equation (1) and (2) we consider its inversion, yielding WM ∗

and rate its usability. Furthermore, we address the problem how V chooses the
detection coefficients Ŵ ∗[m]

as he is only aware of the committed version of Ŵ .

3.1 Embedding Equations

The first step of the detection algorithm is to extract WM ∗ from the alleged
stego-image Ŵ ∗, which, in non-blind detection, additionally involves the orig-
inal image Ŵ . In zero-knowledge watermark detection, V is only aware of the
committed version CŴ [m] := (C

Ŵ1
[m] , . . . , CŴm

[m]) of Ŵ such that, after the ex-
traction, he has to be convinced in zero-knowledge that the content of CWM ∗ :=
(CWM ∗1 , . . . , CWM ∗

m
) has been obtained correctly.

Equation 1: In case WM was embedded according to Equation (1) then WM ∗

is obtained3 as
Δi := α · WM ∗

i = Ŵ ∗[m]
i − Ŵ [m]

i . (4)

such that Δi is a difference of committed values, which can be easily computed
in the committed domain by taking advantage of the homomorphic property of
the commitment scheme.

Equation 2: In this case Δi is obtained as the quotient

Δi := α · WM ∗
i =

(
Ŵ ∗[m]

i − Ŵ [m]
i

)
/ Ŵ [m]

i . (5)

To convince V in the committed domain that Δi in CΔi has been computed cor-

rectly as Δi = Ŵ ∗[m]
i ·

(
Ŵ [m]

i

)−1
−1 an additional zero-knowledge proof has to be

performed. Therefore, the computation of CΔi at the beginning of the detection
protocol described in Section 3.4 has to be extended by an additional multiplica-

tion subproof and a proof that
(
Ŵ [m]

i

)−1
was computed correctly.4 Clearly, the

entire detection protocol can be extended by the described subproofs, but this
introduces additional overhead. Hence, embedding the watermark with Equation
(1) yields a more efficient zero-knowledge watermark detection protocol.

3.2 How Verifier Determines Ŵ ∗[m]

The original heuristic in Cox’s watermarking scheme (see Section 2.1) requires to

select the coefficients of Ŵ with the m-highest magnitudes to construct Ŵ ∗[m]

3 We invert to Δi := α · WM ∗
i instead of WM ∗

i, because with Δi in the detection
inequality the construction of an efficient protocol is easier to achieve, cf. Sec. 3.3.

4 This can be achieved by proving the multiplicative relation PoKmult(Cz; C(
Ŵ [m]

i

)−1 ,

C
Ŵ [m]

i

) and that z is close enough to 1. The latter can be proven by an interval

proof [7] that z ∈ [1 − δ, 1 + δ] for a reasonable small δ.
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and Ŵ [m]. In the context of zero-knowledge watermark detection, this heuristic
cannot be done in a straightforward way, since V only knows the committed
version CŴ [m] of the original transformed image Ŵ . We describe two (among
several other) viable solutions to overcome this problem:

Solution 1: This method provides a generic solution which is applicable to
every correlation-based watermarking scheme whose detection criterion can be
expressed as a polynomial. The general idea of this solution is that WM is chosen
as large as the image size (e.g., m = N ·N) and that all positions i, not supposed

to be marked, are set to value WM i := 0. In this case no selection for Ŵ ∗[m]
and

Ŵ [m] is required at all and corr remains unaffected as well. Unfortunately, this
general approach involves a significant overhead, as the number m of coefficients
that have to be processed becomes quite large.

Solution 2:Here we consider the special case where the embedding positions are
public parameters of the watermarking scheme and, therefore, can be given as
common input to both parties, thus yielding more efficient detection protocols.
One possibility to obtain these fixed embedding positions has been proposed by
Piva et al [11] and works as follows: Embed WM along a zig-zag scan of the AC
coefficients similar to the walk in the JPEG compression algorithm (but on the
entire N × N DCT-transformed image). Embedding of the watermark begins at
a predetermined diagonal l, which becomes part of the common input. l is chosen
such that a sufficient number of low-frequency AC coefficients is used for em-
bedding. This methodology matches the required choice of significant coefficients
in Ŵ for embedding WM , since for most images the low-frequency coefficients
mainly coincide with the highest magnitude coefficients of Ŵ . The result is a
compatible efficient zero-knowledge version of Cox’s watermarking scheme.

3.3 Adaption of the Detection Inequality

We have to transform the detection criterion corr ≥ S respectively corr − S ≥
0 such that the computation of corr can be expressed as a polynomial term.
Inserting Equation (3) into corr − S ≥ 0 leads to

∑m−1
i=0 WM i · WM ∗

i − S ·√∑m−1
i=0 (WM ∗

i)2 ≥ 0. The detection threshold S is chosen as S ≥ 0 [3]. If

WM is present, then
∑m−1

i=0 WM i · WM ∗
i ≥ 0 also holds. In this case we are

allowed to square the inequality in order to eliminate the root term which would
require additional zero-knowledge subproofs. Otherwise, we are already assured
in this stage that WM is not present and can omit further computations (cf.
Section 3.4).

Now the resulting termhas a polynomial formwhich allows us to apply the zero-
knowledge protocol primitives. A multiplication with α2 allows us to use Δi :=
α · WM i directly from Equation (4) or (5) which leads to the detection criterion(

m−1∑
i=0

WM i · Δi

)2

︸ ︷︷ ︸
=:A

− S2 ·
m−1∑
i=0

Δ2
i︸ ︷︷ ︸

=:B

≥ 0. (6)



136 A. Adelsbach, M. Rohe, and A.-R. Sadeghi

An intermediate computation of CΔi , CA2 and CB and a proof that A2 − B ≥ 0
in CA2−B convinces a verifier that a given committed watermark CWM is present
in W ∗.

Certainly, the entire protocol becomes less sophisticated if one assumes a
detection criterion S ≥ WM · WM ∗ without any denominator. However, in the
zero-knowledge setting, one cannot simply multiply Equation (3) by ‖WM ∗‖
because this value is obtained from Ŵ [m], which is cryptographically concealed
from the verifier by CŴ [m] . Making it public as a new detection threshold S ·
‖WM ∗‖ would leak knowledge about WM ∗ and, hence, about Ŵ [m].

3.4 The Entire Detection Protocol

The common input to the protocol (a graphical illustration can be found in
[12]) consists of the commitments CWM , CŴ [m] , the commitment description
descrcom, W ∗, the watermark position l and the detection threshold S. Further-
more, P knows the plain-text version of WM and Ŵ [m] as well as the corre-
sponding secret opening information of the commitments.

First, P and V compute Ŵ ∗[m]
according to the JPEG-analog zig-zag heuris-

tic, starting at diagonal l. In several stages, P and V interactively compute the
required committed intermediate results CΔ, CA2 and CB. Finally, P proves to
V that the detection equation (6) is satisfied.

V computes all m components CΔi of CΔ homomorphically as CΔi := gŴ ∗[m]
i ·(

CŴ [m]
i

)−1
. The committed addends for CA, i.e., CWM i·Δi , have to be provided

by P and P initiates m subproofs PoKmult() to convince V that the products
contained in CWM i·Δi are correct. Afterwards, V can compute CA homomorphi-
cally on his own as CA :=

∏m−1
i=0 CWM i·Δi . Before the squaring step, P has to

prove that A contained in CA is greater or equal to zero. Otherwise, this would
imply that corr in Equation (3) is < 0 and V would be assured already in this
stage of the protocol that WM is not present in W ∗ and aborts the protocol.
Finally, P generates CA2 , sends it to V and proves in zero-knowledge that CA2

indeed contains the square of the value A contained in CA.
In the next protocol section, value B of Equation (6) is determined: P pro-

vides CΔ2
i

and proves that CΔ2
i

indeed contains the square of the value Δi

contained in CΔi . Then V can compute CB and CA2−B by making use of the
commitment scheme’s homomorphic property. The watermark detection proto-
col is finished by a proof that the value A2 − B, contained in CA2−B, is greater
or equal to 0.

Completeness of the protocol follows from the completeness of all sub-
protocols and the homomorphic property of the commitment scheme. The sound-
ness of the entire protocol holds, because P would either have to break the
soundness of at least one sub-protocol or the binding property of the commit-
ment scheme. As both is assumed to be computationally infeasible, soundness
of the overall protocol follows. The zero-knowledge property follows from the
zero-knowledge property of the sub-protocols and from the fact that additional
communication consists of commitments, which are statistically hiding.
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4 Implementation Results

Theoretical Bounds: We discuss the communication complexity for the se-
quential composition of non-interactive elementary sub-protocols. The genera-
tion of Ŵ ∗[m]

will be neglected in computation complexity as it is not part
of the very zero-knowledge watermark detection protocol. All in all, in ad-
dition to the protocol communication of the sub-proofs, P transfers 2m + 1
commitments (namely CWM i·Δi , CA2 and CΔ2

i
; i = 0, . . . , m − 1), which cor-

responds to approximately (2m + 1) · |n| bits of traffic. CommWMCox
(P,V) = m ·

CommPoKmult()
(P,V) + 2 · CommPoK≥0()

(P,V) + (m + 1) · CommPoKsq()
(P,V) + (2m + 1) · |n| =

(2m+17)|n|+(10m+44)|F |+(5m+20)|T |+ (13m+55)k+(5m+22)B+8m+33.
Next we consider V ’s computation complexity: The homomorphic compu-

tations which provide the intermediate committed results require the following
operations: The computation of CΔi : m · E + m · I + m · M , CA : (m − 1) · M ,
CB : E + (m − 1) · M , and the computation of CA2−B : I + M such that we
obtain a computation complexity of (m + 1) · E + (m + 1) · I + (3m − 1) · M .
Together with the sub-protocols, we get CompWMCox

V = m · CompPoKmult()
V + 2 ·

CompPoK≥0()
V + (m + 1) · CompPoKsq()

V + (m + 1) · E + (m + 1) · I + (3m − 1) · M =
(16m + 67) · E + (6m + 23) · I + (13m + 49) · M .

P is able to follow V ’s homomorphic operations directly on the secret val-
ues and secret keys of the corresponding commitments. Therefore, we obtain a
computation complexity of (4m+4) ·E +(4m+5) ·M . Hence, P ’s computation
complexity including all sub-protocols is: CompWMCox

P = m · CompPoKmult()
P +

2 · CompPoK≥0()
P + (m + 1) · CompPoKsq()

P + (4m + 4) · E + (4m + 5) · M =
(14m + 84) · E + (19m + 95) · M + 2 · L.

This leads to a total computation complexity of CompWMCox
(P,V) = (30m+151) ·

E + (6m + 23) · I + (32m + 144) · M + 2 · L.

Practical Results: A prototype implementation was done in JAVA to achieve
a proof of concept of the practicability of zero-knowledge watermark detection.
Table 2 shows the results for different numbers of coefficients while the security
parameters were chosen as follows: |n| = 1024, B = 1024, T = 2512, |F | = 80 and
k = 40. The runtime was measured for a prover and a verifier process, running
simultaneously on one Athlon 1200 desktop PC. The estimated lower bound
for the communication complexity Comm(P,V) – without any implementation
or network overhead – is obtained by summarising the theoretical results from
Table 1 together with the transmission of the supplementary commitments. The
last column of Table 2 shows that if the communication traffic exchanged by
our implementation is compressed by a zip-packer, we come very close to the
expected theoretical bound Comm(P,V).

Since the same bases g and h are used in all subproofs and intermediate
commitments, the use of fixed-base exponentiation algorithms (see Chapter 14
of [13]), achieved a speed up of factor 3 for the modular exponentiations. The
precomputation required by these exponentiation algorithms took 4 : 20 minutes
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Table 2. time [min:sec] and Comm(P,V) [Bytes], precomputation time excluded

Coeffs time Comm(P,V) measured Comm(P,V) zip (Comm(P,V))
Comm(P,V)

zip(Comm(P,V))
in %

100 0:58 152,360 221,614 161,879 5.6
200 1:53 290,560 413,808 303,825 4.4
400 3:42 566,960 801,080 587,493 3.5
800 7:19 1,119,760 1,572,529 1,154,695 3.0
1000 9:09 1,396,160 1,958,554 1,438,377 2.9

and can be done during the setup of the commitment scheme and has to be done
only once for all further executions of watermark detection protocol.

5 Conclusion

We presented the entire technical details how to construct a non-interactive
zero-knowledge watermark detection protocol for the watermarking scheme by
Cox et al [3] chosen as an established correlation-based scheme for many similar
derivatives. The obtained results of a prototype implementation state that this
secure methodology is indeed applicable in practice and not just a theoretical
construction.
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Abstract. The topmost concern of users who are kept under surveil-
lance by a CCTV-System is the loss of their privacy. To gain a high
acceptance by the monitored users, we have to assure, that the recorded
video-material is only available to a subset of authorized users under ex-
actly previously defined circumstances. In this paper we propose a CCTV
video surveillance system providing privacy in a distributed way using
threshold multi-party computation. Due to the flexibility of the access
structure, we can handle the problem of loosing private-key-shares that
are necessary for reconstructing video-material as well as adding new
users to the system. If a pre-defined threshold is reached, a shared up-
date of the master secret and the according re-encryption of previously
stored ciphertext without revealing the plaintext is provided.

1 Introduction

The major concern of users monitored by a CCTV video surveillance system
is the loss of their privacy. It is obvious, that encrypting the recorded material
raises the acceptance by the monitored users. But what about unauthorized
decryption? In this paper we propose several mechanisms concerning the setup,
the recording and the retrieval of videos, and the key management during all
these phases. Some of the mechanisms involve multi-party computation (MPC,
see [18,6,8]), so that we can enforce dual control. A trusted third party (TTP)
may also be used to enforce dual control. But if this TTP is compromised, a
single unauthorized person may be able to decrypt the whole video-material.
The main requirements for our system include:

– Privacy-protection of the monitored users.
– Shared generation and update of keys and key components.
– Tree-based access structure to provide a mechanism for substitution.
– Dual control (4-eyes principle) within the video retrieval process.
– Minimal access of authorized people to monitored information.

Several papers about video surveillance exist, most of which focus on the
ability to detect and identify moving targets. Only a few discuss the privacy
protection of recorded material. The authors in [9] for example describe a coop-
erative, multi-sensor video surveillance system that provides continuous coverage

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 140–149, 2005.
c© IFIP International Federation for Information Processing 2005
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over battlefield areas. In [10] the emphasis lies on face recognition – a solution to
protect privacy by de-identifying facial images is given. A similar approach can
be found in [2] concentrating on videos in general. The most general solution
to cover privacy in coherence to monitoring targets seems to be presented in
[16]. However the system in [16] uses a privacy preserving video console provid-
ing access control lists. Once the console has been compromised videos may be
decrypted without any restrictions.

In our paper we focus on video surveillance where real-time reactions are not
necessary like in private organisations where staff has to be monitored. In case
of criminal behaviour recorded video material can be decrypted if sufficiently
enough instances agree – this e.g. is not provided in [10]. Our approach can
certainly be combined with the general solution proposed in [16] but also used
for other applications such as key escrow as proposed in [15].
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Fig. 1. System Architecture

Figure 1 shows the system architecture of the proposed system including all
components and interactions within the setup phase, recording phase, retrieval
phase and key management. Computations within dotted boxes represent MPCs
whereas undotted boxes are performed by a single instance. Labelled arrows show
which instance(s) deliver(s) or receive(s) which value(s).

The proposed system employs the following hardware-components and users:

Video Cameras. According to the monitored processes, video cameras record
either single pictures or videos. Since we want to guarantee privacy of the
monitored users, we have to encrypt the video material. After encrypting
the video, it is sent to the video server SV , whereas the key used for this
encryption is (encrypted and) sent to the key server SK .
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Video Server SV . Here the received encrypted video material is stored in a
suitable database so that it can be easily retrieved, if required.

Key Server SK . Keys that are used for encrypting videos are chosen interval-
wise (so we provide minimal access to videos). Therefore, we call them
interval-keys (ikeys) and store them encrypted at SK .

Users. In this paper, the term user always means an instance retrieving videos,
not a person monitored by the system. Within strict regulations (e.g. dual
control), these users are authorized to decrypt the stored videos. Due to the
fact that enterprises are often hierarchically structured, we have to provide
easy deputy-mechanisms. If a user is not available, he may be simply replaced
by a qualified set of users of the next lower level in the hierarchy.

Smartcards. In order to enforce the cooperation of several users in the decryp-
tion process, the corresponding private key d is shared among a group of
users. Hence, each user holds a share of the private key, which is stored in
a pin-protected smartcard. Note that the private key d is never available in
the system or present during intermediate results of the decryption process.

The proposed system consists of the following procedures:

Setup Phase. To initialize the system, the users perform a MPC which pro-
vides each user with a random share of private key d in a fair way. Addition-
ally, the users generate shares of the corresponding public key. These shares
are sent to the video cameras which reconstruct the public key e.

Recording Phase. Due to performance reasons, the recorded video-material
is encrypted by use of a hybrid cryptosystem. Hence, each video camera has
to hold the public key e. The ikey is then encrypted by use of an asymmetric
scheme (employing the public key e) and is finally sent to SK , whereas the
symmetrically encrypted video is sent to SV .

Retrieval Phase. Within the retrieval phase, the authorized users perform a
MPC which provides them with the ikey of the specific interval, without
direct usage of the private key d (which corresponds to the public key e).

Key Management. In order to take part in the system, a new user has to re-
trieve a share of the private key d. To achieve this, the users already enrolled
in the system perform a MPC which finally provides the new user with his
share. Since the decryption process involves threshold cryptography, some
smartcards (and the shares stored there) may be lost, without any danger
for the privacy of the stored video material. Additionally, we employ a mech-
anism which regularly updates the remaining shares (without changing the
shared private key) and hence makes the shares on the lost (or stolen) smart-
cards useless. Finally, we propose a mechanism to perform a shared update
of d and the corresponding public key e. It is obvious that in this case, all en-
crypted ikeys have to be re-encrypted, whereas the encrypted video material
remains unchanged since the ikeys have not been compromised.

In the remainder of the paper we will give a more formal description of the
processes briefly discussed by now. Note that within the proposed mechanisms
we will only care about passive adversaries (see [6,8]) from inside the system and
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we will assume that there exist pair-wise protected links between the individual
parties participating in the surveillance process.

2 Fundamentals

Every computation in the following sections – except symmetric algorithms –
is reduced modulo p (within bases) or modulo q (within exponents, sharing
polynomials and interpolation formulas). The direct successors of the root of the
tree-based access structure are called first-level-users and united in the set U .
To reduce complexity, we will only consider one video camera called V C.

2.1 Shamir’s Secret Sharing

To share a secret s ∈ ZZ∗
q among n users resulting in the shares s1, . . . , sn (short:

s �→ (s1, . . . , sn)) we use the following randomly chosen t-degree polynomial
according to [17]:

si = g(i), g(x) = s +
t∑

j=1

rj · xj , rj ∈R ZZ∗
q (1)

In order to reconstruct the secret s (short: (s1, . . . , sn) �→ s) we need at least
t+1 shares, because there are t+1 unknown values in a t-degree polynomial. For
efficiency reasons we use the interpolation formula of Lagrange (see e.g. [12]):

s = g(0), g(x) =
n∑

i=1

si · λs
x,i, λs

x,i =
n∏

j=1
j �=i

(x − j) · (i − j)−1 (2)

Several computations of the upcoming sections use the following transformation:

z = ys (2)
= y

∑n
i=1 si·λs

0,i =
n∏

i=1

ysi·λs
0,i (3)

2.2 Symmetric Cryptosystem

Recording videos causes a lot of data. Hence, we apply a symmetric algorithm
(e.g. AES, see [1]) to encrypt the video-material. We simply define the encryption
function ES(m, k) = c and decryption function DS(c, k) = m.

2.3 ElGamal Cryptosystem

We suppose that the reader is familiar with the basic ElGamal cryptosystem [4].
Assuming the key generation has already taken place resulting in the public key
e and the private key d, the encryption E and decryption D can be performed
as follows (with g a generator of ZZ∗

q):

E(m, e) = (gα, m · eα) = (c1, c2), e = gd, α ∈R ZZ∗
q (4)

D((c1, c2), d) = c2 · (cd
1
)−1

= m (5)
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3 ElGamal Threshold Decryption and Re-encryption

A public key cryptosystem can be shared in several ways. The plaintext, the
public key, the ciphertext as well as the private key can be used in a distributed
way. For a video surveillance system sharing the encryption process does not
make sense. However, sharing the decryption process enables us to realize dual-
control. To increase the security it is very useful to share the ciphertext as well.
For lack of space we decided not to describe this variation. Instead we focus
on how to share the decryption process emphasizing on selected aspects of the
corresponding management of key-shares. Due to its simplicity we use ElGamal
threshold decryption firstly proposed in [3]. The basic ElGamal decryption can
be divided into two parts so that its computation only uses shares of private key
d. Therefore d has to be shared using a t-degree polynomial: d �→ (d1, . . . , dn).
The ElGamal decryption function can be modified replacing d with its Lagrange-
representation over the shares:

D((c1, c2), d) = c2 · (cd
1
)−1 (3)

= c2 ·
(

n∏
i=1

c
λd
0,i

1i

)−1
(5)
= m, c1i = cdi

1 (6)

Now we can divide this computation into the following two sub-functions:

Decryption Step 1. This step has to be done by at least t + 1 shareowners.

D1(c1, di) = cdi
1

(6)
= c1i

Decryption Step 2. To compute m at least t + 1 outputs of D1 are required.

D2((c11, . . . , c1n), c2) = c2 ·
(

n∏
i=1

c
λd
0,i

1i

)−1
(6)
= m

If the private key d has been compromised we have to provide an update of d
and a re-encryption of the corresponding ciphertext without revealing plaintext.
In [19] an approach based on distributed blinding is given. There, a ciphertext is
first blinded by a randomly chosen and encrypted value. After having decrypted
the blinded ciphertext in a particular way the resulting blinded plaintext is en-
crypted with the new public key and finally unblinded. The advantage of this
approach is that the instances that blind the ciphertext do not know anything
about the private key. This is useful for transferring a ciphertext from one in-
stance to another one (with different keys). In our case we need a mechanism
that provides an update of the private key and the corresponding ciphertext. In
our scenario the solution in [19] would require a distributed blinding, a distrib-
uted decryption and a distributed unblinding. As a consequence we propose a
different variation based on the distance δ between the old private key d and the
new private key d′. The advantage of our re-encryption is that we only modify
the old ciphertext and do not perform decryptions and encryptions respectively.
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Theorem 1. Assume (c1, c2) is a ciphertext performed over m and e. Then a
ciphertext based on e′ = e · gδ and decryptable by d′ = d + δ can be computed
by doing the following random transformation of (c1, c2) without intermediately
revealing the corresponding plaintext m:

RE((c1, c2), δ, e′) = (c1 · gβ, c2 · cδ
1 · e′β) = (c′1, c

′
2), β ∈R ZZ∗

q (7)

d′ = d + δ, e′ = e · gδ (8)

Proof. Let (c′1, c
′
2) be a transformed ciphertext according to (7). Then the basic

ElGamal decryption with new private key d′ results in m because:

D((c′1, c
′
2), d

′)
(5)
= c′2 · (c′d′

1 )−1 (7)
= c2 · cδ

1 · e′β · ((c1 · gβ)d′
)−1

(8)
= c2 · cδ

1 · (e · gδ)β · ((c1 · gβ)d+δ)−1

(4)
= m · eα · gα·δ · (gd · gδ)β · ((gα · gβ)d+δ)−1

(4)
= m · gα(d+δ) · gβ(d+δ) · (g(α+β)(d+δ))−1 = m

��
The re-encryption process in (7) can also be divided into two sub-functions so
that it can be performed in a distributed way (assume: δ and β are shared):
Re-encryption Step 1. The first step is done locally by every user Pi.

RE1(c1, δi, e
′, βi) = (gβi , cδi

1 , e′βi) = (c̃1i, c1i, e
′
i)

Re-encryption Step 2. The second step uses all outputs of RE1 and the old
ciphertext.

RE2(c1, (c̃11, . . . , c̃1n), (c11, . . . , c1n), (e′1, . . . , e
′
n), c2) = (c′1, c

′
2)

c′1 = c1 ·
n∏

i=1

c̃
λβ
0,i

1i , c′2 = c2 ·
(

n∏
i=1

c
λδ
0,i

1i

)
·

n∏
i=1

e′i
λβ
0,i

If there is no need to mask the correspondence between old and new ciphertext,
the modifications of the original randomness α by use of β can be removed.

4 Video Surveillance

4.1 Setup Phase

During the initialization of the system, a key-pair (e, d) for the ElGamal cryp-
tosystem has to be generated in a shared way. To achieve this, all users co-
operatively generate shares of the private key d without reconstructing it. Then
they compute shares of e without any interaction and send them to the video
camera which interpolates e. The distributed key generation proposed in [11] is
very useful to generate a private key without reconstructing it. A more secure
version is proposed in [5]. However, we need a fair tree-structured generation of
the private key. Based on this fact we modify the original protocol in order to
be able to build such a tree. A detailed description of a tree-shared generation
of secret values can be found in [14] – we refer to it for lack of space.
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4.2 Recording Phase

Within this phase V C uses local hybrid encryption. First of all V C generates
an interval-key k at random and encrypts the interval-video using symmetric
encryption described in section 2.2: ES(video, k) = c. For encryption of k the
camera uses asymmetric encryption described in section 2.3 with public key e:
E(k, e) = (c1, c2). Within each interval the camera sends the encrypted video to
SV and its corresponding encrypted ikey to SK . Both server store the ciphertext
in a particular database.

4.3 Retrieval Phase

The retrieval of a particular video can be done in two steps:

Decryption of ikey. SK has to send (c1, c2) to every user in U who agrees
to reconstruct the video. Then each user Pi performs D1(c1, di) = c1i and
broadcasts the result within U . Finally every user Pi decrypts ikey k by
computing D2((c11, . . . , c1n), c2) = k.

Decryption of Video. SV has to send the encrypted video c (corresponding
to k) to every user Pi who decrypts it by performing DS(c, k) = video.

5 Managing Private-Key-Shares

Generally, an access structure has to be very flexible within an organisation. The
more users exist the sooner it might occur that a user is leaving or joining the
system.

5.1 Registration of a New User

When registering a new user Pn+1 we have to distinguish users of the first level
who do not have a predecessor and users of lower levels who always have prede-
cessors.

New First-Level-User. Every existing first-level-user Pi shares his share di �→
(di1, . . . , din+1) among U ′ = U ∪ {Pn+1}. Then every user Pj in U ′ inter-
polates the received shares (d1j , . . . , dnj) �→ dj . Due to the fact, that every
share changes, an update of successor-shares has to be performed.

Others. Every user Pi of a lower level always has a predecessor P who is re-
sponsible for registering his new successor Pn+1. If P does not know the
shares of his existing successors they have to send him their shares. Own-
ing at least t + 1 shares of his successor enables P to generate a share
dn+1 =

∑n
i=1 di · λd

n+1,i for Pn+1 without provoking a recursive update
of successor-shares. After importing dn+1 to Pn+1’s smartcard P removes
d1, . . . , dn form his smartcard.

Generation of new shares can be done in several ways. An important fact is to
keep side effects minimal which we cannot guarantee with the solution described
above when registering a first-level-user. For more efficient but also some more
complex variations we refer to our technical report [13].
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5.2 Loss of Smartcards

If a user collects at least t + 1 previously lost smartcards he might be able to
compromise the private key d. Regularly updates of shares without changing d
make the collector’s shares unusable. Such updates can be very time-consuming
because all users of the access structure have to participate in the update process
at the same time (except if centralized updates are used). If a user looses his
smartcard his share can be reconstructed using the computations in section 5.1.
We always have to consider the worst case which is that another user of the
access structure finds the smartcard. Then the threshold is decreased which we
want to avoid. Due to this fact we propose to run an update-protocol first and
then generate a new share for the user who lost his smartcard.

5.3 Proactive Behaviour

Collecting lost smartcards can be used to decrease the threshold. So we have to
update the private-key-shares without changing the private key (as proposed in
[7]). This should be done in case of loosing a smartcard but can also be performed
proactively regularly. Using short intervals can be very time-consuming if up-
dates are done in a distributed way because users have to be online at the same
time. In this case the update could be initiated by a central trusted authority.
A big advantage of this variation is that updates could be run in batch-mode.

What happens if threshold t is vulnerable within one interval? In this case we
propose to update the private key in a shared way in sufficient time which forces
a re-encryption of ciphertext that corresponds to the compromised private key
(see section 6). Until the re-encryption process has been finished SK has to be
protected against availability-compromising attacks. To handle this problem we
propose to share the ciphertext-pairs (c1, c2) among several server. This would
lead to several modifications of the basic system which we do not describe here.

5.4 De-registration of Users

If a user leaves the organisation his smartcard (holding the share) should be
securely destroyed. If a new user takes over his tasks the protocol described in
section 5.1 has to be run.

6 Update of Private Key and Corresponding Ciphertext

First of all (e, d) has to be updated by all cameras and all shareowners of d.
Before destroying the update-values a re-encryption of every ciphertext (c1, c2)
generated using e has to be done.

Shared Generation of Update-Values. All the users in U run the tree-based
key generation mentioned in section 4.1 to get shares δ1, . . . , δn of a private-
key-update δ and shares β1, . . . , βn of randomness-update β.
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Update of Private-Key-Shares. Every user Pi computes d′i = di + δi which
is a share of private key d′ = d + δ.

Shared Update of Public Key. All users perform the updated public key
e′ = e · ∏n

i=1 gδi·λδ
0,i in a distributed way and send e′ to V C.

Re-encryption of Encrypted ikeys. SK has to send the old ciphertext-part
c1 to every user Pi participating in the re-encryption processes. Then each Pi

has to perform RE1(c1, δi, e
′, βi) = (c̃1i, c1i, e

′
i). Finally, each output of RE1

has to be sent to SK which then replaces the old ciphertext (c1, c2) by the
output of RE2(c1, (c̃11, . . . , c̃1n), (c11, . . . , c1n), (e′1, . . . , e′n), c2) = (c′1, c′2).

7 Security Analysis

We now briefly analyse the power of each instance of the system to retrieve any
secret information. However, we do not consider the tree-structure – the analysis
can be interpreted recursively.

As long as video cameras are not able to solve the discrete logarithm problem
and do not compromise at least t + 1 first-level-users, they are not able to get
any information about the private key d, update-values δ and β or any shares
of the users. To decrypt video-material SV needs the corresponding ikey. But to
get access to it he has to compromise at least t + 1 first-level-users and SK . A
first-level-user needs at least t other shares to reconstruct d or update-values δ
and β. Moreover, he has to compromise SK and SV to be able to decrypt videos.
Up to t smartcards of first-level-users can be stolen and compromised without
revealing any information about d. Regularly updates of shares increase the
security of the private key. Moreover, the smartcards are secured by a Personal
Identification Number. To preserve resistance against active malicious behaviour
(e.g. sending wrong intermediate results), extensions according to secure multi-
party computation with active adversaries are required (see [6,8]).

8 Conclusion and Future Research

Considering the requirements stated in section 1, it can be seen that all of them
have been realized.

Privacy-protection of the monitored users is provided by encryption of video-
material and interval-keys. 4-eyes principle (dual control) is provided by a tree-
based access structure. Minimal access of authorized people to monitored infor-
mation is guaranteed by scaling monitored intervals to a minimum so that many
ikeys are generated. Keys and key components are generated tree-based in a fair
distributed way according to [14]. Update of keys and key components is realized
by tree-based update-value generation and threshold re-encryption. Tree-based
secret sharing provides the possibility to replace any user by his successors.

The discussed distributed version of ElGamal is well known since [3] and only
one-out-of many. Discussing how public key cryptosystems can be distributed can
lead to many more applications than access structures to monitored information.
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When sharing functions the management of key-shares appears to be much more
difficult than the “normal” key management. So our future research work will
emphasize on managing keys in distributed public-key cryptosystems keeping
the number of local shares minimal not limiting to the ElGamal cryptosystem.
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Abstract. Electronic health records enable the global availability of
medical data. This has numerous benefits for the quality of offered ser-
vices. However, privacy concerns may arise as now both the patient’s
medical history as well as the doctor’s activities can be tracked. In this
paper, we propose an electronic health record system which allows the
patient to control who has access to her health records. Furthermore, pro-
vided she does not misuse the system, a doctor will remain anonymous
with respect to any central authority.

1 Introduction

In e-health, new information and communication technologies are used to im-
prove the quality of healthcare services while at the same time reducing the
corresponding costs. This is, for example, achieved by electronic health records
(EHRs), which allow for global availability of medical information in a stan-
dardized format. EHRs enable efficient communication of medical information,
and thus reduce costs and administrative overhead. Furthermore, medical errors
can be reduced significantly. In current healthcare systems, medical data can
be interpreted in ambiguous ways. Moreover, a patient’s health records can be
dispersed over multiple sites without the healthcare professional having access
to (or even knowledge of) this data. EHRs provide a solution to these problems.

There are, however, serious privacy concerns associated with the move to-
wards electronic health records. Medical data should not only be protected
against outsiders, but also against insiders. Studies have shown that patients
do not trust central authorities with their medical data. They want to decide
themselves who is entrusted with this data and who is not. These concerns are
justified, as unauthorized secondary use of medical information, for example by
an employer or for advertising purposes, can easily be achieved.

Next to patients, healthcare providers want their privacy to be protected. A
central repository of medical data controlled by strong access regulations allows
for the monitoring of a doctor’s actions. Central authorities can track down who
is treated by which doctor, how, and for what reasons. Hence, patient-doctor
autonomy is disrupted.

Unfortunately, current technologies abstract away from privacy concerns in
order to obtain both secure and efficient health record systems. In this paper,
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we propose a system which is both secure and privacy-preserving. The system
protects the patient’s privacy by allowing her to control who has access to her
medical information. However, no personal information can be hidden from the
doctor entrusted with this access. Furthermore, a doctor’s privacy is condition-
ally preserved: unless abuse is detected, no central authority knows which patient
is treated by which doctor and for what purposes.

The remainder of this paper is structured as follows. First, the building blocks
used in the system are introduced. Afterwards, we describe the system itself and
evaluate its properties. Finally, we conclude the paper with a brief discussion of
related work and a summary containing the major conclusions and future work.

2 Basic Building Blocks

2.1 Cryptographic Hash Functions

A good hash function H resembles a random function as much as possible. It
takes an input of arbitrary length and maps it to an output of fixed length. Hash
functions are efficiently computable but hard to invert. Also, it is difficult to find
two inputs mapping onto the same output.

2.2 The RSA Function

The RSA function [11] for an instance (n, v) is a trapdoor one-way permutation
in Z∗

n defined as RSA(n,v) : w �→ wv mod n. Here, value n is constructed as
the product of two random primes p and q with binary length |p| = |q| = |n|/2.
Value v is randomly chosen and relative prime to φ(n) = (p − 1)(q − 1).

The function is efficiently computable and easy to invert if v−1 mod φ(n) is
known. It is assumed that in all other cases, the RSA function is hard to invert.

In the remainder of this paper, we will denote the execution of i subsequent
applications of RSA(n,v) to an initial value w as RSAi

(n,v)(w), with RSA0
(n,v)(w)=

w. Note that RSAi
(n,v)(w) = RSA(n,vi)(w) for each i ∈ N.

2.3 The Guillou-Quisquater Proof of Knowledge

A Guillou-Quisquater proof of knowledge [7] is an interactive protocol between
a prover P and a verifier V. The inputs to the protocol are public values x and
(n, v). After successful execution, V is convinced that P knows a value w such
that w = RSA−1

(n,v)(x). In addition, the only thing V can learn from this protocol
execution is whether or not P knows such a w.

In the remainder of this paper, we will denote the Guillou-Quisquater proof
for an instance (n, vi) with i ∈ N \ {0} as GQProof{RSA−i

(n,v)(x)}.

2.4 Verifiable Encryption

A verifiable encryption scheme [13,1,3] is an interactive two-party protocol be-
tween a prover P and a verifier V . The public input of the protocol is a public
encryption key pk and a value x with (w, x) ∈ R for a one-way relation R
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and a secret value w only known to P. After successful execution, V obtains an
encryption of w under public key pk.

A verifiable encryption ensures the verifier that the encrypted value w is as
such that (w, x) ∈ R for the specified relation R and public value x. As a conse-
quence, it also convinces V that the prover knows a secret value w corresponding
to x. Moreover, the protocol does not reveal any additional information about
w to V than what she already knew beforehand. In particular, if V does not
know the private key sk corresponding to pk, then she cannot find out w.

A verifiable encryption protocol can be created for the RSA relation (w, x =
RSAi

(n,v)(w)). In the remainder of the paper, this encryption will be denoted as
VEncryptpk{w, w = RSA−i

(n,v)(x)}.

2.5 Anonymous Credential Systems

Anonymous credentials [4,2] allow for anonymous yet accountable transactions
between users and organizations. Here, a simplified version of the system is
presented. In particular, not all functionality is described and abstraction is
made of the use of pseudonyms. Also, note that anonymous credential systems
should be built on top of anonymous communication channels [5,10].

Credential Issuing. An organization can issue a credential to a user. This cre-
dential may contain attributes such as a name, address or expiration date. After
successful execution of the issue protocol, the user receives a non-transferable
credential Cred and the organization receives an issue transcript. The issue pro-
tocol will be denoted as getCred(attrlist) → Cred; GetT rans.

Credential Showing. The user proves to an organization that she is in pos-
session of a credential Cred. In addition, she selectively discloses some attributes
to the verifier. The result of the protocol is a transcript ShowTrans for the
verifier. Different transcripts (and thus different shows) of the same credential
cannot be linked to each other or to their corresponding GetTrans. During a
show protocol, the user may decide to enable some additional options; she may
sign a message Msg with her credential, which provides a provable link between
ShowTrans and this message. In addition, she might enable ShowTrans to be
deanonymizable. Upon fulfillment of the condition DeanCond, this allows for a
trusted deanonymizer to recover the corresponding transcript GetTrans, which
might then be used to identify the user. In the sequel, the show protocol will be
denoted as showCred(Cred, [attrs], [DeanCond)], [Msg]) → ShowTrans.

Credential Revocation. A credential can be revoked by its issuer. This is
denoted as revokeCred(GetT rans).

3 Description of the System

We first give an overview of the system’s requirements, roles and protocols.
Afterwards, the construction of these protocols is described in detail.
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3.1 Requirements, Roles and Protocols

Requirements. The system consists of anonymized electronic health records,
which are stored in a central database. Each record contains medical information
about a patient, signed by an approved but unknown healthcare professional.

To protect the patient’s privacy, only authorized doctors may access the
database. These doctors can read and inspect all the health records. However,
unless they have gained the patient’s trust, doctors should not be able to link
different records of a patient to each other or to the patient. This trust must be
complete, i.e. the patient must not be able to hide partial medical information
towards a trusted doctor.

Doctors must enjoy full anonymity with respect to the system. It must not
be possible for any central authority to track down which patient is treated
by which doctor and for what purposes. However, when abuse of anonymity is
detected, this anonymity should be revoked and appropriate actions should be
taken. Types of abuse are, for example, illegal requests for a patient’s health
records or the submitting of incorrect health records.

Roles. An individual using the system is either a doctor D or a patient P.
A doctor is assumed to live up to a deontological code and does not share
any medical information about a patient with another doctor, unless both are
entrusted with the care of this person. A special type of doctor is an emergency
doctor ED. An emergency doctor works at an emergency room (ER) and hence
needs special privileges.

The system itself consists of a registrar R, a database manager DBMan,
and an emergency service ES. Next to this, a number of deanonymizers may
be present. Deanonymizers judge and perform deanonymizations when abuse
is detected. The registrar stores bookkeeping information and registers both
patients and doctors. The database manager guides the retrieval and addition
of health records from and to the database by performing the necessary access
controls. Finally, the emergency service performs emergency retrieval of health
records when the patient is unconscious and her doctor is unreachable.

Protocols. A patient entering the system first performs a patientRegistration
with R. As a result, she obtains a list of private keys skp(i) (i ∈ {1, . . . , t}),
which will be used at successive moments in time. P can now entrust a doctor D
with her medical information by executing a visitDoctor protocol with D. From
then on this doctor will be able to manage all of her health records. If P wants
to end this trust relation, she enables a new private key skp(i+1) by performing
the changePrivateKey protocol with R. As a consequence, D will no longer be
able to add or retrieve any new health records concerning P .

A doctor registers with the system by executing the doctorRegistration pro-
tocol with R. This provides her with an access credential to the record database.
Once entrusted by a patient, D can manage her health records by means of the
addHealthRecord and retrieveHealthRecords protocols. Finally, a doctor working
at ER may perform an emergency retrieval of a patient’s medical data by using
the emergencyRetrieval protocol.
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3.2 Practical Construction

System Setup. A trusted third party TTP generates a strong hash function H
and system parameters (n, v) for the RSA-function. Furthermore, the emergency
service ES generates an encryption keypair (pkes, skes). Private key skes is kept
secret by ES, while values (n, v), H and pkes are made public to all participants.
As no participant may invert the RSA-function, TTP must make sure the factors
p and q of n = pq are discarded immediately after parameter generation.

Health Records. A health record is a show transcript ShowTrans generated
as a result of a deanonymizable credential show by a doctor. The content of
the record is a message of the form (ID,medical data), signed during the show
protocol. Medical data is a text string representing the health information and
ID is a unique identification tag created as ID = H(skp(i) ‖ j) for a counter
value j and a patient’s temporal private key skp(i). To ensure the uniqueness of
ID, each counter value is used only once for a temporal private key.

PatientRegistration. A patient entering the system first generates her (private
keys, public key) pair ((skp(1), . . . , skp(t)), pkp). This is done in a preprocessing
stage. Patient P chooses a suitable t and random value x ∈R Z∗

n. She then sets
skp(i) = RSAt−i

(n,v)(x) for i ∈ {1, . . . , t} and pkp = RSAt
(n,v)(x). Each of the

private keys will be used at successive moments in time. Note that, given private
key skp(i), all previous keys skp(j) with j ∈ {1, . . . , i−1} can be computed, but
none of the future keys skp(k) with k ∈ {i + 1, . . . , t}.

P then starts the registration procedure with R. In a first step, she identifies
herself to R and provides her with a verifiable encryption ωskp(1) of skp(1),
encrypted under the emergency service’s public key. Note that ωskp(1) implicitly
proves her knowledge of skp(1). Afterwards, P retrieves a credential binding her
identity with her current private key skp(1).

The registrar additionally stores some bookkeeping information for later use.
In particular, she stores a specification i = 1 of the current private key skp(i),
a verifiable encryption of skp(1) and the current value n1 for the counter used
when creating a new record ID. She also stores the credential’s issue transcript.

1. P : ((skp(1), . . . , skp(t)), pkp) = generatekeys(t)
2. P ↔ R : verification of P ’s identity
3. P → R : send(pkp)
4. P ↔ R : ωskp(1) = VEncryptpkes

{skp(1), skp(1) = RSA−1
(n,v)(pkp)}

5. P ↔ R : getCred({‘patient’, P, pkp, 1}) → Credskp(1);GetTransskp(1)
6. R : store(P, pkp, {1, ωskp(1),GetTransskp(1)}, {1, n1 = 0})

DoctorRegistration. A doctor registering with the system provides her iden-
tity and relevant university diplomas to R. The registrar checks this information,
and, if approved, issues a doctor credential. This credential contains the doctor’s
specialties, such as, for example, the fact that she is an emergency physician.
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1. D ↔ R : verification of identity and diplomas
2. D ↔ R : getCred({‘doctor’, specialties}) → Credd;GetTransd

3. R : store(GetTransd)

VisitDoctor. Although a patient can visit her doctor anonymously, she must
allow D to access her complete list of health records. Therefore, she gives D
her private key skp(i) and additionally proves that this is her current private
key by showing both her credential and her public key pkp. The resulting show
transcript is then stored by D as a proof of the patient’s trust. The private key
skp(i) can now be used by D to access the patient’s health records.

1. P → D : send(i, skp(i), pkp)
2. P ↔ D : showCred(Credskp(1), {‘patient’, pkp, i}, null, null) → ShowTrans
3. D : check(RSAi

(n,v)(skp(i)) = pkp)
4. D : store(ShowTrans)

AddHealthRecord(P ). In order to add a patient’s health record to the sys-
tem, a new counter value must be obtained from R. Using this value, a doctor
can create an identifier ID for the record. The record itself is then signed by a
deanonymizable credential show and stored by DBMan in the database.

The communication between D and both central authorities should be anony-
mous. Furthermore, for accountability reasons, D must prove to the registrar
that she is a valid doctor knowing the private key skp(i). This is done by a
deanonymizable credential show combined with a GQ proof of knowledge.

1. D : (skp(i), pkp) =retrieveKeypair(P )
2. D ↔ R : showCred(Credd, {‘doctor’}, AddReqCond, pkp) →

ShowTrans
3. D ↔ R : GQProof{RSA−i

(n,v)(pkp)}
4. R : set ni = ni + 1
5. D ← R : send(ni)
6. D : create ID = H(skp(i) ‖ ni)
7. D ↔ DBMan : showCred(Credd, {‘doctor’, [specialties]}, AddCond,

(ID, data)) → ShowTransID = recordID
8. DBMan : add recordID to database

RetrieveHealthRecords(P ). To retrieve all health records of a patient, D
requests from R all counter values for all of the patient’s current and previous
private keys. Once these are retrieved, D can compute the corresponding record
IDs and hence request P ’s records from the database.

Again, communication between D and the central authorities should be ano-
nymous. Also, DBMan logs the retrieval transcripts for accountability purposes.
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1. D : (skp(i), pkp) =retrieveKeypair(P )
2. D → R : indexRequest(pkp)
3. D ← R : send({1, n1}, . . . , {i, ni})
repeat step 4: ∀j ∈ {0, . . . , i − 1}, ∀k ∈ {1, . . . , n(i−j)}:
4.1. D : create IDjk = H(RSAj

(n,v)(skp(i)) ‖ k)
4.2. D ↔ DBMan : showCred(Credd, {‘doctor’}, RetrCond, IDjk) →

ShowTrans
4.3. D ← DBMan : send(recordIDjk

)
4.4. DBMan : log(ShowTrans)

ChangePrivateKey. A patient changing her temporal key skp(i) into skp(i +
1), reports this change to the registrar. She provides R with a verifiable encryp-
tion of her new private key and retrieves a credential Credskp(i+1) for her new
secret key. In addition, the patient’s old credential is revoked.

1.P ↔ R:showCred(Credskp(i), {‘patient’, P, pkp, i}, null, null) → ShowTrans
2.P ↔ R:ωskp(i+1) = VEncryptpkes

{skp(i + 1), skp(i + 1) = RSA
−(i+1)
(n,v) (pkp)}

3. R :revokeCred(GetTransskp(i))
4.P ↔ R:getCred({‘patient’, P, pkp, (i + 1)}) →

Credskp(i+1);GetTransskp(i+1)
5. R :replace {i, ωskp(i),GetTransskp(i)} with {(i + 1), ωskp(i+1),

GetTransskp(i+1)}, append {(i + 1), n(i+1) = 0} to stored data

EmergencyRetrieval(P ). An emergency doctor ED may in emergencies re-
quest the patient’s private key. This is done by anonymously filing a deanonymiz-
able request with the emergency service ES. By decrypting the verifiable encryp-
tion of skp(i), ES can recover the patient’s private key.

1. ED ↔ ES : showCred(Credd, {‘doctor’,‘ER’},ERCond, {P, motivation})
→ ShowTransED

2. ES : evaluate and store request
3. ES ↔ R : request(ωskp(i))
4. ES : skp(i) = decryptskes

(ωskp(i))
5. ED ← ES : send(skp(i))

4 Evaluation

Both patients as well as doctors have privacy concerns regarding electronic health
records. First of all, patients do not want their medical history to be publicly
available. Also, in order to maintain their autonomy, doctors do not want their
activities to be centrally trackable.
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4.1 Privacy Control for the Patient

Because of the strong hash function H and secret input skp(i), different health
records belonging to the same patient are unlinkable. As a consequence, only
authorized doctors being in possession of skp(i) can access and link the patient’s
medical information. As these doctors know skp(i), they must either enjoy the
patient’s trust, or be working at an emergency room.

By updating her private key, a patient prohibits all doctors from adding or
retrieving any of her new health records. She can then renew her trust relation
with some of these doctors by providing them with her new private key. All
other doctors, however, will no longer be able to manage the patient’s new
health records. A key update is executed, for example, when a patient changes
doctors or after an emergency retrieval.

Timing analysis may allow the database manager to estimate linkabilities
between health records. To solve this problem, a doctor should not retrieve all of
her patient’s health records at once. Also, it is advisable to use anonymous com-
munication channels and to store a cache of previously retrieved health records.

In case of an emergency, the emergency service ES can recover a patient’s
private key skp(i). Hence, ES can retrieve and link all of the patient’s health
records. This is necessary to allow for a good service, for example when the
patient is unconscious and her regular doctor is not available. However, the
service must be trusted not to abuse her recovering powers. In order to minimize
this trust, arbiters can inspect the recovery process. Also, trust can be distributed
over multiple emergency services, who then have to cooperate to retrieve skp(i).

When a patient detects abuse such as unauthorized access to her health
records or the addition of wrong information, she can file a complaint. The
doctor responsible for the abuse can then be identified and appropriate actions
can be taken. (e.g. the doctor’s credential could be revoked)

Although a patient can decide which doctor to trust, she cannot hide any me-
dical information from this doctor. Indeed, a doctor can only accept a patient’s
trust, if she is shown a valid credential containing the patient’s current private
key skp(i).

4.2 Autonomy of the Doctor

A health record in a database is actually a transcript ShowTrans of an anony-
mous credential. Therefore, the record does not reveal anything more about
its creating doctor than her status as an authorized doctor with the specified
specialties

Apart from the doctor registration procedure, all communication between a
doctor and the central authorities (R,DBMan and ES ) is anonymous. Hence,
the only doctor information known to a central authority, is whether or not this
doctor is registered with the system.

The anonymity received by a doctor is conditional, and can be revoked if
abuse is detected. This revocation is performed by a third party trusted not to
perform arbitrary deanonymizations. This trust can be minimized by using ar-
biters and by distributing the power to deanonymize over multiple organizations.
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A doctor might want to know the identity of a health record creator. This is
useful when she wants to share advice or when she needs extra information about
the patient. Doctors can achieve this by anonymously filing a deanonymizable
request to a trusted deanonymization organization. An alternative is the use
of health records which contain no medical data but a reference to, and access
information for another database. This may for example be a hospital’s database
containing all health records created by doctors affiliated with this hospital.

4.3 Scalability

An important issue when regarding a practical implementation is the scalability
of the system. If more people use the system, a shift from a single central database
towards multiple databases will be necessary. The registrar will then need to keep
extra bookkeeping information about where each record is situated. Another
potential problem is the possibility for collisions of hashfunctions. This can be
countered by using multiple hashfunctions in order to create a unique record ID.
Also, multiple RSA instances (n, v) can be used.

5 Related Work

The Health Insurance Portability and Accountability Act [9] imposes the de-
velopment of national standards for electronic healthcare transactions. Next to
this, it states strong requirements concerning security and data protection safe-
guards for medical information. The most important of these security safeguards
is access control. The first proposals to solve this issue made use of public key
infrastructures (PKIs). However, PKI technology was not designed for imple-
menting access control. Rather, it was designed for public key cryptosystems to
provide for confidentiality and integrity protection of data, and authentication
of users. This authentication property can be used to implement access control.
However, as each certificate is unconditionally linked to a (possibly pseudony-
mous) identity, all the user’s transactional data can be collected. This has dev-
astating consequences for user privacy.

Another solution is role based access control [12,6] in combination with
anonymous communication [5,10]. It enables access control based on contex-
tual information rather than on identity. However, anonymity is unconditional
and abusive behaviour cannot be punished.

To allow for patient control, a shift towards patient-involvement, for example
by the use of smartcards [8], is required. Such a shift allows the patient to view
and control her own information. A complete shift is undesirable though, as this
would allow the patient to add, delete or modify her own information.

6 Conclusions and Future Work

In this paper we have described a secure and privacy-preserving electronic health
record system. The system protects the patient’s privacy by allowing her to con-
trol who has access to her medical information. However, no personal information
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can be hidden from the medical practitioner entrusted with this access. Further-
more, the doctor’s anonymity is conditionally preserved.

Future work includes research on how to combine the system with smartcard
technology. These smartcards could contain, for example, the patient’s private
keys or medical certificates stating her blood group or a particular disease. Note
though, that our setting requires the private keys to leave the smartcard, which
is an alteration of the traditional smartcard setting.

Other work includes the usage of health records for statistical analysis. Such
usage will require a transformation from the original database without linkabil-
ities to a new anonymized database with linkabilities. Finally, a framework for
handling disputes and abuses will be developed.
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Abstract. With Federated Identity Management (FIM) protocols, ser-
vice providers can request user attributes, such as the billing address,
from the user’s identity provider. Access to this information is managed
using so-called Attribute Release Policies (ARPs). In this paper, we first
analyze various shortcomings of existing ARP implementations; then,
we demonstrate that the eXtensible Access Control Markup Language
(XACML) is very suitable for the task. We present an architecture for
the integration of XACML ARPs into SAML-based identity providers
and specify the policy evaluation workflows. We also introduce our im-
plementation and its integration into the Shibboleth architecture.

1 Introduction

With Identity & Access Management (I&AM) systems, organizations are able
to efficiently manage their employees’ and customers’ Personally Identifiable
Information (PII) and access rights to local services, typically by storing them
in a central enterprise directory or relational database.

To support cross-organizational business processes, I&AM has developed into
Federated Identity Management (FIM); FIM standards, such as the Security
Assertion Markup Language (SAML, [1]), enable cross-domain Web single sign-
on, i.e. users are being authenticated by their so-called identity provider (IDP)
and may then use external service providers (SPs) without requiring separate
accounts there. Instead, the SPs trust the IDP, and the IDP vouches that the
user has successfully been authenticated. A set of SPs and IDPs with such trust
relationships established is called an identity federation.

The FIM protocols do not only provide single sign-on capabilities, i.e. the
transmission of authentication information, but also support the exchange of
user attributes between SP and IDP. For example, a SP could request a user’s
billing address and credit card information from the IDP. In business-to-business
(B2B) scenarios, the IDP typically is the organization the user is working for,
while in business-to-customer (B2C) scenarios it could be the user’s ISP or credit
card company.

Obviously, access to sensitive data such as Personally Identifiable Information
(PII) must be restricted, i.e. there must be a way to control which attributes
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the IDP hands out to the SPs, in order to protect the user’s privacy and thus
gain the user’s acceptance. While the necessity for such a control mechanism is
well-known under the term Attribute Release Policies (ARPs), none of the three
major FIM standards — SAML [1], Liberty Alliance [2] and WS-Federation [3] —
addresses this issue concretely and instead leaves it up to actual implementations.

Fortunately, although not required for standards compliance, some FIM im-
plementations offer ARP support; e.g., Shibboleth [4] is the most advanced and
wide-spread open source FIM software currently in use, with its focus on pri-
vacy clearly being one of the major reasons for its popularity. However, even
Shibboleth only provides rudimentary ARPs in a proprietary format, and the
development of more sophisticated ARPs is explicitely encouraged. We analyze
existing ARP implementations and their deficiencies in section 2.

The eXtensible Access Control Markup Language (XACML, [5]) is a generic
and very flexible language for modeling access rights. In section 3, we derive
XACML’s suitability for the formulation and enforcement of ARPs and demon-
strate how it fulfills an advanced set of ARP design criteria and goals. We present
an architecture for the integration of XACML ARPs into SAML-based identity
providers and then introduce our implementation for Shibboleth in section 4.

2 Related Work and State of the Art

Privacy on the internet and in e-commerce scenarios is a well-studied field and
several solutions have found many adopters. To clarify the scope of our work,
we first demonstrate how our intents differ from and complement those found in
the established privacy standard P3P [6]. We then analyze two ARP implemen-
tations and show their limits by means of an e-commerce scenario.

Independent from the development of the FIM standards, the Platform for
Privacy Preferences (P3P) has been standardized by the W3C for the use in web
sites. P3P-enabled web browsers automatically fetch a web site’s privacy policies;
by comparing them with the user’s locally specified preferences, they can decide
whether the user agrees to use the site under the given privacy conditions. P3P is
neither intended nor suitable for modeling FIM ARPs, because it is an SP-side-
only mechanism which does not specify how user preferences shall be stored on
the browser or IDP side. It also is limited to web sites and defines an e-commerce
specific user profile, whereas FIM protocols work for any kind of web service and
support federation-specific user attributes. However, our XACML approach to
FIM ARPs leverages the rationale behind P3P and the P3P Preference Exchange
Language (APPEL, [7]).

Shibboleth [4] is based on SAML and due to its origin, the higher education
institutions in the USA, privacy is an important aspect, so its built-in support for
fine-grained ARPs comes at no surprise. Shibboleth distinguishes between site
ARPs, which are used by IDP administrators to specify defaults for all users,
and individual user ARPs. Shibboleth ARPs consist of rules. Each rule specifies
one target, i.e. a tuple (service provider, service), which allows to differentiate
between multiple services offered by the same SP. For each attribute in the rule,
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this target’s access can be granted or denied, optionally based on the attribute’s
current value. In the following example access to the user’s surname is granted
to every SP (XML namespaces have been removed to enhance readability):

<Attr ibu teRe l easePo l i c y>
<Rule>

<Target> <AnyTarget/> </Target>
<Att r ibu te name=”surname”>

<AnyValue r e l e a s e=”permit ”/>
</ Att r ibute>

</Rule>
</ Att r ibu teRe l easePo l i c y>

Shibboleth combines the site ARP and the user ARP to form the effective
ARP ; if there is a conflict, i.e. one ARP allows access to an attribute while the
other does not, or if the SP requests an attribute for which no ARP has been
defined, access to the attribute will be denied.

To support distributed management of site ARPs and to distinguish between
multiple roles a user can be acting in, Nazareth and Smith suggested an alterna-
tive implementation, which uses public key based ARPs [8]. They are choosing
the simple public key infrastructure (SPKI, [9]) and the simple distributed secu-
rity infrastructure (SDSI, [10]) as a base for their ARPs. This approach features
hierarchical ARPs, so, for example, a department’s ARP can be intersected with
the whole company’s ARP to form the resulting site ARP, which in turn is inter-
sected with the user ARP. Opposed to Shibboleth’s built-in ARPs, no conditions
on an attribute’s current value can be specified.

Both implementations lack functionality which is demanded in many real
world scenarios; those deficiencies are:

– The ARPs are not context sensitive. For example, users typically are willing
to grant access to more attributes, such as their credit card data, when
they purchase something from a web site than when they are just looking
for information; i.e., the purpose why the SP requests the attribute is not
considered at all.

– No obligations can be specified. As an example, a user might want to be
informed whenever an SP accesses the credit card data, e.g. by means of a
logfile or by email.

– Access must be granted or denied to each attribute separately, i.e. there is
no way to group attributes. For example, a delivery address may consist
of the attributes given name, surname, street, postal code and city. It is
cumbersome having to set up five rules per target instead of one.

– The access conditions are not flexible enough. For example, only the cur-
rently requested attribute’s value can be part of a Shibboleth ARP condition
and there are no environmental functions available; so, if credit card number
and expiry date are stored in separate attributes, there is no way to release
the credit card number only if it is still valid.
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Both approaches also use proprietary formats, leading to the typical impli-
cations such as lacking interoperability and the need for dedicated tools as well
as additional implementation work.

3 XACML-Based Attribute Release Policies

We will now demonstrate that XACML is an excellent choice to model and
enforce ARPs; our architecture, which integrates XACML components into a
SAML-based IDP, is introduced in section 3.2. We tailor XACML to specify
the ARP syntax and semantics in section 3.3 and define the policy evaluation
workflow in section 3.4.

3.1 XACML’s Suitability

There are many organizational and technical reasons to use XACML:

1. Interoperability. XACML is an OASIS-ratified standard which has success-
fully been employed in distributed access control before, for example in com-
bination with SAML ([11], [12]) and PERMIS [13]. Its relationship to P3P
has been outlined in [14]. Developers and administrators do not need to learn
yet another policy language, and GUIs for end users might be re-used with
only minor modifications.

2. Compatibility. As both are XML-based, Shibboleth ARPs can easily be con-
verted to XACML ARPs. The algorithm is outlined in section 4.

3. Extensibility. As requirements are known to change over time and as users
will be more familiar with ARP concepts, the language used for ARPs must
be flexible enough to allow later extensions; XACML clearly is.

4. Schema independency. Opposed to e.g. P3P, XACML has not been designed
for a fixed schema; instead, each identity federation can select a suitable data
schema or create a dedicated new one. Due to XACML’s support for XPath
expressions, attributes need not be flat key/value pairs, but structured at-
tributes are also supported. Note that a standardized format for ARPs is
independent of the arbitrary format of the data protected by ARPs.

5. Multiple roles. IDPs may allow a user to store several profiles, e.g. one used
at work and one used in spare time; XACML ARPs can easily be applied to
each of them.

6. Grouping of attributes. XACML allows the definition of variables, which can
be used to group attributes, so access rules need not be specified for each
attribute separately. An example is given below.

7. Decentralized management. Besides distinguishing between user ARPs and
site ARPs, it is possible to split ARPs into multiple distributed parts, each
of which can be maintained on its own. The distribution optionally can
reflect hierarchical structures, but priority based and other policy conflict
resolution mechanisms are supported as well. The total number of rules
required even for sophisticated policies can be kept low. Policy evaluation is
easy to understand for the users, and the results are comprehensible.



164 W. Hommel

8. Conditions. XACML is very flexible regarding the formulation of conditions
under which an attribute can be accessed. Primarily, this includes the spec-
ification of a) the service provider who requests the data, b) the actual
service being used, in case an SP offers more than one service, and c) the
purpose the data is being collected for. Furthermore, all attributes’ current
values and environmental information, e.g. the current date and time, can
be used.

9. Obligations. XACML features the specification of obligations, such as send-
ing an email or writing to a logfile when a positive or negative decision about
an access attempt has been made.

10. Optional use of PKI. While it is possible to use an existing public key in-
frastructure (PKI) to assure the integrity of user ARPs, it is not a prereq-
uisite for the use of ARPs. In particular, users are not required to handle
client-side certificates with their web browser, as this is often error-prone
and constrains the use of different machines, devices and browsers. Note
that this only affects how ARPs are stored and is independent of whether
the released attributes are transmitted to the service provider encrypted or
not.

11. Existing implementation. XACML ARPs can be evaluated by any standard
compliant XACML implementation. An excellent open source implementa-
tion is available [15].

Yet, XACML is a generic access control language and must be tailored to
our purpose. After an architectural overview, we specify the XACML elements,
which are necessary for ARPs, along with their syntax and semantics.

3.2 Architectural Overview

We have integrated an XACML component into a SAML-based IDP, which is
minimally invasive and maintains full SAML compatibility. Our XACML com-
ponent consists of a policy enforcement point (PEP) which we have designed and
implemented as described below, and an out-of-the-box XACML policy decision
point (PDP).

Figure 1 shows a high-level overview of the relevant components:

– Attribute requests are received by the SAML PDP, which passes them on to
our XACML PEP.

– The XACML PEP converts attribute requests into appropriate XACML
requests, which the XACML PDP evaluates. Details are given below.

– The attribute values and ARPs are kept in dedicated stores, such as LDAP
servers or relational database management systems.

– Administrators and users use dedicated interfaces to maintain the site and
user ARPs, respectively. For users, the ARP editing frontend could be com-
bined with the usual self services, i.e. the web site where they can change
their passwords, set up their e-mail addresses, update their personal infor-
mation, etc. The realization of a suitable web interface will be part of our
future work.
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Fig. 1. Overview of components involved in ARP processing

The ARP processing workflow for new attribute requests is as follows:

1. Several parts of the attribute request are extracted by the SAML PDP and
forwarded to the XACML PEP: a) The list of the requested attributes, and
b) meta-data, such as an identifier of the service provider, the actual service
being used and the purpose as stated by the requester.

2. The XACML PEP creates one XACML request per requested attribute,
which is then evaluated by the XACML PDP. This is necessary for the
following reason: if the complete list of requested attributes would be passed
on to the XACML PDP in a single XACML request, the result would be
an “all or nothing” response. This means that if just one attribute was not
allowed to be released, none of the requested attributes would be released.
However, in practice many SPs are greedy and request more attributes than
would be required for service provision. Thus, we have to decide about the
access to each of the attributes separately.

3. To provide everything the XACML PDP needs, the PEP fetches the neces-
sary ARPs and attributes from the appropriate stores:
– Multiple ARPs may have to be evaluated; typically, there is at least one

site and one user ARP involved. Their combination and evaluation is
specified in section 3.4.

– Besides the attributes which have been requested, additional attributes
for the evaluation of conditions within ARPs may be required. Those at-
tribute values are included in the XACML request as ResourceContent,
see section 3.3.

4. Each attribute request is then evaluated by the XACML PDP; its response
is composed of the release decision and optional XACML obligations. The
XACML PEP fulfills these obligations before returning the attributes, whose
release was permitted, to the SAML PDP.

5. The SAML PDP delivers the attributes to the SP.

The next section describes the elements available within each XACML ARP.
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3.3 XACML ARP Syntax and Semantics

In general, each XACML policy consists of rules. Rule combining algorithms
such as “first applicable” or “deny overrides” control how rules are evaluated and
when rule processing stops. Both rules and whole policies can specify targets; if
the policy’s targets do not match the actual attribute requester, none of its rules
are considered. An empty target definition makes sure that the whole policy is
always considered.

Each rule must have an effect, which is either permit or deny. It can declare
its own target by specifying the protected resources, one or more subjects and
the actions attempted by these subjects, and optionally also have a condition.

An XACML ARP will typically contain the following elements (a complete
example can be found below):

1. Priority specification. The policy’s priority is specified as XACML
CombinerParameter element. Typically, user ARPs will have higher priori-
ties than site ARPs, so users can override the default settings made by the
IDP administrator. The combination of multiple ARPs during the evaluation
of a request is described in section 3.4. Lines 2–6 demonstrate the priority
declaration in the example.

2. Rule precedence specification. Each policy must choose one rule combining
algorithm. XACML’s built-in “first applicable” algorithm, which stops rule
evaluation after the first matching rule has been found, is suitable for most
tasks and easy to comprehend by the users (see line 1 in the example).

3. Grouping of attributes. To group attributes, the names of any number of
attributes can be concatenated to form a regular expression, e.g. Street|-
ZIP|City, and assigned to a variable using a VariableDefinition element.

4. Attribute specification. XACML resource elements specify the user attribute
identifiers. Each attribute identifier is an URI, which shall be composed
of the IDP identifier, the user identifier, the user role and the attribute
name. XACML VariableReference elements can be used to speficy at-
tribute groups. Wildcards can also be used. In the example, lines 11–20
show how a user’s creditCardNumber attribute is selected.

5. Requester specification. The triple (service provider, service, purpose) is spec-
ified as a a conjunctive sequence of three SubjectMatch elements within an
XACML subject node-set as shown in lines 21–33 of the example.

6. Action specification. The obligatory XACML action is always read, as
SAML does not allow write operations by the SP yet (see lines 34–40).

7. Conditions. XACML conditions may be used to achieve even finer-grained
restrictions. All user attributes are included as ResourceContent in the
XACML request. A description of the powerful XACML functions which
can be used within conditions is out of the scope of this paper.

8. Obligations. XACML provides the Obligation element; writing to a text file
and sending an email are part of the standard, but arbitrary other obligations
can be implemented as well (see lines 42–49 in the example).

If a PKI is available, the integrity of ARPs can be protected by applying
XML signatures as described in [16]. Below is an example which grants access
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to the user’s credit card number to an online shop only if an actual book order
is placed; an obligation specifies that each allowed release must be logged.

1 <Po l i cy id=”xacmlARP1” RuleCombiningAlg=” f i r s t −app l i c ab l e ”>
2 <CombinerParameters>
3 <CombinerParameter ParameterName=”ARPpriority ”>
4 100
5 </CombinerParameter>
6 </CombinerParameters>
7 <Desc r ipt i on> ARP by user John Doe </Desc r ip t ion>
8 <Rule id=”CreditCardToBookShop ” e f f e c t=”permit”>
9 <Desc r i pt ion> Release c r e d i t card number to bookshop </Desc r ip t ion>

10 <Target>
11 <Resources>
12 <Resource>
13 <ResourceMatch MatchId=” st r ing −equal ”>
14 <AttributeValue>
15 idp . example . com/ johndoe / d e f a u l t r o l e / creditCardNumber
16 </AttributeValue>
17 <ResourceAttr ibuteDes ignator Attr ibute Id=” resource−i d ” />
18 </ResourceMatch>
19 </Resource>
20 </Resources>
21 <Subje ct s>
22 <Subject>
23 <SubjectMatch MatchId=” st r ing −equal ” AttributeValue=”shop . example . com”>
24 <Sub je ctAt tr ibuteDes ignator At tr ibu te Id=” s e r v i c e p r ov i d e r ” />
25 </SubjectMatch>
26 <SubjectMatch MatchId=” st r ing −equal ” AttributeValue=”bookshop”>
27 <Sub je ctAt tr ibuteDes ignator At tr ibu te Id=” s e r v i c e ” />
28 </SubjectMatch>
29 <SubjectMatch MatchId=” st r ing −equal ” AttributeValue=”purchase ”>
30 <Sub je ctAt tr ibuteDes ignator At tr ibu te Id=”purpose” />
31 </SubjectMatch>
32 </Subject>
33 </ Subjec ts>
34 <Actions>
35 <Action>
36 <ActionMatch MatchId=” st r ing −equal ” AttributeValue=”read ”>
37 <Act ionAttr ibu teDes ignato r Attr ibu te Id=”action −i d ” />
38 </ActionMatch>
39 </Action>
40 </Actions>
41 </Target>
42 <Obl igat ions>
43 <Obl iga t ion Id=”Log” Fu l f i l lOn=”Permit”>
44 <AttributeAssignment Id=” text ”>
45 Your c r e d i t card number has been re l e a s e d t o :
46 <SubjectAt tr ibu teDes ignato r Att r ibu te Id=” s e r v i c e p r o v i d e r ” />
47 </AttributeAssignment>
48 </Obl iga t ion>
49 </ Obl igat ions>
50 </Rule>
51 <Rule id=”DoNotReleaseAnythingElse ” e f f e c t=”deny”/>
52 </Pol i cy>

3.4 Policy Evaluation Workflow

For the evaluation of an attribute request, an XACML PolicySet is created by
combining all relevant ARPs, i.e. those ARPs whose target element matches
the requester. This is handled by our XACML PEP.

Each ARP has a priority, and the XACML PolicySet is built by including
the ARPs ordered by decreasing priority; the “first-applicable” algorithm is then
used for the evaluation of the PolicySet. If multiple ARPs have the same pri-
ority, the inner order of their inclusion in the policy set is indeterminate; this
should be avoided to achieve deterministic evaluation results, unless other tech-
niques are applied to ensure that those ARPs have disjunctive target sets. The
resulting PolicySet can be evaluated by any standard compliant XACML PDP.

Obviously, the complexity of XACML policies and XACML implementations
can lead to security vulnerabilities; we address these issues by using Sun’s refer-
ence XACML PDP implementation and working on easy and intuitive graphical
user interfaces, as outlined in the next sections.
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4 Implementation and Integration into Shibboleth

We have implemented the XACML component in Java, using Sun’s XACML
PDP implementation [15], which does not support XACML variables yet, so
attribute grouping has to be done by our XACML PEP if necessary.

A standalone version is command line driven and creates the XACML re-
quest which is evaluated by the PDP. It also creates the XACML PolicySet as
described in section 3.4; future versions will take the more elegant approach of
implementing a custom XACML policy combiner which supports policy priori-
ties because XACML itself does not yet, but it provides the necessary extension
hooks. Besides its usefulness for development, we will use the standalone version
to enable users to test and debug their ARPs through a web interface.

An integration into Shibboleth’s IDP component (called Origin) is possi-
ble by replacing two methods in the build-in attribute resolver: first, list-
PossibleReleaseAttributes() must return the names of the user attributes
which should be retrieved, and afterwards filterAttributes() has to remove
all attributes whose release is not permitted by the ARPs. The user’s and service
provider’s ids are passed to both methods, which provides sufficient information
for identifying, combining and evaluating the relevant XACML-based ARPs.

Shibboleth’s built-in ARPs can be lossless converted to XACML-based ARPs.
Basically, Shibboleth ARP targets become XACML subjects and Shibboleth
ARP attribute elements turn into XACML resources. As release decisions are
made on attribute and not on rule level in Shibboleth ARPs, each Shibboleth
attribute is converted into a dedicated XACML rule. We have successfully
automated this transformation using an XSLT stylesheet.

5 Summary and Outlook

In this paper, we first analyzed existing implementations of Attribute Release
Policies (ARPs), which are the core privacy management tool in today’s iden-
tity federation standards. We have found several shortcomings and described
their consequences for real world applications and user acceptance. We then
provided arguments to use XACML as base for ARPs, a well-established ac-
cess control language standard, which has been successfully used in the field of
distributed access control before. We presented an architecture for the integra-
tion of XACML ARPs into SAML-based identity providers, which remains fully
compliant to the SAML standard. The syntax and semantics of XACML ARPs
have been specified along with the policy evaluation workflow, which makes use
of an out-of-the-box XACML policy decision point. Finally, we introduced our
implementation, the way to integrate it into Shibboleth, a popular open source
identity federation software, and outlined an algorithm which converts existing
Shibboleth ARPs lossless to XACML ARPs.

We are planning to integrate this ARP engine into the next major version
of Shibboleth, but for use in a production environment, intuitive graphical user
interfaces for the creation, testing and maintenance of these ARPs must be con-
ceived and implemented to hide the complexity from the end users. We will
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also investigate the use of XACML for the so-called Attribute Acceptance Poli-
cies, which are the counterpart to ARPs on the service provider side; similar
deficiencies such as yet another proprietary format can be found there presently.
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Abstract. In this paper, a new concept for classifying handwriting data
and its analysis for biometric user authentication is presented. The con-
cept’s characteristic is the combination of syntax and semantics. It im-
plies a determination of four distinct levels of syntax and semantics to
lower complexity and structure information. We demonstrate the con-
cept’s impacts on on-line handwritings and the user verification, and
clarify the benefit of applying information of higher levels of semantics
within the authentication methods. As a result we are able to evaluate
techniques for biometric user authentication. Furthermore, we precisely
outline and reason a more accurate biometric user authentication sys-
tem, due to the classification given by the Verifier-Tuple concept.

Keywords: Biometrics, Security of Multimedia Content, Identification
and Authentication.

1 Motivation

The Verifier-Tuple (VT) is a new concept for classifying information to determine
its origin and authenticity as it was originally presented for audio in [1]. It enables
a scalable evaluation of techniques for biometric user authentication. The idea of
the VT is originated in the field of forensics where the identification, localization
and verification of an author of information are focus of recent research. Since
there is a great degree of overlap in the goals on the methods between forensics
and biometric user authentication, an application of VT appears adequate.

The goal of biometric user authentication is the automated verification of
a living human beings identity. Biometric user authentication is becoming in-
creasingly relevant for academic and industrial research. Biometrics will soon
be generally implemented in different areas and applications from ID cards to
security to applications of insurance companies. Therefore, biometrics improve
the level of security in infrastructures and applications.

Two classes of biometric modalities exist. The first class includes behavioral-
based modalities such as speech and handwriting. The second class includes
physiological modalities such as fingerprint, face, iris, retina, or hand geometry.
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We confine our study to the first class as we base our work on previous eval-
uations for another behavioral modality, speech authentication, in [1]. In this
paper, handwriting is the focus. Because of its individual uniqueness and its
usage as a deliberate declaration of consent, especially for signing contracts and
agreements, handwriting is generally accepted and preferred as a method for
biometric user authentication.

The major benefit of the VT is its ability to structure information into detail
and combine different levels of information. Three distinct goals can be outlined
when connecting levels of syntax and semantics. The first goal is obtaining more
accurate results for biometric user authentication by incorporating information
of a higher semantic level in the authentication process. The second goal is
reducing complexity by restructuring information, and the third goal is using
the tuple’s function as a design criterion for future handwriting based biometric
applications.

The paper is structured as follows: In section 2, the concept of the VT is
introduced implying four levels of syntax and semantics. Section 3 gives a brief
overview of sampling and data representation for handwriting biometrics from
a signal processing perspective. This is followed by the tuple’s application to
handwriting including a detailed classification of the handwriting information in
section 4. Furthermore, results of combinations of syntax and semantics levels
are outlined. Results based on experimental evaluations will underline the cor-
rectness of the VT and provide the tuple’s conceptual proof in section 5. Finally,
section 6 concludes by summarizing the paper and providing a perspective on
future work.

2 Concept of the Verifier-Tuple

As introduced in [1], we define the Verifier-Tuple (VT) as a concept for classify-
ing information. Based on this, we are able to structurally analyze information
by detail, classify features of interest, and evaluate existing techniques. The fol-
lowing descriptions and specifications are also presented in [1].

The idea of our VT is derived from the general concept of the explanation
of programming languages [2]. The VT consists of four parts as it is shown in
the formula below: the syntax, the executive semantics, the functional semantics
and the interpretative semantics. Each part can be seen as a level of information
which has to be analyzed to retrieve the whole context.

V T = {SY, SEE, SEF , SEI} (1)

SY = syntax
SEE = executive semantics
SEF = functional semantics
SEI = interpretative semantics

The syntax is defined as the composition of certain signs within a selected
alphabet. It is a systematic, orderly arrangement and it is rooted in linguistics.
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In order to analyze the syntax of languages, formal logic is applied as presented
in [3] and [4]. The syntax describes the processing of the elements of an alphabet
by following certain rules, structures and regulations. The syntax functions to
define valid and permitted constructs within an alphabet.

Semantics is the study or science of meaning in language. Semantics implies
the connection of characters, tokens or symbols and their relation to the meant
object or information [5]. Semantics is associated with the interpretation of the
facts given by the syntax. Thus, semantics enables to draw conclusions about the
author of information and his or her intention. The interpretative characteristic
of semantics is differentiated in three successive levels, the executive semantics,
the functional semantics and the interpretative semantics.

The executive semantics can be defined as an application of a particular op-
eration which determines a particular process sequence. Based on a certain input
the operation effectively generates an output [2]. This level of semantics extracts
connected, abstract syntactic elements as an output. The functional semantics
includes a semantic algebra and evaluation functions as a further interpretative
enhancement [2]. The functional semantics analyzes the impact of allocations of
variables. Deriving from the syntax and the executive semantics, applied func-
tions within the functional semantics specify measurement categories for analyz-
ing the meaning of the information presented by the medium. The interpretative
semantics is mostly provided by a human being but can also be integrated in
a digital, automatic system. It is based on background knowledge and can be
abstractly explained through methods of formal logic as presented in [2].

This concept of the VT enables a more detailed analysis and classification of
information. With this structured division of information, it is not only possible
to extract particular features, but also manipulations or attacks can be recog-
nized and localized. Further, it allows drawing conclusions about the context
which is not directly presented within the analyzed information such as certain
metadata as we refer to later in this paper. A specified application of the VT
for handwriting is demonstrated in section 4.

3 Sampling and Data Representation for Handwriting

The characteristics of the generation of a particular handwriting can be specified
by the movement of the pen tip during the writing process. The main dimen-
sions of this movement are pen position (horizontal/vertical), pen tip pressure
and pen angle. Digitizer tablets provide sensor technology for the analog-digital
conversion of these kinds of dynamics. PDAs or Tablet PCs as types of comput-
ers provide position information, represented as sequences of pen position points
at discrete and continuous time intervals.

This representation of continuous information is also denoted as sampled sig-
nals, and for the case of position signal, we use the notation x(t) for horizontal
pen position signals and y(t) for vertical pen position signals. The pen tip pres-
sure signal can be either a binary pen-up/pen-down signal or describe pressure
resolutions at a higher quantization level (typically up to 1024 levels) which is
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denoted as p(t). Finally, some current commercial digitizer tablets provide pen
azimuth signals, denoted as Θ(t), the orientation of the vertical projection of
the pen onto the writing surface, similar to a compass, as well as pen altitude
signals Φ(t), describing the angle of the pen above the writing surface.

The goal of biometric user authentication using handwriting is the determi-
nation of similarities based on features derived from these sampled signals. For
this purpose, different algorithms are applied [15] to bind the biometric data to
an identity in order to authenticate a certain user.

4 Verifier-Tuple for Handwriting

The architecture of a biometric user authentication system is generally struc-
tured as follows: Initially, reference data is sampled during enrollment and stored
in a database. Later, handwriting signals are sampled and analyzed for subse-
quent authentications. Authentication algorithms require certain parameters and
reference data from the reference storage. In [7], [8], and [9], an overview of the va-
riety of these authentication algorithms is provided. Well known algorithms are
for example Dynamic time Warping (DTW), Hidden-Markov-Models (HMM),
Neural Networks, Multi Level Approaches, or statistical approaches such as the
Biometric Hash [10].

Two different goals of authentication can be outlined. The first goal is the
verification of one particular known user of the reference storage. This implies a
comparison of n signal samplings to 1 particular reference storage sampling (1 : 1
comparison). The second goal is the identification of a particular not known user
which implicates a comparison of 1 signal samplings to n particular reference
storage sampling (1 : n comparison). Depending on the desired authentication
mode, the system parameters may change.

The application of the VT to handwriting biometrics results in the feature
classification as demonstrated in the listing below. Features are differentiated and
assigned to a particular level of the VT. Level 1 marks the syntactical properties
of handwriting, level 2 the executive semantics, level 3 the functional semantics,
and level 4 the interpretative semantics. Level 1 includes the original signal fea-
tures, as provided from the sampling process. Level 2 classifies features derived
from the original signals by applying feature extraction algorithms which lead
to various abstraction levels. For this purpose, the biometric algorithm requires
input from level 1 in any case but may additionally consider parameters from
level 3 or 4. Level 3 presents the textual or visual presentation of information.
In the particular case of handwriting, level 3 describes the content of the writ-
ten sequence and its individual shape. Level 4 abstracts information about the
context and background knowledge of the writing process. This may include for
example environmental information, such as time and location of the sampling,
as well as information about the hardware involved.

Table 1 summarizes the application of the VT concept to different levels of
features found in handwriting biometrics:
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Table 1. Classification of Handwriting features

Level 1: Syntax Dynamic features which are:

Additional:

o Horizontal pen position signal x(t)
o Vertical pen position signal y(t)
o Pen tip pressure signal p(t)
o Pen azimuth signal Θ(t)
o Pen altitude signal Φ(t)

o Horizontal pen acceleration signal ax(t)
(via horizontal pen force)

o Vertical pen acceleration signal ay(t)
(via vertical pen force)

Level 2: Executive semantics Features resulting from different classes of
algorithms for verifying handwriting such
as:

In Particular:

o Dynamic Time Warping (DTW)
o Hidden-Markov-Models (HMM)
o Neural Networks
o Multi Level Approaches
o BioHash with distance measures for ex-
tracting

certain statistical parameters
o Set of k statistical parameters

derived from the syntax
Level 3: Functional semantics Textual and visual information

(what is written)
o Word + its individual shape
o Passphrase + its individual shape
o Symbol + its individual shape
o Number + its individual shape
o Signature + its individual shape

Level 4: Interpretational semantics Information about the context
and background knowledge
o Tablet
o Pen
o Device
o Environment
o Emotions
o Metadata [11], [12] or Soft Biometrics
[13], [14]
o Acceptance

This new classification of handwritings for biometric user authentication is
restructuring the authentication parameters. Parameters are now further differ-
entiated according to the levels of syntax and semantics. The major benefit of
this concept is the precise analysis of information. Certain defined classes pool
information features. Thus, information can hardly get lost without being recog-
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nized. Compared to other approaches of feature classification, that punctually
and arbitrarily pick a particular feature to extract, our approach can structurally
analyze more than one feature at the same time. Hence, with this structure the
complexity of information and its analysis for user authentication can be re-
duced. Furthermore, the accuracy of techniques for verifying handwritings can
be evaluated. The VT implies the assumption that, the more information can
be applied to the technique, the better and more reliable results can be achieved
for authentication.

The different levels and their relation to each other will now been explained
into more detail. Level 1, the class of syntax, has already been elaborated in
section 3. Especially level 2, the class of executive semantics is focus of current
research investigations. Figure 1 demonstrates an example for the generation of
information of level 2 by applying the biometric hash algorithm to information
of level 1. Signals are used as the input as it can be seen on the left side.

Fig. 1. Example for Level 1 and 2: Syntax and executive semantics [6], statistical
representation.

Based on these signals, k statistical parameters are extracted such as the to-
tal writing time in ms, the total number of event pixels, the total absolute path
length in pixels, or the total number of sample values. A complete description of
the currently supported set of statistical parameters is provided in [6]. By apply-
ing an interval mapping function which implies the process parameter Interval
Matrix IM, the Biometric Hash Vector b is generated which includes particular
features. For authentication, this Biometric Hash Vector b will be compared with
stored vectors of the database. Certain distance measures decide whether a user
will be verified or not. These distance measures also belong to the class of level
2, the executive Semantics.

The class of level 3, the functional semantics is illustrated in Figure 2. This
level 3 includes the classification of varying textual contexts used by the writers
such as signatures, pin codes, passphrases, symbols, or numbers. Certain infor-
mation such as ”Sauerstoffgefäß” [oxygen container], as exemplified in Figure
2, written by two different writers is semantically equal within this level 3 of
the VT model, while it differs from each other in level 1 and subsequently level
2. The meaning of the information is the same even if the signal distribution



176 A. Oermann, J. Dittmann, and C. Vielhauer

Fig. 2. Handwriting examples of the German word ”Sauerstoffgefäß” from two different
writers [6].

is varying. This observation is a justification of our model with respect to the
possibility to discriminate different writers, even if they write identical text.

Beside others, the interpretative semantics in level 4 classifies tablet cate-
gories or the interpretation of certain metadata [12] or soft biometrics [13], [14]
such as cultural aspects [11] for the usage and acceptance of handwriting for
biometric user authentication. The inclusion of this level 4 of information in
biometric user authentication systems is a major subject of ongoing research.

There are two kinds of impact the interpretative semantics in level 4 can
have for an analysis of information. One impact can be outlined as follows:
Based on the three preceding levels, one is able to derive assumptions about
not particularly in the original handwriting sample included information within
level 4 of the VT model such as soft biometrics. The other impact is determined
through the additional consideration of information within in the interpretative
semantics of level 4 as parameter input to processed operations in lower levels
such as the authentication algorithms. Tests in section 5 will provide conceptual
proof that, by this means of level 4 features, a more accurate result for biometric
user authentication can be achieved.

These examples lead to the assumption that the more parameters can be ap-
plied to the analysis of handwriting information, the more accurate and reliable
results can be achieved for biometric user authentication. Better recognition re-
sults can be achieved with the combination of signal analysis and metadata or
soft biometrics, respectively the combination of syntax and semantics.

5 Tests for Evaluating the Verifier-Tuple

For evaluating the Verifier-Tuple we refer to some test results presented in [6].
Our goal is the exemplary demonstration of the tuple’s benefits as a new clas-
sification of information and hence, showing the advantages of the combination
of different classified levels of syntax and semantics.

The tests include algorithms for handwriting as a biometric user authentica-
tion. Evaluations of those algorithms are based on the Equal Error Rate (ERR),
the point where False Match Rate (FMR) and False Non-Match Rate (FNMR)
are identical [6], [15]. FNMR is the percentage probability of rejections by a
biometric system of authentic user while FMR is the percentage probability of
rejections of non-authentic user. Thus, ERR is one decision measure value at
a specific operating point of a biometric system and implies the probability of
great similarities as presented in Table 2 and 3.
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Table 2. EER for different tablet categories, textual content Signature (n/a = not
available) [6], MQED

Table 3. EER for different tablet categories, textual content Signature (n/a = not
available) [6], BioHash

For our evaluation, we refer to those handwritings from the database, pre-
sented in [6] that have been collected with three classes of digitizer tablets:
StepOver+PRESS, Cintiq15, Midres-PQ (collection of different tablets with a
medium spatial resolution) and the joint set of all tablets, denoted as ”All”.
Further, the MQED algorithm is applied for authentication in Table 2 and
the BioHash algorithm in Table 3. For evaluating the VT, our focus is on the
EERRandom, shown in the second column from right of both tables. Table 2 and
Table 3 both represent Equal Error Rates for different tablet categories and the
textual content Signature, but results shown in Table 3 are more accurate than
in Table 2. In comparison to Table 2, the BioHash algorithm, whose test results
are presented in Table 3, applies additional information of level 2, the executive
semantics, since it abstracts to statistical features. Information of level 4, the
interpretative semantics, is reflected by the four table rows, where each row rep-
resents a different scenario with respect to the hardware used for sampling of the
handwriting signals. In particular, the algorithms consider knowledge about the
used tablet in all cases except row ”All”. We observe that for both algorithms,
the recognition accuracy improves, if the specific type of tablet is known to
the authentication systems, i.e StepOver+PRESS and Cintiq15 have lower error
rates than Midres-PQ and All. That is, knowing the type of digitizer (interpre-
tative semantics level 4 in the VT model) can improve accuracy as compared to
conditions, where there is uncertainty about the hardware.

We interpret this demonstration as a first proof of the concept of the VT
as a classifier for biometric handwriting authentication. The approach of [6]
has shown that considering more knowledge of semantics for analyzing hand-
writings more accurate and reliable results for user authentication can be
achieved.
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6 Conclusion and Future Work

This paper has shown the usability of the concept of the Verifier-Tuple as a new
classifier for biometric handwriting authentication and the following aspects can
be summarized:

The VT is a new concept to classify biometric information in a structured
manner. Its major benefit is the ability to pool information together into one
level of syntax and three levels of semantics. The concept enables an efficient
combination of information of these levels in biometric applications. By apply-
ing our developed concept more accurate and reliable results for biometric user
authentication can be achieved.

While in the test scenario discussed in this paper, information of a higher
semantic level, such as the type of digitizer tablet was known a-prior, it might
be of interest in future investigations to perform analysis of signals and classes
of algorithms towards determination of such higher level of information. For
example, to identify the type of sampling device used during recording of the
biometric data. Furthermore, by applying and evaluating metadata and soft bio-
metric features such as the cultural origin, ethnicity and education, hypotheses
of the user acceptance of a biometric user authentication system can be possibly
derived in future. Future work will also include the analysis of compression of
data by its entropy in order to figure out how far the data can be compressed
and still discriminative features of interest can be extracted to grant accurate
and secure authentication systems.

Comprising our earlier work on the forensic background, we can conclude
that Verifier-Tuples are not only adequate to analyze an on-line handwriting into
detail but also we can give more reliable assumptions about user authentication
in general. With this paper we have shown the Verifier-Tuple’s characteristics as
a scalable concept for different media.
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Abstract. The current WiFi access control framework descends from solutions
conceived in the past for dial-up scenarios. A key difference between the two
worlds is mobility: dial-up handles nomadic users, while modern wireless net-
works support continuous mobility through always-on personal devices. Not sur-
prisingly, WiFi authentication does not exploit mobility in any way; on the con-
trary, mobility is perceived as a problem to be fixed by some fast-handoff solution.
Though fast-handoff is indeed an open issue, mobility may even help to build se-
curity systems. The paper describes a decentralised access control framework for
WiFi networks that exploits mobility to avoid a central authority to be always
online.

1 Motivation

WiFi authentication and access control infrastructure, as defined in [1], relies on a cen-
tral authority, the Authentication Server, to be always on-line as it is directly involved in
each authentication attempt. A host of proposals have outlined changes to improve scal-
ability and performance of this basic solution. [2] uses peer interaction among Access
Points (APs) to move security contexts rather than creating new ones. Unfortunately,
it is limited to APs within the same network segment and again requires the AP to
interact with a remote entity (now another AP instead of the Authentication Server)
for every authentication attempt. [3] brilliantly solves the network segment limitation
and allows interactions with the Authentication Server to occur before the actual au-
thentication attempts. Most interesting, in [4] the same authors propose a decentralised
solution to let APs discriminate which authentication attempts they should expect. An
AP learns which APs its users come from by tracking the source AP in each authenti-
cation attempt directly experimented: APs can thus foresee authentication attempts and
proactively query the Authentication Server for proper credentials. The only limitation
of [3] is the Authentication Server itself: though a central authority is a cornerstone
in current network authentication architectures, it has some clear drawbacks. In partic-
ular, it is a single point of failure: when it falls, no authentication attempt can occur
and the whole wireless network is stuck. This is perfectly acceptable when security is
more important than availability, but it looks draconian in scenarios where availabil-
ity plays a key role. Many modern applications of wireless networks do present this
characteristic. For instance, in a museum where a wireless network delivers informa-
tion only to paying visitors, the availability of the service is far more important than an
eventual unauthorised access. Similar arguments apply to a road access control system
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for vehicles: the cost of a false alarm (eventually triggering police intervention) is far
more expensive than latency/failure in fraud detection. Nevertheless, in both examples
efficient mechanisms are needed to revoke authorisation, for example when a customer
definitely leaves the facility or the controlled area in general.

Recently, [5] has shown that mobility can be perceived as an aid to build security
systems rather than a problem to be solved. We propose a decentralised access control
solution that does not require a central authority to be always online and exploits node
mobility to update authorisation status within the network. We recognise the main limit
in that it requires advanced cryptographic techniques to be implemented both at client
terminals and APs, and we will analyse the actual scope of this limit.

2 A Decentralised Access Control Framework

Here we investigate a novel framework where a central authority still exists but acts as a
group manager rather than an authentication server. Its task is to admit and expel users
from the group of authorised users, but it is not directly involved in each authentication
attempt and access control decision. Fresh information on group membership is prop-
agated by terminals as they roam within the network of APs. Recently admitted users
will propagate their visa by their own, while membership revocation requires an ad-hoc
transfer of information from the central authority to at least one AP. Revocation infor-
mation can be either pushed by a remote network connection to a randomly chosen AP,
or entrusted to a special terminal, or eventually delayed and given to a newly admitted
terminal. In order to enable mutual authentication APs are equipped with the same class
of credentials as the mobiles.

A straightforward way to implement our framework is a Public Key Infrastructure
(PKI) based on digital certificates. The central authority would act as a Certification
Authority (CA) and emit a certificate to every admitted user. Ownership of a valid cer-
tificate testifies group membership: APs may verify group admission by asking users
for a certificate signed by the central authority. The overloading of public key certifi-
cates (PKC) with authorisation beyond identity information is a common practice even
if more specialised techniques exist such as the attribute certificates (AC). However,
revocation is the Achilles’ heal of classic PKIs when deployed in fully decentralised
scenarios. Revocation information is not propagated inside the certificates and should
be retrieved by other means to correctly validate a certificate. In practice, a verifier must
either query an online OCSP server or download an updated Certificate Revocation List
(CRL) signed by the CA [6]. We deem both these solutions unsatisfactory because they
involve the connection with an online authority that we aim to avoid. Note that CRLs
could be propagated by terminals as for certificates, but there is no connection between
admission and revocation information and thus no guarantee that they will be propa-
gated with the same care. The relevance of this unsolved issue is clearly stated in [7].

As already observed, our task can be interpreted as a group membership problem,
a well-established subject in security literature. In Sect. 3, we propose a simple exten-
sion to standard X.509 certificates able to satisfy our requirements. We then identify in
the dynamic accumulator concept proposed in [8] an advanced cryptographic technique
able to enhance our solution. Both solutions require fixed cryptographic burden for all
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involved operations despite the current size of the group. In our framework this is a pre-
condition to grant perfect scalability to large numbers of users. It also helps to estimate
the requirements imposed on APs by cryptographic tools far more complex than current
ones (even in latest security extensions [1], APs support only symmetric cryptography).
The solutions rely on mobile terminals to propagate group membership information:
to model it we referred to the literature about diffusion processes and epidemiological
processes (see [9] for a broad spectrum review). In particular, in Sect. 4, we extend part
of the analysis in [10] and adapt it to the peculiar requirements of our scenario. The
involved dynamics are sensibly different since we want propagation to encompass the
whole network while studies on viral spreading aim to limit the propagation of the infec-
tion. Moreover, we investigated the connection between terminal mobility patterns and
the resulting propagation dynamics. Finally, in Sect. 5, we investigate how the system
heavily depends on how information to be propagated is distributed within the mobile
node population.

3 The Protocol

We propose two mechanisms that can actually implement our framework, the former
based on traditional PKIs and thus keener to current WiFi authentication system, the
latter exploiting the advanced cryptographic techniques proposed in [11]. Both solu-
tions entrust mobile terminals with the propagation of access control information as
long as they travel within the AP network.

3.1 Basic Solution

WiFi authentication infrastructure can already rely on digital certificates, though in a
rather centralised fashion. The first step towards decentralisation is delegating the Au-
thentication Server functionality to the APs. We argue that asymmetric cryptography’s
burden at APs is not a serious issue as it should be supported in any case to secure
remote management. Nevertheless, it would be more problematic in environments ex-
periencing fast mobility and strict authentication time constraints: in this case [3] may
remain the best choice.

The Central Authority is in fact a Certification Authority and emits certificates to
mobiles as they enter the community: schemes such as [12] can make this phase both
secure and practical. Also APs are given certificates from the CA: they can be installed
at deployment time through manual configuration or an imprinting mechanism as in
[13]. Then, mobiles use their certificates to authenticate against APs through EAP-TLS
or similar methods. Still, the main issue is revocation. We thus extend classic certificates
to make revocation information easier to be spread by mobile nodes. The aim is twofold:
(1) we eliminate the burden of transmitting huge membership information lists and (2)
admission and revocation information are tightly joined.

Mobiles could propagate revocation information as CRLs. The CRL size would be
a problem specially if revocation is frequent and/or certificate validity is long. For in-
stance, in the museum example certificates could be revoked as customers exit the mu-
seum. Even worst, there is no guarantee that mobiles would propagate CRLs since there
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is no connection between admission and revocation information. Thus, CRL emission
should be frequent and APs should categorically refuse authentication if an updated
CRL is not available: this imposes uncomfortable time constraints on the information
spreading mechanism. Admission and revocation data may be linked simply by embed-
ding CRLs within the certificates, but this is prevented by the size CRLs can grow to. We
thus split revocation information within newly emitted certificates. Delta-CRLs [14] are
a classic mechanism to limit the overhead due to CRL update. We extend this concept
by having standard certificates to embed a subset of revocation data. This partial infor-
mation is then spread by mobiles’ movements and reconstructed at APs. The choice of a
proper strategy to select which subset of information should be embedded in a particu-
lar certificate is addressed later in Sect. 5. Different embedding strategies may influence
dramatically the security of the system. In fact, they determine the “information gap”
probability, that is the probability that some revocation data is missing at APs. In this
basic solution an information gap directly results in exposure to unauthorised access.

The above scheme fits scenarios where admissions are fairly frequent. For instance,
it may work well in our museum example. We identify a key conceptual limit of this
approach in that the nodes are obliged to spread fixed chunks of revocation data, but
have no incentive to spread latest information: only recent certificates actually do valu-
able propagation job. An enhanced solution thus requires additional mechanisms able
to push all members to look for fresh information and propagate it.

3.2 Enhanced Solution

We further extend our proposal with the concept of dynamic accumulators. One-way
accumulators are a novel cryptographic tool first introduced in [15]. A one-way accu-
mulator allows to securely test the presence of a particular value within a set of values
previously accumulated in a single fixed-size accumulator value. [8] extends the origi-
nal construction to make the set of accumulated values to be dynamically changed.

We exploit a dynamic accumulator to build a compact representation of group mem-
bership. From [8], we retain the concept and implementation of a dynamic accumulator
while renouncing to anonymous verification to avoid zero-knowledge proofs and their
cryptographic burden. The Central Authority (let’s identify it as CA) maintains a pub-
lic key for a membership accumulator besides its usual public key. The accumulator
public key consists in a RSA modulus n = pq of length k, where p and q are safe
primes (p = 2p′ + 1 and q = 2q′ + 1). During admission, the CA assigns to every
mobile a prime e drown from a range [A, B] where 2 < A < B < A2 < n/4. 1 The
CA computes the new accumulator values as z′ = zea mod n, where z is the current
accumulator value and ea is the value assigned to the new member. Then the CA em-
beds (ea, u = z, z′) within the terminal’s certificate. When revoking a membership, the
CA update the accumulator as z′ = ze−1

r mod (p−1)(q−1) mod n, where z is the current
accumulator value and er is the value inserted in the certificate being revoked.

To verify admission, an AP should both validate the mobile’s certificate and check
that the value e embedded within the certificate is still present in the latest accumulator
value. To prove presence in the accumulator, a node associated to the prime e should

1 Refer to [8] for a discussion on the choice of the range [A, B].
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show the witness u that satisfies z = ue mod n where z is the latest accumulator value.
Updated accumulator values z are spread by mobiles while filing their certificates.

The actual complexity in managing this scheme is updating the witness u. As [8]
shows, a node should update its witness u for every change of the accumulator value.
For every ea added to the accumulator, the witness of every node must be updated as
u′ = uea mod n; while for every er removed from the accumulator, the new witness is
u′ = ubza where z is the new accumulator value, and a, b satisfy ae + ber = 1 and are
computed through the extended GCD algorithm. Hence, not only the fresh accumulator
values but also the e added/removed from the accumulator should be propagated.

We argue that mobile-driven propagation may be exploited not only for accumulator
values but also for accumulator change information. For instance, this can be achieved
by having the CA to embed a subset of past changes (the e added/removed to/from the
accumulator) in newly emitted certificate as done with revocation information in the
basic solution of Sect. 3.1.

It’s quite interesting to notice that a gap in the information being propagated has
now quite different implications. As long as an AP knows the latest accumulator value
it can safely prevent any unauthorised access. However, a legitimate terminal may not
be able to prove its membership since it lacks data required to update its witness. Sym-
metrically, a terminal having updated credentials may not be able to authenticate an AP
that has missed recent membership evolutions. These conditions are particularly scary
in our reference scenarios where security must coexist with reliability. However, we
notice that we have gained a lot of flexibility:

– in policies: nodes (APs or terminals) can flexibly choose between security and us-
ability by accepting authentication attempts based on dated accumulator values

– in resources: nodes (APs or terminals) can tune the storage they reserve to accumu-
lator history based on their policy

– in fallbacks: APs (and with more complex schemes also terminals) can fall back to
expensive retrieval mechanisms just when needed and only for missing information
chunks: alternatives are an online central directory or a peer-to-peer query system
among APs

Related to the last point, note that the access to an online repository is going to be
less frequent than in a classic CRL-based solution: once retrieved by a particular AP,
missing information can then be propagated by terminals’ movements.

Now, mobiles have additional incentive to propagate up-to-date information. In fact,
a mobile will propagate the last known accumulator value to avoid storing multiple cre-
dential generations. This implies it will also tend to propagate membership changes
that are needed to let APs update their own credentials. In practice, nodes will: (1) re-
ceive recent accumulator values from the APs they visit in the form of fresh certificates
emitted by the CA, (2) update their own credentials, and (3) propagate fresh certificates
containing the updated information.

The above schema is prone to further extensions. First, the terminal-driven propa-
gation can be sided with a push mechanism among APs. At random intervals APs may
send random chunks of information to a random selected peer (once again, information
on AP community can be easily propagated by mobile terminals). A very low push-
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ing probability can speed up propagation tremendously when mobility patterns are too
much constrained: this is granted by the famous work of Watts and Strogatz [16].

Moreover, the anonymous credential system defined in [11] (the framework which
dynamic accumulators where originally defined for) could further extend our frame-
work and provide a key additional feature, namely untraceability of mobiles through
anonymous authentication. In practice, the authentication process allows to verify the
user authorisation without identifying her. If long-term terminal identifiers are hidden
and node’s movements are disguised, this ensures that the mobile presence, location and
movements cannot be tracked within the covered area. Untraceability may be a key fea-
ture in public services covering large areas. Embracing the above anonymous credential
system would require to drop standard certificates and would impose far higher cryp-
tographic requirements to terminals and APs. However, the above construction would
hold and terminal mobility could still be used to diffuse accumulator changes. An ex-
haustive analysis of the opportunities offered by an anonymous credential system and
the relative performance impact are left for further investigation.

4 Terminal Mobility and Information Propagation

Both our basic and enhanced solutions rely on terminal mobility to propagate informa-
tion. Let us analyse their behaviour of our solutions in terms of information spreading.

We model the network of APs as a graph G = (N, E) where N is the set of APs
and E is the set of acquaintances. In other words, an edge ej,i ∈ E if nj , ni ∈ N ,
and a terminal can physically move from the AP nj to the AP ni. Then we refer to the
viral spreading model presented in [10] and adapt it to our though different problem.
This model aims to predict the dynamics of virus spreading in a computer network. We
notice strong analogies with our propagation mechanism, where update information
can only move from an aware AP to an unaware one thanks to the passage of a mobile
between them. A main difference, that we will have to cope with, is that the probability
of transmission cannot be assumed equal for all links as in [10], but heavily depends on
the topology of the AP network and the terminal mobility patterns.

From the model described in [10], we retain some key quantities and overload them
with different semantic:

pi,t – probability that the AP i has updated information at time t

βj,i – probability that updated information is propagated by any terminal from AP j to
AP i

ζi,t – probability that AP i does not receive updated information from its neighbours at
time t

Note that βj,i may now vary for each link. The quantity ζi,t is redefined as the proba-
bility that at time t an AP i has no updated information and will not receive it from any
terminal coming from any of its neighbouring APs:

ζi,t =
∏

j:ej,i∈E

(pj,t−1(1 − βj,i) + (1 − pj,t−1)) =
∏

j:ej,i∈E

(1 − βj,i ∗ pj,t−1) (1)
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We then use ζi,t to define pi,t. In spite of the original model, in our case the “infected”
status is irreversible: that is, once an AP has received a particular information chunk it
can retain it indefinitely.2 The quantity pi,t is thus computed as:

pi,t = 1 − (1 − pi,t−1)ζi,t (2)

The probability βj,i is related to terminal mobility patterns. We model terminal
mobility as a discrete Markov chain M = (N, E∗) where N is the usual set of APs and
E∗ is the set E of links between APs weighted with the rate of terminals that transits
along each link. We thus introduce two new quantities:

aj,i – probability that a terminal connected to AP j moves to AP i
πi – probability that at a given time a given terminal is connected to AP i

Under ergodic conditions, using matrix notation we can compute Π = AΠ as the
principal eigenvector of the matrix A, that is the eigenvector associated to the eigen-
value λ = 1. From theory, since each column of A adds up to one, at least one positive
unitary eigenvalue exists, and for the ergodic assumption all other eigenvalues will be
less than one.

Clearly, this mobility model is very simple. First, the model is discrete and thus the
terminals are allowed to move only at discrete times. Second, it allows to model only
constant numbers of terminals roaming within the network in a completely indepen-
dent way. Third, the Markov assumption implies a memoryless behaviour of terminals,
namely it is impossible to catch multiple highly-preferred directional paths along the
network. Nevertheless, this model suffices to investigate relations between node mo-
bility and information dissemination. In Sect. 4.1 we use it to analyse the behaviour
of our access control framework against simple network topologies and highly guided
mobility patterns. For instance, this may be the case in a wireless-enabled museum.

We can now define the probability β∗
j,i that a given terminal propagates updated

information from AP j to AP i as

β∗
j,i = aj,iπj (3)

Assuming the same roaming pattern for all mobiles, we can finally compute the proba-
bility βj,i that some terminal propagates updated information from AP j to AP i:

βj,i = 1 − (1 − β∗
j,i)

M (4)

where M is the number of terminals present in the network, constant in time. Handling
multiple roaming patterns requires to define a different matrix A per each pattern to
determine a different β∗ per each pattern.

4.1 Information Propagation Analysis

Rather than focusing on a particular AP topology, we chose to experiment our frame-
work against a set of schematic topologies somehow related to typical architectonic
structures. In particular, we selected the four topologies shown in Fig. 1:

2 Actually, APs may purge obsolete information once the certificate it refers to is expired, but
this lies outside the spreading analysis.
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Fig. 1. Different AP topologies

– star – this represents an hall/square surrounded by a set of places; the square is a
common building as well as city architectural module since ancient Greece

– ladder – represents a corridor/street with a sequence of places on both its sides; this
is a module made famous by Roman cities

– circle – in our simple mobility model, this is the best representative of a guided
corridor/street; this may model a museum as well as an highway

– random mesh – this is mainly used for comparison but it may model for example a
large exposition ambient
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(a) Propagation with a single terminal
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(b) Propagation in topologies of 128 APs

Fig. 2. Propagation in different AP topologies

Figure 2(a) shows how the number of discrete time steps t needed to have pi,t >
0.99 for all APs changes based on the number of APs. Figure 2(b) shows instead how
t changes based on the number of mobile terminals in different topologies of 128 APs.
As expected, propagation may perform poorly when mobility paths are particularly
constrained (as in the circle topology). However, as the number of mobiles grows the
probability of a jump between two given APs rapidly increases and so does the propa-
gation speed.

(a) Star (b) Ladder (c) Circle (d) Random
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5 Information Embedding Strategy

Both the solutions discussed in Sect. 3 rely on mobile terminals to carry some chunks of
information, either revocation data under the certificate-based solution or accumulator
updates within the enhanced solution. However, In Sect. 3 we have put off the definition
of the actual embedding strategy, that is the choice of what subset of information has to
be included in each newly emitted certificate for propagation. To complete the analysis
of our proposal, we present an initial investigation on the tremendous effects embedding
strategies may have on its global behaviour.

Following the idea behind Delta-CRLs, a sliding window selection mechanism may
be used. In other words, a newly emitted certificate includes all and only the changes
occurred from the immediately previous certificate. In this case, the probability Pgap

that some block of information gets permanently lost can be computed as:

Pgap(T ) = 1 − (1 − Pm)T (5)

where Pm is the probability that a single certificate gets lost and T is the number of
emitted certificates. Pm highly depends on the specific scenario: for instance, it is ef-
fected by the probability that users subscribe to the service but do not use it, and the
threat of sabotage attempts. We argue that a careful analysis of proper values of Pm is
crucial and leave it to future investigation. Nevertheless, from (5) it is evident that Pgap

will rapidly approach 1 even for low values of Pm. The problem is that a single missing
certificate is sufficient to create a permanent gap in the information being propagated.

To overcome the poor performance of the sliding window approach, we propose
to randomly choose the subset of information to be embedded. To limit the size of
embedded information, the probability that a specific information gets embedded is
decreased as its freshness. Assuming membership change events are fully ordered,3 we
define the probability Pe that the information chunk at ordinal number t gets embedded
in a new certificate emitted at time T as

Pe(t, T ) =
1

(T − t)α
(6)

The parameter α determines the size of the embedded information in a single certificate,
as well as the expected number of certificates that a particular information is embedded
in. Table 1 shows the expected number of information chunks embedded in a certificate
with different values of α and different sizes T of information history. Note that the
behaviour with T approaching infinity is not relevant since old information sooner or
later can be dropped because of certificate expiration.

To analyse the performance of our probabilistic embedding strategy, we start com-
puting the probability that the t-th information is not lost at time T when supposing that
all the successive certificates are not lost:

Ppresence(t, T ) = 1 − (Pm ∗
∏

2<s<(T−t)

(1 − Pe(s, T ))) (7)

3 Full orderability is obviously guaranteed by allowing a single entity, the CA, to modify the set.
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Table 1. Expected number of embedded information chunks

T = 10 T = 100 T = 1000 T = 10000
α = 0.9 2.68 4.28 5.57 6.60
α = 1 2.93 5.19 7.49 9.79
α = 1.1 3.22 6.43 10.52 15.69
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(b) Probabilistic embedding

Fig. 3. Comparison of different embedding strategies

The above equation states that the t-th information chunk is present if the t-th certificate
is not lost or if it has been embedded in some of the successive certificates. Now we can
compute Pgap at time T as:

Pgap(T ) = 1 − ((1 − Pm) ∗
∏

2<t<T

(Ppresence(t, T ))) (8)

This states that we face a gap when not all the information is somehow present, either
in its native certificate or embedded in successive ones.

Figures 3(a) and 3(b) show how the two discussed strategies behave with different
values of the probability Pm that a single certificate gets lost: as expected, with the slid-
ing window the gap probability rapidly tends to one, while the probabilistic embedding
leaves additional space to recovering.

6 Final Remarks

The analysis presented here suggests further investigation. First, a more realistic mobil-
ity model could help to better understand how our approach fits in real environments.
In particular, it could prove interesting to understand when the integration of terminal-
based propagation with push mechanisms by APs may be useful and the achievable
efficiency. Our probabilistic embedding strategy should be tested against coalition of
adversaries trying to prevent or manipulate the information spreading. We argue that a
detailed comparison among different strategies could help to measure the actual robust-
ness of our solution. As already observed, a major extension is related to the integration
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of an anonymous credential system. This could boost the value of our construction in
environments where privacy is a concern. A careful performance analysis of the specific
credential system is a key step towards this opportunity. Finally, we argue that an imple-
mentation of the specific mechanisms we have described could help to gain additional
insight in the whole system behaviour. Actually, this step is unavoidable to understand
whether fully decentralised authentication frameworks may challenge traditional ones
in future wireless networks.
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Abstract. In this paper a novel fusion approach for combining voice and online 
signature verification will be introduced. While the matching algorithm for the 
speaker identification modality is based on a single Gaussian Mixture Model 
(GMM) algorithm, the signature verification strategy is based on four different 
distance measurement functions, combined by multialgorithmic fusion. 
Together with a feature extraction method presented in our earlier work, the 
Biometric Hash algorithm, they result in four verification experts for the 
handwriting subsystem. The fusion results of our new subsystem on the 
multimodal level are elaborated by enhancements to a system, which was 
previously introduced by us for biometric authentication in HCI scenarios. Tests 
have been performed on identical data sets for the original and the enhanced 
system and the first results presented in this paper show that an increase of 
recognition accuracy can be achieved by our new multialgorithmic approach for 
the handwriting modality. 

Keywords: biometrics, combination, distance, fusion, handwriting, 
identification, matching score level, multialgorithmic, multimodal, voice. 

1   Introduction 

The necessity for user authentication rose strongly in the last years. In the today's 
digital world it is no longer possible for humans to determine the identity of the other 
one mutually from face to face, for example due to the distance between two parties, 
which may be virtually linked by a computer network (e.g. the World-Wide Web). 
The task of ensuring the identity of participants of a process is made increasingly 
often by automatic systems, e.g. by user verification. Verification is the confirmation 
of the identity of a person. The three fundamental methods of user verification are 
based on secret knowledge, personal possession and biometrics. An important 
advantage of biometrics is that it identifies the person neither by knowledge, nor by 
an object, which can be lost or handed over to other persons. In contrast to knowledge 
and possession, biometric characteristics are intrinsically conjoined to their owners. 
Prominent modalities for biometrics are passive traits like iris and fingerprint on one 
side and behavioral properties such as voice and handwriting on the other. Voice and 
handwriting, especially signature, are very intuitive behavioral and ubiquitous 
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biometrics. They can be captured by modern personal computers, as well as by 
Personal Digital Assistants (PDA) or even some pen-enabled smart phones. Further, 
no expensive special hardware is required. Only a microphone and a graphical tablet 
or touch sensitive display are necessary. 

One of the problems with biometrics is the lack of recognition accuracy of single 
systems, reflected for example by the error characteristics of false identifications. In 
order to increase the accuracy of biometric systems, some approaches try to reach a 
better performance by combination of various biometric modalities (e.g. fingerprint 
and iris). These approaches are called multimodal or multibiometric verification 
systems. These multimodal biometrics can be advantageous also for persons, who 
cannot exhibit one or several of the required characteristics. For example, a missing 
modality could be ignored and those characteristics available could be increasingly 
significant for subjects lacking one ore more features. 

Given a biometric system of only one single modality, another possibility to 
improve the verification performance is the fusion of different algorithms of this 
individual biometrics. Systems of this category are denoted as multialgorithmic 
systems. In this paper we analyze the effects of replacement of a subsystem of an 
existing multimodal system to the recognition accuracy. While the original subsystem 
is based on a single distance measurement algorithm for handwriting, the new 
subsystem is a multialgorithmic signature verification expert. For our analysis, we 
first give an overview of the original multimodal system and the underlying fusion 
strategy. We then summarize the multialgorithmic approach for signature verification. 
This multialgorithmic approach is then used as a replacement for the subsystem for 
handwriting, which is introduced by our novel fusion model. In our experimental 
evaluation we then compare the multimodal recognition results of the original and the 
new subsystem. 

This paper is structured as follows. In section 2, we give a short description of the 
original multimodal system. Section 3 provides an overview of the fusion methods for 
combining multimodal or multialgorithmic biometric systems. Further, it describes 
our new approach based on the fusion of four signature verification experts. We 
present first experimental results of this new subsystem alone, and at the end of the 
third section for the entire multimodal system with and without the new subsystem. In 
section 4 we summarize this article, draw some conclusions for our research and 
discuss further activities in this area. 

2   Multimodal Fusion on the Example of Voice and Handwriting 

In the multimodal approach presented in [2], the biometrics speech and signature are 
fused with one another. The focus here is on the use of pen-based mobile devices for 
Human to Computer Interaction (HCI), where the authors concentrate on spoken and 
hand-written input. The problem with the use of speech is the influence of the results 
by noises and consequently, the fusion idea is to compensate this influence by a 
complimentary biometric modality, the handwriting. 

Figure 1 outlines the multimodal biometric system model from [2]. The Fusion is 
accomplished on the matching score level (see chapter 3). In this perspective, the 
multimodal biometric system contains two separate biometric subsystems until the 
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fusion process. Both subsystems have their own modality dependent input data. As 
from this point of view it is irrelevant whether the subsystems consist of one or more 
algorithms, the usage of multialgorithmic schemes for one or more of the subsystems 
generally fits in this multimodal layout. 
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Fig. 1. Multimodal fusion for voice and handwriting on matching score level 

For the actual design of the fusion strategy, a variety of alternatives exist, based on 
linear and non-linear weighting, user-specific and global weighting models et cetera. 
For the sake of simplicity, in [2] a global, linear weighting based on the modified z-
score distance measures of each modality has been implemented. Here, separately for 
each modality the non-normalized distance measure x is normalized to the modified z-
score z according to the following equation: 

σ
)min(xx

z
−=  . (1) 

σ and min(x) denote the standard deviation and the minimum above all observed 
distance measures in a test. The fusion of z-scores is then simply given by the 
summation of the individual scores for the two modalities, zHW for handwriting and zSR 
for speaker recognition: 

HWSRfinal zzz +=  . (2) 

The reference data and test data descended from ten persons for both, speech and 
handwriting. The spoken inputs are German. They were captured in a soundproofed 
environment. Later two kinds of noises, generated white Gaussian noise and recorded 
laptop fan noise, were added in order to simulate a mobile setup. Each person had to 
read 15 sentences for training and one different sentence for testing and for the 
signature part, each person had to write her or his signature six to eleven times. One 
of these samples was used as test sample. The samples remained were used for the 
reference data set. The handwriting data were acquired on a graphical tablet, Wacom 
Cintiq15, which output the same kind of signals as those digitizers used in tablet PCs. 

A disadvantage of this original system is the missing weighting. These could use 
advantages of a person during speaking or writing by higher weight. 
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3   Fusion of Handwriting Algorithms 

In order to increase the verification performance of the multimodal system described 
in section 2, we propose to use a multialgorithmic combination of handwriting 
verification methods in the signature part in order to achieve overall recognition 
improvements on the multimodal level. 

Fusion strategies for biometrics have raised increasing interest by science in the 
recent past and a diversity of publications on this subject can be found. From the 
variety we want to briefly give reference to some examples, which appear particularly 
interesting in context of our work, without neglecting other contributions. 

As described by Jain and Ross in [3] a multibiometric system is generally based on 
one of three fusion levels: feature extraction level, matching score level or decision 
level. In the feature extraction level all systems involved separately extract the 
information from the different sensors. The determined data are stored in separate 
feature vectors. During the fusion process, the feature vectors are combined to a joint 
feature vector, which is used for the matching score process. Dependent on the 
number of subsystems involved and the dimension of each individual feature vector, 
the resulting joint feature vector may be high dimensional, which can make its further 
processing cumbersome. The fusion on matching score level is based on the mixture 
of matching scores after the comparison between reference data and test data. 
Additionally, a normalization and weighting of the matching scores of the different 
modalities is possible, for example by relevance. The fusion results in a new matching 
score, which is the basis for decision. In decision based systems, each biometric 
subsystem involved is completed separately. Here, the individual decisions are 
combined to a final decision, e.g. by boolean operations like AND/OR. Because this 
fusion is accomplished at the latest point in time of the overall process, it cannot be 
controlled and parameterized as granularly as the other two approaches. 

Matching score level based approaches have been successfully applied for a 
number of multimodal systems, for example in [3], a multibiometric system is 
presented by Jain and Ross, that uses face, fingerprint and hand geometry 
characteristics of a person for authentication. This system applies an user adapted 
weighting tactic. Ly-Van et al. [4] combine signature verification (based on HMM’s) 
with text dependent (based on DTW) and text independent (based on Gaussian 
Mixture Model) speech verification, at a time. They report that fusion increases the 
performance by a factor 2 relatively to the best single system. Czyz et al. ([5]) 
propose combination strategies of face verification algorithms. The authors show that 
the combination based on simple sum rule can reach a better result than the best 
individual expert. 

Because of the good characteristics, like simple normalization and weighting, and 
the encouraging results subscribed in [3] and [5] we decided for a fusion on matching 
score level in our multialgorithmic system for the handwriting modality. 

3.1   New Approach 

Our goal is to improve the verification performance of the multimodal system 
described in section 2 by use of multialgorithmic handwriting verification algorithm. 
If the handwriting modality itself reaches a better identification rate, the performance 
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of the entire multimodal system should become better, which we want to demonstrate 
experimentally. 

In [6] we have shown that in principle, multialgorithmic fusion can be achieved by 
multimodal fusion methods and because of the very encouraging test results in our 
work on handwriting, we choose the matching score level for combining the 
individual handwriting algorithms. Another argument for the matching score is that 
normalization and weighting can to be accomplished here relatively simple. Each 
algorithm (expert) produces a distance value, which expresses the similarity of 
reference data and test data. Normalization then makes the values of the different 
experts comparable to each other. In the last step before the decision process, 
weighting is applied to each matching score, where the definition of the weight 
parameters is part of the system configuration. Such a multialgorithmic fusion on 
matching score level is shown in figure 2. In difference to the multimodal fusion, the 
procedures involved use the same sensor data and reference data. 
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Fig. 2. Multialgorithmic matching score level fusion 

At this time all algorithms in our system use the Biometric Hash method 
introduced in [1] for feature extraction from the handwriting samples. Only the 
similarity of input data and reference data is determined by different distance 
measurement functions. The used alternative distance measures are Canberra 
Distance, City Block (Manhattan) Distance, Euclidean Distance and Hamming 
Distance. Note that with a small distance, the feature vectors are each other more 
similar than with a larger. 

 In [7] we have shown that a well weighted fusion of different distance measure 
algorithms can result in a better verification performance than the best individual 
algorithm. These results were experimentally determined from a database of 1761 
genuine enrollments (with 4 signatures per enrollment), 1101 genuine verification 
signatures and 431 well skilled forgeries by 22 persons. All samples have been 
captured on the same device, a Wacom Cintiq15. We have chosen this tablet since it 
has an active display. Through this not only the quality of the enrollments and 
verifications improves but also the quality of the forgeries becomes better. The reason 
for it is that the written text appears in the place in which it is produced. This 
corresponds to the natural writing behavior of human beings. We were able to show 
that the best fusion strategy of signatures results in a decrease of the EER of 12.1% in 
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comparison to the best individual algorithm. Additional investigations with other trays 
and other semantic classes, as published in [6], led to similar results. 

3.2   Multialgorithmic Fusion: Experimental Results 

In our new approach we now want to use these improved concepts for the 
combination of voice and signature. In the first step we created a fusion of four 
distance measure algorithms within a biometric system as described above. In the 
second we combined the voice system and the handwriting system by the matching 
score level. 

In order to show the increase in identification performance of the system described 
in [2], our tests based on the same signature test sets. Due to the functional properties 
of our evaluation program we used four out of five to ten signature samples for 
enrollments and the remaining one to six samples are used as test data for each user. 
In case that more than one test data are available for one enrollment per user, our 
system selects those enrollments having the smallest distance value. In our earlier 
work [7] in single tests of the four distance functions we have created five weighting 
strategies, based on the respective value of the individual distances for the test set. 
The weighting strategy, which led to the best results, was adapted also on the 
handwriting data from [2]. By using the described transformation function we 
determined a modified z-score. The identification rate for the signature amounts to 
80% and the rate amounted to 50% before. 

Table 1. Modified z-scores of the multialgorithmic method 

 1 2 3 4 5 6 7 8 9 10 
1 0,6 3,7 2,5 2,4 3,0 2,1 1,7 0,0 3,0 3,7 
2 1,3 1,0 2,3 1,9 1,7 1,3 1,5 0,7 2,2 3,1 
3 0,6 2,5 0,3 1,1 1,4 0,9 1,6 0,2 2,2 3,2 
4 0,5 3,2 2,0 0,5 1,9 0,5 0,9 0,3 1,5 3,2 
5 1,9 2,5 1,3 1,7 1,1 1,4 1,9 1,7 2,6 2,9 
6 1,6 2,9 2,6 1,8 2,0 0,0 0,9 0,5 0,8 3,4 
7 2,6 2,9 1,6 2,2 2,3 1,7 0,4 1,9 3,3 3,5 
8 1,4 4,0 2,6 2,3 2,8 1,9 1,8 0,0 1,5 3,5 
9 1,1 3,2 2,3 1,9 2,2 1,7 1,3 0,4 0,4 3,4 

10 1,3 3,5 2,9 1,3 1,6 0,8 1,0 0,7 1,3 0,7 

Table 1 shows the results of the identification tests. For each user an identification 
attempt was accomplished. The similarity of the test data of a person was determined 
in each case to their reference data and the reference data of all other persons. The 
matching scores of the individual algorithms were normalized, if necessary, to the 
interval [0-68]. The number results from the number of 69 of statistical features 
extracted by the Biometric Hash algorithm as suggested in [8]. In the next step, we 
determined the modified z-score as described in section 2. Identification is then 
performed by the nearest neighbor strategy. In case there are more then one matches 
for an assignment of a reference data to a test data, we consider an identification 
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failure. With our new subsystem, we reached an identification rate of 80%. Table 1 
shows the observed z-scores after the fusion. Columns show the enrollments for each 
user and rows show the verification data for each user, consequently, the marked 
diagonal shows the genuine z-scores of each user. The first column and the first row 
represent the user IDs. 

We are confident that with a larger number of persons and/or test data and 
optimized parameterization of the fusion weights, identification rates could be 
improved, but we assume that with these first test results, we may conceptually prove 
the qualification of our approach for usage in multimodal systems.  

3.3   Multimodal Fusion: Experimental Results 

The next step is to bring together the speech-based subsystem and the 
multialgorithmic signature-based subsystem to form the multimodal system. To 
ensure that the results are comparable, we have selected the same proceeding for the 
multimodal fusion of the speech and the handwriting subsystems, which was used 
also with the original system, as described in [2]. This fusion consists of a non-
weighted addition of the z-scores. In addition, we assume an uniform distribution of 
z-scores. 

white Gaussian noise

0

10

20

30

40

50

60

70

80

90

100

0 5 10 15 20 25 30
dB

p
er

ce
n

ta
g

e

Speech Recognition

Handwriting Recognition

Fusion System

New Handwriting Recognition

New Fusion System

 

Fig. 3. Adapted identification rates and original identification rates as function of noise 

As an overall improvement of 30% for the identification rate for the subsystem has 
been observed (originally 50%, now 80%), we can estimate the effect of accuracy of 
the multialgorithmic subsystem to 15% on the entire multimodal system. The 
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improvement arises from the participation of both subsystems with equal weights. In 
figure 3 the improvement of the modified system is graphically represented in the 
comparison to the original system. In comparison to the original fusion, our improved 
approach has shown for example an identification rate improvement from 30% to 
34.5% at a zero Signal-to-Noise-Ratio (SNR) and from 80% to 92% for an SNR of 
25dB. Similarly, for all intermediate SNR values, we observe a significant 
improvement of the recognition rate. 

4   Conclusions and Future Work 

To best of our knowledge, so far no research results on the combination of 
multimodal and multialgorithmic experts concerning speech and handwriting has been 
published and in this work we implemented and evaluated this approach by enhancing 
an existing system [2]. The original system consisted of one speech-based subsystem 
and one signature-based subsystem and in our modification the signature-based 
subsystem was replaced by a multialgorithmic subsystem. Our examinations, based 
on identical data set as in the original publication, show that an improvement of the 
verification performance of the originally multimodal approach is feasible. By 
exploitation of a multialgorithmic signature verification system, an increase in 
recognition accuracy of 15% could be observed for the whole system.  

Since the weight parameters used for our multialgorithmic subsystems have been 
estimated based on entirely different data sets, we can truly state that parameters and 
test results are uncorrelated. On the other side, this implies that further improvement 
can be achieved by optimization towards the actual test set. 

Although we can derive some initial conclusions on our new concept, it needs to be 
stated that the size of the used test sets is not statistically representative. Therefore 
one of our next aims will be the further collection of data of both, voice and 
handwriting, in order to carry out more significant tests. Besides the possibility of 
determination of data dependent weights towards optimized recognition accuracy, we 
further plan to conduct test in verification mode as well, where the multimodal 
biometric systems supposed to verify an identity claim rather than determining the 
actual identity. 
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Abstract. In this paper, a refined sequential aggregate signature scheme
from RSA that works for any modulus is presented, then a compact
stimulation mechanism without a central, trusted authority for routing
discovery in civilian ad hoc networks is proposed as an immediate appli-
cation of this cryptographic primitive. Our protocol forces selfish nodes
to cooperate and report actions honestly, thus enables our routing dis-
covery protocol to resist selfish actions within our model.

Keywords: Network security, Routing discovery protocol, Sequential
aggregate signature.

1 Introduction

Civilian ad hoc networks have been a very attractive field of academic and
industrial research in recent years due to their potential applications and the
proliferation of mobile devices. Unfortunately, ad hoc networks are vulnerable
and subject to a wide range of attacks due to the open medium, dynamically
changing topology, possible node compromise, difficulty in physical protection,
absence of infrastructure and lack of trust among nodes. As a result, nodes
in these networks can be faulty/malicious or selfish. Although the problems of
faulty/malicious nodes can be important in multi-authority applications, the
focus of this paper is on selfish nodes. We expect that selfish nodes are the dom-
inant type of nodes in a civilian Ad hoc network, where the nodes do not belong
to a single authority and forwarding a message will incur a cost to a node, thus
a selfish node will need incentive in order to forward others’ messages. A series
works of Michiardi and Molva [12] and [13] have already shown that a selfish
behavior can be as harmful, in terms of the network throughput, as a malicious
one. Consequently, practical incentive to stimulate cooperative behaviors such
as forwarding each other’s message in such emerging civilian applications are
certainly welcome.

1.1 Related Works

Incentives/stimulating cooperation is a serious issue in many protocols, including
mobile ad hoc networks, peer-to-peer or overlay network systems, and even in
traditional BGP Internet routing. This paper, however, is restrict to study the
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incentive issues in routing discovery protocols and the incentive issues from these
other fields are completely neglected. We thus sketch the following works that
are closely related to this paper:

-In [14], Marti et al. proposed a reputation system for ad hoc networks. In
their system, a node monitors the transmission of a neighbor to make sure that
the neighbor forwards others’ traffic. If the neighbor does not forward others’
traffic, it is considered as uncooperative, and this uncooperative reputation is
propagated throughout the network. Such reputation systems have several is-
sues since there is no formal specification and analysis of the type of incentive
provided by such systems and the system has not considered the possibility that
even selfish nodes can collude with each other in order to maximize their welfare.

-Buttyan and Hubaux [4] proposed a stimulation approach that is based on a
virtual currency, called nuglets, which is used as payments for packet forwarding.
To implement the payment models, a tamper-proof hardware is required at each
node to ensure the correct amount of nuglets is deducted or credited at each
node. Besides the nuglets approach, the authors also proposed a scheme based
on credit counter [5]. Although, this new scheme is simple and elegant, it still
requires a tamper-proof hardware at each node so that the correct amount of
credit credited or deducted.

- In [8], Jakobsson et al. proposed a micro-payment scheme for mobile ad
hoc networks that encourages collaboration in packet forwarding by letting users
benefit from relaying other’s packets. The proposal is somewhat similar to [15]
in that the originators of packet are charged per packet while users performing
packet forwarding are paid per winning ticket. Although, the architecture for
fostering collaboration is attractive, their approach is heuristic. Consequently, a
less heuristic approach would be a great step forward. The recent work of Sprite
(a simple, cheat-proof, credit-based system for mobile ad hoc networks [18]) can
be viewed as such a forward step.

-The basic idea of Sprite is that [18]: suppose an initiator node n0 is to send
message payload m with sequence number seq0(0, d) to a destination node nd,
through path p which is generated by routing discovery protocol DSR (Dynamic
Source Routing in ad hoc wireless networks [9]). Node n0 first computes a sig-
nature s on (H(m), p, seq0(0, d)). Then, n0 transfers (m, p, seq0(0, d), s) to the
next hop and increases seq0(0, d). Suppose that node ni receives (m, p, seq, s). It
first checks three conditions: 1) ni is on the path; 2) the message has a sequence
number greater than seqi(0, d); and 3) the signature is valid. If any of the condi-
tions is not satisfied, the message is dropped. Otherwise, it saves (H(m), p, seq,
s) as a receipt. If ni is not the destination and decides to forward the message, it
sends (m, p, seq, s) to the next hop. In order to get credit for forwarding other’s
messages, a node needs to report to a Credit Clearance Service (CCS) the mes-
sages it has helped forward whenever it switches to a fast connection and has
backup power (to implement this idea, Sprite assumes that a mobile node can
also use a desktop computer as a proxy to report to the CCS). The CCS then
determines the charge and credits to each node involved in the transmission of a
message, depending on the reported receipts of a message. The contribution of
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Sprite lies in that they avoid assumptions on the tamper proof hardware and the
receipt submission is proved cheat-proof. Sprite works well on message forward-
ing protocols assuming that an originator has a path connected a destination
node prior to the communication. To simulate cooperation for routing discovery,
the authors further proposed the following mechanism based on DSR: when a
node starts to broadcast a route request, the node signs (e.g., using RSA sig-
nature scheme) and broadcasts the message, and increases its sequence number
counter by 1. Suppose a node receives a route request, it first decides whether
the message is a replay by looking at the sequence number. The node saves the
received route request for getting payment in the future. When the node decides
to rebroadcast the route request, it appends its own address to the route request
and signs the extended message. In this way, the signatures’ size of a routing
request may grow linearly with the inputs and increase communication over-
heads. Thus we need a cryptographic primitive that provides the functionality
of a signature scheme and at the same time reduces the overall signature sizes.

1.2 Problem Statement

Normally what makes mobile ad hoc networks interesting is that they are gener-
ally operating with extremely limited memory and CPU resources. Most serious
MANET protocols completely avoid public key cryptography. It is just too ex-
pensive. However, in energy limited networks, the energy consumed to compute
1000 32-bit additive operations is approximate to that of transmission of 1 bit.
Thus, the communication complexity is clearly a dominate concern in energy-
consumed networks. Thus, it is not surprising, many incentive based network
systems are built on top of the public key cryptography, e.g., Nuglets [4] and
Sprite [18]. We will follow the public key cryptography approach throughout the
paper. Although the idea for designing Sprite is interesting and attractive [18],
it still suffers from the problems stated below. That is

-Problem 1: In [18], the incentive system consists of a central, trusted au-
thority called Credit Clearance Service (CCS) and a collection of mobile nodes.
Each node ni has a pair of public/secret key (PKi, SKi) which is certificated by
a scalable certificate authority. The nodes are equipped with network interfaces
that allow them to send and receive messages through a wireless overlay net-
work, using GPRS or 3G in a wide-area environment while switching to IEEE
802.11 or Bluetooth in an indoor environment. Normally, what makes MANETs
interesting is its distributed property, thus a central, trusted authority CCS may
not be available. The same problem occurs also in the recent work of Martinelli,
Petrocchi, and Vaccarelli [16]. As a result, any compact stimulation mechanism
without a central authority is certainly welcome.

-Problem 2: The signatures’ size of a routing message (request/reply) grows
linearly with the inputs and increase communication overheads since each in-
termediate node should signs its routing messages in [18]. Thus how to reduce
the line size of signatures to the constant size of is definitely an important re-
search problem (communication complexity), i.e., the signature size should be
independent of the number of intermediate nodes.
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1.3 Our Works

At a high level, our approach to simulate cooperation for routing discovery can
be addressed below:

-Stimulating cooperation in route discovery phase: we propose a new ap-
proach, called compact stimulation mechanism for routing discovery protocol
to stimulate cooperation in routing discovery in an aggregate manner. This ap-
proach is based on endairA [6] and [3]. In endairA, the initiator of the route
discovery process generates a route request, which contains the identifiers of the
initiator and the target, and a randomly generated query identifier. Each inter-
mediate node that receives the request for the first time appends its identifier to
the route accumulated so far, and re-broadcasts the request. When the request
arrives to the target, it generates a route reply. The route reply contains the
identifiers of the initiator and the target, the accumulated route obtained from
the request, and a digital signature of the target on these elements. The reply
is sent back to the initiator on the reverse of the route found in the request.
Each intermediate node that receives the reply verifies that its identifier is in
the route carried by the reply, and that the preceding and following identifiers
on the route belong to neighboring nodes. If these verifications fail, then the
reply is dropped. Otherwise, it is signed by the intermediate node, and passed to
the next node on the route (towards the initiator). When the initiator receives
the route reply, it verifies if the first identifier in the route carried by the reply
belongs to a neighbor. If so, then it verifies all the signatures in the reply. If all
these verifications are successful, then the initiator accepts the route.

-Payment protocol for routing discovery: our payment protocol consists of
two kinds of fees − on one hand, n0 and nd should pay SMALL amount fees to
all intermediates nodes who are cooperated to establish multi-path from n0 to nd;
on the other hand n0 or nd should pay LARGE amount fees to all intermediate
nodes in a path which is uniquely selected by nd since this path will be used
to transform data between n0 and nd. Since the later case is dependent on the
amount of data transmitted along the path thus we ignore this case. In the rest
of our works we only consider the selfish actions in the routing discovery case.

A selfish node in civilian ad hoc networks is an economically rational node
whose objective is to maximize its own welfare. As a result, a selfish node can
exhibit selfish actions below:

-Type-1 selfish action: after receiving a message, the node saves a receipt but
not forward the message;

-Type-2 selfish action: the destination node has received a message but does
not report the receipt to the initiator;

-Type-3 selfish action: the node does not receive a message but falsely claim
that it has received a message;

To protect our payment protocol from selfish actions, we force a destination
node nd to report back all participating nodes (nd, · · · , n0) to the initial node
n0. Since each intermediate node ni who helped to propagate routing request
is explicitly listed in the aggregate signature, it follows that any node who con-
tributed to discover routing will be credited (which is determined by n0 as well
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as nd, possibly with the help of other auxiliary information, say, the number of
hop). If a intermediate node ni who contributed to establish a path successfully
from n0 to nd, does not receive its credit, it can report its witness (a valid ag-
gregate signature from nd to n0) to the n0 and then obtains its credit from n0.
In this case, n0 will be over charged by means of the punishment policy.

In summary, the contributions of this paper are follows. We first propose
a new solution framework for designing compact stimulation routing discovery
protocols in civilian ad hoc networks based on our newly constructed sequential
aggregate signature schemes and then show that our incentive mechanism is
secure against selfish actions within our model.

2 Building Block

Our compact stimulation mechanism for routing discovery protocol heavily relies
on our newly constructed sequential aggregate signature scheme. The application
of (sequential) aggregate signatures to other settings can be found in [1], [2], [11]
and [17].

2.1 Syntax and Security Definition

A sequential signature scheme (KG, AggSign, AggVf) consists of the following
algorithms [11]:

-A Key generation algorithm (KG): On input 1k, KG outputs system parame-
ters param (including an initial value IV , without loss of generality, we assume
that IV is a zero strings with length l-bit), on input param and user index i ∈ I,
it outputs a public key and secret key pair (PKi, SKi) for a user i.

-Aggregate signing algorithm (AggSign): Given a message mi to sign, and a
sequential aggregate σi−1 on messages {m1, · · · , mi−1} under respective public
keys PK1, · · ·, PKi−1, where m1 is the inmost message. All of m1, · · ·, mi−1 and
PK1, · · ·, PKi−1 must be provided as inputs. AggSign first verifies that σi−1 is
a valid aggregate for messages {m1, · · ·, mi−1} using the verification algorithm
defined below (if i=1, the aggregate σ0 is taken to be zero strings 0l). If not, it
outputs ⊥, otherwise, it then adds a signature on mi under SKi to the aggregate
and outputs a sequential aggregate σi on all i messages m1, · · · , mi.

-Aggregate verifying algorithm (AggVf): Given a sequential aggregate signa-
ture σi on the messages {m1, · · · , mi} under the respective public keys {PK1,
· · ·, PKi}. If any key appears twice, if any element PKi does not describe a
permutation or if the size of the messages is different from the size of the respec-
tive public keys reject. Otherwise, for j = i, · · · , 1, set σj−1 = Evaluate(PK1,
· · ·, PKj, σj). The verification of σi−1 is processed recursively. The base case for
recursion is i = 0, in which case simply check that σ0. Accepts if σ0 equals the
zero strings.

To define the security of sequential aggregate signature scheme, we allow the
adversary to play the following game [11].

-The aggregate forger A is provided with a initial value IV , a set of public
keys PK1, · · ·, PKi−1 and PK, generated at random. The adversary also is
provided with SK1, · · ·, SKi−1; PK is called target public key.
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-A requests sequential aggregate signatures with PK on messages of his
choice. For each query, he supplies a sequential aggregate signature σi−1 on
some messages m1, · · ·, mi−1 under the distinct public keys PK1, · · ·, PKi−1,
and an additional message mi to be signed by the signing oracle under public
key PK.

-Finally, A outputs a valid signature σi of a message mi which is associated
with the aggregate σi−1. The forger wins if A did not request (mi, σi−1) in the
previous signing oracle queries.

By AdvAggSignA, we denote the probability of success of an adversary. We
say a sequential aggregate signature scheme is secure against adaptive chosen-
message attack if for every polynomial time Turing machine A, the probability
AdvAggSignA that it wins the game is at most a negligible amount, where the
probability is taken over coin tosses of KG and AggSign and A.

2.2 Construction and the Proof of Security

We further propose a refined scheme that works for any RSA moduli, and is
provably secure in the sense of [11] and thus can be applied for our compact
incentive routing discovery protocol. More precisely,

Let H : {0, 1}∗ → {0, 1}l be a cryptographic hash function and IV be the
initial vector that should be pre-described by a sequential aggregate signature
scheme. The initial value could be a random l-bit string or an empty string.
Without loss of generality, we assume that the initial value IV is 0l. Our se-
quential aggregate signature scheme is described as follows:

– Key generation: Each user i generates an RSA public key (Ni, ei) and secret
key (Ni, di), ensuring that |Ni| = ki and that ei > Ni is a prime. Let Gi:
{0, 1}ti → {0, 1}ki, be cryptographic hash function specified by each user i,
ti = l − ki.

– Signing: User i is given an aggregate signature gi−1 and (b1, · · ·, bi−1), a
sequence of messages m1, · · ·, mi−1, and the corresponding keys (N1, e1),
· · ·, (Ni−1, ei−1). User i first verifies σi−1, using the verification procedure
below, where σ0 = 0l. If this succeeds, user i computes Hi = H(m1, · · ·,
mi, (N1, e1), · · ·, (Ni, ei)) and computes xi = Hi ⊕ gi−1. Then it separates
xi = yi||zi, where yi ∈ {0, 1}ki and zi ∈ {0, 1}ti, ti = l − ki. Finally, it
computes gi = f−1

i (yi⊕Gi(zi))||zi . By σi ← (gi, bi), we denote the aggregate
signature( if yi ⊕ Gi(zi) > Ni, then bi =1, if yi ⊕ Gi(zi) < Ni, then bi = 0;
again we do not define the case yi ⊕ Gi(zi) = Ni since the probability the
event happens is negligible), where f−1

i (y) = ydi mod Ni, the inverse of the
RSA function fi(y) = yei mod Ni defined over the domain Z∗

Ni
.

– Verifying: The verification is given as input an aggregate signature gi,
(b1, · · · , bi), the messages m1, · · · , mi, the correspondent public keys (N1, e1),
· · ·, (Ni, ei) and proceeds as follows. Check that no keys appears twice, that
ei > Ni is a prime. Then it computes:

• Hi = H(m1, · · · , mi, (N1, e1), · · · , (Ni, ei));
• Separating gi = vi||wi;
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• Recovering xi form the trapdoor one-way permutation by computing zi

← wi, yi = Bi(fi(vi)+ biNi) ⊕ Gi(zi), and xi =yi||zi, where Bi(x) is the
binary representation of x ∈ Z (with ki bits).

• Recovering gi−1 by computing xi ⊕Hi. The verification of (gi−1, bi−1) is
processed recursively. The base case for recursion is i = 0, in which case
simply check that σ0 =0l.

Lemma [17]: The sequential aggregate signature scheme described above is
provable secure in the sense of [11] in the random oracle model.

2.3 Comparison and Open Problem

We compare our sequential aggregate signature schemes with Kawauchi, Ko-
mano, Ohta and Tada’s (KKOT) scheme [10], and Lysyanskaya et al’s scheme
[11] below;

-All three signatures are based on the hardness of RSA problem. For the i-th
users, each signing processing needs one exponent computation while the verifi-
cation processing needs (i − 1) exponent computations. Thus all three schemes
have approximate computational complexity;

-Lysyanskaya et al’s first scheme can be viewed as improvement of of KKOT
scheme [10]. The restriction of modulus in the KKOT’s scheme |Ni|-|Ni−1| =
1+ k1 + k2 is replaced by users’s moduli to be arranged in increasing order: N1
< N2 < · · · < Nt in Lysyanskaya et al’s scheme.

-The second approach of Lysyanskaya et al’s scheme does not require the
modulus to be arranged in increasing order, however they are required to be of
the same length. The signature will expanded by n bits b1, · · ·, bn, where n is the
total number of users. Namely, during signing, if σi ≥ Ni+1, let bi =1; else, let bi

=0. In our scheme, the modulus are not required to be of the same length. We
emphasize that in our scheme Ni is chosen by each user independently, thus our
construction is the first scheme from RSA that works for any modulus. However
as Lysyanskaya et al’s scheme, our sequential aggregate signature is expanded
by n bits b1, · · ·, bn, where n is the total number of users.

Following from the above discussion, we here present an interesting open
problem: can we propose a sequential aggregate signature scheme such that Ni

is chosen by each user independently, and at the same time no single bit of
signature size will be expanded?

3 Stimulating Cooperation for Routing Discovery

In this section, we propose a compact stimulation mechanism for routing discov-
ery in ad hoc networks. Suppose that a source node n0 sends a routing request
message RREQ (it may include the maximum number of hops that is allowed
to reach the destination node) to the destination nd, where RREQ is formatted
by the endairA protocol (this protocol has nice features, for example, it ensures
that once a path is outputted by endairA, it is always correct one). When the
initiator n0 starts to broadcast a route request, it signs and broadcasts route
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request message by an ordinary signature scheme specified 1. When an interme-
diate node ni decides to rebroadcast the routing request message if the signature
of RREQ is valid, it then appends its own address/identity to the received rout-
ing request and then rebroadcasts the RREQ until the the destination node nd

is reached.
When multi routing pathes associated with the original request messages

RREQ arrive to the target node, it chooses a proper route path (e.g., with least
hope number). Then it sends back the route reply to the initiator node. Each
routing reply message RREP contains identifiers of the initiator and the target,
as well as that of all intermediate nodes, together with a sequential aggregate
signature on RREP which starts to sign from the target node nd. Each inter-
mediate node that receives the reply first check that its identifier is listed in
the RREP and then verifies the correctness of the received sequential aggregate
signature on the message RREP . If both checks are valid, the message RREQ is
further signed by this intermediate node using its own secret key, and then send
it to its successive node; Otherwise, the reply is dropped. When the initiator re-
ceives the route reply message, it verifies the correctness of sequential aggregate
signature scheme, and if the verification is successful, then the initiator accepts
the route and then pays the credential to each intermediate node according to
its payment strategy 2.

3.1 Secure Against Selfish Actions

We now consider three types of selfish actions in our routing discovery protocol
below:

-In the Type-1 selfish action, a node say ni saves a valid aggregate signature
(the receipt or the witness) but does not sign and forward the signature. In this
case, each node along the path cannot be credited as there is no actual routing
from nd to n0 (and hence from n0 to nd is established), thus violates the selfish
action of ni.

-In the Type-2 selfish action, the destination node nd has received a valid
RREQ from nd−1, but it does not send back the routing reply message RREP
(including its signature to RREQ) to the initiator nd−1. In this case, there is no
routing path available from n0 to nd. Thus, such a selfish behavior is completely
avoided by nd unless nd refuses to receive any message from n0.

-In the Type-3 selfish action, a node ni does not receive a message but falsely
claims it has signed and forwarded the aggregate signature to its successor; In
this case the identity of ni is not listed in the routing reply message RRER. Since
the underlying sequential aggregate signature scheme is secure in the sense of

1 To resist DoS attack, we assume that the initiator signs the routing request message
RREQ and the intermediate nodes to verify this signature. Notice that the ordinary
signature of RREQ can be absorbed by the underlying sequential aggregate signature

2 How to specify the payment strategy is a complex issue, possibly the credential may
be related to n0 and nd as well as the number of hop in a given routing, however we
ignore the details of the payment protocol in this paper.
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[11], the selfish node can forge a valid signature with at most negligible amount.
Thus, the selfish action of can be captured.

In summary, we have the desired statement − assuming the underlying se-
quential aggregate signature scheme is secure in the sense of [11], our routing
discovery is secure against selfish actions defined in Section 1.

3.2 Unsolved Problems

Notice that the reply attack does not work in our setting. The reply attack
means that ni stores a RREP and reuses it later when it receives a new RREQ
and n0 is fooled to think there exists a path with nd. Since a RREP message in
our formate must contain the request message RREQ and its signature which is
signed by n0. As a result, the replay attack does not work in our model. However
we should point out the fact that our routing discovery protocol does not resist a
selfish node ni to introduce more intermediate nodes in a routing path explicitly.
We therefore classify two potential selfish actions below.

-Greedy attack: for example, instead ni broadcasts and forwards the RREQ
to ni+1, it may intended to insert a set of redundant nodes, say ni,1, ni,2, · · ·,
ni,k, between ni and ni+1. This selfish action does not always work since the
destination node is allowed to choose a path with less hop number. Thus, a
remedy scheme maybe insert the maximum hop number in each RREQ message.
This is a possible solution to resist such a greedy attack.

-Collude attack: for example, a intermediate node ni−1, ni and the destina-
tion node nd are collude to foolish n0. In this case, nd intends to insert a set
of redundant intermediate nodes ni,1, ni,2, · · ·, ni,k between ni−1 and ni. This
collude is powerful and our routing discovery protocol fails in such an attack.

To best of our knowledge, all incentive based routing discovery protocol, say,
[16] and [18] also suffer from the above attacks, we thus leave two open problems
to the research community.

4 Conclusion

In this paper, we have presented a new solution to improve incentive-compatible
routing discovery protocols in civilian networks based on our sequential aggregate
signature scheme and have shown that our compact stimulation mechanism for
routing discovery protocol resist certain selfish actions within our model.
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Abstract. This paper presents our progression in the search for
reliable anomaly-based intrusion detection mechanisms. We investigated
different options of stochastic techniques. We started our investigations
with Markov chains to detect abnormal traffic. The main aspect in
our prior work was the optimization of transition matrices to obtain
better detection accuracy. First, we tried to automatically train the
transition matrix with normal traffic. Then, this transition matrix was
used to calculate the probabilities of a dedicated Markov sequence.
This transition matrix was used to find differences between the trained
normal traffic and characteristic parts of a polymorphic shellcode. To
improve the efficiency of this automatically trained transition matrix,
we modified some entries in a way that byte-sequences of typical
shellcodes substantially differs from normal network behavior. But this
approach did not meet our requirements concerning generalization.
Therefore we searched for automatic methods to improve the matrix.
Genetic algorithms are adequate tools if just little knowledge about the
search space is available and the complexity of the problem is very hard
(NP-complete).

Keywords: intrusion detection, polymorphic shellcode detection,
markov models, genetic algorithms, optimization.

1 Introduction

During the past years, different polymorphic shellcode engines have shown up in
the internet. The concept of polymorphism is not new in the field of viruses, but
it took about 10 years that these polymorphic mechanisms were also used in the
field of polymorphic shellcodes. The most popular representatives are CLET and
ADMmutate. Especially on the example of CLET, the authors of [CLET03] used
a spectrum analysis mechanism to defeat data mining methods. The problem was
to develop an engine which is capable to generate shellcodes which will be con-
sidered as normal by NIDSs. The basic idea of this approach was to analyze it
usual traffic generated by the usual use of network services. This mechanism is
described in [ADM03] and [CLET03] in more detail. The knowledge about bytes

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 210–219, 2005.
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and byte-sequences can then be used to generate shellcode-sequences, depending
on the probability of each occurring byte in the it normal traffic.
CLET and some other polymorphic engines try to be as similar to the normal
traffic as possible. The problem with known shellcode-engines is that just single
parts of the generated codes are used to adjust the generated byte-spectrum
to the byte-spectrum of the overall network traffic. All other parts remains un-
changed and can therefore be detected by using statistical methods. As shown
in [Yn01],[YEZ02],[Yn00],[JTM01],[JV99] Markov models and HMMs are sto-
chastic methods which can be used if an statistical relation between events and
intrusion is given. Therefore it also must be able to use these methods to make
decisions directly upon network traffic.

2 Markov Models

2.1 Overview

A Markov chain is a sequence of random values whose probabilities at a given
time depends upon conditional probabilities of the recent past. The controlling
factor in a Markov chain is the transition matrix which is used to calculate the
conditional probabilities of dedicated state sequences and lengths.

2.2 Definition

There are three items involved to specify a general markov chain:

– State space S.
S is a finite set of states. Let us label the states as S = {1, 2, 3, ..., N}
for some finite N .

– Initial distribution a0.
This is the probability distribution of the Markov chain at time 0. For
each state i ∈ S, we denote by a0(i) the probability P = {X0 = i}
that the Markov chain starts in state i. Formally, a0 is a function
taking S into the interval [0,1] such that

a0(i) ≥ 0 for all i ∈ S (1)

and ∑
i∈S

a(i) = 1. (2)

– Probability transition matrix P .
If S is the finite set {1, 2, ..., N}, then P is an N × N Matrix. The
interpretation of the number pij is the conditional probability, given
that the chain is in state i at time n, and that the chain jumps to
the state j at time n + 1. That is,

pij = P{qn+1 = j|qn = i}. (3)
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We can also express the probability of a certain sequence {q1, q2, . . . , qn} (the
joint probability of the recent past and current observations) using the Markov
assumption:

P (q1, ..., qn) =
n∏

i=1

P (qi|qi−1) (4)

3 Transition Matrix

In our first approach we trained the transition matrix automatically from a
given traffic data. This given network traffic was real network traffic captured,
and stored in a file. Thereafter, this file was used to train a Markov model. But
before training, this Markov model has to be initialized. Therefore, we have to
specify and initialize the following items:

– State space S
Because every character is coded as 1 byte, the possible state space
for network traffic would be S = {0, 1, 2, ..., 255}. Due to the fact that
Markov models are not intended to use zero as a state, we shifted
the state space by 1. Therefore we used S = {1, 2, 3, ..., 256} as state
vector.

– Initial distribution a0.
For the first version we used an initial distribution of equal proba-
bility for every state to be the first state.

a0(i) = 0, 00390625 for all i ∈ S (5)

– Probability transition matrix P .
As stated in section 2.1 it is crucial to determine an appropriate tran-
sition matrix to get good results. This is the main part of our work.
In our first approach we learned the transition matrix automatically
from a given traffic data. Therefore we collected the probabilities
for all transitions from one character to another. By using this in-
formation it is possible to detect something which is not normal in
relation to the learned traffic. The training data is represented as
an array b with elements from the state space S. Then we counted
all transitions from one particular character to another (e.g. 129 to
192) and divided the sum by the whole number of transitions for this
character. The transition probability pij for one possible transition
i → j requires the computation of

rij = # {k ∈ {1, . . . , N − 1} : bk = i ∧ bk+1 = j} (6)

where N specifies the length of the data b from which we learn the
transition matrix. Then, pij can be written as

pij =
rij∑N

j=1 rij

. (7)
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Figure 1 shows the probability distribution of a CLET polymorphic shellcode
calculated with a Markov sequence length of 30 using the Markov assumption.
The x-axis shows the byte length (position) and the y-axis represents the proba-
bility value for the sequence. To proof if a sequence is a polymorphic shellcode we
used a threshold which we got from probability observations of many real shell-
codes. With the learned transition matrix it was possible to detect the decipher
engine and the enciphered code.

0 50 100 150 200 250 300
10

−90

10
−85

10
−80

10
−75

10
−70

10
−65

10
−60

Normal traffic probability

Fig. 1. Learned transition matrix
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Fig. 2. Designed transition matrix

Since we did not get just one significant pike, causing more false positives, we
decided to improve the distribution matrix. We used the knowledge that some
byte-sequences are more likely in shellcodes than in normal traffic and modified
the corresponding values manually. This modified matrix applied to shellcodes
resulted in a substantial difference compared with normal network traffic. With
the created transition matrix we are able to obtain the requested probability
distribution (Figure 2). The First 100 Bytes show the probability of the NOP
zone and then the significant pike represents the decipher engine. Afterwards
the ciphered shellcode itself is displayed.

4 Optimizing the Transition Matrix

Since it is very hard to manually modify a transition matrix and take all impor-
tant parameters into account, we searched for new solutions to this problem.
Possible modifications are manifold and we just know very little about the val-
ues (instructions) and their influence on the result. Therefore, we decided to
give an automated (optimization) search algorithm a chance. There are many
methods which can be used to find a suitable solution, but all these methods
do not necessarily show the best solution [RN95],[PJ84]. The solutions found by
these methods are often considered as good solutions. One reason is that it is
often very hard to prove the correctness of possible optimal solutions. Therefore,
we decided to give the genetic algorithm a try.
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5 Genetic Algorithms

Genetic algorithms are inspired by Darwin’s theory of evolution. Solution to a
problem solved by genetic algorithms uses an evolutionary process (it is evolved).
The algorithm starts with a set of solutions (represented by chromosomes) called
population. Solutions from one population are selected and used to form a new
population through mutation and cross-over. This is motivated by a hope, that
the new population will be better (yield better) than the old one. Solutions
which are then selected to form new solutions (offspring) are selected according
to their fitness - the more suitable they are the more chances they have to be
reproduced.

5.1 Definitions

GAs always deal with solutions, goals, criteria, and fitness functions. These gen-
eral terms are described in more details within this section.

– Solution
In our case a solution is a representation of a specific transition
matrix representing a set of possible offsprings. Due to the fact that
our GA-implementation could not handle matrices, we converted the
transition matrix into a vector where the rows of the matrix are
appended consecutively. So we got a vector with 65536 values.

– Goal
To measure the fitness of the solutions we have to compare the calcu-
lated probability distribution of an distinct shellcode with a desired
probability distribution. This desired distribution is called goal.

– Evaluation criteria
Since a genetic algorithm demands a single value as a measure for the
fitness, we subtract the probability distribution of the solution from
the goal, squared them, summed it up and divided by the length of
the goal vector.

fitnessvalue = −
∑N

i=1(Ri − Gi)2

N
(8)

where R is the result and G the goal vector for the probability distri-
bution of a single solution. N specifies the length of the distribution
vector.

– GA parameters
We used the GAOT Matlab package from the North Carolina State
University with their default settings for floatGA [HJK95]. The op-
tions we used where [1e-2 1 1 0.1].
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Fig. 3. Optimization result for an arbitrary shellcode

5.2 Optimizing the Detection for One Specific Shellcode

First we tried to use just one shellcode for our evaluation function to see if it
is possible to optimize the transition matrix. By using just a single shellcode, it
was possible to generate a transition matrix nearly reaching the preferred goal
(figure 3). The preferred goal in this case shows a very significant peak at the
position where the decipher engine appears in the evaluation function.

But due to the fact that we just used a single shellcode, the obtained tran-
sition matrix is very specialized and just qualified to find this single shellcode.
All other shellcodes (generated by the same engine) seems to be to different and
cannot be detected by this ”improved” transition matrix. In figure 4 you can
see five deciphering engines with a sequence-probability of 10−70, whereas the
second one shows a a small peak in the middle of the shellcode where we expect
the deciphering engine. All other shellcodes just show that shellcodes are more
unlikely that normal network traffic, but the significant peak in the middle of
the shellcode is missing. The strong peaks at the top of the figure came from 0
bytes in the network traffic. Since no 0’s are allowed in a polymorphic shellcode
we do not calculate the sequence probability of such a sequence and assign a
value of 1 instead. This very much depends on the selection of the boundaries.
So we need another approach.

5.3 Applying the Evaluation Function to 10 Shellcode Instances

Since always a single fitness value decides about success or failure of a dedicated
solution it is quite obvious that more samples would lead to better results. We
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Fig. 4. Detection result for 5 shellcodes

started with a sequence of just 10 shellcodes packed-up back-to-back to evaluate
our solutions. All used shellcodes were generated randomly and can even be a
mix of different shellcode generators (Clet, ADMmutate, JempiScode).
After this preparation phase, the evaluation function is applied to the result of a
dedicated solution (solution-vector). In doing so, the fitness-values are calculated
for each single shellcode (according to 8) and the arithmetic median on all fitness
values is calculated and returned to the genetic algorithm.

In figure 5 the sequence of 10 different shellcodes, the best initial solution,
the goal, and the best found solution is shown. Here we see that calculating
the arithmetic median on several shellcode instances and the use of this value
as fitness value to train the GA yields much better than 5.2. In figure 5, you
still can see the difference between normal traffic and shellcodes. But the most
interesting point is the existence of the conspicuous peak in the middle of all
shellcodes.

5.4 40 Decipher Engines and Similar Traffic as Evaluation Function

The next idea was to use shellcode-data from different decipher engines. No
longer we are dealing with the whole shellcode. From now we just look at the
most interesting part of the shellcode - the decipher engine (the peaks). To get
a goal-function, we had to add some other traffic at the beginning and at the
end of our evaluation example. To get better results, we used normal traffic data
detected as false positives, by the captured method described in 5.3. And once
again - in figure 6 the best initial solution the goal and the best found solution
is displayed.
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Fig. 5. Optimization result for 10 different shellcodes

The green line represents the untrained, initial behavior. Since the shown
diagram is an enlarged picture of the interesting part of the diagram, we can se
no difference between the deciphering engine and the rest of the shellcode.

The blue line is the trained result, showing significant differences 1010 be-
tween the deciphering engine and byte sequences looking very similar to decipher
engines. By careful threshold-selection, we are now able to distinguish between
real shellcode and false positives detected by 5.3, since peaks detected by 5.3 at
400 and 600 are eliminated by the improved transition matrix.

6 Experimental Results

At least we present the detection results for all transition matrices we produced.
We have tested our implementation with real data from the hard disk. The
amount of data we used was 126 MB, which we collected from different locations
to get fair distributed data. The data itself contains no shellcodes but decipher
engine similar code. We used a threshold for the detection with which could
detect all the shellcodes from our test set. We are using only sequence calculation
without any additional improvements like:

– NOP-zone detection
– Prefilter- or preprocessing-techniques
– Abstract Payload Execution
– Assembler command improvement



218 U. Payer and S. Kraxberger

0 200 400 600 800 1000 1200 1400 1600 1800 2000
10

−100

10
−95

10
−90

10
−85

10
−80

10
−75

10
−70

10
−65

10
−60

Probability of Polymorphic Shellcode

Result
Goal
Initial

Fig. 6. Optimization result for 40 decipher engines and similar traffic data

We calculated the probability of Markov sequences with a length of 30 for
the whole data by using a sliding window. The sliding window was shifted by
one for every new sequence.

Table 1. Markov model detection performance with different transition matrices

P1 P2 P3 P4
False negatives 0 0 0 0
False positives 33540 2540 652 13

– P1 - Learned transition matrix from normal traffic.
– P2 - Manually created transition matrix.
– P3 - Transition matrix obtained as solution from approach 5.3
– P4 - Transition matrix obtained as solution from approach 5.4

7 Conclusions

Since we did not know a good algorithms to modify a Markov model, trained
with normal network traffic (to be able to detect any deviations from normal
traffic) we used GAs to solve this problem. Starting with the evaluation of a
single shellcode-instance, we proofed the concept of MM-adaptation by GAs to
make MMs more significant in the special case of polymorphic shellcode.

We learned quick that a single shellcode-sample was insufficient to be used
in our GA-fitness function. Thus, we increased the number of shellcode-probes
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and we used 10 instances to train the MM. We know that 10 instances are
still insufficient to be able to detect a broader spectrum of polymorphic code
(generated by different polymorphic generators). But the main idea of this paper
was just to give a proof of concept.
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Abstract. In the 4G mobile networks which are expected to be very
complex systems interconnecting various technologies, new intelligent
services will need to be aware of various contexts. In this paper, we
present the context management framework that exploits the agent tech-
nology in mobile communications and services. We focus mainly on the
seamless secure handover which uses context information regarding lo-
cation privacy, security, network environment, and QoS priority. We de-
signed QoS Broker that can perform the autonomous decision making
for context-aware handover without the direct intervention of users. To
minimize the signaling overhead, we present an efficient context transfer
mechanism among the Brokers. We also designed the context model for
the seamless vertical handovers so that the Brokers could ensure the right
context is available in the right place at right time. We developed the
testbed and analyzed the performance of QoS-aware secure roaming with
context transfer. Analytical results show that our context-aware vertical
handover provides better performance and security with lower latency.

Keywords: 4G, context-aware, home network, QoS, vertical handover,
mobile networks, security.

1 Introduction

The some key features in the vision of fourth generation (4G) wireless networks
are high usability at anytime, anywhere, and with any technology, to support
for intelligent services at low transmission cost[1]. The core component towards
4G architecture is system integration [2], where a unified wireless access system
is to be established through the convergence of the services offered by current
access technologies such as of wireless LANs (WLANs) with third-generation
(3G) mobile networks including Universal Mobile Telecommunications System
(UMTS) and CDMA2000. In these heterogeneous networks, providing seamless
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cation), Korea, under the Chung-Ang University HNRC(Home Network Research
Center)-ITRC support program supervised by the IITA(Institute of Information
Technology Assessment).

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 220–229, 2005.
c© IFIP International Federation for Information Processing 2005



A Secure Context Management for QoS-Aware Vertical Handovers 221

roaming services, as well as preserving security and privacy, is the most challeng-
ing problems in the integrated services. The seamless communication environ-
ments require a variety of context such as user identity, current physical location,
weather conditions, time of day, date or season, and whether the user is driving
or walking. The pervasive systems need to adapt to context changes, including
mobility, network condition, security level and quality of service (QoS).

However, the context information is difficult to manage, because the its
amount can be enormous. The context information is distributed in both network
and mobile terminal. The context information can be either static or dynamic,
location dependent. Wireless link is the bottle neck for context exchange. Fur-
thermore, mobility management is more complicated in the integrated networks.
A mobile node (MN) is equipped with multi-mode wireless interfaces to connect
to one, multiple or all wireless access networks anytime anywhere. In security
management for the vertical handovers (handovers between heterogeneous net-
works) encryption keys and authentication data may need to be exchanged at
every handover, which further complicates and slows down the handover proce-
dure.

A context management framework with intelligent tools can assist the users
and applications in delivering the required QoS. Agent technology is expected
to become the tool for development of future computing environments such as
mobile computing, e-commerce, telecommunication network management, etc.
[3]. In this paper, we present the context management framework that exploit the
agent technology in communications with more emphasis on QoS-aware mobile
agents. We focuse mainly on the QoS-awareness in seamless handover. QoS-
aware vertical handover between heterogeneous networks is one of many possible
adaptation methods for seamless services.

We designed QoS Broker and enhanced Location Manager that perform the
autonomous decision making for context-aware handover without the direct in-
tervention of users. When the secure vertical handover occurs, the MN and the
access router need to exchange keys and authenticate each other. This process is
time-consuming and creates a significant amount of signaling. To minimize the
need to signal over the wireless link, context transfer mechanism could be one
solution. We present an efficient context transfer mechanism among QoS Broker
and Location Manager. AAA servers in different domains forward the AAA pre-
established information to the new AAA servers. We also designed the context
model for QoS-aware vertical handover for 3G/WMAN/WLAN interworking
systems. With our context model the Brokers could ensure that the right con-
text is available in the right place at right time. We have been developed the
testbed and analyze the handover performance of location-aware secure roaming
with context transfer in an IP-based 4G network with UMTS and WLAN access
networks.

The rest of this paper is organized as follows. Section 2 describes the con-
text model used in our solution. Section 3 presents our context management
framework in the 3G/WLAN/WMAN interworking system. Section 4 describes
our prototype for QoS-aware vertical handover. Section 5 describes our testbed
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and experimental result for QoS-aware vertical handover with context transfer.
Section 7 concludes this paper.

2 A Context Model for QoS-Aware Services

Toward seamless services in 4G networks, a simple set of information is insuffi-
cient and a rich set of context is required [5]. In this paper we focused mainly
on QoS and location context which is needed to support seamless vertical han-
dovers. The entire context model is shown in Fig. 1. We propose the classified
profiles[4] and the dynamic context to accommodate more adaptive and optimal
service environments. A key advantage of the classified profiles is that QoS-aware
and location-aware services can be customized to fit user’s specific needs. Users
and QoS Brokers adaptively modify the profile usages for the heterogeneous
wireless networks. This mechanism could bring the maximized QoS and security
as well as minimized leakage of privacy information. The layout of the context
features could be identified according to the profile types(User, Nobile Node,
Service, QoS Policy and Network Profiles). Profile types would be registered
with Policy Servers, and each specification would lay out fields for use by the
context transfer protocol. Default values, if specified, are already indicated by
the profile type. The dynamic context provides current information about users
and networks such as current user location, current user device, current QoS and
service parameters. The dynamic context also includes the handover parameters
that indicate to which network handover is most likely. This information changes
dynamically when the user location or the network QoS changes.

3 Context Management Framework for Seamless Services
in Future Mobile Networks

In this section, we propose the context management framework which is de-
signed to meet the QoS and security requirements. The main objective of our
framework is to ease the integration of heterogeneous networks by providing cus-
tomized context profiles with QoS Brokers and Location Managers which can be
assembled to create future seamless services. The Fig. 2 shows the proposed con-
text management framework. The QoS and location-aware 3G/WMAN/WLAN
interworking system is designed for satisfying the key requirements of 4G wireless
networks. We assume that a MN is a triple-mode terminal with three interfaces
3G, WLAN and WMAN. For secure interworking we considered that authen-
tication and key management should be based on the UMTS authentication
and key agreement (AKA) and EAP-AKA or EAP-SIM for WLAN [6]. On the
3G/WLAN interworking a feasibility study [7] was conducted by the 3GPP with
the loosely and tightly coupled solutions. The loose coupling solution allows a
customer to access 3G packet-switched (PS) services over WLAN and to change
access between 3G and WLAN networks during a service session. QoS is a critical
issue for the service continuity.
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Tight Coupling refers to the alignment of WLAN interfaces with the access
interfaces of the 3G network. WLAN is connected to Gateway GPRS support
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node (GGSN) via GSM Serving GPRS Support Node (SGSN) in the 3G network.
The principle advantage of this solution is that the mechanisms for mobility, QoS,
and security in the UMTS core network can be directly reused. We have also con-
sidered the interworking of the wireless metropolitan area networks (WMANs)
with IEEE 802.16[8]. For several networking interfaces we adopt the notation
and functionality specified in [9]. Location Managers get location information
directly from Gateway Mobile Location Center (GMLC) [10].

The framework supporting context-aware vertical handovers includes QoS
Brokers which evaluate QoS parameters makes decisions about adaptations to
context changes. Policy server which gathers, manages profiles and policies as
the result of service level agreement (SLA). Location Managers help QoS Brokers
to make decision about location-aware resource management. AAA Proxies are
responsible for the secure AAA information exchanges in executing handovers.

4 QoS-Aware Vertical Handover

4.1 Context Evaluation for Location-Aware Vertical Handover

In the traditional handover process, a MN seeks its nearest access points (APs)
as candidates for the next handover. However with the variety of node densities,
network coverage, and QoS guarantees of the interworking systems, the paradigm
of handover through nearest AP must be reconsidered. Furthermore, an efficient
QoS and location-aware scheme should allow the MN to consume less power to
extend the battery life by minimizing the cryptographic operation during the
secure handover. In the case of vertical handovers, we designed the QoS setup
procedures supporting QoS-aware vertical handover. Our vertical handovers are
based on the evaluation of dynamic context and decision priorities. We extended
the concept of the context evaluation matrix [14].The evaluation matrix can be
as follows (1):

APi = Li

M∑
j=1

Sj

N∑
k=1

ckqkpk (1)

– Li is the parameter which will affect the location-aware handover decision.
Li represents the possibility of handover based on mobility prediction of the
MN.

– Siis the service which is both supported by the network and the mobile node.
– ci is the coefficient of different parameters which represent user preference

or operator specific parameters.
– qi is parameter which will affect the QoS-aware handover decision. For ex-

ample, q1 can be the QoS priority and p2 handover dropping probability.
– pi are parameters which will affect the decision. For example, p1 can be the

currently available bandwidth of different APs and p2 could be the signal
strength of different APs.

In this evaluation matrix, AP1, AP2. . . are the access points. Each AP is
evaluated by context information and the highest one is chosen.
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4.2 QoS Management with QoS Broker

In our framework the QoS management procedure with QoS Broker includes the
following three major steps.

Step1 : QoS Specification and QoS Profile Setting
- Candidate application configurations and their resource assignments
- Application adaptation policies, Application state template
Step2 : Service registration
Step3 : QoS Setup Procedure with QoS Broker
- Service Discovery and authorization
- Location-aware resource control with Location Manager
- Application Configuration Selection
- QoS Profile Downloading
- Resource Allocation

We designed QoS Broker as shown in Fig. 3, the enhanced the model of
[15][16]. QoS Broker plays key roles in QoS-aware handover with core modules
like Application specific Control, QoS Service Management, QoS-aware resource
Management and interworking interfaces to SGSN, Secure Access Router, AAA
Broker and QoS Broker. QoS Broker acts as a Policy Administration Point (PAP)
in service level agreement step and a Policy Decision Point(PDP) in QoS-aware
service step. As a PAP, it creates a policy set to Service Level Agreements (SLAs)
with users. The policy includes user profiles and other QoS parameters like QoS
priority class, network preferences.

The QoS Brokers and Location Managers can support end-to-end QoS. Fig. 4
shows the location-aware end-to-end QoS support in vertical handover of UMTS-
to-WLAN. The MN initiates the handover procedure and sending a handover
request to its new Access Controller(AC) in WLAN (message 1). The request is
then forwarded to the AAA server (message 2). AAA server sends QoS setup re-
quest to QoS Broker (3a). QoS Broker dumps the profile and performs QoS-aware
resource configuration (3b). Then, QoS Broker interacts with Location Manager
for location-aware resource management (3c). Upon successful authentication,
AAA server performing the required association between user and MN, and in-
forms the MN via the AR (3e+4). The messages 5∼8 represent the authorization
procedure for the QoS setup in the vertical handover.

5 The Implementation Testbed

We developed the core components of our framework in Fig. 2 and we ana-
lyzed the performance of QoS-aware secure roaming with context transfer in an
IP-based 4G network with UMTS and WLANs. Table 1 summarizes the para-
meters underlying the performance experiments. QoS Broker and Policy Server
are running on SUN workstations with Solaris 8 operating system (O/S). AAA
Servers are running on SUN workstations with Linux O/S and the modified
FreeRADIUS library for RADIUS functionality. MNs are running on Pentium
III machines and Lucent Orinoco 802.11b WLAN cards.
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Table 1. Base parameters of the Testbed

Entity Operation Description Performance
MN-AAA 802.1X full authentication

(EAP-TLS)
Average delay 1,600ms

QoS Broker QoS-aware Handover Control QoS profile setting and resource
configuration

80ms

MN-AP 802.11 scan (active) Average delay 40∼ 300ms
MN-AP Fast Handover

(4-way handshake only)
Average delay 60ms

AAA Proxy-
AAA Server

AAA Context Transfer Response Average delay 15ms

UMTS
/802.11

Intradomain UMTS to WLAN
Handover with EAP-SIM
authentication

Average delay 9,300ms

Fig. 5(a) shows that the vertical handover from WLAN-to-WLAN intro-
duces a minimum delay of 1.2360s, while for our handover with context transfer
the minimum delay is 0.7161s. Fig. 5(b) shows that the vertical handover from
UMTS-to-WLAN introduces a minimum delay of 1.9484s, while for our handover
with context transfer the minimum delay is 0.8915s. The modified AP represent
that We modified the state machine of APs to support context caching in AAA
context transfer. It is important to note that the improvement of our handover
scheme with context transfer is about 54.3%.
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6 Conclusions

In this paper, we analyze the context-aware computing issues and present the
context-aware management framework designed to maximize the efficiency and
interoperability for the desired QoS guarantee in 4G networks. The proposed
framework can integrate a variety of wireless technologies (3G, WLAN and
WMAN) into a seamless communication environment. We design QoS Broker
to meet the various QoS requirement and Location Manager to effectively solve
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location-aware resource management problems. The experimental results of the
fast QoS-aware handover with context transfer have been presented. The pro-
posed QoS-aware handover mechanism is being integrated with the secure Web
Services infrastructure[4] and new 3GPP/WLAN interworking systems[11].
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Abstract. Wireless communication demands for specialized protocols
secure against attacks on the radio path while fitting the limited calcula-
tion and memory capabilities of mobile terminals. To ensure accessibility
of mobile services beyond a user’s home network, signing on a foreign net-
work should be possible. The latter must be able to authenticate a user
without learning any secret registration data. Chouinard et al. [DBC01]
introduce the Secure Authentication Protocol for this purpose.
In this paper, an exhaustive security analysis of the protocol is presented.
First, it is mapped to a coloured petri net. Then, two different intruder
models are developed and integrated separately into it. The state spaces
of the two nets are calculated; they each contain a set of nodes repre-
senting all reachable states. Both are examined to detect states where
any security objective is violated indicating a security flaw in the proto-
col. As there are no such states in both nets, the protocol is proven secure.

Keywords: Secure Authentication Protocol, Coloured Petri Nets, For-
mal Protocol Verification, State Space Analysis, Security Analysis.

1 Security in Wireless Communication Networks

To gain access to mobile communication services such as telephony or data trans-
fer, users (or their mobile terminals, respectively) have to be registered at a ser-
vice provider called a user’s home agent. He represents the union of a network
infrastructure and a registration database where the users’ data including au-
thentication data is stored. It is to be kept secret for privacy reasons.
User and home agent usually communicate via the radio path. As radio waves
spread out into all directions, all radio receivers within transmission range can
obtain the exchanged data and it is easy to send spurious data to the communi-
cating entities as well. Thus communication over the radio path has to be secured
by cryptographic techniques. With respect to limited calculation and memory
capabilities of mobile terminals, use of public key cryptography has to be cut
down to an absolute minimum. The low bandwith of the radio path has also to
be taken into account for appropriate protocol design.

Due to terminal mobility it is probable that a user leaves the range of his
home agent making direct communication infeasible. To have nonetheless access

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 230–239, 2005.
c© IFIP International Federation for Information Processing 2005
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to mobile services, it should be possible for such a user to contact a network
(called foreign agent) available at his current location. This scenario of logging
on a foreign network is widely called roaming.
At first, the foreign agent does not have any information about the user but, to
prevent fraud, needs to find out if the user is authentic. Only if he is sure about
this, he is willing to provide services with cost. The authenticity of a user can
be confirmed only by his home agent; on that account, the foreign agent has
to contact him and ask for authentication on the basis of data provided by the
user. Only if the response is positive, the foreign agent approves the user’s logon.
Note that each user only trusts his home agent and will never submit any of his
secret registration data to a foreign agent. Therefore, the foreign agent has to
trust the home agent that his answers are right.

A relevant task in protocol design is assuring the privacy of the registration
data between the user and his home agent while communication between them
can only be realized with the foreign agent as intermediate.

2 Secure Authentication Protocol

2.1 Entities and Security Objectives

The Secure Authentication Protocol presented in [DBC01] is tailored to the
security demands of the entities participating in a roaming situation. Three
regular entities with different security objectives participate:

– User A (Alice) wants to be sure that she is properly informed about HA’s
answer. Note that person and mobile terminal form a combined entity.

– HA (Home Agent) holding A’s registration data; there is a strong trust re-
lationship between A and HA. HA wants to be sure that the authentication
request with A’s data was genuinely generated and sent by A.

– FA (Foreign Agent) in proximity to the mobile handset. FA does not
know any of A’s data and there is no trust relationship between these two
entities. FA wants to be sure that A is properly authenticated since he
wants to limit the risk of being bilked of the invoice for services requested
by A. This objective is met if FA receives a positive answer by HA if A has
submitted correct data and a negative one otherwise.

2.2 Protocol

Symmetric and asymmetric encryption and decryption techniques referred to as
Easymm(x; pkX), Dasymm(y; skX) and Esymm(x; sesk1), Dsymm(y; sesk1) with
plain text x and cipher text y are used with pairs of public and secret1 keys (de-
noted pkX , skX for entity X) and symmetric keys (serially numbered sesk1, ...).
H names a collision resistant hash function. S(x, skX) and V (y, pkX) form a
corresponding pair of signature and verification functions.
1 To keep abbreviations distinguishable, the term ”private key” is not used in this

paper.
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There is a certificate-based trust relationship between FA and HA2. A secure
channel can thus be established between them based on their public keys. To
simplify matters, messages x sent via this channel are denoted SecChannel(x)
and in the following treated as plain text. A and HA share a secret password
pwdA as part of A’s registration data. A protocol run3 is carried out as follows:

1. FA sends a broadcast broadcFA = (pkFA, locFA) for all users in the trans-
mission range. With FA’s public key pkFA, everybody can encrypt data for
FA. locFA is some location information.

2. A creates a session key sesk1 and calculates encseskA = Easymm

(sesk1; pkFA). Then she encrypts her request:

encreqA = Esymm((idA, pkA, n1, dpA, hvA); sesk1)

with nonce n1, A’s mobile device profile dpA and a hash value hvA built with
HA’s domain name dnHAA

4: hvA = H(idA, n1, dnHAA , dpA, pkA, pwdA).
A sends encseskA and encreqA to FA.

3. FA subsequently calculates sesk1 = Dasymm(encseskA; skFA) and from that
Dsymm(encreqA; sesk1). The resulting values idA, pkA, n1, dpA and sesk1
are stored. FA derives dnHAA from idA and establishes a secure channel
with HA. He submits authreqfw = SecChannel(idA, pkA, n1, dpA, hvA).

4. HA checks

hvA
?= H(idA, n1, dnHA, dpA, pkA, pwdAHA) = hvHA.

HA takes dnHA and pwdAHA from the registration database. It is also
checked if n1 was used in a previous run in order to prevent replay attacks.
In case of hvA = hvHA, HA sends a positive authentication response

authrespACK = SecChannel(idA, ACK, hvHA, sesk2, n2, n3, certA)

to FA. ACK is a string of acknowledgement which possibly contains further
details, e.g. the generation time of the response. The nonces n2 and n3 will
later be used by A to generate session keys. sesk2 = H(n1, n2, pwdA) is in-
cluded so that FA can communicate securely with A without reusing sesk1.
HA also calculates and stores sesk3 = H(n1, n3, pwdA). The certificate
certA = S((idA, pkA); skHA) is submitted to A so that she can authenti-
cate to other mobile terminals and service providers without involving HA
in the future. Note that the certificate is modeled in a very simple way as
there is no more detail given in [DBC01].
In case of hvA �= hvHA or replayed n1, HA’s authentication response is

authrespNACK = SecChannel(idA, NACK, hvA, hv2, n2)
2 Each entity is sure about the authentity of the public key belonging to the couter-

part’s identity due to a certificate issued by a trusted third party.
3 taken from [DBC01] with correction of a misprint discussed in personal correspon-

dence with the authors
4 Due to the format userX@domainHA, dnHAA can also be derived from A’s ID.
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with hv2 = H(pwdA, n2, hvA). hv2 proves that the negative authentication
response was actually generated by HA. NACK is a string with information
on the rejection.

5. FA submits to A

authrespfwACK = Esymm((idA, ACK, hvHA, n3, certA); sesk2), n2

or

authrespfwNACK = Esymm((idA, NACK, hvA, hv2, n2); sesk1), n1.

6. A calculates sesk2 = H(n1, n2, pwdA). If she has received a positive response,
the message can be decrypted with it. idA and hvHA are checked; in case of a
positive outcome, certA is stored5 and sesk3 = H(n1, n3, pwdA) calculated.
If A has received a negative answer authrespfwNACK , she can decrypt it
with sesk1 and compares idA and hvA to her stored values. She also checks
hv2A = (pwdA, n2, hvA) ?= hv2. If this is the case, she accepts the rejection.

3 Modeling the Protocol

In protocol analysis, cryptography is treated as a secure black box. This means
it is assumed an intruder cannot compromise any cryptographic technique.

Fig. 1. Entities and Communication Paths in the Secure Authentication Protocol

3.1 Coloured Petri Net

Coloured petri nets [Jen92] have already proven suitable as a modeling technique
for analysis of cryptographic protocols [DTM95] [DTM96] [Dre04]. They follow
an elaborated mathematical syntax and provide a clear, intuitive and demon-
strative graphical representation of the model thus facilitating its simulation and
analysis which is a basic strength compared to other verification methods.

Data is modeled by tokens each belonging to a special data type called the
colour set of a token. The token colour is the actual assignment of values to
this token6. Figures 2 and 3 show the coloured petri net model of the Secure
Authentication Protocol.
5 Note that A does not verify the certificate herself.
6 There is an analogy with object-oriented programming languages where objects carry

certain attributes with attribute values.



234 W. Dresp

3.2 Intruder Models

Following the intruder model of Dolev and Yao [DoY81], the intruder has to be
modeled with the highest imaginable strength so that all possible attacks on the
protocol can be identified. Considering the radio path insecure, the intruder has
full control over it. According to the model, he can then carry out the following
actions:

– Tapping and storage of all messages exchanged via the radio path
– Forwarding, rerouting and blocking of messages
– Generation of forged messages using tapped, randomly generated and obso-

lete data and encryption techniques
– Decryption of ciphertext if the intruder has a matching key

There are two different intruder models conceivable for this protocol:

– An intruder can try to intervene on the radio path and thus deceive all
regular entities.

Fig. 2. Petri Net Model of the Secure Authentication Protocol (Entity A, Radio Path)
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– Since A does not trust any entity except HA, it must as well be considered
that FA might be malicious.

The second case considers a much stronger intruder. But as FA is not an honest
protocol participant in that case, the compliance of his security objectives should
be checked in the first model only. In both cases, the intruder may conspire with
a registered user.

Fig. 3. Petri Net Model of the Secure Authentication Protocol (Entities FA, HA)

To perform an exhaustive security analysis, two different coloured petri nets
have to be modeled, each including one of the identified intruders.

Intruder on the Radio Path. This model assumes an intruder on the radio
path indicating FA is reliable. He can thus act as a foreign agent to A and
as a user to FA or collaborate with a user cheating only FA. The intruder is
integrated into the petri net as presented in figure 4.
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Fig. 4. Model with Intruder on the Radio Path

The entity mirrors A’s and FA’s sending and receiving transitions. Further,
it is equipped with

– Places for storing all tokens received or generated during the protocol run,
i.e. places for each colour set used by either A or FA

– Transitions for generation of requests, responses and their parts
– Transitions for decryption of all messages exchanged between FA and A

Malicious Foreign Agent. The foreign agent entity presented in figure 3 is
extended to form an intruder (see figure 5). He can collaborate with a user to
cheat HA or act on his own deceiving both A and HA. The most important
modifications are:

– Places for each colour set used by HA or A
– Transitions for generation of authentication responses
– Transition for generation of spurious certificates
– Transitions for assembling spurious forwarded authentication requests

Fig. 5. Model with a Malicious Foreign Agent

4 Security Analysis

4.1 Relevant States in State Space

The state of a net is the assignment of all places with tokens. It changes when
the number, positions, types and / or colours of tokens in the net are modified
by transition firing. States are nodes in a digraph connected with edges each
representing the firing of a binding element, i.e. a pair (t, b) with transition t and
binding b (the assignment of token colours to each of the transition’s variables).
The state space represents the states reachable from the initial marking as a
result of every possible permutation of transition firings. It is thus the exhaustive
enumeration of all potential states and can be used to examine the security of a
protocol as proposed in [DTM95], [DTM96] and [Dre04]. If any successful attack
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can be carried out, there has to be at least one state where any security objective
is violated, and there is a path of fired binding elements from the initial state
to the respective state describing the attack. If no such states exist, it is proven
that the protocol is in fact secure concerning the specified objectives.

For the Secure Authentication Protocol, states violating the security objec-
tives described in 2.1 are:

1. Incorrect user ack: HA has built and sent a positive answer though A did
not initiate the authentication process. These are all states with a token in
HA SesK A (i.e. HA generated a positive response) but with a token in
A Ready or A BCRcvd implying A did not send any request.

2. Incorrect certificate: I holds a certificate legally signed with HA’s secret key.
It contains idA bound to a public key different from pkA.

3. Compromised sesk 3: I has found out the sesk3. These are all states where
I holds a token with the same colour as the token in HA SesK A.

4. Forged user ack or user nack: A has accepted a positive or negative response
although HA did not send the respective message. This includes scenarios
where I has generated a response without involvement of HA as well as those
where I has intercepted HA’s response and generated a converse message.

The security objectives of FA are contained implicitly in 1. As message integrity
between HA and FA cannot be attacked due to the secure channel, FA can be
cheated only if an intruder makes HA produce wrong responses.

4.2 Determination of the Optimal Initial Marking

The initial knowledge of the intruder has to be chosen carefully. Due to the state
explosion problem [Val98], an initial marking containing too many tokens can
cause problems regarding the computability of the net’s state space. It has, on
the other hand, to be avoided that the initial marking is improperly small so
that tokens allowing for successful attacks are missing. In this case, the state
space analysis might claim security of a protocol which is not secure against all
possible attacks.

To determine the optimal initial marking, the maximum number of tokens
to be used in one protocol run is identified and then reduced with a semi-formal
rationale; multiple runs will be discussed later in this paper.
First, random tokens generated by the intruder himself are addressed. This num-
ber can be derived from examination of the transitions for sending and encrypt-
ing messages. Note that only those tokens that cannot help to perform a suc-
cessful attack - e.g. because they can never pass a specified check by a regular
entity - are sorted out in the reduction steps. The following principles apply:

– An intruder can send out broadcasts needing a key pair and a true location
information for this purpose.

– An intruder cannot guess any secret key to sign a certificate that could be
accepted by any other entity7.

7 Although A does not verify a received certA herself, she will use it communicating
with others who surely will.
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– Messages generated by means of public key cryptography always have to
be created with the public key of the receiver. Random public keys and
encrypted messages cannot be used.

– No intruder can guess a password or retrieve it otherwise as it is sent by A or
HA only after applying the one-way hash function. Accordingly, he cannot
generate hash values as this requires knowledge of a password.

– The session keys sesk2 and sesk3 are calculated using a password and can
hence not be generated by then intruder. Session key sesk1 is chosen by A
and could also be made up by the intruder, but this is not necessary: he
will receive a session key from A after sending out a public key broadcast.
Random encrypted values cannot be used either as they lack a matching
session key.

– Random IDs lead to rejection as HA only accepts requests with a known
ID and a matching hash value (which I cannot create). Device profiles and
domain names can also be useful only if they match a hash value which does
not hold for random tokens.

– Nonces have to match a certain hash value or session key. This claim cannot
be met as the intruder cannot generate valid hash values.

Thus, the initial marking concerning random tokens is reduced to pkI , skI ,
locI for both intruder models.

As stated in 3.2, the intruder could also plot with a regular user X8 to login
as A and receive a certificate certAI = Easymm((idA, pkX); skHA). But as HA
always calculates hvHA depending on the password pwdA associated with idA

in the database, he will not accept requests built with pwdX .
Now, multiple protocol runs are considered: they can be simulated by equipping
the model with data collected in previous protocol runs. It has to be determined
if the intruder can use such old messages anywhere. As a nonce is included in each
request and checked by HA, old requests will be detected leading to a negative
authentication answer. Old authentication answers are useless as they can only
be decrypted by A if generated with sesk1 (chosen by A in the current protocol
run) or sesk2 = H(n1, n2, pwdA) (with n1 chosen by A in the current run). This
leads to the conclusion that no old tokens can be used for a successful attack on
the protocol i.e. that multiple protocol runs cannot lead to better attack results.

4.3 State Space Analysis Results

The models were generated with the CPN Tools software developed at the Uni-
versity of Aarhus [CPN]. Its State Space Tool was used for calculation and
analysis of the state spaces. Table 1 shows the results: there are no illegal states
according to 4.1.

Since both intruders cannot succeed in compromising the security objectives,
the petri net verification technique attests that the Secure Authenti-
cation Protocol does not possess any protocol flaws.
8 X is registered at HA and that HA therefore contains a pair of ID and password

(idX , pwdX) in his database.
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Table 1. State Space Details

Intruder Model Initial Marking State Space Size Illegal States
Intruder on radio path pkI , skI , locI 523 0
Malicious foreign agent pkI , skI , locI 136 0

5 Conclusion

A coloured petri net modeling the Secure Authentication Protocol has been
presented. Two different intruder models have been integrated separately. The
optimal initial markings have been derived to cope with the state explosion prob-
lem without influencing completeness and accuracy of the analysis. Evaluation
of the nets’ state spaces has shown the absence of illegal states so that the Secure
Authentication Protocol is evidently secure against attacks on the protocol level.
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Abstract. The Palm OS operating system for Personal Digital As-
sistants (PDAs) and mobile phones has a weak security architecture,
which introduces all sorts of security problems. This paper specifically
targets the problem of malicious code. The main contribution of this
work is the in-depth analysis of different vulnerabilities in Palm OS and
the ways in which they can be exploited by malicious code. Furthermore,
the key reasons for this problem are discussed and some suggestions for
improvement are formulated.

Keywords: malicious code, worms, mobile operating systems, Palm OS.

1 Introduction

PDAs have become very popular devices that appear in day to day life. They have
evolved from simple electronic agendas to powerful connected mini-computers
that use wireless communication technologies such as IrDA, Bluetooth, WiFi
and GSM. These devices can hold sensitive information such as confidential
documents and passwords or they can participate in commercial transactions.
However, it has already been documented that the operating systems found on
PDAs do not pay much attention to security [1,2].

One important class of security problems is malicious code such as viruses,
Trojan horses, worms or backdoors. Except for the weak security architecture
of PDA operating systems, there are two reasons why these devices are at risk
of being targeted by malicious code. First of all, PDA applications are easily
downloaded from the Internet and exchanged between devices. This encourages
passive infection strategies, and it leads to a situation that is somewhat compa-
rable to the old PC era where viruses were propagated on floppies. Secondly, new
wireless communication technologies introduce new threats for actively propa-
gating forms of malicious code. Imagine a worm that wirelessly propagates from
PDA to PDA in rush hour traffic or in a full auditorium. When PDAs are being
used for critical tasks such as mobile payment or as advanced security tokens,
the malicious code problem is a risk that is completely unacceptable [3,4]. So
far, a few PDA viruses have effectively been reported [5,6,7].

In this paper, the security problems of Palm OS with respect to malicious
code are discussed. We have carried out an in-depth vulnerability assessment of
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Palm OS and discuss how vulnerabilities in the operating system can be exploited
by malicious code. All of these vulnerabilities have been tested in practice in
a prototypical worm. Some suggestions are proposed to tackle the problems
and the security architecture of the future version of the operating system is
evaluated shortly. The implementation and verification of the vulnerabilities has
been carried out in a master’s thesis [8].

The rest of this paper is structured as follows. Section 2 gives a short in-
troduction to Palm OS. Section 3 discusses the vulnerabilities and explains how
malicious code can exploit them. In Section 4, the proof of concept implementa-
tion is discussed that was developed as a test bed for the vulnerabilities. Section
5 reflects on the security problems of Palm OS, proposes some suggestions and
gives a short overview of the improvements in the future version of Palm OS.
Finally, Section 6 concludes the paper.

2 Palm OS

Currently, the Palm OS operating system comes in two flavors: Garnet [9] and
Cobalt [10]. Palm OS Garnet (version 5) is the version that is found on new
Palm OS powered devices today. In the future, Palm OS Garnet will become
the version for less powerful devices such as cell phones, while Palm OS Cobalt
(version 6) will target PDAs. This paper focuses on Palm OS Garnet.

Palm OS is a single tasking operating system for ARM-based processors
running on speeds from 100MHz to 400MHz. Palm OS based devices do not
have nonvolatile memory. Memory is used for execution as well as storage and
is partitioned in two logical regions: the dynamic memory is used for dynamic
allocations and maintaining the execution state of programs and the storage
memory stores data that has to be preserved. Data as well as applications are
kept in structures called records and records are grouped in databases. Because
data is stored in RAM, a device has to maintain a minimal voltage over the
memory at all times. Resetting the device will only erase the dynamic memory,
but it is possible to erase all memory by doing a hard reset.

Palm OS supports multiple wireless communication technologies including
IrDA, Bluetooth, WiFi and GSM allowing users to ‘beam’ data or applications
from one device to another. Palm OS implements a TCP/IP stack for network-
ing wirelessly or by modem and newer Palm OS devices support mobile phone
technology to make voice calls or send text messages.

Synchronization with the desktop is realized by Hotsync. This is an applica-
tion that consists of a device component and a desktop component that lets the
user synchronize his/her calendar and contacts between the applications on the
device and those on the desktop. Hotsync is also used to install new software
and to take backups.

A number of security features is supported in Palm OS. It is possible to lock
the device, which will disable it until the user authenticates him/herself with a
password.1 Locking can be activated manually or automatically, e.g. when the
1 Since a PDA is supposed to be a single user device, a username is not required.
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device is turned off. Furthermore, some protection mechanisms for databases are
provided. For example, database records can be made ‘secret’, meaning that the
user must enter his/her password to be able to read or write the information in
the record. Palm OS also has a cryptographic library that contains implemen-
tations of a limited number of algorithms for encryption, secure hashing and
signing.

3 Vulnerabilities

We have assembled and verified a set of new and known vulnerabilities for Palm
OS Garnet. Approximately half of the vulnerabilities comes from the work of
Kingpin and Mudge [1]. The discussion of the vulnerabilities is structured ac-
cording to the vulnerable operating system aspects: database management, event
mechanisms, application and process management, communications, built-in se-
curity mechanisms, desktop components and the GUI. For each vulnerability,
the problem is first explained and then the possible exploitations by malicious
code are discussed.

3.1 Database Management

Full access to data [1]. Palm OS has no access control mechanism for databases.
Direct memory access into the storage heap is disallowed, but when the database
API is used, every application has full access to all databases stored on the device.
It is possible to read and write information into database records, append or
remove database records or create and remove entire databases. Even records
that have been marked as secret (see Section 2) or databases that have been
marked read-only can be deleted without restrictions.

Since Palm OS devices can contain sensitive information such as business
cards, important documents and passwords, the lack of access control towards
data poses an important threat. Malicious code can execute numerous malicious
actions such as erasing, sending or modifying important data, storing information
in existing databases or erasing log entries.

Program Infection or Destruction [1]. The fact that every application has full
write access to the code of other applications opens the platform for a wide range
of virus infection techniques.

A malicious program that is running on the device can replicate itself by
writing its own code into another application by means of the database API. Or
it could also simply destroy other applications by writing data in their code. We
have experimented with program infection by means of a simple proof-of-concept
infection program that replaces the first occurrence of the RET instruction of
every user-installed program with the machine code of an infinite loop. This
causes the execution of these applications to block the system.

Preventing the Deletion of Databases. Databases can be protected by means of
the DmDatabaseProtect operation. Internally, Palm OS keeps a per-database
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counter with the number of times the database has been protected. Calling the
protection function increases this counter by one. A database with a positive
protection counter cannot be deleted.

The protection mechanism is easily circumvented because the protection
function can also decrease the counter until the database can be deleted again.
Beyond this obvious threat, the database protection mechanism can also be
abused by malicious programs to protect themselves against removal. A mali-
cious program can protect its own database and detect2 when someone tries to
remove it. In response to the removal attempt, the program could reprotect itself.
This way, the user is unable to delete the database, even with applications such
as Filez [11] that give the user much more low-level control over databases and
their attributes than the default database management functionality of Palm OS.

3.2 Event Mechanisms

Palm OS applications are event-based and the operating system provides a num-
ber of event sources and event handling mechanisms:

1. Launch codes are sent by the operating system when certain events take
place that are of interest to all applications, for example the completion of
a Hotsync synchronization.

2. There is a publish-subscribe mechanism called Notifications that allows ap-
plications to register themselves with a notification service for a certain event
and receive notification when the event takes place. An example of a notifi-
cation is the launching of a particular application.

3. Through the Alarm Manager, applications can set a number of alarms. At a
given time the application will get a warning for the alarm and can execute
code in response to it.

All these event mechanisms allow malicious code to trigger their malicious ac-
tions with a high precision [1]. When a malicious program is installed on the
device, it will start receiving launch codes. Once it has received its first launch
code, it can register itself for notifications and set alarms, and become active on
numerous occasions.

Hiding of Noticeable Actions. It is possible that malicious activity cannot be
completely hidden for the user. Therefore a malicious program could carefully
wait for a moment at which the user is not using or watching his PDA for a
while. To choose such a moment, the following notifications could be used: the
sysNotifyIdleTimeEvent notification is sent whenever the device is inactive for
a short period, the sysNotifySleepNotifyEvent notification is sent whenever
the device is put into standby mode.

User Interface Tracking. By registering for the sysNotifyEventDequeuedEvent
notification, the application gets a notification whenever a user interface event

2 By means of a Notification, see Section 3.2.
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(such as the tapping of a button) is handled. This way, malicious programs can
track tapped buttons and the information he/she enters. The security conse-
quences are twofold: first, it allows for a fine grained selection of triggers. For
example, a self-propagating program can track when the user presses the ‘beam’
button to send information to another device and react by sending itself in-
stead, hoping that the receiving user will accept the transfer. Second, malicious
programs can intercept confidential information entered by the user.

3.3 Application and Process Management

Hiding from the Application List. The database of each application has a bit
that, when set, will hide the application from the list of launchable applications.
When doing so, the application will still be listed in the dialogs for copying,
moving and deleting applications.3 Malicious applications could set their hidden
bit for trivial hiding purposes.

Hiding Entirely From the User Interface. Every database has a type and an
identification number, called a creator id. Databases that contain application
code have the type appl. When the type of an executing applications’ database
is changed into a non-executable type (for example the data type or a custom
type), it will no longer be seen as an executable but it will still receive launch
codes and notifications as long as the device is not reset. Doing so will hide the
program from the launch screen. Moreover, when the creator id of the executing
application is also changed to another applications’ creator id, the application
will be regarded as a database of the other application and will also be hidden
from the copy, move and delete dialogs. The executing code can only be deleted
by removing the application whose creator id was taken. When the creator id
of a built-in application is taken, the executing code cannot be deleted at all
because the delete dialog only allows the removal of user-installed applications.

Thus, a malicious program can hide itself completely from the user interface
and render itself unremovable while it can remain executing in the background.
Third party database managers such as Filez will still allow the removal of the
database.

Application Replacement. Besides a type and a creator id, every application on
Palm OS has a name and a version number. Two vulnerabilities in the handling
of these attributes exist that can be exploited to replace existing applications:

1. Installing an application that has the same creator id but a higher version
number than a built-in application will replace the built-in application by
the new one[1].

2. When an application is installed with the same name as an application in-
stalled by the user, the old application will be physically removed from the
device and is completely overwritten by the new application.

3 A user can visually notice installed applications either in the launch screen or in the
copy, move and delete dialogs.
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Consequently, malicious code can replace all applications that are installed on
the device. The replacement of an application poses an obvious threat of making
existing applications unusable, but these vulnerabilities can also be exploited
to exhibit Trojan horse behavior. The functionality and appearance of existing
applications can be mimicked for secretly executing malicious actions.

Occupying the Processor. Since Palm OS is a single tasking operating system
without any process management capabilities, a malicious program can perform
a denial of service attack by simply executing and not releasing the processor.
An infinite loop is enough to block the entire system and force the user to reset.

3.4 Communications

Backdoor for Beamed Data [1]. The Exchange Manager is a library that allows
data to be sent to another device using a high level transport-independent API.
Data sent by the exchange manager typically travels over wireless protocols
such as IrDA, Bluetooth or GSM protocols. An application can be registered to
handle the reception of data of a certain type, for example contacts, meetings or
applications. When data of the application type is received, by default a dialog
will be shown asking the user for confirmation.

Every application can register itself to receive all beamed applications and
can override the confirmation dialog, always accepting the received code. This
way, a malicious application can open a backdoor that allows other self-replicat-
ing malicious programs to transfer themselves silently onto the system.

Detection of Devices in the Proximity. Low-level communication libraries such
as the IrDA or Bluetooth library pose less of an infection threat than the Ex-
change Manager mainly because no servers are running for these protocols. They
can however be used by malicious code to detect other devices that are in the
proximity. For example, the IrDA library can be used to poll for other devices
periodically and trigger a propagation with the Exchange Manager when a po-
tential victim has been detected.

Detection of Communication Facilities. Self-propagating malicious code uses
communication channels and network connections to copy itself onto other de-
vices. PDAs typically only have short-lived connections, for example when data
is sent over IrDA or Bluetooth. Sometimes the communication hardware is not
always present. A number of notifications exist that are useful propagation
triggers: the sysExternalConnectorAttachEvent is sent whenever an exter-
nal device such as a WiFi adapter or a Hotsync cradle is attached and the
sysNotifyLibIFMediaEvent is sent whenever a network interface is activated.

3.5 Built-in Security Mechanisms

Brute Force Password Guessing. Since entering a long password on a PDA can
be an annoyance to the user, passwords are often chosen to be very short. The
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authentication mechanism of Palm OS is implemented by simply comparing
the MD5 hash of the user-provided password and the original password stored
in a (freely accessible) system database. Since passwords on a PDA are often
significantly shorter than normal passwords, the MD5 hash of the password is
vulnerable for a brute force attack.

Experiments on a device with a 144MHz processor have shown that all al-
phanumerical passwords of length 3 can be found within 15 seconds.

Password Removal. As mentioned earlier, a record can be protected by setting
its secret bit. This requires the user to enter his/her password upon viewing or
changing the information in the record. When a user has forgotten the password,
he/she can remove the password. This deletes all records that have their secret
bit on. However, there is an API call (PwdRemove) that removes the password
without any further consequences.

This API call effectively undermines almost all security mechanisms of Palm
OS. By removing the password, a malicious program can open the device and
the information carried by it to persons that can physically approach the device.

3.6 Desktop Components

Surviving a Hard Reset. Every kind of malicious code has to reside in RAM, so
when the user does a hard reset it would be erased. By setting the ‘backup bit’
of a database, it will be copied to the desktop upon synchronization. Malicious
code can transfer its own database to the PC in order to survive a hard reset.
After a hard reset, the next synchronization will restore all backed up databases.

Infection via Hotsync [1]. The Hotsync component on the desktop is the gateway
to the PDA for all applications. By placing a copy of an application in a certain
directory on the desktop and calling a function on a Hotsync library, the Hotsync
installation program will install the file on the device.

Cross-platform malicious code that carries a Palm OS payload can exploit
this weakness for infecting the device.

3.7 GUI

Hiding Dialogs. Two API calls exist for turning off the screen and for stopping
its redrawing. Malicious code can abuse these calls for hiding noticeable actions
from the user.

A possible technique is to first detect when the user wants to put the device
into standby mode and then turning off the screen, but leaving the device on.
The user cannot make a visual distinction between its device in this state or in
standby mode. When the screen is turned off, a malicious program can operate
without being detected by the user.

When malicious code wants to perform certain actions such as beaming itself
to another device, some dialogs appear on the screen. A technique to hide these
dialogs is to freeze the screen just before the dialog appears and release it when
the dialog is gone, given that this latter moment can be determined.
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4 Proof of Concept Implementation

To verify and experiment with these threats in practice, we have created a generic
proof of concept implementation of one specific kind of malicious code: a worm.
We have chosen a worm because it is a good vehicle for testing the full spectrum
of discovered vulnerabilities and techniques. Malicious code typically combines
a number of exploits. Therefore, the main purpose is not only to allow easy
experimentation with isolated vulnerabilities but also with combinations thereof.
The implementation is written in C and can flexibly combine exploits at compile-
time. It consists of the skeleton of a worm and is structured along three phases:
the activation phase hides and protects the worm and activates the other two
phases, the propagation phase actively propagates the worm to other systems
and the execution phase contains the payload. Table 1 shows the phase(s) to
which each of the discussed exploits belongs.

Table 1. Vulnerabilities and the phase(s) to which they belong: Activation,
Propagation or Execution

A P E A P E
Full access to data • Backdoor for beamed data •
Program infection or destruction • • Detection of devices in the proximity •
Preventing the deletion of databases • Detection of communication facilities •
Hiding of noticeable actions • Brute force password retrieval •
User interface tracking • • Password removal •
Hiding from the application list • Surviving a hard reset •
Hiding entirely from user interface • Infection via hotsync •
Application replacement • Hiding dialogs •
Occupying the processor •

We have found that it is very easy to use combinations of these exploits to
create a proof of concept worm that is quasi invisible and virtually impossible
to delete. We have used our implementation to create a self-propagating security
utility with a benign payload. This utility uses a number of exploits discussed
above to hide and protect itself. In the mean time, its benign payload tries to
determine the user’s password, warning him/her when it is not strong enough.
As can be seen in Table 1, currently the vulnerabilities for the activation and
execution phases are the main threats to Palm OS. The simplicity and relatively
small size (less than 2000 lines of code) of our proof of concept implementation
confirms that Palm OS is an easy target for malicious code.

5 Discussion

We have seen that Palm OS is vulnerable for numerous malicious code threats.
The reason for this lies within Palm OS’s security model: it is a secure operating
system under the assumption that all applications can be fully trusted.
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This assumption is reflected in two ways. First of all, the responsibility for
enforcing various security rules is pushed up towards the application layer. A
trusted benign application will behave well and will implement the enforcement
logic, but an application with malicious intentions is completely free to ignore
this enforcement request. Examples of security rules to be enforced by the ap-
plications are the read-only bit for a database and the secret bit for a record.
Secondly, as illustrated extensively in Section 3, simple use of Palm OS’s API
can seriously harm the system and can be a large threat. Trusted applications
will not misuse the API, but malicious applications are only limited by the cre-
ativity of their writers in the malicious actions they can perform. The fact that
in the Palm OS world, new applications are frequently installed only worsens
the untrusted code problem.

To tackle these problems, a number of changes to Palm OS could be imple-
mented. First of all, memory protection should be introduced. Without it, no
other security mechanism could be implemented securely. Furthermore, all exist-
ing security enforcement (e.g. for read-only databases and secret records) should
be pulled down to the operating system. A number of new security mechanisms
could also be added to Palm OS. The introduction of a code authentication
mechanism would eliminate a great deal of the discussed malicious code threats.
Unauthenticated code could be disallowed or be executed with limited permis-
sions. In addition, an access control mechanism could be implemented that can
limit access at least to databases but preferably also to API calls.

As can be seen in Table 1, most of the discovered vulnerabilities either belong
to the activation phase or to the execution phase. Propagation phase techniques
that actively propagate code to other devices are currently much less of a threat
to Palm OS than they are to classical desktop operating systems. This can be
explained by the fact that, except for the built-in exchange manager, Palm OS
devices do not run server programs. Furthermore, Palm OS devices normally only
have short-lived connections. Finally, Palm OS devices are less prone to buffer
overflow attacks than most desktop operating systems because the address of
the central application stack can not be determined easily. Actively propagating
forms of malcode are most likely to propagate on the desktop platform and
install their payload through Hotsync.

Palm OS Cobalt [10] introduces a number of interesting security-related
changes. Most importantly, code can be signed to guarantee its integrity. Fur-
thermore, memory protection is implemented, so no more direct memory writes
can be made. Another novelty is the introduction of secure databases. These
contain encrypted information and are only accessible through a configurable
authorization manager that controls which operations may be executed on the
database. Finally, programs that do not respond can be terminated by the user.
Beside these positive evolutions, not all issues are solved. For example, the en-
forcement of database attributes (e.g. the read-only bit) is still not done by the
operating system and secure databases are sent over the wire in plaintext when
performing a synchronization. Unfortunately, code authentication is also not
mandatory. Cobalt is a step in the good direction, but is certainly not perfect.
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6 Conclusion

We have studied the vulnerabilities of Palm OS and have given potential mali-
cious code threats that result from them. These threats and vulnerabilities were
tested and verified in a proof of concept implementation. It was found that the
platform is extremely vulnerable to malicious code. The reason is that Palm OS
fully trusts all code. Although Palm OS devices are more and more equipped
with wireless technologies, currently the main threat comes from passively propa-
gating forms of malicious code. Suggested improvements are memory protection,
system-level security enforcement, access control and code authentication.

Further study has to show the impact of Cobalt on the security of the plat-
form in general and to the problem of malicious code in particular. Furthermore,
a comparison will be made of this problem and the solutions on other operating
systems for both PDAs and desktops.
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Abstract. In next generation wireless networks, an application must be
capable of rating service information in real-time and prior to initiation
of the service it is necessary to check whether the end user’s account
provides coverage for the requested service. However, to provide prepaid
services effectively, credit-control should have minimal latency. In an en-
deavor to support real-time credit-control for Mobile IPv6 (MIPv6), we
design an architecture model of credit-control authorization. The pro-
posed integrated model combines a typical credit-control authorization
procedure into the MIPv6 authentication procedure. We implement it on
a single server for minimal latency. Thus, the server can perform credit-
control authorization and MIPv6 authentication simultaneously. Imple-
mentation details are described as software blocks and units. In order
to verify the feasibility of the proposed model, latency of credit-control
authorization is measured according to various Extensible Authentica-
tion Protocol (EAP) authentication mechanisms. The performance re-
sults indicate that the proposed approach has considerably low latency
compared with the existing separated models, in which credit-control
authorization is separated from the MIPv6 authentication.

Keywords: Mobile node, prepaid, authorization, Mobile IPv6.

1 Introduction

The prepaid model has proved to be very successful in applications such as GSM
networks, where network operators offering prepaid services have experienced
substantial growth of their customer base and revenues. Prepaid services are
now cropping up in many other wireless and wire line based networks as well.
In next generation wireless networks, additional functionality is required beyond
that specified in the Diameter base protocol[1]. For example, the 3GPP Charging
and Billing requirements state that an application must be able to rate service
information in real-time[2]. In addition, it is necessary to check whether the end
user’s account provides coverage for the requested service, prior to initiation
of that service. When an account is exhausted or expired, the user must be
denied the capacity to compile additional chargeable services. A mechanism that
informs the user of the charges to be levied for a requested service is also needed.
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In addition, there are services such as gaming and advertising that may credit
as well as debit from a user account.

For general purposes, the Diameter Credit-Control Application[3] was pro-
posed to support prepaid services. It can be used to implement real-time credit-
control for a variety of end user services such as network access, Session Initiation
Protocol (SIP) services, messaging services, download services, etc. However, in
the event that long latency is induced by authentication in the home network e.g.
MIPv6 authentication[4], a practical approach should be considered to ensure
real-time processing. Considering this, we design and implement an architecture
model that is capable of MIPv6 service specific fast authorization for prepaid
services.

2 Architecture of Credit-Control Authorization with
Embedded MIPv6 Authentication

Fig. 1 illustrates the architecture of a credit-control authorization model with
embedded MIPv6 authentication. It consists of a service element with embed-
ded Diameter credit-control client, a Diameter credit-control server, a business
support system, and MIPv6 authentication servers. i.e., a foreign authentication,
authorization, and accounting server (AAAF) in the Mobile Node(MN)’s foreign
network and a home AAA server (AAAH) in the MN’s home network[6].

Fig. 1. Architecture of Credit-Control authorization with embedded MIPv6 authenti-
cation

The Diameter Credit-Control Application[3] defines the framework for credit
control; it can provide generic credit-control authorization. In order to support
real-time credit-control with an embedded MIPv6 authentication mechanism[5],
a new type of server is needed, i.e., Diameter credit-control server. This server is
the entity responsible for credit authorization for prepaid subscribers. It also acts
as a prepaid server, performing real-time rating and credit control. It is located
in the home domain and is accessed by service elements or Diameter AAA servers
in real-time for the purpose of price determination and credit-control before a
service event is delivered to the end user. It may also interact with business
support systems. The service element can be an Access Router (AR), which is
defined in MIPv6 basic service[4] or an AAA server in the foreign domain.
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A Diameter credit-control client is an entity that interacts with a credit-
control server. It monitors the usage of the granted quota according to instruc-
tions returned by the credit-control server. A business support system is usually
deployed, and it includes at least the billing functionality. The credit-control
protocol is the Diameter base protocol with the Diameter Credit-Control ap-
plication. The AAA protocol with embedded credit-control protocols is used
between the credit-control client and AAA server. However, the credit-control
protocol is only used between the credit-control server and the credit-control
client and between the credit-control server and AAA server. In this paper, to
launch the credit control authorization model on a MIPv6 authentication in-
frastructure, it is assumed that credit-control client functionality is performed
by AR in the MN’s visited domain. It is also assumed that the AAAH server
performs both basic AAAH server functionality and credit-control server func-
tionality. The latter means that two server functionalities are implemented on a
single host even if it is explicitly defined as an external interface.

3 Embedded Credit-Control Authorization Procedure

The Diameter Credit-Control Application[3] defines two Diameter messages,
Credit-Control-Request (CCR) and Credit-Control-Answer (CCA). The CCR
message requests credit-control authorization for a given service. When an end
user requests a service, the request is issued by the credit-control client and
is forwarded to the credit-control server. The CCA message acknowledges the
CCR message. The CCR and CCA have four types of interrogation, initial, in-
termediate, final, and one-time events. First-interrogation (CCR-Initial) is used
to first interrogate a requested prepaid service. The credit-control server will
check whether the end user is a prepaid user and will rate the service event in
real-time. It also makes a credit-reservation from the end user’s account that
covers the cost of the service event. Intermediate-interrogation (CCR-Update)
is used to make a new credit reservation while the service is ongoing. Final-
interrogation (CCR-Termination) is used to close credit-control authorization.
One-time event (CCR-Event) is used when there is no need to maintain any
state in the credit-control server, for example, requiring the price of the service.

Fig. 2 illustrates the initial credit-control authorization procedure with an
embedded MIPv6 authentication procedure for Initial-interrogation (CCR-Init).
It proceeds as follows:

(1) A user logs onto the network. An MN may make a data link connection using
a data link protocol such as IEEE 802.11.

(2) Upon receipt of a Network Access Identifier (NAI) from the network, the
AR with a credit-control client populates the Diameter ARR (Authorization-
Authentication Registration Request) message with the Credit-Control
AVPs (Attribute-Value Pair) set to CREDIT-AUTHORIZATION. MIPv6
specific AVPs are included. The ARR message requests MIPv6 authen-
tication and credit-control authorization from the MIPv6 authentication
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Fig. 2. Initial credit-control authorization with embedded MIPv6 authentication

server and credit-control server, respectively, in the home network. Then,
the AAAF forwards the request to the AAAH.

(3) The AAAH may perform MIPv6 specific authentication and authorization as
usual. It determines whether the user is a prepaid user and identifies from the
Credit-Control AVPs. It then sends a Diameter CCR with CC-Request-Type
set to INITIAL-REQUEST to the internal credit-control server to perform
credit authorization and to establish a credit-control session (the AAAH
may forward MIPv6 specific AVPs as received from the AR as input for the
rating process).

(4) The credit-control server waits for authentication completion of the MN by
the AAAH.

(5) After challenges and responses are processed between the MN and AAAH,
the AAAH performs authentication of the MN. If it is successful, the AAAH
sends a HOR (Home-Agent-MIPv6-Request) message to the Home Agent
(HA) to perform binding update of the MN. It may receive a HOA (Home-
Agent-MIPv6-Answer) from the HA.

(6) The reserved quota thus, Granted Units may be sent to the AAAH by the
credit-control server. It may be included in the Diameter ARA
(Authorization-Authentication Registration Answer) message. The AAAH
sends it to the credit-control client through the AAAF.

(7) Upon receipt of a successful ARA, the AR starts the credit-control service
and starts monitoring the granted units. The AR grants access to the end
user.
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4 Implementation of Credit-Control Server

4.1 System Configuration and Parameters

This chapter presents implementation of the Credit-Control (CC) server in de-
tail. Fig. 3 presents the system configuration for implementation of the CC server
and Table 1 describes the system parameters used in this paper. Certificate pa-
rameters are used in the Transport Layer Security (TLS). Each entity has a
public IPv6 address and IP signaling and traffic are routed by a standard IPv6
routing scheme. Regarding real deployment for the MIPv6 service, the network
is segmented by two subnets, the MN’s visited network and the MN’s home
network. In order to launch credit-control authorization, it is assumed that CC
client functionality is performed by the AR in the MN’s visited networks and the
CC server performs both basic CC server functionality and AAAH functionality.

Fig. 3. System configuration for implementation

Table 1. System parameters

System parameters
Platform CC Server; SUN V880

MN/AR/HA/AAAF; ZION Linux Pentium-III
Operatin System Solaris 8/Red Hat 9(Kernel v2.4.20)
Link Capacity 100Mbps(100 Base-T)

Routing IPv6 routing and Diameter message routing
Certificate Parameters Certificate size; 493bytes

ClientHello/ServerHello size; 60/66bytes
ClientKeyExchange message size; 64bytes
Finished message size; 12bytes
CertificateVerify message size; 64bytes
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4.2 Software Architecture and Functional Blocks

This section describes the implemented software architecture, blocks, and units
in the CC server. Fig. 4 illustrates the implemented software architecture of the
CC server. There are five software blocks, Low-layer Transport Block (LTB), Di-
ameter Base Engine Block (DBEB), MIPv6 Security Application Block (MSAB),
Credit-Control Block (CCB), EAP Block (EAPB), and Operation and Manage-
ment Block (OMB). Each block acts as a process, and the UNIX System V IPC
queue is utilized to communicate between blocks, i.e., processes. The DBEB
performs the Diameter Base Protocol followed by [1], the MSAB performs the
Diameter Mobile IPv6 Security Application followed by [5], the CCB performs
the Diameter Credit-Control Application followed by [3], and the EAPB per-
forms EAP Authentication Protocol followed by [7]. The OMB performs CC
server operation and management functionality.

Fig. 4. Software architecture of the CC server

LTB (Low-layer Transport Block). Based on the IPv6 routing scheme, the
LTB performs low-layer transport functionality followed by [8]. It has capable
of processing multiple transport layer protocols such as TLS, Stream Control
Transmission Protocol (SCTP)[9], TLS over SCTP, and TCP. Thus, the DBEB
in the upper layer may choose a proper transport protocol corresponding to the
peer’s transport capability.

DBEB (Diameter Base Engine Block). The DBEB provides the following
facilities: Delivery of AVPs, capabilities negotiation, error notification, extensi-
bility through addition of new commands and AVPs, and basic services necessary
for applications such as handling of user sessions or accounting. It consists of
eight software units and three libraries, which provide the following functionali-
ties respectively:

– Main Controller: performs initialization for power-up/reset and sending/
receiving primitives from/to internal units.

– PCMU (Peer Connection Managing Unit): performs low-layer peer connec-
tion management based on LTB functionality, such as connection establish-
ment, monitoring, and release.
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– RSU (Routing Service Unit): performs Diameter message routing service. A
request is sent toward its final destination using a combination of
Destination-Realm and Destination-Host AVPs. If the request cannot be
processed locally, it is forwarded to other Diameter agents such as proxies,
redirects, or relays.

– OMB MU (OMB Managing Unit): performs local operation and manage-
ment functionality and cooperates with external OMB.

– AMU (Accounting Managing Unit): performs real-time accounting manage-
ment by handling accounting messages. It collects accounting records for
roaming subscribers according to an accounting state machine. Accounting
records include session time, input octets, output octets, input packets, out-
put packets, etc.

– PAMU (Path Authorization Managing Unit): checks that its peers are au-
thorized to act in their roles, before initiating a connection.

– CEMU (Capabilities Exchange Managing Unit): performs capabilities nego-
tiation in order to determine what Diameter applications are supported by
each peer.

– USMU (User Session Managing Unit): manages user sessions according to a
user session state machine.

– Three common libraries: provide transport layer management, CODEC, and
DB interface by using a TML (Transport Managing Library), CDL (Coding
& Decoding Library), and DIL (DB Interface Library).

Fig. 5. DBEB software block in the CC server

CCB (Credit Control Block). As described above, the CC server provides
credit-control authorization with embedded MIPv6 authentication. The MSAB
performs MIPv6 authentication and, afterwards, the CCB performs authoriza-
tion for a MN. To do this, MSAB and CCB are tightly coupled to exchange
authentication results and credit-control authorization results. After successful
MIPv6 authentication of the MN, the result is informed to the CCB to authorize
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the MN. The CCB consists of five software units, which provide the following
functionalities respectively:

– Main Controller/Interface Handler: performs initialization for power up/
reset and sending/receiving primitives from/to internal units.

– Credit Handler: performs credit authorization and debits end user credit or
refunds credit.

– CC Session Handler: manages credit-control sessions according to a Diameter
credit-control session state machine.

– Diameter Message Handler: decodes messages such as CCR and CCA ac-
cording to Diameter message format, and also encodes messages to be used
by credit-control peer.

– Error Handler: handles errors and exceptions.

Fig. 6. CCB and MSAB software blocks in the CC server

MSAB (MIPv6 Security Application Block). The MSAB consists of six
software units and one library, which provide the following functionalities re-
spectively:

– Main Controller: performs initialization and sending/receiving primitives
from/to internal units.

– Mobility Function: performs HA assignment and home address assignment
of MN.

– Key Generation: performs key generation to be used for IPSec SA.
– Authentication Handler: performs authentication of MN and interacts with

CCB for credit-control authorization.
– Diameter Message Handler: handles Diameter messages such as ARR, ARA,

HOR, and HOA and message encoding and decoding.
– Session Management: manages MIPv6 authentication sessions according to

a Diameter MIPv6 user session state machine.
– EAP Library: provides five EAP authentication mechanisms, EAP-MD5,

EAP-TLS, EAP-TTLS, EAP-SRP, and PEAP[10].
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EAPB (EAP Block) and OMB (Operation and Management Block).
The EAPB provides a standard mechanism for support of various EAP authen-
tication mechanisms. It carries EAP packets between the Network Access Server
(NAS), working as an EAP Authenticator, and a back-end authentication server,
i.e., a CC server with AAAH. The OMB performs operation and management
of the CC server itself. It interacts with other software blocks in the CC server.

5 Performance Results

Latency measurement is performed in order to evaluate the proposed credit-
control authorization approach with embedded MIPv6 authentication according
to several EAP authentication mechanisms. The latency is the amount of time
between the start of an MN’s MIPv6 service request with authentication and
credit-control authorization, and the end of the service. To measure the latency,
MN generates a few hundred MIPv6 authentication requests and inserts into
the implemented CC server simultaneously. The latency is measured at the MN.
Fig. 7 shows the measured performance results.

Fig. 7. Latency of CC authorization with MIPv6 authentication

Table 2 shows the average latency and CC server’ processing time. It should
be noted that the measured server’s processing time depends on system process-
ing capability such as CPU processing time, I/O operation capability, memory
resources, and so on. In the case of EAP-MD5, the average latency is about 1.2
sec for one credit-control authorization with one MIPv6 authentication. The re-
sults indicate that EAP-TLS, EAP-TTLS, EAP-SRP, and PEAP require about
2.82 sec, 3.3 sec, 3.06 sec, and 3.8 sec latency, respectively.

Under the same conditions, we measure the latency of MIPv6 authentication
alone for comparison with the latency of the proposed credit-control authoriza-
tion scheme with MIPv6 authentication. The latter requires only 2% additional
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Table 2. Average latency of CC authorization and CC server’s processing time

EAP Authentication Average Latency & Processing Time
EAP-MD5 1.2sec (CC server’s processing time: 399msec)
EAP-TLS 2.82sec (CC server’s processing time: 839msec)

EAP-TTLS 3.3sec (CC server’s processing time: 1,105msec)
EAP-SRP 3.06sec (CC server’s processing time: 1,018msec)

PEAP 3.8sec (CC server’s processing time: 1,128msec)

latency relative to the former. In the case of EAP-MD5, the latter requires 1.224
sec additional latency. Thus, considerably lower latency is realized relative to
that of the existing, separated models, wherein the credit-control authorization
server is separated from the MIPv6 authentication server. In addition, the sep-
arated model may have additional latency such as the server’s processing time,
transport layer latency, data link latency, physical latency, and so on. Since a CC
server must have a Diameter agent’s transport capability[3,8] such as TCP, TLS,
and SCTP, the transport layer may also require a hundred msec order delay.

6 Conclusions

This paper has presented an architecture model of credit-control authorization
for MIPv6 services, which have recently drawn remarkable attention in IETF.
From a real deployment point of view, we have attempted to realize a prac-
tical approach to credit-control authorization. The proposed integrated model
combines a credit-control authorization procedure into the MIPv6 authentica-
tion procedure. In order to verify the feasibility of the proposed approach, we
implemented it and measured the latency of credit-control authorization with
MIPv6 authentication and compared the results with those yielded by existing
schemes. From the performance results, we found that the proposed integrated
model has considerably low credit-control authorization latency compared with
the separated models, which separate credit-control authorization from MIPv6
authentication. Thus, the proposed integrated model is more effective than the
separated models in terms of real-time processing.
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Abstract. In this work in progress paper we discuss an established as
well as a new approache to the use of Gaussian Mixture Models (GMMs)
for handwriting biometrics. The technique of GMMs is well explored for
the domain of speech processing and we evaluate ways to use them for
handwriting biometrics, too.

1 Introduction

At present, certain biometric traits are very popular in the public discussion.
Mainly these are fingerprint, face or iris recognition for the purpose of verification
or identification. In our work we focus on the active trait of on-line handwriting
biometrics and in particular signature identification. Most people are familiar
with handwritten signature because of regularly usage for example to affirm
contracts or sign forms.

In the following, we elaboarte on new approaches derived from speaker recog-
nition and theoretically outline their adaptivity towards signature authentica-
tion.

2 Gaussian Mixture Models (GMMs)

Gaussian mixture models have been successfully used for speaker recognition
tasks [2]. Here we suggest to use GMMs for signature recognition applications.
The main idea is to represent the biometric features as the probability density
function of one signee, with a mixture of Gaussians.

A Gaussin mixture density function is primarily a weighted sum of M con-
stituent functions, and in notational form

p(x|λ) =
M∑
i=1

aifi(x) (1)

where x is a D-dimensional random vector, fi(x), i = 1, 2 · · ·M are the con-
stituent Gaussian density functions, and ai are the mixture weights. Each con-
stituent Gaussian density is a D-variate normal density function. For the GMM
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function p(x|λ) to be a legitimate probability density function the constraint∑M
i=1 ai = 1 must be satisfied.
Each signee has its own density function, that is p(x|λs) where λ1, λ2 · · ·λS

are the different signees. The parameters of signee s’s density are denoted as
{ai, mi, Σi}, i = 1, 2 · · ·M . For identification, a maximum likelihood classifier
is used. For a number of signees S represented by λ1, λ2 · · · λS our goal is to
find the signee with maximum posterior probability for the feature vectors X =
{x1, x2 · · · xT } extracted by the signature to be tested. The probability of being
signee λs given the feature vectors of the testing signature is given by the Bayes’
formula

Pr(λs|X) =
p(X |λs)Pr(λs)

p(X)
(2)

We can assume without loss of generality equal prior probabilities Pr(λs) for all
speakers. The denominator can be ignored as being a constant for all speakers.
Finally the formula for the selection of one signee as the correct signee is

ŝ = arg max
s=1,2···S

p(X |λs) (3)

and assuming independence among the feature vectors, we get

ŝ = arg max
s=1,2···S

T∑
i=1

log p(xt|λs) (4)

in which p(xt|λs) is given by Eq. (1).

3 On-line Handwriting Features for GMM

In this section we describe two different types of features, which can be extracted
from signature data and which could be the basis for a GMM.

3.1 Spatial and Pen Movement Data and Features

The first kind of handwriting features are sample points of the pen movement
while signing. These are in our case 5-tuples (xt, yt, pt, θt, vt), where xt, yt and
pt are the pen tip position coordinates and the pressure, respectively; θt is the
direction of the stroke tangent in the point (xt, yt) and vt is the velocity; t is the
timeindex. This approach was firstly presented in [1].

3.2 Spectral Features for Signature Recognition

Another kind of feature data, which can be extracted from handwriting signals
are features from the frequency domain. This is motivated from the domain of
speech processing where often cepstral coefficients of speech segments are used.
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The signature can be characterized as a random process This is true because
no two signatures of the same person are exactly alike. The same is true for the
signals xt, yt, pt, θt and vt. Having a repeated signal (i.e. periodic) in the time
domain, in the frequency domain we have harmonics related to the period of the
signal. What we need is the envelope of these harmonics, this characterizes the
signature, namely the signee.

The procedure firstly is to take the peaks of the harmonics in the frequency
domain. Secondly, in order to take the envelope, we compute the discrete cosine
transform of the peaks. So, for each signal (xt, yt, pt, . . . ) we produce one feature
vector.
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Abstract. This paper presents a new vulnerability scanning model named as 
INVUS, which contains aspects of both network and host-based vulnerability 
scanners. INVUS model has client/server architecture and provides an option to 
repair the found vulnerabilities by working with the firewall. 

1   Introduction 

Vulnerability scanning tools are the proactive security tools that scan computer 
systems in order to find exploitable points before an attacker does [1]. Most of the 
current vulnerability scanning tools fall into one of the two categories: host-based and 
network-based. While network–based scanners view the system from attacker 
perspective and they do not install any agent software on the target host, host-based 
scanners view the system from perspective of a local user and scan for password 
problems, inappropriate access permissions or software configuration errors [2, 3]. 
The main idea of the INVUS model has been improved via combining the advantages 
of both network and host based vulnerability scanning tools. 

2   INVUS Design and Implementation 

Proposed model has client/server structure which means it consists of one server and 
one or more clients. A general view of the proposed model is shown in Figure 1. The 
model is implemented on Linux operating system by using C++ language.  

INVUS core which is located on the target host is responsible to manage the 
vulnerability scanning process. Before starting the scanning process, the user 
establishes a connection between the client and the server and then selects the 
vulnerability types to be tested by using the interface. While selected network-based 
vulnerability types are sent to the INVUS Server VS Engine, host-based vulnerability 
types are sent to the INVUS Client VS Engine as scanning parameters. 

INVUS Server VS Engine focuses on network-based scanning process. This 
process includes operating system detection, port scanning, service detection, 
vulnerability searching and vulnerability proving. Services running on open ports and 
detailed information about the software used for these services are obtained as the 
result of port scanning and service detection processes. Then scanning engine starts to 
find known vulnerabilities related to this software. On the other hand, INVUS Client 
VS Engine performs host-based vulnerability scanning process. By using the results 
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obtained from scanning engines, INVUS Core creates a report. The information 
related to the found vulnerabilities is obtained from the vulnerability database. Also, 
the user is given choice to close the ports which are thought as unnecessary. This 
process is implemented by the help of the firewall.  

 

Fig. 1. INVUS model overview 

3   Experimental Results and Conclusion 

Proposed model has been implemented to conduct experiments. The number of host-
based and network-based vulnerability types that are available to be scanned by the 
INVUS is increasing continuously. At that moment, INVUS can scan for 32 host-
based vulnerability types; and 71 network-based vulnerability types. Some 
experiments were performed in order to illustrate the performance and usefulness of 
the INVUS model. INVUS was installed on eight different hosts running different 
Linux operating systems and versions. While three of these hosts were servers 
running services like web, ftp or mail services, the other five hosts were workstations. 
Results of the tests obtained from these hosts show that INVUS can detect all of the 
existing vulnerabilities that belong to the available vulnerability types.  

In this work, a new model for vulnerability scanners is proposed. This model can 
scan a system for both network and host based vulnerabilities and as a result prepares 
comprehensive reports. By using these reports, administrators can patch 
vulnerabilities found. Also, the model can work with the firewall installed on the 
target host so vulnerable points can be repaired easily. 
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Abstract. With ubiquitous use of digital cameras, e.g. in mobile phones,
privacy is no longer threatened by governments and companies only. A
new threat exists by people, who take photos of unaware people with
no risk and little cost anywhere in public and private spaces. Fast dis-
tribution via online communities and web pages expose an individual’s
private life to the public. Social and legal measures are taken to deal
with this, but they are hardly enforcable. We propose a supportive in-
frastructure aiming for the distribution channel such that if the picture
gets publicly available, the exposed individual has a chance to detect it
and take action.

Protection of personal privacy has become a major issue. Most of the current
work assumes an asymmetric model; the violator is an institution, while the
victim is a person. Recently, a new privacy thread has emerged. An increasing
number of people are equiped with miniature cameras, taking photos anywhere
and anytime, thus endangering privacy when they publish the photos. Coun-
termeasures, like penalties or a ban on cameraphones have proven insufficient,
as a growing number of websites promoting such photos (e.g. the Mobile Asses
website [1]) shows. As it is infeasible to enforce a broad ban on cameraphones
or artificially inhibit their usage by technical measures (e.g., simulated shutter
noise), we propose a novel way to complement such measures: we attack the
distribution channel. If a picture of a person is taken and published, the victim
has a good chance of being the first to find this picture, enabling her to request
the pictures removal or invoke legal action in time.

Three major players are in our setting: the photographer (Bob), the indi-
vidual (Alice), and the search engine. Bob is the photographer using a camera-
phone. We assume that Bob should not to be prevented from taking the pictures
and have his identity protected as long as he does not infringe the rights of any-
body. Alice is being photographed by Bob. The interest of Alice is that she has
some control over pictures taken of her, so we assume this picture should not be
distributed without her consent. We grant her this option: If a picture of her is
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taken and published, she can find out early. Alice uses a receiver, which registers
the identities of pictures taken in her vicinity. The receiver is her own mobile
phone or a piece of hardware. It can also be integrated in the infrastructure pro-
vided by external parties, for instance, the owner of a discotheque or the GSM
operators. Finally, the search engine searches the Internet for picture identities
and makes them publicly available with a matching scheme.

The scenario: In the first step, Bob chooses to take a picture of unaware Alice.
The camera generates and broadcasts a unique picture identifyer embedded into
the picture (either by watermarking or perceptual hashing). On the other side,
Alice’s receiver picks up the picture identification information and stores it for
later use. When Bob publishes Alice’ picture, the search engines can find it and
index it by the embedded ID. Alice sends requests to the search engine with all
picture identities that her receiver picked up, and thus locates the picture taken
by Bob. Hardware implementation: Our protocol must not require any significant
changes to the devices’ hardware. Three communication standards can be used
to establish the link between camera phone and the receiver: Infrared, Bluetooth,
and the GSM network. Infrared has a low bandwith and is easy to block, but can
be directed; bluetooth is reasonably realiable and fast, but can be received by
devices not in the camera range and poses a potential security risk. GSM is the
most natural channel for a cellphone to communicate on, but requires support
of the provider and will cover a high number of receivers. We recommend to
use a combination: an infrared flash could trigger the receiver to listen to a
bluetooth signal We are not protecting against a higly sophisticated attacker,
but against users with both limited criminal energy and technical skills to prevent
privacy violation from becoming a mass phenomena. In this, the contemporary
DRM technologies for mobile devices can be applied to protect a user’s personal
privacy.

Software implementation: Embedding the information is done with digital
watermarking [2,3]. In the our system, we identify the secretly photographed
image rather than authenticating its integrity. A high level of robustness against
malicious attacks is required, though the amount of data we need to embedd is
relatively small (40 bits). We expect low resolution photos to allow for sufficient
robustness in this setting. Perceptual hash functions can be used to identify
the picture [4]. Their advantage is that the data is neither altered nor degraded.
Occasional collisions do not pose a problem, as they make the user find irrelevant
pictures; as long as this does not cause too much effort, is is acceptable. The final
part of our protocol is a search engine that locates the pictures on the Internet.
The special feature is the extraction of the identification information from the
pictures to use it as an index. Similar technlogies are already in place, for example
Digimarc’s MarcSpider. Though technologies exist to fool such engines, one can
expect a reasonable success rate in a practical setting.
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Abstract. Copyrighted materials are divided into multiple segments
and each segment has multiple variations that are differently water-
marked and encrypted. The combination of watermark and encryption
enables one to identify the actual users (traitors) who have engaged in
the piracy. In this paper, we shall present a traitor tracing scheme that
can efficiently and flexibly defend against anonymous attacks.

1 Introduction

This paper is concerned with content protection in a one-to-many type of
distribution system, for example, a pay-per-view TV system or for prere-
corded/recordable media. The security threat is a Napster-style “anonymous”
attack which comes in two forms. An attacker redigitizes the analogue output
from a device and redistributes the unprotected content (content attack). Or the
attacker extracts the decryption keys from the device and sells them on demand
(title key attack).

For both types of anonymous attack the only way to trace the users (traitors)
who engaged in the piracy is to use different versions for different users. The con-
tent is divided into multiple segments and each segment has multiple variations.
Each variation is differently watermarked and encrypted with a different key.
The keys are assigned such that any given device has access to only one varia-
tion for each segment. After recovering enough unauthorized copies of different
content, the scheme can determine the traitors.

Our scheme systematically allocates the variations based on an error-
correcting code. Furthermore, we concatenate codes [1]. In our construction,
variations in each segment are assigned following an inner code, which are then
encoded using an outer code. We call the nested code the super code. This super
code avoids the bandwidth problem by having a small number of variations at
any single point. For example, suppose both inner and outer codes are Reed-
Solomon codes. For the inner code, we can choose 16 variations at each of the 15
segments and hamming distance being 14. This effectively creates 256 versions
per movie. For the outer code, we can use 256 versions per movie throughout the
255 movie sequence and have a Hamming distance 252. This example can ac-
commodate more than 4 billion users. and the extra bandwidth needed is about
10% of the bandwidth needed for a normal 2 hour movie. These parameters fit
very well in a practical setting.
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2 A Flexible Scheme

Each device is assigned 255 keys, namely ”sequence keys”, from a key matrix
with 255 columns and 256 rows, exactly one key from each column. Each key
correponds to one movie in the sequence. It can be used to decrypt one of the
256 tables, each containing the encrypted 15 variant keys for that movie. The
scheme can be flexible during deployment because only the outer code needs to
be fixed to assign the sequence keys when the devices are manufactured. The
inner code and those variant encrypting keys, even the necessity of an inner code
are movie-by-movie decisions that can be delayed to the movie distribution time.

We improve our scheme by extending the number of rows in the key matrix
for the sequence key assignment. For example, each sequence key comes with
1024 versions in the world even though there are only 256 versions per movie
created from the inner code. Then there would be 1024 variant encrypting key
tables. To keep this number at 256, we can use an array to index every 4 sequence
keys into the same key ki which is randomly chosen to encrypt the table i. Each
ki is encrypted with 4 sequence keys. The only overhead is the array of 1024
entries, which is negligible compared to the storage of a high-definition movie.

With this extension, we improve the flexibility of the inner code. It now can
accommodate an inner code that creates more than 256 versions. The extension
also achieves better traceability for key tracing. Intuitively with every recovered
movie with q variations, we can trace down to 1/q of the population, assuming
there is only a single user involved in the attack. A larger q means faster tracing.

Another important benefit of the extension is that the length of the movie
sequence is in effect increased, without increasing the number of keys in each
device. After 255 movies in our example, the scheme starts reusing columns. The
attackers, noticing this, should use the same variation in a new movie that they
previously used in an older movie at the same point in the sequence (column).
This tactic would give tracing agency no new information from the new movie.
But with our extension, the grouping of four sequence keys to each variation can
be reshuffled in a new sequence of movies. The tactic at least reveals which of
the possible four sequence keys the attackers have had in the first sequence.

Yet another important benefit of the extension is the improvement of the
scheme’s overall resistance to attacks. Every time the attacker redistributes keys,
fewer keys remained in the system are useful for the future. When the number
of exposed keys is big enough, the system is broken. Suppose the movies are
randomly being attacked, a simple combinatorial analysis tells us that it takes
q log q movies to expose all the q versions of keys in each column in the key
matrix with high probability. Apparently, the extended scheme with a larger q
can survive longer. As future work, we are continually interested in overcoming
the practical barriers to bring the work to real practice.
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Abstract. Many emerging group oriented and collaborative applications such as 
audio/video conferences use the peer-to-peer paradigm. Confidentiality is an of-
ten demanded feature for such applications, e.g. in business meetings, to pro-
vide group privacy. To assure confidentiality in a meeting the partners have to 
agree upon a common secret key for encrypting their communication. This re-
quires efficient distributed group key exchange protocols. We present the prin-
ciple of the key distribution protocol TKD which achieves a lower key refresh-
ment delay compared to existing key exchange protocols. 

1   Motivation 

In order to assure confidentiality in a peer-to-peer (P2P) meeting the partners have to 
agree upon a common secret key for encrypting their communication. It is intuitive 
that a decentralized key management protocol in which the members themselves man-
age the group key renewal should be deployed in P2P systems. In particular, real-time 
settings strongly require efficient decentralized key exchange protocols. 

In this contribution we sketch the principle of a novel distributed key distribution 
protocol, called TKD (token based key distribution), which has been designed for 
small dynamic peer groups to support a secure and efficient group key renewal. 
Unlike other protocols it also provides a mutual authentication of the partners when 
entering the group. We focus on closed dynamic peer groups of less than 100 partici-
pants here. The entrance is by invitation. Many every-day life meetings such as busi-
ness talks have usually a considerably smaller number of participants.  

Decentralized group key management protocols can be divided into two groups: 
group key agreement and group key distribution protocols [1]. Among the group key 
agreement protocols, TGDH has proven to be the most efficient one [1], whereas the 
protocol of Rodeh et al. provides the best performance of existing key distribution 
protocols [2]. Both protocols, however, are not efficient enough for small group set-
tings. TGDH intensively utilizes asymmetrical cryptographic computations. The Ro-
deh protocol requires two communication rounds. TKD is a group distribution proto-
col which has been proven more efficient than the both mentioned ones. It has been 
integrated in our P2P conference system BRAVIS [3]. TKD requires like other decen-
tralized key management protocols an underlying group communication protocol with 
virtual synchrony. 
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2   Principle of TKD 

TKD is a token based protocol. The group members form a logical ring. The rotating 
token determines the group member responsible for generating a new group key and 
for distributing it to the members. The group key is renewed whenever the group 
composition changes (join, leave, and failure of peers). The token holder is further the 
group member who authenticates the joining partners using the IKEv2 protocol [4].  

The group key renewal is based on the Diffie-Hellman (DH) key exchange princi-
ple [5]. When the token holder has generated a new group key it establishes a tempo-
rary secure channel to each member to deliver the new key. For this, each group 
member stores a shared DH secret with each other member. To set up the channels it 
uses the shared DH secrets and a newly generated nonce which is only valid for this 
group key renewal cycle. The Figure 1 shows the principle. 

 

Fig. 1. Key exchange in TKD with temporal secure channels 

The efficiency gain of TKD results from the main use of symmetric cryptographic 
operations and only one communication round for the group key renewal. Thus TKD 
considerably reduces the group key refreshment delay compared to TGDH and the 
Rodeh protocol. 

References 

1. Y. Kim, A. Perrig, and G. Tsudik: Tree-based Group Key Agreement.  ACM Transactions 
on Information Systems Security (TISSEC) 7 (2004) 1, pp.60-96.  

2. O. Rodeh, K. P. Birman, D. Dolev: Optimized Group Rekey for Group Communication 
Systems. Network and Distributed System Security Symposium 2000(NDSS’00), pp. 39-48.   

3. The BRAVIS video conference system. http://www.bravis.tu-cottbus.de. 
4. C. Kaufman: Internet Key Exchange (IKEv2) Protocol, draft-ietf-ipsec-ikev2-17.txt, Sep-

tember, 2004. 
5. E. Rescorla: Diffie-Hellman Key Agreement Method. RFC 2631, June 1999. 



J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 273 – 274, 2005. 
© IFIP International Federation for Information Processing 2005 

Blind Statistical Steganalysis of Additive Steganography 
Using Wavelet Higher Order Statistics 

Taras Holotyak1, Jessica Fridrich1, and Sviatoslav Voloshynovskiy2 

1 Department of Electrical and Computer Engineering, State University of New York at  
Binghamton, Binghamton, NY, 13902-6000, USA 
{holotyak, fridrich}@binghamton.edu 

2 Department of Computer Science, University of Geneva, 24 rue Général Dufour,  
1211 Geneva 4, Switzerland 
svolos@cui.unige.ch 

Development of digital communications systems significantly extended possibility to 
perform covert communications (steganography). This recalls an emerging demand in 
highly efficient counter-measures, i.e. steganalysis methods. Modern steganography is 
presented by a broad spectrum of various data-hiding techniques. Therefore develop-
ment of corresponding steganalysis methods is rather a complex problem and chal-
lenging task. Moreover, in many practical steganalysis tasks second Kerckhoff’s prin-
ciple is not applicable because of absence of information about the used steganogra-
phy method. This motivates to use blind steganalysis, which can be applied to the 
certain techniques where one can specify at least statistics of the hidden data. This 
paper focuses on the class of supervised steganalysis techniques developed for the 
additive steganography, which can be described as y = f(x, s, K) = x + g(s, K), where 
stego image y is obtained from the cover image x by adding a low-amplitude cover 
image independent (±1 embedding also known as LSB matching) or cover image 
dependent (LSB embedding) stego signals that may be also depended on secret stego 
key K and the secret data s. The function g(.) represents the embedding rule. 

The proposed method provides the stochastic interpretation of the blind steganaly-
sis and consists of two main stages, i.e., data preprocessing and feature extraction. 
The data preprocessing targets at stego signal estimation that is performed in the 
wavelet domain from the mixture of cover image (presented by non-stationary Gaus-
sian model) and stego signal (presented by stationary Gaussian model). Feature ex-
traction is realized using model-based (polynomial) approximation of stego image 
pdf. In this case polynomial coefficients, which simultaneously are high order statis-
tics, have created the feature set. Because the features are calculated from the esti-
mated stego signal, they are more sensitive to steganographic modifications while 
suppressing the influence of the cover image.  

The proposed method is tested on various classes of images that are known to pose 
problems for steganalysis – never compressed raw images from digital cameras. We 
test the methodology on the ±1 embedding paradigm and LSB embedding. On raw 
grayscale digital camera images for ±1 embedding, we obtained reliable detection 
results for message lengths above 0.5 bits per pixel (Fig. 1). For images coming from 
a homogenous source, such as raw grayscale images obtained using a single camera, 
relatively reliable detection is even possible at the embedding rate of 0.25 bits per 
pixel (for ±1 embedding). 
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Fig. 1. ROCs for ±1 embedding for a single camera (Olympus C765) (a) and set of 5 digital 
cameras (Canon G2, Canon S40, Kodak DC290, Olympus C765, and Nikon D100) (b) with 
different embedding capacity: solid = 0.25 bits per pixel (bpp), dash-dotted = 0.5 bpp, dotted = 
0.75 bbp, dashed = 1 bpp 

The detection performance in decompressed JPEGs embedded with both cover im-
age dependent and independent methods was nearly perfect even for embedding rates 
of 0.15 bits per pixel (Fig. 2). 
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Fig. 2. ROCs for LSB matching (a) and LSB embedding (b) with different embedding capacity: 
solid = 0.05 bits per pixel (bpp), dash-dotted = 0.1 bpp, dotted = 0.15 bbp, dashed = 0.25 bpp in 
decompressed JPEG images 
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Abstract. JSteg is a steganographic method for JPEG images that can
be viewed as LSB steganography. Recently, we proposed a new principle
to detect the use of LSB steganography in digitized vector signals and
showed how to apply it to gray-scale images. In this paper, we discuss
how to apply it to JPEG images and show some experimental results for
the JSteg-like algorithm.

Introduction: JSteg-like algorithm [1] is a steganographic method for JPEG
images. It works by replacing the LSBs (least significant bits) of quantized DCT
(discrete cosine transform) coefficients excepting the values of ’0’ and ’1’ with
message bits. Thus, the JSteg-like algorithm can be viewed as the LSB steganog-
raphy with an exception for usable DCT coefficients. Recently, we proposed the
LR cube analysis to detect the use of LSB steganography in RGB color images
[2]. It used RGB vectors as basic units and took advantage of the local correlation
of these vectors. In [3], we described its general framework to use n-dimensional
vectors as basic units for the applications to various types of digital signals and
showed how to apply it to gray-scale images. So far, we have been working on the
task whether the LR cube analysis can be applied to detect the JSteg-like algo-
rithm for JPEG images; the answer is yes. This paper shows the method of how
to apply the LR cube analysis for detecting the usage of JSteg-like algorithm.

Method Description and Experimental Results: Fig. 1 and Fig. 2 show
the two basic ideas of the LR cube analysis. Fig. 1 represents the two types of
comparable sets in Z3 under the LSB embedding, where the δ is a positive odd
integer and the two-sided arrows represent the possible changes of the vectors
by LSB embedding. Given a vector signal, the sets can be classified into their
complexities as shown in Fig. 2, where the complexity of a set means the number
of different vectors contained in the set. We observed that the left and right δ-
cubes are similarly distributed on their complexities before the LSB embedding,
but the left (or right) δ-cubes’ complexities tend to decrease (or increase) after
the LSB embedding, respectively. The LR cube analysis measures a dissimilarity
between their complexities by a well-known hypothesis test: the χ2-test.

For the application of the LR cube analysis to JPEG format, we have in-
vestigated various kinds of vector samplings from the DCT coefficients. As a
result, we developed the (x, y; i, j) sampling; x and y indicate the numbers of
joint blocks in x and y directions,and also, i and j indicate the numbers of joint
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Fig. 3. Vector sampling

coefficients in i and j directions of each jointed JPEG block, respectively. The
vectors drawn by the (x, y; i, j) sampling have the dimension n = xyij. Fig. 3
illustrates some of the efficient vector sampling.

The proposed method has been tested on the 518 uncompressed JPEG im-
ages of CBIR image database of Washington University [4] with their compressed
images of 75%, and 50% qualities in order to take into consideration the quan-
tization effect on the DCT coefficients. We embedded random messages into
Y component data of the images by JSteg-like algorithm, where the message
lengths are 5% and 10% of the capacity of each image.

We drew the 8-dimensional vectors from the Y component data by the (1,4;
1,2) and (1,4;2,1) samplings, and set the δ equal to 3. The below table shows
the detecting performances of our method for each image set, when the decision
thresholds of p-values were set to have the false positives about 0% and 5%. The
most interesting result is that our method highly detected the low-rate embed-
ding by the JSteg-like algorithm, even if it did not show any false detections.

Image Decision Embedding rate Decision Embedding rate
quality threshold 0% 5% 10% threshold 0% 5% 10%
100% 0.99 0.000 0.602 0.940 0.58 0.464 0.830 0.995
75% 0.91 0.000 0.450 0.987 0.40 0.046 0.857 0.998
50% 0.89 0.000 0.419 0.960 0.47 0.043 0.757 0.990

Acknowledgements: This research was supported by the Ministry of Infor-
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Research Center (ITRC) support program supervised by the Institute of Infor-
mation Technology Assessment (IITA).
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1   Security Demands and Solution 

For verification and authentication of the video material and recovery of the original 
video several security mechanisms are required. The security techniques to realize 
this solution are introduced in [1]: 

1. The verification of the integrity is verified by hash functions. 
2. Authenticity is verified by digital signatures using asymmetric cryptography and 

hash functions. The introduced scheme from [1] uses RSA signatures. The private 
key of the digital signature mechanism is used to sign the data and the 
corresponding public key is used for verification of the encrypted data. If the data 
can be verified the corresponding private key was used for the digital signature 
generation and the data seems to be authentic as well integer. 

3. Furthermore the original content can be reproduced by inverting of the watermark 
with the well know techniques of Fridrich et al. [2]. Additional secret key 
cryptography (symmetric crypt function) protects the reproduction. The 
invertibility is necessary, because we use a digital watermark to embed the 
authentication message and signature into the media itself. Digital watermark, in 
this application fragile watermark, changes the data and the original data cannot 
be reconstructing. To invert the data, the watermark must be removed and the 
original data reconstructed. The watermark embeds the information into a non 
visual or acoustical channel of the data after the original data of the channel were 
compressed and encrypted. The compression realizes the new space for the 
watermark consisting of the encrypted selected data and security information. 

2   Invertible Watermark for Video Material 

In this paper we demonstrate the watermark information for one picture P  of the 
video because the frame index as a part of the information is changed from picture to 
picture. The picture index controls the order of the frames. 

The picture data are split into selected data selectedP and remaining data remainingP . 

The selected data are compressed and encrypted symmetrically with the secret 
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key retKsec . A following encryption establishes the dependency of the encrypted data 

from with the remaining data remainingP . The selected data can only be recovered with 

no changes at the remaining data. After the decryption of the selected data the 
integrity of selected data are verified with a message authentication code HMAC with 
secret key retKsec . The public authentication of the picture data is realized with a RSA 

signature, because the signature can be check by the public key publicK .  

The complete watermark information can be summarized to the following form: 

( ) ( )( )
remainingselected PHretPAESAES KKCEEW ,, sec=  

( )PIndex+  

))),((( sec retselectedHMAC KPIndexPMAC ++  

( )PIndexPHS remainingRSA ++ ((  

)(),,(( )(sec remainingselected PHretPAESAES KKCEE+

 ))),)),((( sec privateretselectedHMAC KKPIndexPMAC ++         (1) 

Figure 1 demonstrates the embedding procedure. The LSB bits of the blue 
chrominance values at the DCT block position (5, 5) are the selected data and 
compressed by RLE to produce the free space to embed the watermark. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 1. Watermark embedding procedure 
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In this work, we consider the text data-hiding problem as a particular instance
of the well-known Gel’fand-Pinsker problem [1]. The text, where some message
m ∈ M is to be hidden, is represented by x and called cover text. Each compo-
nent xi, i = 1, 2, . . . , N , of x represents one character from this text. Here, we
define a character as an element from a given language alphabet (e.g. the latin
alphabet {A, B, . . . , Z}). To be more precise, we conceive each character xi as a
data structure consisting of multiple component fields (features): name, shape,
position, orientation, size, color, etc.

Assuming the knowledge of the conditional probability distribution p(u|x),
|M||J | codewords u are generated independently at random and located into
|M| bins, each of them with |J | codewords. Once generated, the codebook is
revealed to both the encoder and the decoder. Given m to be communicated, the
encoder produces the watermark w by finding first a jointly strongly typical pair
(x,u(m, j)), where u(m, j) is the j-th codeword inside the bin corresponding to
m, and then, by using a deterministic mapping w = ϕN (x,u). The influence of
the channel p(v|w, x) is divided in two stages. In the first stage, w and x are
combined via a deterministic mapping ψN (w,x) to give the stego text y. In the
second stage, y may suffer from some intentional or unintentional distortions.
We denote by v the resulting distorted version of y. Finally, v is fed to the
decoder, which tries to obtain an estimate m̂ of message m by using the jointly
strongly typical decoding rule.

As a particular example of the Gel’fand-Pinsker scheme, let us consider the
Scalar Costa Scheme (SCS) [2] where the stego text Y is obtained as Y =
W +X = α′Qm(X)+(1−α′)X , where Qm(·) is a scalar quantizer corresponding
to m and α′ is a compensation parameter. For a practical implementation based
on the SCS, we only need to select a character feature (e.g. color), and use it as
the cover character X . We show in Fig. 1 the resulting SCS codebook and an
illustration of how to use it for text data-hiding.

Based on the above framework, we propose two new methods for text data-
hiding: color quantization and halftone quantization. The exploited character
features are, respectively, color and halftone pattern (see Fig. 2). The main idea
of these methods is to quantize the character feature in such a manner that
the human visual system is not able to distinguish between the original and
quantized characters, but it is still possible to do it by a specialized reader,
e.g. a high dynamic range and/or high resolution scanner in the case of printed
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Fig. 1. SCS text data-hiding
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Fig. 2. Halftone quantization: (a) original character; (b) marked character for m = 0,
screen angle = 0◦; (c) marked character for m = 1, screen angle = 45◦

documents. In particular, we show that the color quantization method works
both for digital and printed documents, has high information embedding rate,
is perceptually invisible, and is fully automatable.
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1   Semantically Extended Watermarking Model 

Most current watermarking algorithms utilize syntactic features to achieve a good 
tradeoff between robustness and transparency by using perceptual models. They focus 
only on a detailed view of the contents, while little attention is paid to define and 
apply the semantic content features in the watermarking schemes. 

However, in some specific watermarking applications, such current approaches 
show their limits. In order to satisfy different application goals, the semantic structure 
of the data, which gives an overall content understanding based on specific 
application goals, has to be taken into account as a fundamental part in the design of 
the watermark scheme. The concept of “region of interest” (ROI) has been integrated 
into specific watermarking algorithms, where the semantic meaning of a ROI depends 
strongly on the type and goals of the targeted application. 

In this paper we propose an extended watermarking model based on semantic 
content understanding and illustrate its advantages. In the proposed model, the 
semantic and syntactic features in content understanding correspond respectively to 
different layers of the watermarking system, the application layer and the algorithm 
layer. On the first layer, the application decides the important levels of different 
regions of the content. Combined with content understanding, a content classification 
process is applied according to the retrieved underlying semantic features, in which 
the content is segmented into regions of more or less interest. Based on the 
importance levels, watermarks are embedded into different regions respectively, 
which are controlled by a visual model obtained from the syntactic features. The 
watermark messages could also be related to the different regions according to the 
specific application field. In the watermark detection process, the regions of various 
interests are obtained again by the content understanding and targeted application 
goals. The watermarks can then be retrieved from every watermarked region. 

2   Advantages of the Semantically Extended Watermarking Model 

First, the proposed semantically extended watermarking model can help in solving 
some open technical issues in the digital watermarking field. One of them is the 
resynchronization of watermark information during the detection process after 
geometric transformations. By applying a semantic content retrieval, the watermark 
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detection algorithm can refer to the detected ROI positions, dramatically reducing the 
searching range and time and even directly finding the synchronization points. 
Another example can be an alternative solution to the problem of the permanent loss 
of data fidelity, caused by the most watermarking algorithms. For some special 
applications, extremely high fidelity requirements are specified. By applying image 
content understanding, different regions of an image can be identified with various 
importance levels, depending on the different application goals. The watermark can 
be embedded into the less important parts, avoiding affecting the fidelity of the most 
important parts, while the latter can still be protected by properly designing the 
watermarking scheme. 

Furthermore, besides solving some technical issues, the “classical” functionality of 
digital watermarking can be extended by applying content understanding. For robust 
watermarking, such as copyright protection, the semantic watermarking model can 
enable the protection of specific objects with selective robustness to attacks, making 
object-based protection possible. For content integrity watermarking, semantic 
authentication can be achieved instead of only pixel-wise verification. Multiple 
security levels can be defined based on ROI specifications according to the different 
application goals. 

As an application example, in our semantic watermarking scheme for human face 
images authentication [1], we consider human faces as objects of most interest and 
provide semantic protection with multiple levels of security in different regions. The 
application goal determines that the integrity of the face regions must be particularly 
ensured, including the position and quantity. A content understanding tool, the face 
detection algorithm [2], is applied to segment face regions from the background 
automatically. An authentication loop, embedded into the face regions, is defined to 
link all the faces together, while the background watermarks contain the total number 
of faces in the scene. In the watermark detection process, with the help of the located 
faces, the watermark synchronization can be achieved by an efficient local search 
even after slight background cropping. The highest security level is given to face 
regions and any adding, moving, changing and deleting faces are not allowed and will 
render the image unauthenticated. Background security level is lower compared to the 
face security. Content changing manipulations, caused by the common post 
processing, are allowed in the background, such as visual annotation and slight 
background cropping. Such semantic watermarking and multiple security levels 
partially enable to trace manipulations and to identify some kinds of attacks, which 
can help to infer the attacker’s motives. 
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1   Introduction 

Citizens interact at regular intervals with municipalities or municipal organizations. 
Public administrations offer a variety of services like requests/processing of certifi-
cates and (local) tax payment. An effective and efficient service provision brings 
benefits to both municipalities and the involved citizens/customers of a particular 
service. Due to the fact that exchanged data in forms and documents may contain 
private or/and sensitive data, it is imperative to introduce security mechanisms that 
guarantee to citizens a trustworthy means of communication via a network that may 
be insecure, such as the Internet. Further, cross-border services involve different mu-
nicipalities and other public authorities in the processes. The described work is de-
rived from research for “eMayor”, a project funded by the EU committee. eMayor 
addresses the specific audience of Small and Medium sized Governmental Organiza-
tions (SMGOs) across Europe. The project looks especially at transactions that are 
performed on a European level. This paper focuses on an architecture for secure pol-
icy enforcement within eGovernment platforms, such as the eMayor platform. 

2   Secure Policy Enforcement 

The approach chosen for modeling the overall architecture of eMayor relies on the 
Reference Model of Open Distributed Processing (RM-ODP) [1]. At first, the identi-
fied requirements together with the legal frameworks formed the Enterprise View-
point. This viewpoint resulted into a specification of a community of the platform 
users and the respective business objects that derive from the community specifica-
tion. The identified scenarios have been converted into processes. The Information 
Viewpoint has presented and analyzed various information objects that exist in the 
eMayor context and the relations between them. Additionally, since Information Ob-
jects pass from various states through their life-cycle, their respective state transitions 
have been specified as well. The interaction between system components on the func-
tional level and their respective interfaces have been described in the Computational 
Viewpoint. Engineering and Technology Viewpoints have been placed in the imple-
mentation phase.  

The system design resulted into the specification of an architecture as a set of mod-
ules, each one comprising certain functionalities. User Interface handles the interac-
tion of the user with the eMayor platform, required for the actual processing of the 
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service. Service Handling represents the core of the system and has dependencies to 
all other modules. Format Transformation is responsible for transforming legal 
documents from a country-bound local format to a universal format for use within the 
eMayor environment and vice versa. Content Routing provides the routing functional-
ity for forwarding requests and legal documents from one municipality to another. 
Municipal Systems Adaptation is the linking point to the existing (legacy) systems of 
the municipalities. Persistent Storage handles data storage to databases. Output Noti-
fication and Printing provide support for notification and printing services. Finally, 
Policy Enforcement encapsulates the enforcement of a series of functionalities which 
are defined in municipal policies. Such functionalities include, e.g., auditing, access 
control, digital signature verification and other security mechanisms. Within the In-
formation Viewpoint, a policy information object has been specified. Such a policy 
object represents the constraints, conditions, and rules that have to be respected and 
enforced by the platform. Security Services Policy implements the security services 
that are required. Access Control Policy regulates access control to the requested 
municipal services. Audit Policy controls how actions are recorded in the system for 
auditing purposes. Policy Subject represents the entity which will invoke one or more 
Policy Action objects. A Policy Action may take effect on a Policy Object. The result 
of a Policy Action or even one ore more Policy Objects are related to the Policy Tar-
get. One or more Policy Pre Condition, Policy Condition and Policy Post Condition 
objects control the invocation of one or more Policy Action objects depending on the 
policy type. A subject of research is modeling of policies that control the secure exe-
cution of the municipal services. In other terms, a Service Execution Policy will de-
fine the steps that have to be taken during the system’s operation regarding the re-
quired security services and the pre-/post conditions that should be fulfilled. 

Policy Enforcement is implemented in the policy enforcement module, which re-
sides in the eMayor platform of each municipality. Components of the policy en-
forcement module comprise different sets of functionalities in order to enforce the 
appropriate policies. Policy Enforcement Management is the component that exposes 
the module’s functionality as a set of “enforcer” interfaces. Policy Evaluation compo-
nent contains all elements which are responsible for taking a decision if a request or 
functionality complies to the appropriate policy, whereas Policy Retrieval component 
queries the respective policy repositories and retrieves the appropriate policy. The 
model of the components and their communication within the policy enforcement 
package derives from the XACML specification [2]. The current research objective is 
to provide an extension to XACML for enforcement of other types of policies apart 
from access control policies. 
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Abstract. Authentication, non-repudiation, and digital signatures, re-
quire the ability to determine if a data token existed at a certain moment
in time when the creator’s credentials were valid. Time-stamps are to-
kens which contain a verifiable cryptographic link between a time value
and a data representation. The paper presents some critical aspects of
the X.509 Public Key Infrastructure Time Stamp Protocol, trying to
suggest some possible improvements to the protocol.

Keywords: PKI, security, time-stamp, TSA, PKIX TSP.

1 The PKIX Time Stamp Protocol

In an effort to solve some of the current security problems, many security so-
lutions and services require the ability to establish the existence of data at a
certain moment in time. Time-stamps (TSs) are a digital solution to this prob-
lem, providing the proof that the signed data existed prior to the indicated time.
The Time Stamping Authority (TSA) is the trusted third party (TTP) that gen-
erates the digital TS and guarantees that the time parameter is correct. TSs can
indicate weather or not an electronic signature was generated before the private
key expired or was compromised, non-repudiation and authenticity beeing guar-
anteed if this is the case [6]. The moment when the document was time-stamped
is also an important part of the requirement to present undeniable information
about who, what and when e-documents were issued, in order to be used in a
court of law [5].

RFC3161 specifies a simple time-stamp scheme based on digital signatures
and a typical client-server architecture. The PKIX TSP specifies the format of
the packets, along with some possible transport protocols and some verifications
to be done by the server and by the client. The communication mechanism
consists of a one-step transaction: the TSP client sends a request to the TSA; the
server has to check, upon receiving a packet, that it contains a valid TS request,
and to send a valid TS token back [1]. The requester has the responsibility to
verify that the received TS token is what it has requested. The verifier does
not have to be the same as the requester, any third party may check the TS.
In case of a dispute, the claimer has to provide the TS, to prove that the data
existed at the specified moment. It should also be noted that this does not prove
sole possession or origination of the data, other mechanisms should be used in
conjunction with a TSA to accomplish this task.

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 286–288, 2005.
c© IFIP International Federation for Information Processing 2005



Some Critical Aspects of the PKIX TSP 287

2 Some Critical Aspects of the PKIX TSP

Like many PKI standards, the PKIX TSP does not consider real-life conditions,
such as incompatibility problems, software bugs, or the interconnection of soft-
ware modules. This rather optimistic approach can cause security problems, even
though a certain abstraction is quite unavoidable in a standardization process.
The resulting protocol has been designed to be a part of the PKI, and therefore
should not be regarded as a stand-alone solution [3].

RFC3161 suggests several transport protocols that can be used: e-mail, FTP,
HTTP, and raw sockets. Unfortunately, the standard specifies more options for
the raw sockets solution and disregards the basic rule of network protocols to
completely ignore the underlying transport layer. The raw socket polling support
is unlikely to simplify any implementation, and just adds unnecessary complex-
ity to the protocol. Under these circumstances, interfacing an HTTP solution to
a raw socket implementation is difficult to achieve because the protocol behaves
different depending on the transport layer. Since interoperability is in our opin-
ion an important issue, we argue that the next version of the standard should
dispense with the polling operations.

The standard contains some questionable features, like the ordering field or
the policy information, which can cause problems if implemented like the stan-
dard suggests. The main benefit of the policy field, like defined by RFC3161,
should be the possibility to provide more information about the conditions un-
der which a TS may be used, the availability of a log, etc. Unfortunately, it is
neither specified what policies must be provided, nor what the TSA should do
under these policies. Another unsolved problem is the procedure to be used for
advertising and parsing the supported policies. In order to be able to request a
certain policy, the client has to find out the available policies, but at the mo-
ment, this has to be solved outside the standard . We suggest to define a frame
inside the standard, so that the client could optionally start by parsing first the
available policies and other parameters of the TSA.

Another issue is generated by the usage of the ordering field in the TS token.
If the field is set to true, all TSs generated by the same TSA can be ordered
based on the time parameter. Otherwise, ordering the TSs is just possible if the
difference of the time parameters is greater than the sum of the accuracies. This
is rather a mistake, ordering TSs generated by the same TSA should always
be possible, any other approach is not acceptable. Establishing a timeline is an
important feature of TS schemes in general. We strongly suggest to avoid the
usage of the ordering field, any practical implementation should serialize the TS
generation process, in order to guarantee the timeline.

The several security considerations specified by RFC3161, are rather thin and
insufficient. In case that the key expires or gets compromised, the certificate has
to be revoked with a specified reason, but auditing, notarizing or even applying
a new signature to all existing TSs is difficult to achieve and a tremendous task
to accomplish [4], even if assuming that all the generated TSs have been stored
locally (which is normally not required). This still does not solve the problem in
case that the private key of the TSA gets compromised, because in most cases
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it is difficult to find out the exact moment when this happened. In our opinion,
a much more simple approach, borrowed from the linking schemes, would be
to embed information from the previous generated token in the TS; another
solution, borrowed from the distributed schemes, would be to time-stamp the
same message digest at two or more different TSAs. A protocol improvement
should include this possibility, since this would not just increase the security of
the scheme, but also solve one of the biggest PKI problems [2].

In an effort to prevent the man-in-the-middle attack, RFC3161 makes an
interesting recommendation: to consider any response as suspect if it takes too
much time between request and reply. We argue that this approach is futile,
since the time necessary to process a request is not an indisputable argument for
an attack; it can be just the sign of a simple network congestion. The question
that also rises is how to define an acceptable period of time, since this parameter
would be different depending on the transport protocol [4]?

The TS is done on a message digest, having no constraints on the data format,
but this apparent simplicity hides another problem when time-stamping CMS
digital signatures. As defined, the TS token is placed inside a client’s CMS digital
signature as an unsigned/unauthenticated attribute within the signer info, with
a special OID. Since two different CMS data structures are needed (the one to
be signed and the one to place the TS inside), the implementation can be rather
complex. RFC3126 tried to solve this problem by extending CMS to include
TSs, but we believe that it would have been better if the TSA would have time-
stamped not just a hash but also the signature of the requester, if desired [4].

The virtual world of the PKIX TSP does not consider security threats, and
interoperability issues. Unfortunately, it is impossible for practical implementa-
tions to avoid all the problems presented, if an RFC3161 compliant version is
the goal. This is in our opinion the main reason why a second version should
improve and correct at least some of these mistakes. Failing to solve them will
have negative effects on the acceptance of RFC3161 as the de facto time-stamp
standard of the Internet.
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The statement “What You See Is What You Sign” (WYSIWYS) expresses a functional
requirement for digital signatures of electronic documents, in particular when consid-
ering legally binding signatures. However this statement is intrinsically wrong. In fact
a signer never really sees what he digitally signs, namely the bits of the electronic doc-
ument, but he sees only one of the possible representations of these bits. This is due to
the theory and the technology underlying the actual implementations of the digital sig-
natures. Moreover, while the acronym refers only to the presentation on the signer side,
in legal settings the presentation on the recipient side must be also taken into account
as well as the relation between the twos.

The current status of research in this field can be summarized as follows. Many
different definitions of WYSIWYS can be found and sometime this requirement is de-
scribed only through some of its supposed effects. Therefore a clear and unambiguous
definition of WYSIWYS is still missing. Conversely many security threats related to
the document presentation have been described. In addition some theoretical and prac-
tical solutions have been proposed to design applications capable to properly present
the electronic documents. Anyway many proposals take into account only a subset of
the problems to be solved while others guarantee a correct presentation at the price of
compromising their usability. We think this is the current situation first because the ex-
act requirements for the document presentation on both the signer and the verifier side
have not been clearly identified. Then because of the lack of a theoretical and compre-
hensive model to deal with these requirements. In this short paper we intend to show
one of the possible directions the research in this field could move towards.

Fig. 1.1(a) shows a simplified and high level model of a Signature Creation System
(SCS). The document bit string is displayed by the Document Presenter (DP), a set of
software components and of a hardware device; it is then digitally signed by means of
software components and of the Signature Creation Device (SCD), often a hardware
device. First, there is the need to guarantee that the input to both the SCD and the DP is
exactly the same bit string, that of the document being signed. This can be achieved by
designing a proper architecture for the SCS (e.g. CEN-CWA14170). Similar consider-
ations hold on the verifier side about the input to the DP and the Signature Verification
Device (SVD) in a Signature Verification System (SVS), see Fig. 1.1(b).

Now, what relation does exist between the bit string to be signed or verified and
what the human being reads, namely between the DP input (IS or IV ) and its output
(OS or OV )? What do the signer and the verifier see? What is really displayed by the
DP? We can say that it depends on how the sequence of bits is “interpreted” by the
DP. It takes as input the document bit string and transforms it into physical quantities
that appear as symbols and images meaningful for the human being. Therefore both the
signer and verifier always see the result of transformations applied to the document bit
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(a) Signature Creation System (b) Signature Verification System

Fig. 1. Simplified models of a SCS and a SVS

string: the signer sees the DP output (OS) of the SCS while the verifier sees the DP
output (OV ) of the SVS.

Given that, we think that the WYSIWYS functional requirement should be defined
as follows: “the presentations OS on the signer side and OV on the verifier side must
be semantically equivalent at each verification done by any verifier at anytime after the
signature creation and by using any computer system, application or configuration”.

The legal rules for legally valid digital signatures can impose stricter constraints
on the document presentation and these constraints may differ from country to coun-
try. Anyway we think that, from the functional perspective, the above constraint is the
minimum to be met. In our opinion, in fact, there is no need for the two physical pre-
sentations to be identical. Moreover this is a goal really difficult to achieve because of
the variety of systems and platforms deployed and of their possibly different configura-
tions. An example of different physical presentations with the same semantic is given
by the use of the fax machine. An order placed by fax is not to be invalidated simply
because on the recipient side the quality is lower than on the sender side, if it is possible
to verify that the received document is semantically complete and unambiguous. Thus
imposing the same physical presentation would be an oversized constraint. Instead, the
use of a less featured DP on the recipient side should be possible.

Let FS be the sequence of transformations done by the DP over the document bits on
the signer side, then OS = FS(IS). Let FV be the sequence of transformations done by
the DP on the verifier side, then OV = FV (IV ). Let doc be the document bit string sent

as input to the DP both on the signer and the verifier side and
sem≡ the semantical equiv-

alence operator. Then the WYSIWYS requirement can be expressed as FS(doc)
sem≡

FV (doc) and this has to be true any time (after the signing time) the FV transformations
are performed and whatever hardware-software platform and configuration is used.

To define the real technical requirements and constraints to be applied to the SCS
and SCV architecture in order to satisfy the WYSIWYS requirement as defined above,
we need to model the sequences of transformations FS and FV . This could be done by
defining an abstract model based on the actual hardware-software architectures, by for-
malizing FS and FV in terms of mathematical functions and by studying the properties
they must have to satisfy FS(doc)

sem≡ FV (doc) independently from the time when and
the platform where the FV transformations are performed.

Such a theoretical and comprehensive model could be used as a reference to evaluate
the trustworthiness of existing applications as well as to design new usable WYSIWYS
architectures.
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Abstract. E-mail is one of the oldest applications on the internet. Clients have 
to adhere to message formats that have been defined in RFC 822 [13] back in 
1982, and at the same time be able to transport all types of content. 
Additionally, there are severe restrictions for the use of both encryption and 
digital signatures due to the adherence to RFC822. In this paper we propose a 
new approach based on our XMaiL project: Using the XMaiL parser, we 
transform header and body of the mail into an XML object. This transformation 
preserves both the MIME and the PKCS#7 structure of the mail. We describe 
the security enhancements that are possible using XMaiL such as selective 
encryption and signature of parts of the e-mail, or signature of critical fields in 
the header of the mail. 

1   Introduction 

E-mail and the WWW are the two most important applications on the Internet, but e-
mail is much older: RFC 822 [13] dates from  August 13th, 1982, and the ASCII-based 
text format described therein is the basis for all mails sent on the internet today. 

E-mail is one of the most dangerous internet applications: it is used to send 
computer viruses, spyware, malware, SPAM and Phishing mails to users [14]. This is 
partly due to the fact that mail clients must be able to understand many different data 
formats specific to e-mail. 

Legacy Code. To include more than just text in mails, the “Multipurpose Internet 
Mail Extension“ (MIME, RFC 2045 – 2049, [13]) defined a platform independent 
way to include arbitrary data in RFC 822 based mails. The different multipart 
message formats can be used to give mails a tree based structure. Although the basic 
MIME data types are also used in the http protocol, the structuring of data with 
multipart types and boundary ASCII sequences is only used in e-mail. 

In 1998 MIME was extended to Secure MIME (S/MIME, RFC 2311, 2312, 2630, 
2632, 2633 [13]) by introducing new, binary MIME types based on PKCS#7 [12], 
X.509 [15] and ASN.1 [2]. The interpretation of these binary data types can not be 
delegated to helper applications, but has to be done by the mail application itself. This 
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is not a trivial task: After a good start with S/MIME implementations in at least three 
popular e-mail clients (Netscape Messenger, Microsoft Outlook and Outlook 
Express), the abandonment of the Messenger 4.x product line by Netscape was a 
serious drawback. It took the Mozilla project years to come up with a new S/MIME 
implementation. 

OpenPGP (RFC 1847, 3156 [13]) is a valid alternative to S/MIME, but it does not 
add new security features, and it also increases code complexity because of its binary 
format. 

With the rapid development of the WWW, many of its standards were included in 
e-mail: HTML [7] coded mails have become fairly standard, and they may include 
hyperlinks and thus force the mail client to understand HTTP. It is to be expected that 
XHTML and the whole XML [16] standards family will follow soon. 

Due to this steadily increasing number of data formats that have to be supported by 
mail clients, the development and support of mail clients becomes more and more 
difficult. Additionally, companies who have to store their mails for a long time due to 
legal reasons will need special databases to store this large amount of data in a 
structured way, and will also have to archive the client software needed to display it. 

Security. S/MIME and OpenPGP have a common weakness when used to secure 
e-mails: They can only sign and encrypt the Body part of an e-mail, most parts of the 
Header remain insecure. The only exception is the address of the sender, included in 
the “FROM:” line: Each e-mail application should check if this address is identical to 
the one included in the PGP public key, or in the Subject or SubjectAltName fields of 
the X.509 certificate. Thus this field is only secure when the e-mail client has been 
implemented correctly. 

All other fields of the Header remain insecure, even such important ones as “TO:” 
and “DATE:”. Sending signed SPAM mails is thus possible by simply exchanging the 
“TO:”-line with an automated script, and is computationally easy since the signature 
has to be generated only once. Replay attacks are also possible. 

As an example, consider a signed mail from a bank to one customer telling him 
that his account is nearly empty. Replaying this mail, and changing the “TO:” field, 
will generate a lot of confusion. If in addition the customer is asked to follow a link 
and enter his password, then combining this attack with a DNS attack on the bank’s 
domain name, can be a serious threat. 

Digital Signatures in S/MIME. Digitally signed content always comes as a pair in 
S/MIME and CMS. There are two options for signing content: clear signed (S/MIME 
data type multipart/signed) and opaque signed (CMS/PKCS#7 data type SignedData). 

In theory these data structures can be nested, but in practice the mail clients restrict 
an e-mail to one such pair. (This holds for signature generation and verification.) As a 
result, header fields can never be signed, because the header must not contain 
S/MIME or CMS constructs. 

Organisation of the paper. Section 2 gives a rough overview of e-mail security, 
including some research on XML. In Section 3, the basic ideas behind the XMaiL 
approach are presented. Section 4 goes into detail by discussing security 
enhancements of the XMaiL data format. Smooth transition scenarios from RFC 822 
to XMaiL are discussed in Section 5. Our XMaiL parser described in Section 6 plays 
an important role here. Section 7 shows how normal mail and webmail can be 
displayed with XSLT, and future research is described in Section 8. 
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2   Related Work 

The deployment of secure e-mail is limited because both S/MIME and OpenPGP are 
distributed applications, i.e. the user has to understand the security issues connected to 
encryption and digital signatures. There is a snapshot of the importance of secure e-
mail in today’s e-commerce in [6].In addition, encrypted e-mails can no longer be 
scanned for SPAM, viruses or other malware. Therefore there is a trend to centralize 
the encryption and signature of e-mails, ranging from automated client applications 
[5] to secure mail gateways (e.g. [4]). The XMaiL data format allows to combine both 
distributed and centralized security features, e.g. the content of the mail is signed by 
the user, but the authenticity of the sender’s address and the encryption are guaranteed 
by the mail gateway. 

Secure e-mails are considered to be one component in the fight against SPAM [11]. 
S/MIME or OpenPGP are used to authenticate the identity of the sender. Additionally, 
the authors mention that it would be desirable to secure header fields like the 
“RECEIVED:” lines. We move in this direction by signing security related header 
fields. 

In [10] it has been proposed that in order to fight SPAM, the domain of the sender 
should be signed. With our approach this is easily possible, since we can split a 
“name@domain” mail address into a <name> and a <domain> tag, and only select the 
<domain> element to be digitally signed by the mail gateway. 

Since XML is a very general data description language and since the two most 
important cryptographic primitives encryption and digital signature are available as 
XML co-standards [17, 18] it is a simple statement that all data formats contained in a 
secure e-mail can be replaced by XML structures. This idea has been published as the 
„eXtensible Mail Transport Protocol (XMTP)“ [19] in 2000. However, this approach 
did not take into account the internal structure of e-mails and is thus not applicable to 
the ideas presented in this paper. 

There is an ongoing debate about the advantages of binary and text based data 
formats [20]. However, the XML and ASN.1 standardization bodies are approaching 
each other, by defining XML based coding for ASN.1 (XER, see [2]), and by 
studying the advantages of a binary XML format [21]. 

3   XMaiL Data Format 

Our approach is to model this structure as closely as possible using XML Schema. 
The final goal is to be able to transform an e-mail to XML, and to be able to transform 
this XML data back to the original e-mail. Advantages of this approach are the 
following: 

• After transformation, e-mails can be stored in a structured form in any XML 
database. No special technology is needed to search this database. 

• A complex workflow can be applied to the XMaiL inside a company, but it can be 
transformed to a valid MIME mail when sent over the internet. 

• Important header fields can be secured by copying them as invisible Tags into the 
XML body of the message and signing them, or by first transforming them into an 
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XMaiL, selecting them for signature with XPath, and then transforming them back 
to a normal mail. 

• A complex workflow can be secured by including multiple signatures. 
• Knowledge of mail transport protocols (SMTP, POP3, IMAP), RFC 822 and XML 

is sufficient to build secure e-mail applications. 
• XMaiLs can be easily displayed through a webmail interface. 

Table 1. A small example from RFC 822 and its translation to XMaiL. 

From: John Doe <jdoe@machine.example> 
To: Mary Smith <mary@example.net> 

Subject: Saying Hello 
Date: Fri, 21 Nov 1997 09:55:06 

 
This is a message just to say hello. So, "Hello". 

<?xml version="1.0" ... ?> 
<XMaiL xmlns="http://www.xmlemail.org"> 

<Header> 
<From> 

<Mailbox>John Doe &lt;jdoe@machine.example&gt;</Mailbox> 
</From> 

<To><Address>Mary Smith &lt;mary@example.net&gt;</Address></To> 
<Subject>Saying Hello</Subject> 

<Date>Fri, 21 Nov 1997 09:55:06</Date> 
<Mime-Version>1.0</Mime-Version> 

</Header> 
<Body> 
<Text> 
<Plain> 

This is a message just to say hello. So, "Hello". 
</Plain> 
</Text> 
</Body> 
</XMaiL> 

 
The XMaiL format informally described in Table 1 is defined with an XML Schema 
(available at xmlemail.org). This Schema is modelled after RFC 2822, MIME and 
S/MIME. In the XMaiL Parser, Java classes are automatically generated from this 
Schema, and the mail is parsed with JavaMail. The content of these Java classes is 
then stored in XMaiL format. 

4   Improving the Security of E-Mails 

Today’s e-mail clients support HTML, which is often the default format for sending 
mails. Following the development of the World Wide Web, there is a clear migration 
path to XHTML and XML/XSLT. In these future mail clients, we can also expect 
support for XML Signature and XML Encryption, or at least it could be added with 
modest cost. 

In XMaiL, the two XML security standards replace both S/MIME and OpenPGP, 
and for the first time we have a fully text based security standard. Table 2 compares 
the structure of a multipart/signed S/MIME message with an equivalent signed 
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Table 2. Equivalent of a clear signed S/MIME message in XMaiL, with two additional signed 
header fields (marked by underscores). Since the CMS type application/pkcs7-signature is a 
binary data type, only its structure is give with grey background. 

RFC 2822, MIME & S/MIME XMaiL 
 
 
 
... 
From: 
To: 
Subject: 
Date: 
... 
MIME-Version: 1.0 
 
Content-Type: 
multipart/signed; 
protocol=”application/x-pkcs7-
signature“; 
micalg=SHA-1; 
boundary=“-----12345------” 
 
-----12345------ 
Here is the real MIME mail 
(optionally with attachments) 
-----12345------ 
Content-Type: 
application/pkcs7-signature; 
name=”smime.p7s“; 
Content-Transfer-Encoding: 
Base64 
 
PKCS7: 
Content-Type: 
    pkcs7-signedData  
    Version: 1 
 
 
 
 
 
 
 
    Digest-Algorithms: 
      Digest-Algorithm: 
        Algorithm: 
          sha1 
(2B:0E:03:02:1A) 
        Parameter: 
    Content: 
      PKCS7: 
        Content-Type: 
          pkcs7-data 
 
 
 
 
 

<?xml version="1.0" ...> 
<XMaiL xmlns="http://..."> 
<Header> 
  ... 
  <From ID="Fromtobesigned"/> 
  <To ID="Totobesigned"/> 
  <Subject/> 
  <Date/> 
  ... 
  <MIME-Version>1.0</Mime-version> 
</Header> 
<Body> 
<MultipartSigned 
protocol=”application/x-pkcs7-
signature” 
> 
 
 
<MIMEMail ID="Mailtobesigned"> 

Here is the real MIME mail  
(optionally with attachments) 

</MIMEMail> 
<Signature Id="MyFirstSignature" 
xmlns="http://www.w3.org/2000/ 
09/xmldsig#"> 
  <SignedInfo> 
    <CanonicalizationMethod 
    Algorithm="..."/> 
    <SignatureMethod 
    Algorithm="..."/> 
    <Reference URI="#Mailtobesigned" 
    Type="..."> 
      <DigestMethod 
      Algorithm="..."/> 
      <DigestValue> 
        345x3rvEPO0vKtMup4Nbe8nk=... 
      </DigestValue> 
    </Reference> 
    <Reference URI="#Fromtobesigned" 
    Type="http://www.w3.org/2000/09/ 
    xmldsig#XMaiL"> 
      <DigestMethod 
      Algorithm="http://www.w3.org/ 
      2000/09/xmldsig#sha1"/> 
      <DigestValue> 
        hhdudkaslsdi743rundiu23=... 
      </DigestValue> 
    </Reference> 
    <Reference URI="#Totobesigned" 
    Type="http://www.w3.org/2000/09/ 
    xmldsig#XMaiL"> 
      <DigestMethod 
      Algorithm="http://www.w3.org/ 
      2000/09/xmldsig#sha1"/> 
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    Certificates: 
      Certificate: 
        Root-Zertifikat        
      Certificate: 
        CA-Zertifikat 
      Certificate: 
        Client-Zertifikat(549) 
    SignerInfos: 
      SignerInfo: 
        Serial-Number: 549 
        ... 
        Signature:           
           0F:9B:46:5B:44:... 
-----12345------ 
 

      <DigestValue> 
        7dshdiw74hdh3h39j939=... 
      </DigestValue> 
    </Reference> 
  </SignedInfo> 
  <SignatureValue> 
    MC0CFFrVLtRlk34FG6H9OGg5=... 
  </SignatureValue> 
  <KeyInfo> 
     <X509Data> <!--ID public key--> 
       <X509IssuerSerial> 
         <X509SerialNumber> 
           549 
         </X509SerialNumber> 
       </X509IssuerSerial> 
     </X509Data> 
     <X509Data> <!-- cert chain --> 
       <!--Client cert--> 
       <X509Certificate> 
         MIICXTCCA.. 
       </X509Certificate> 
       <!-- Intermediate cert --> 
       <X509Certificate> 
         MIICPzCCA... 
       </X509Certificate> 
       <!-- Root cert --> 
       <X509Certificate> 
         MIICSTCCA... 
       </X509Certificate> 
     </X509Data> 
   </KeyInfo> 
</Signature> 
</MultipartSigned> 
</Body> 
</XMaiL> 

Table 2. Continued 

XMaiL message. (This should not be confused with the XMaiL output by our Parser 
prototype when applied to a S/MIME message; the result is much more complicated, 
because we have to adhere to the CMS syntax. See xmlemail.org for example results 
of our parser.)  

Table 2 also shows the additional possibilities of secure XMaiL compared to 
S/MIME and OpenPGP. The hash value which is signed not only covers the mail 
body, but also two important fields in the mail header, the “TO:” and the “FROM:” 
field. In our example there is still only one signature, but in principle there can be 
different signatures by different signers, e.g. a signature by the sender of the mail 
covering the mail body, and another signature from the company mail gateway 
covering the “FROM:” header field and thus certifying that the e-mail is indeed valid 
for the company. 

The verification and visualization of signatures must no longer be implemented by 
the mail client, but can use standard XML technology: standard libraries (e.g. [1]) to 
decrypt or verify signatures, and XSLT stylesheets which display the successfully 
verified parts of an e-mail in a different colour.  

The only part of Table 2 which is not XML are the different X.509 certificates, 
which are only included in base64 coded form. This is an approach also followed in 
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WS-Security (binary X.509 security tokens), but one can also think of a Certification 
Authority which issues the same certificate both in X.509 and XML format. 

5   XMaiL and SMTP 

If we transform the RFC 822 header of an e-mail to XMaiL as in Table 2, the current 
SMTP infrastructure will no longer be able to transport it. There are two ways to cope 
with this problem: 

 

Fig. 1. Generating an RFC 822 header from an XMaiL 

The first possibility is to transform the RFC 822 header only to XMaiL to compute 
the signature, and then transform it back for SMTP transport. This approach works if 
the signed RFC 822 header fields are not modified during transport. To verify the 
signature, the header can be transformed to XMaiL again. If some unsigned header 
fields have changed (e.g. the “RECEIVED:” fields), this does not affect the signature. 

The second possibility is to generate the RFC 822 header from the XMaiL header 
part for SMTP transport. Figure 1 shows this possibility. When such an e-mail is 
received, the signed parts of the <Header> element are displayed rather than the 
corresponding fields in the RFC 822 header. 

6   XMaiL Parser Prototype 

The XMaiL API structure is illustrated in Figure 2. It begins with the XMaiL 
schemas: XMaiL_Schema.xsd and smime.xsd. The former defines the basic data 
formats of an XMaiL, and includes the latter schema which is to be extended with the 

XMaiL 
Schema 

XMaiL Editor 

XSLT 
to 
HTML 
form 

TO:

SUBJECT:

 

Att1 Att2 

XMaiL-Client <Header> 
   <To/> 
   <From/> 

</Header
> 
<Body/> 

TO: 
FROM: 
 
<Header> 
   <To/> 
   <From/> 

</Header
> 
<Body/>

SMTP 
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PKCS#7 [12] data formats. Using the XML binding compiler (xjc) of Sun [9], Java 
objects can be generated from the schemas. 

We first consider the process to convert an RFC 2822 e-mail to the corresponding 
XMaiL. The core component is the XMaiL Parser. It takes RFC 2822 e-mails as 
input. To convert an RFC 2822 email without cryptographic components, the 
JavaMail API [8] converts it to JavaMail objects. The XMaiL API then picks up 
information from the JavaMail objects and generates the XMaiL objects. The current 
JavaMail API is not able to handle the PKCS#7 data formats. Hence to handle 
S/MIME e-mails the Bouncy Castle Crypto API [3] is additionally applied.  

The XMaiL objects can be accessed by applications for some purposes, e.g. to 
verify the signatures, spam check, etc.. However, they are invisible to users and not 
storable. Hence an XMaiL writer based on JAXB API [9] is implemented. It converts 
the XMaiL objects to the corresponding XMaiL in XML format or represents them in 
an XMaiL Viewer.  

 

Fig. 2. XMaiL API 

The inverse direction, converting an XMaiL to the corresponding RFC 2822 e-
mail, can be also achieved by the API using the XMaiL IParser. First the Reader 
generates XMaiL objects from an XMaiL. The XMaiL can be from a file, or from an 
Editor, as in Figure 1. The XMaiL IParser either provides an interface for the normal 
email-client, e.g. Firefox, Outlook Express, to access the XMaiL, or converts the 
XMaiL to the RFC 2822 e-mail.  

7   Displaying XMaiLs with XSLT 

The XMaiL format closes the gap between “normal“ mail and webmail: The e-mail is 
displayed in the same way in the mail client and in the browser, only the retrieval 
method is different. It will also be possible to display the validity of the signature in a 
web browser, provided this browser is capable of verifying XML signatures. 

Figure 3 shows a MIME message transformed to XMaiL and displayed with the 
Mozilla Browser using an “Outlook Express” XSLT transformation. 

With the application of the XMaiL IParser as plug-ins (described in Section 6), the 
XMaiLs can also be displayed with normal e-mail clients, e.g. Firefox and Outlook 
Express. 
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Fig. 3. The example mail transformed to XMaiL format and displayed using XSLT. The text 
part needs some more work. 

8   Future Work 

The main goal of the XMaiL project is to give a proof-of-concept implementation that 
demonstrates a possible migration path from RFC 822 to XML based mail formats. 
The first step in this path is the XMaiL gateway which transform all kinds of mails 
(including the binary formats of S/MIME and OpenPGP) to XML and back. The 
interaction between Parser and iParser still needs some tuning, and OpenPGP has to 
be included. 

The next step will be the implementation of an XMaiL editor with SMTP support, 
and an XMaiL viewer with POP3. Both tools will add and remove RFC 822 header 
lines, and will use Apache XML security routines. We will investigate if with XForms 
and XSLT a standard browser can be used, and how different signature levels can be 
displayed. 
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Abstract. The technique of electronic time-stamping allows a client to
get an electronic proof of the existence of a document at a specific point
in time. A simple way to achieve this is to produce a digital signature
over the pair (document,time). Linked time-stamps have an advantage
over these simple time-stamps because they construct a verifiable link
between time-stamps. In this paper, we discuss how to include linked
time-stamps in the OASIS Digital Signature Services standard. We
highlight the problem points when introducing a sub-profile of this
standard, and we describe some additional structures that are needed
to accommodate a broad range of linked time-stamping schemes.

Keywords: Linked time-stamping, Digital Signature Services, XML se-
curity.

1 Introduction

In recent years, time-stamping implementations have become popular in seve-
ral countries. Studies, performed by the European Committee for Standardi-
zation [10], clearly identified the need for time-stamps when using electronic
signatures. This has been followed by a range of standardization efforts [1,3].
With the rise of XML as a language to structure communications, XML formats
for security protocols were proposed too. In 2002, the OASIS Digital Signature
Services Technical Committee (DSS TC) was formed[8]. Its purpose is to develop
techniques to support the processing of digital signatures, including the deve-
lopment of a profile for time-stamping, with a focus on XML formats. At the
moment of this writing, the time-stamping profile includes support for so-called
independent time-stamp tokens. In this paper, we investigate the possibility of
including linked time-stamp tokens in the DSS standard, driven by the believe
that this kind of time-stamp is more desirable in certain settings, despite its com-
plexity. In the next two sections we give an overview of existing time-stamping
schemes and the OASIS DSS standard. This is followed by a description of the
structures for linked time-stamp requests and verifications, and its processing.

J. Dittmann, S. Katzenbeisser, and A. Uhl (Eds.): CMS 2005, LNCS 3677, pp. 301–310, 2005.
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2 Time-Stamping Schemes

Digital time-stamping is a set of techniques that enables us to determine if a
certain digital document has been created before a given time. A trusted third
party – a Time-Stamping Authority (TSA) – implements this by creating time-
stamps, the digital assertions that a given document was presented to the TSA
at a given time. A common practise is to time-stamp documents that represent
new inventions and discoveries (log files, financial audit reports). This helps to
establish first-to-invent claims or document authenticity [13]. Time-stamping can
also play a role in Public Key Infrastructures (PKI). In this context, time-stamps
are used to extend the lifetime of digital signatures: a time-stamp on a digital
signature can prove that the signature was generated before the certificate on
the signature key-pair was revoked. We distinguish two classes of time-stamping
schemes, which are described below.

2.1 Schemes Producing Independent Time-Stamps

Simple schemes generate time-stamps that are independent of other time-stamps.
A classical example is the digital signature of a TSA on a pair (time,document),
which is standardised in RFC3161 [3] and in ISO/IEC FDIS 18014-2 [2]. A
limitation of these schemes is that they assume a high level of trust in the TSA,
and possible fraudulent behaviour of the TSA remains undetected. The time-
stamping profile [9] of DSS is aimed at this kind of time-stamp.

2.2 Schemes Producing Linked Time-Stamps

Linking schemes limit the required trust in the TSA by including data from other
time-stamps into the computation of the issued time-stamp, such that they de-
pend on each other. Linking happens in three phases:
Aggregation: in the first step, all documents received by the TSA within a
small time interval – the aggregation round – are considered as being submitted
simultaneously. The output of the aggregation round is a binary string that se-
curely depends on all the documents submitted in that round.
Linking: the output of the aggregation round is linked to previously computed
aggregation round values. The resulting value cannot be computed without the
existence of previous aggregation round values. This establishes a one-way order
between aggregation round values, such that so-called relative temporal authenti-
cation is obtained: time-stamps of different aggregation rounds can be compared.
Publication: from time to time (e.g., each week), the TSA publishes the most
recent time-stamp in a widely witnessed medium, such as a newspaper. By do-
ing this, the TSA commits itself to all of the previously issued time-stamps.
The published values are used for verifying time-stamps and they enable other
parties to check if the TSA is behaving properly.

Examples of linking schemes can be found in Bayer et al. [4], and Buldas et
al. [6]. In these cases, the linking can be visualised by a graph and optimised in
time-stamp size. In Benaloh et al. [5] and Merkle [12], some aggregation schemes
are proposed.
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3 OASIS Digital Signature Services Standard

In October 2002, the Digital Signature Services Technical Committee (DSS TC)
was formed within OASIS. The purpose of this TC is to develop techniques (a
standard) to support the processing of digital signatures. The core document
specifies a simple client/server protocol on which the actual services are built.
These services are specified by profiles. The core protocols support the creation
and verification of signatures and time-stamps. The core document is aimed at
XML Digital Signatures [7] and CMS Signatures [11]. The standard accommo-
dates RFC3161 time-stamps [3] and a DSS XML time-stamp format [9]. XML
elements, taken from the W3C XML Digital Signature standard are prefixed by
‘ds:’ while elements from the OASIS DSS standard are not prefixed. The new
elements, proposed in this paper, are prefixed by ‘tsp:’.

The DSS core protocol is composed of two operational types: one for sig-
nature generation and one for signature verification. A typical use of the pro-
tocols is submitting a document or its digest value to a DSS server through a
<SignRequest> element. The DSS server will return a signature on the sub-
mitted values, in a <SignResponse> element. Later on, the signature can be
submitted to the DSS server for verification, by sending a <VerifyRequest>
element. The essence of the response is a valid/invalid indication, returned
in a <VerifyResponse> element. The DSS core standard also specifies an
XML structure for independent time-stamp tokens. The DSS <TimeStamp>
children are <ds:Signature> and <RFC3161TimeStampToken>. The element
<RFC3161TimeStampToken> allows for the inclusion of a base64-encoded
RFC3161 time-stamp. In the <ds:Signature> case, a <TstInfo> element is
placed in <ds:Object> and covered by the signature. This <TstInfo> element
is a XML translation of the RFC3161 TSTInfo structure.

The XML Timestamping Profile of OASIS DSS [9] restricts the services of
the DSS core to a time-stamping protocol. The main restriction is that only
hash values (no documents) can be sent to the TSA. Furthermore, for the
<SignRequest/OptionalInputs>, two values for <SignatureType> are pro-
posed to identify the time-stamping schemes mentioned above. Finally, the TSA
can include only a <SigningTime> optional output in the <VerifyResponse>.

The current DSS standard does not specify a structure to integrate linked
time-stamps. The authors have knowledge of at least two large commercial
TSAs that have deployed a linked time-stamp service. Furthermore, these time-
stamping schemes have some advantages over simple schemes. Therefore, we
think that linked time-stamps should not be ignored in the OASIS DSS standard.
Moreover, as far as we know, there exists no other XML standard that allows for
an easy integration of this class of time-stamping schemes. We should note that
the X9.95 proposal by ANSI is based on an XML translation of ASN.1 structures;
our approach differs by the fact that we start from a standard, based on XML
Digital Signatures. In this paper, we present a possible path to include linked
time-stamps in the DSS standard through a subprofile of the OASIS DSS XML
time-stamping profile in [9]. Our subprofile defines a new XML linked time-stamp
token, as a sibling of the <ds:Signature> and <RFC3161TimeStampToken>.
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4 Integrating XML Linked Time-Stamps in the XML
Time-Stamping Profile of OASIS DSS

4.1 Issuing Protocol

In this section, we describe the XML elements that are exchanged when a client
wants to get a certain document time-stamped by the TSA. The main contribu-
tion is the definition of a linked time-stamp format, which allows to model most
linked time-stamps. This definition is based on previous work in [15], in which
an example XML fragment can be found.

Element <SignRequest>

– Element <SignRequest/OptionalInputs/SignatureType> The content of
the optional input <SignatureType> should identify the requested linking
scheme. An example for identifying an existing linking scheme could be
ee:cyber:timestamp.

– Element <SignRequest/InputDocuments/DocumentHash> As described in
[8], the digest value contained in each <DocumentHash> is the result of ap-
plying a digest method, specified in the same element, to one or more docu-
ments. If a client wants to time-stamp the same content with several digest
algorithms, several <InputDocuments> elements can be included, each con-
taining a <DocumentHash> element with a different digest algorithm. This
is useful if one of the hash functions gets compromised as shown in [14].

Element <SignResponse> The server must return a <Timestamp> signa-
ture object as defined in [9]. The new <tsp:LinkedTimestamp> element will
be a child of the <SignResponse/SignatureObject/Timestamp> element. Its
structure is presented in Figure 1 and we describe its key aspects below.

– Element <InputDocuments>. This element should be copied from the
<SignRequest> element. In the DSS TST profile [9], these values are copied
into the signature, so the resulting time-stamp contains them by default. As
in our profile, it is optional to sign these values directly, we need to copy
them somewhere else to reconstruct the input of the aggregation (or linking)
operation.

– Element <TstInfo>. This element is optional and can contain values as
discussed in the DSS core.

– Element <ds:Signature>. In our profile, the signature is optional
and can only contain <ds:Reference> elements pointing to the
<InputDocuments>, <tsp:BindingInfo> and/or <TstInfo> children of
its <tsp:LinkedTimestamp> parent. This signature can be discarded from
the time-stamp, once the linking round finishes. After that stage, the evi-
dence value of the time-stamp lies in the binding information, rather than
in the signature.

– Element <tsp:BindingInfo>. This element should contain the binding in-
formation of the linked time-stamp. This element is used as follows:
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tsp:LinkedTimeStamp

InputDocuments

TstInfo

ds:Signature

tsp:BindingInfo

tsp:UnsignedInfo

Document

documentHash
ds:DigestMethod

ds:DigestValue

...

any

SerialNumber

CreationTime

Policy

ErrorBound

Ordered

TSA

ds:SignedInfo

ds:SignatureMethod

ds:CanonicalizationMethod

ds:Reference

ds:SignatureValue

ds:KeyInfo

ds:Object

tsp:DigestAlgValue

ds:DigestMethod

ds:DigestValue

tsp:AggregationInfo

tsp:LinkingInfo

tsp:PublishedInfo

Fig. 1. tsp:LinkedTimestamp element

• The <tsp:DigestAlgValue> element contains the digest value that
is passed on to the linking scheme. This value is obtained as follows:
First, we build a node set using an XPath expression which selects the
descendant-or-self elements and attributes of the <DigestMethod>
and the <DigestValue> in the <DocumentHash> elements that have
been copied into <tsp:LinkedTimestamp/dss:InputDocuments> ele-
ment. Optionally, we can also attach <TstInfo> to the node set. Next,
we take the excl-CN14 transform of this node set which should result
in an octet string. This octet string is hashed using the specified digest
method in <tsp:DigestAlgValue>.

• The <tsp:AggregationInfo> element, if present, specifies the aggre-
gation algorithm and the necessary data to compute the output of the
aggregation round using the <tsp:DigestAlgValue> element.

• The <tsp:LinkingInfo> element contains the algorithm and data to
compute the value of the linking round, given the output of the aggre-
gation round.

∗ <tsp:Head> contains linking information from time-stamps issued
before this one.

∗ <tsp:Tail> contains information from time-stamps after this one.
It is computed by the TSA at the end of the linking round. In most
cases, this element will not be present in the <SignResponse> ele-
ment, as the necessary information is not available at the time of
generating the time-stamp. This information will be added in the
verifying protocol. How this affects the signature, is discussed in the
next section.
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∗ <ds:Object> contains information that is ‘unnatural’ to include di-
rectly into <tsp:Head> or <tsp:Tail>, but is used in some linking
schemes. It can be referenced from within these elements.

• The <tsp:PublishedInfo> contains round values for linking rounds,
plus the location where they can be retrieved or verified.

– Element <tsp:UnsignedInfo>. If the signature on an existing time-stamp
should remain valid after completion of the time-stamp with values generated
after this time-stamp, additional information can be placed here. As it is not
covered by the signature, adding things here will not break the signature.
This element will not be present in the <SignResponse> element, but it
will be added in the verifying protocol.

4.2 Verifying Protocol

Here, we describe the XML elements used in the verification of linked time-
stamps. The biggest challenge here is enabling its comparison and extension
within the DSS approach. We give a short description of these operations, and
describe how the DSS elements can be used to realise them.

– Verify a time-stamp TS1 against another time-stamp TS2.
Upon this request, the verifier should get a response from the server indica-
ting one of the following cases: (a) TS1 was issued before TS2 (‘earlier’), (b)
TS1 was issued after TS2 (‘later’), (c) an error. The server can determine
the response using the times in the signed information, or using the linking
information between the two time-stamps directly. Our protocol also allows
the verification of a timestamp TS1 alone, not against another one.

– Update a time-stamp TS1 to a published value PV or to an arbi-
trary second time-stamp TS2.
Updating a time-stamp means that the linking information in that time-
stamp is updated such that the link between the time-stamp and a certain
other value can be computed with the information held in the time-stamp.
Updating TS1 to a PV means one of the following cases: (a) the comple-
tion of the time-stamp within its same round, or (b) the extension to the
last published value. Depending on the time when the update is requested,
a completion (a) or an extension (b) should be returned. For most linking
schemes, the extension to the PV should include the completion of an (in-
complete) time-stamp.
If a completion is done, the signed <tsp:BindingInfo> is replaced by a new
<tsp:BindingInfo>. If an extension is done, the new linking information
can be placed in <tsp:UnsignedInfo> or in <tsp:BindingInfo>. In the
last case, a new <ds:Signature> has to be computed to replace the one
present in the time-stamp, if the signature is still needed.
Extending the time-stamp TS1 to other time-stamp TS2 means that the
server should include in the response enough information (chain of digest
values and optionally published values) to allow the client to verify the tem-
poral relationship between TS1 and TS2. In most cases this means building
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the hash chain that passes through both time-stamps TS1 and TS2. As in
the case of updating to a PV, this new information can be signed or not.
It is assumed in the protocol that TS1 has been issued earlier than TS2. If
it is not this case, the server should return a response indicating that the
client can change their order and make a new request for the extension.

Next, we describe the elements that allow the functionality above.

Element <VerifyRequest> Important modified children of this element are:

– Element <OptionalInputs>. Contrary to [9], in this protocol the following
optional inputs are allowed.

• Element <tsp:RelativeTimestamp> can contain a <Timestamp>
child, a second time-stamp TS2. Alternatively, its URI attribute
can refer to TS2 (using, for example, the serial number). This
is an optional element, but is mandatory if the optional input
<tsp:CompareLinkedTimestamp> is present in the verify request. The
time-stamp TS1 in the <SignatureObject> element will be updated or
compared to TS2.

• Element <tsp:CompareLinkedTimestamp> is an empty element which
indicates that time-stamp TS1 must be compared to the time-stamp TS2
contained in the <tsp:RelativeTimestamp> optional input, that must
be present in this case.

• Element <UpdateLinkedTimestamp> indicates that the client wants to
update his time-stamp TS1. This optional element has an URI attribute
that can contain one of the following items: a local reference to the ID
attribute of the <tsp:RelativeTimestamp> optional input, a reference
to a published value, or an empty reference. If in the last case, TS1
should be updated to the most recent published value.

– Element <SignatureObject>. The client sends a <Timestamp> element
containing the time-stamp TS1.

– Element <InputDocuments>. The client must only send <DocumentHash>
elements; <Document> elements are not allowed.

Element <VerifyResponse> This element contains the TSA’s response. It
holds a status code and optionally and updated time-stamp.

– Element <Result>. Our profile defines additional <ResultMinor> children
of <Result>, all of them prefixed with urn:oasis:names:tc:dss:1.0:
resultminor:. If the verification is successful, the server returns:

• ValidLinkedTimestamp Earlier: TS1 has been found earlier than TS2.
• ValidLinkedTimestamp Later: TS1 has been found later than TS2.
• LinkedTimestamp Updated: TS1 was updated.

Otherwise, if verification has failed, the following <ResultMinor> codes
may be returned:

• IncorrectTimestamp: The time-stamp fails to verify, indicating that the
time-stamp was modified, or that the time-stamp has been computed
incorrectly.
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• IncomparableTimestamps: TS1 cannot be compared to TS2. A possible
reason might be that they are in the same aggregation round.

• IncorrectOrder: Updating TS1 to a certain value V failed because V
existed prior to TS1. We only allow forward extensions in our protocol.

• NoPublishedValue: There is no new published value yet.
– Element <OptionalOutputs>. Our profile defines <tsp:UpdatedLinked-

Timestamp>, as an optional child of <OptionalOutputs>. This element
shall contain the original linked time-stamp TS1 with some additional infor-
mation added to it (completion or extension information). Optionally, the
added information can be signed, depending on where the information is
added, as explained above.

4.3 Processing of XML Linked Time-Stamp Tokens

Signing Protocol Upon receiving a <SignRequest> a DSS server will form
a <SignatureObject/Timestamp/tsp:LinkedTimeStamp> as follows: First, it
copies <SignRequest/InputDocuments> into a <tsp:LinkedTimeStamp> ele-
ment. Then, optionally, the server computes a <TstInfo> element and enters it
as the second child of <tsp:LinkedTimeStamp>. Next, the server computes the
<tsp:BindingInfo> as it is described in section 4.1 and a <ds:Signature>
element according to [7], which are entered as the third and fourth child of
<tsp:LinkedTimeStamp>. The server may include <ds:Signature/Signed-
Info/Reference> elements pointing to <InputDocuments>, <TstInfo> (op-
tional) and <tsp:BindingInfo> elements. Then, an appropriate <Result>
element is generated, depending on if the previous steps were successful. Fi-
nally, the <Result> and the <SignatureObject> elements are entered into a
<SignResponse>, and returned to the requester.

Verifying Protocol Upon receiving a <VerifyRequest>, a DSS server will
perform the following steps. If this fails, the appropriate error will be returned
in the <Result> element.

– Verification.
There must exist a <SignatureObject/Timestamp/tsp:Linked
TimeStamp> element (TS1) present as a child of the <VerifyRequest>.
First, the server gets the <TstInfo> element if present, and verifies
that the <Policy> contained in it is acceptable according to the relying
party’s policy. Then, the server gets the <tsp:BindingInfo> element and
verifies that the <tsp:BindingInfo/tsp:DigestAlgValue> element value
has been computed taking as inputs the children of <InputDocuments>
and, optionally, the <TstInfo> element. After that, the server must
verify the <tsp:AggregationInfo> (if present) and <tsp:LinkingInfo>
elements as specified by the <tsp:BindingInfo> algorithm. This includes
retrieving the trust anchors (published reference values) needed to check
the time-stamp and comparing them to the reference values stored in
<tsp:Head>, <tsp:Tail> and <tsp:PublishedInfo>. If the element
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<ds:Signature> is present, the server performs the standard checks on the
signature keys as specified in the OASIS DSS standard. After checking that
the <ds:Reference> elements point to <InputDocuments>, <TstInfo>
and <tsp:BindingInfo> elements, the server must verify all digests and
the signature according to [7].

– Comparison.
If there exists a <tsp:CompareLinkedTimeStamp> optional input, the server
should verify that there is also a <tsp:RelativeTimestamp> optional in-
put. In this case, the server must retrieve the <tsp:LinkedTimestamp>
element TS2 from the element <tsp:RelativeTimestamp> and verify it as
described above (Verification step). Then, the server builds the chain of di-
gests between the two time-stamps according to the binding algorithm and
the time-stamping policy. This step will determine the temporal relation
between the time-stamps.

– Update.
If there exists a <tsp:UpdateLinkedTimeStamp> optional input which con-
tains an URI attribute pointing to <tsp:RelativeTimestamp> optional
input, and it has not been verified during the Comparison step, the server
must verify it. If the URI attribute points to a published value PV or an-
other time-stamp TS3, the server should verify that it is a correct identifier,
and retrieve and verify PV or TS3. Then, the server should build the chain
of digests that passes through the time-stamp TS1 and the requested ex-
tension point (TS3, PV or most recent PV). If the linked time-stamp can
be extended to that extension point, the extension information is placed in
<tsp:BindingInfo> or in <tsp:UnsignedInfo>, depending on the bin-
ding algorithm and the time-stamping policy.

5 Implementation

To implement the scheme, we can start from a standard DSS implementation,
with adjustments to handle linked time-stamp requests. The implementation will
have a first presentation tier which receives the request, verifies the syntax and
determines to which service module it has to be dispatched.

The service modules in the second tier will determine the nature of the request
(time-stamp generation/verification), and will pass the request to a suitable plug-
in component in a third tier. If the server supports several linking schemes, the
element <SignRequest/OptionalInputs/SignatureType> indicates the spe-
cific linked time-stamp scheme asked by the client and this should help the server
to allocate the requests; otherwise the server should know which one should be
applied. In the case of <VerificationRequest>s, there is no specific indication
of the applied linked time-stamp in the main body, but the <LinkedTimeStamp>
element should carry enough information to allow the server to identify which
kind of linked time-stamp contains, and therefore, which linked time-stamp mo-
dule it may be assigned to.
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6 Conclusions

In this paper, we sketched a path to include linked time-stamp tokens in the
OASIS DSS standard [8] by making a sub-profile of the existing time-stamping
profile [9] for this standard. We discussed several points at which our subprofile
collides with the original profile, and we think that some changes to the standard
could help the integration of linked time-stamps. We hope to have an impact in
the DSS standardization body to which we will present a fully elaborated version
of this paper.
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Abstract. The digital signature is one of the most important cryp-
tographic primitives. It provides data integrity, message authentication
and non-repudiation, which are required attributes in security critical
services, such as electronic commerce, voting or health care. Whereas
previous data formats for digital signatures concentrated on signing the
entire document, the XML signature standard is feasible to secure com-
plex workflows on a document with multiple signatures.
In a proof of concept implementation we demonstrate that verifying and
trustworthily displaying of signed documents is realizable in standard
Web browsers. The focus of our work are multisigned XML documents
that introduce new requirements particularly in the field of presentation.

Keywords: Visualisation, WYSIWYS, XML, XML Signature, XPath,
XSL Transformation, Web Browser.

1 Introduction

Electronic data exchange over TCP/IP networks made an overwhelming devel-
opment in the past years and resulted in an increased need for security critical
services. A major building block to secure documents are digital signatures.
They have enormous practical relevance in fundamental services, such as elec-
tronic commerce, digital voting or health care. Signing and verifying of electronic
documents is very crucial as it preserves the document‘s integrity and authen-
ticity. For this reason, cryptographic algorithms (e.g., RSA, DSA, ECC-DSA)
have been studied and are believed to be secure [1]. However, in practice this
(single) assumption is insufficient to provide a sophisticated level of security. For
instance, in legal proceedings one must also prove that the signed document has
been presented correctly, i.e., one must show that the document and its content
are clearly assigned to the signer (see e.g. [2]). As the typical user can only verify
what she sees1 the content of a digitally signed document must be visualised as
well as information about the signer and the verification process (including the
certificate chain).
1 This is referred to as the What You See is What you Sign (WYSIWYS) paradigm

(see section 2).
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An additional aggravation is that in today‘s workflows several internal and
external business instances process an electronic document. Generally, docu-
ments pass a hierarchical network of responsibilities (e.g., employees, supervi-
sors) with different roles and access rights. To enhance the workflow (see section
4.1 for a further discussion) new constraints on digital documents have to be
made: it is necessary to sign a document manifoldly. Multiple signing means to
sign both the entire and certain parts of the document in unspecific order by
multiple parties. Due to these requisitions of digital signing several new assump-
tions of the WYSISWS paradigm have to be made. Solving this paradigm in an
user-convenient manner would dramatically enhance the use of digitally signed
documents and broaden possible fields of application.

Our goal is to demonstrate the benefits of XML Signatures [3] and argue
and elaborate that this technology is particularly suitable to design digital pro-
cesses which require multisigned documents. More precisely, we employ XML
and XSLT technologies [4] to fit the above named assumptions of the WYSWYS
paradigm and mirror the results in a view, which can be presented, e.g., by
standard web browsers. Finally, we show in a proof of concept that the Apache
implementation [5] of the XML signature specification can be used for this ap-
proach.

The remainder sections are structured as follows: in section 2 we briefly
introduce the presentation problem and discuss related works in section 3. In
section 4 we propose an approach to solve the presentation problem based on
XML technologies. In section 5 we prove the feasibility of our idea and provide
a proof of concept implementation. Finally, we summarize our work and discuss
future work in section 6.

2 The Presentation Problem

As mentioned in the introduction, cryptographically proven secure signature
algorithms are not sufficient for providing an over-all security in practice; the
presentation of the signed document is also decisive. A general problem results
from the fact that electronic, respectively, electronically signed documents are
processed by machines and displayed in an user-compatible manner, i.e., ma-
chines interpret data to the user’s convenience and adequately present it [6].
However, this presentation can be incomplete, incorrect or ambiguous, which
yields to a mis-interpretation of significant information including a distorted
view of the document‘s integrity and authenticity. This is called the presen-
tation problem [7,8,9,6]. For a trustworthily presentation of digital signatures,
further assumptions2 have to be fulfilled, which we briefly summarise:

The presentation must be definite. In particular, the presentation of signed
data must be unambiguous. A verifying person must always be aware of what
has been signed. In practice, she is restricted by several factors. Depending on,
for example, the displaying device or layout she might be interfered to see the
2 We concentrate on basic problems, as a complete discussing would go beyond the

paper‘s scope.
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proper document. A frequently mentioned example is the use of white font on
white background, which hides the actual content. Moreover, active content is
(in this context) crucial. On the one hand it provides a level of dynamics, which
is required today for a more user-friendly presentation. On the other hand this
level of dynamics might inherent the capability to disguise the actual content’s
presentation [10].

In addition, the presentation must be transparently. This issue is particularly
essential in legal disputes proving non-repudiation: surveyors must trace that the
document led to this presentation. In cases of a dispute, the presentation must
be reproducible. This is only feasible, if the document format is known, i.e., if
each byte and its function is disclosed. For this reason, a definite separation of
content and presentation enables a more convenient solution to a higher level of
transparency.

Perhaps the most important aspect, specifically when considering an entire
system, is that the document must be displayed securely. So far, we considered
the semantic and syntactic requirements of a document format. We did neither
consider the application nor the system, which are threatened by certain attacks
(e.g., Trojan horses [7]). An electronic document can only be trustworthily dis-
played when the intrinsic system is not compromised and sound. In other words,
the system and its application are trusted. This is an ultimate prerequisite, or
else a digital signature is not tamper-proof. Note that the argumentation is in-
vertible: a trusted system, respectively, an application on its own is insufficient
to present an electronic document trustworthily. In addition a suitable docu-
ment format is needed, which enables the document’s content to be displayed
unambiguously (as discussed before).

In the case of multiple signatures, these requirements become more complex.
As a trusted system is not part of this paper, we presuppose an uncompromised
and sound system for the present work and concentrate on definitiveness and
transparency.

3 Previous Works

In the past, several commercial and open document formats/standards have been
proposed (see e.g. [11,12,13,14]) which are able to present electronically signed
documents.

A basic approach is to transform the content into an image (see e.g. [15]).
The user sees a static effigy of the document. The benefit of this approach is that
a static document does not contain any active content, i.e., it circumvents the
possibility of altering the content. This approach is from todays point of view
impracticable as static documents are hardly editable, hardly processible and
unqualified for multi-party business models. Another basic approach is encoded
text as used in common signature standards (e.g. S/MIME [12], CMS [13]).
However, the encoded text based standards have shortcomings. They define how
to embed the signature—even multiple signatures (cf. [14])—into the document
format. In contrast to XML, they do not define how to present the content;
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the presentation depends on its application and, hence, is interpreted product-
specifically.

The most tangential work was proposed by Scheibelhofer [8]. First of all,
he deployed the benefits of XML technologies in the context of signing and
verifying electronic documents. He developed an Internet terminal [16] aiming
at signing, validating and trustworthily displaying electronic documents. Mainly,
his approach is construed for single-signed documents. Our idea goes beyond. Al-
though we use similar techniques, we also take into account the usage of multiple
XML signatures. Furthermore, we do not provide an architecture for a signing
terminal, instead we demonstrate that validating and visualising XML-signed
documents is feasible in standard Web browsers.

4 Verification and Visualisation of Signed XML
Documents

4.1 The Need for Multiple Signatures

Many business processes require multiple signatures. Usually the responsible
persons do not sign at the same time and the same place. For example, the
business process of creating an invoice by a fictive software company might re-
quire four different signatures: the confirmation of a person that certain goods
have been packaged and shipped, the responsible sales person signing for spe-
cial agreements that have been made with the customer, another signature by a
controlling instance (the company’s invoice department) and, finally, the signa-
ture of the general manager. Nevertheless, the different process participants are
not willing—and partly not able—to sign the document in its completeness due
to their restricted areas of responsibility. In this sense the person responsible
for packaging for example will not be willing to sign special sales conditions.
Therefore, if such a workflow is mapped to the digital world, the according re-
sponsibilities have to be mapped too; otherwise the new solution will not have
the needed acceptance by all participants.

XML signatures provide two features which make them especially attrac-
tive for application scenarios that require complex signing processes: the use
of XPath [17] expressions and the support for multiple signatures. The XML
signature standard [3], published in february 2002 by the World Wide Web con-
sortium as a W3C recommendation, defines an XML based format for digitally
signed data. The data to be signed is referenced through Uniform Resource Iden-
tifiers (URI s) and may be XML as well as arbitrary digital content. The use of
URIs enables the signing of external data sources like file or network resources.
The XML signature is calculated over a list of XML references of which every
reference contains the URI, the used hash algorithm and the hash value.

Additionally, the XML standard lists five different transformations—
including XPath—which can be applied to the XML reference to be signed.3 The
3 Note that not all of these transformations are defined to be required. The implemen-

tation of XPath for example is recommended but not required by [3].
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XML reference is first transformed before the according hash value is calculated.
Hence, the transform or list of transforms respectively, act as a pre-processing
step within the XML signature creation process. This fact has a great impact on
the visualisation of the XML signature: the data secured by the signature might
differ from the referenced source. This aspect is also addressed explicitely by [3]
(see [3] chapters 8.1.2 and 8.1.3).

The primary purpose of XPath is to identify particular parts of an XML
document (or more precisely: subsets of the XML document’s node set). Fur-
thermore, XPath also provides some basic operations for the manipulation of
strings, numbers and booleans. As a conclusion, XPath expressions are sufficient
to identify definite parts of a document that have to be signed.

An XML document may contain more than one signature. In particular, if it
comprises some signatures securing parts of the document by the use of XPath,
another signature covering the entire document’s content may additionally be
inserted. Every signature is represented by a <Signature> tag, which hosts any
relevant data, such as key material, references and their according digests. There-
fore each XML signature can be validated independently from the other ones.

The named properties of the XML signature are powerful features and, if
properly used, enable an appropriate design of business processes in the digital
domain. Nevertheless, they also result in new requirements regarding the val-
idation and visualisation process of a signed XML document4: if the content
of a PKCS#7 container comprising multiple signatures is manipulated all sig-
natures will become invalid. In contrast to that a signed XML document may
contain both valid and invalid signatures. The use of URIs and transformations
in the XML references can additionally complicate the presentation problem, es-
pecially regarding the aspects of definitiveness and transparency. In the following
we present an approach to overcome these problems. One important design goal
thereby is the use of standard Web browsers for the verification and visualisation
of the signed XML documents.

4.2 Visualisation Based on XSL Transformations

We propose to utilize the XSLT technology in order to present the signatures
of an XML document to a human viewer. XSL transformations defined by [4]
operate on an XML source tree and generate a result tree (possibly but not
necessarily in XML format). The transformation is achieved by patterns defined
by the XSLT, which are applied to the input. A popular application of XSLT is
the transformation of XML input into HTML or XHTML output. We also make
use of XSLT to generate a compact view of the XML signatures’ signed data
that can be displayed by a standard HTML browser. Moreover, we use XSLT to
mark the signed data parts of the XML signatures for the visualisation, which
will be explained below.

We describe our approach in a more detail before we discuss its advantages.
Fig. 1 depicts the workflow representing our main idea: First the signed XML
4 In the following a signed XML document means an XML document containing sig-

natures according to the XML signature standard [3].
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input document is validated against the XML schema defined by [3]. This step
assures the syntactic correctness of the input. After that each XML signature of
the input document is evaluated. The results comprising the signature’s status
and information about the signer are delivered to the XSLT facility5. Then
the XPath expressions of the signatures, which define their signed data (in our
application environment6) are extracted from the according <Reference> tags
and passed to the XSLT component as well.

Resulting XSL Transformation

XML Syntax Validation

XML Signature Verification

Process signature´s XPath: mark
the XML elements to be visualized

Process signature´s verification
result and signer information

Signed XML document
with additional attributes

Signed XML Document

XSLT Facility

XSL Transformation

XHTML Visualisation

Fig. 1. Visualisation workflow for a signed XML document

The XSLT facility takes the original signed XML document as a basis for
the resulting view of the document. It processes the XPath expressions of each
signature to determine its signed data to be visualised. During this step every
XML tag that belongs to the signed data part is provided with an additional
attribute called signatureID. The value of this attribute is set to an unique
id (e.g., the name of the signer), so that we are later able to distinguish the
signed data parts of different signatures in the resulting XML document. After
5 The XSLT facility is the component of our system, which is able to process XSL

transformations.
6 Note that in the given context we have documents in mind, which only use XPath

as transformation—as already indicated in Section 4.1. Nevertheless, the outlined
approach can be extended to cover additional transformations defined by [3].
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processing all signatures this version of the signed XML document is stored as
an intermediary result.

The intermediary result represents a machine readable version of the visu-
alisation that we display to the human viewer. The values of the signatureID
attributes act as a kind of highlighting in XML format. In the next step this
highlighting must be transferred to a human readable view. Again we use an
XSL transformation to produce an XHTML version of the original signed XML
document. The highlighting given by the signatureID attributes is visualised
and connected to the signer’s identity. An example of such a visible highlight-
ing is a box that is drawn around the signed data. Based on the status of the
signature that the XSLT facility gets as input the highlighted parts of the XML
document can be displayed in an adequate manner, such as a green box in case
of a valid signature and a red box otherwise.

Our approach fits the requirement to present the validity of each XML signa-
ture contained in the input file individually to the human viewer. Moreover, the
signed data of a given signature is visualised within its textual context. Thereby,
the model of authorisation that comes along with a multisigned document is
mirrored by our view. Another advantage is that any standard Web browser can
display the XHTML result. This aspect leads to the idea to construct a Web
based service, which offers verification services for signed and multisigned XML
documents, i.e., to offer a centralised XML verification. Such a service may be
offered either by a PKI operating entity in a local or by a trusted third party
(e.g., a trust center) in a global application environment.

The use of the XSLT technology to prepare the visualisation for the human
viewer facilitates particularly the support of different display devices. Based on
the machine readable version of the visualisation different XSL transformations
can be supplied to present the visualisation results also on devices with limited
display capabilities (e.g., mobile phones). The format of the presentation results
is thereby not restricted to XML or XHTML.

5 Proof of Concept Implementation

We use the Apache Java implementation [5] of the XML signature standard
and the Apache XSLT processor Xalan [18] for our proof of concept realization.
First we implement a Java module that takes a signed XML document as input,
parses it, finds all contained XML signatures and finally does the validation of
the signatures. This module makes intensive use of the named Apache library to
do the verification.

After that the module extracts the XPath expressions that have been used
during the creation of the XML signatures. In order to do so it loops through all
references of a signature’s <SignedInfo> element and identifies transformations
of type XPATH. To export the xpath transformations out of the XML document
the Java module creates an output file in form of an XSL transformation. The
XPath expressions of the signed XML document are then written to the XSL
output file. Thereby, the according XSL patterns are constructed to attach an
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unique signer id to each elements belonging to the signed data part of the sig-
nature. In detail we write a <template> element to the output file whereas we
set the match attribute to the exported XPath while the content of the element
is set to the signer id. To simplify the implementation we use the id attribute
of the signature’s <SignedInfo> tag even if this attribute is declared to be op-
tional by the XML signature standard [3]. Furthermore, we output the XPath
expressions of a given signature only if the validation process of this signature
evaluates to be valid. In other words, we only highlight the valid signatures of
an input document.

After the processing of the Java module has been finished the resulting XSL
transformation is passed to the Xalan library (building the XSLT facility in
our implementation). The transformation is then triggered by the Java module.
The resulting XML document represents the machine readable version of the
visualisation which we mentioned in Section 4.2. Regarding the representation for
the human viewer we decided to develop an XSL transformation that transfers
the content data of the XML document into an XHTML version. The signed
data part of each signature is thereby surrounded by a box. Additionally, the
text content of a border is displayed in dark colours if the according signer id is
clicked whereas all other text of the document is faded out. Nevertheless, this
is just a matter of design. Other forms of the visualisation are imaginable –
dependant on the capabilities of the targeted display device – provided that the
assignment of the signed parts to the signer is obvious.

As a sample business process requiring multiple signatures we created a fictive
invoice document in XML format (see Fig. 2). We attached three different XML
signatures to the document:

– the signer (with the id Technician) confirms that the invoiced software pack-
ages have actually been delivered,

– the signer Salesperson electronically signs the agreed prices as well as the
invoice recipient’s contact details and

– the signature InvoiceDepartment finally covers the entire document and con-
firms that the invoice document has correctly passed the prescribed workflow.
In addition it guarantees the integrity of the document as a whole.

We applied our proof of concept implementation to the fictive invoice document
and generated the according XHTML document. This document mirrors the
different roles and the assigned authorisations of the signers: the technician, for
instance, is not able to confirm the correctness of the pricing information, so she
does not sign for it. It is therefore essential that the visualisation of her signature
unambiguously presents to the viewer exactly those parts of the document that
she actually signed. Our prototype implementation fits this requirement.

Fig. 2 shows the result when the signer id of the sales responsible is clicked:
the numbers, prices and the invoice recipient are displayed in darker colours
meaning that the sales responsible signed exactly these data. The delivery date
of the invoiced products, for example, which is faded out and surrounded by
another box is not part of her signature. We tested the output document with the



Trustworthy Verification and Visualisation of Multiple XML-Signatures 319

Fig. 2. Visualisation of signed XML invoice document

Mozilla Firefox (version 1.0) and with the Microsoft Internet Explorer (version
6) browsers.

6 Conclusion and Future Work

Our investigations of the XML signature standard and especially the implemen-
tation that we described in section 5 demonstrate the suitability of the XML
signature for multisigned XML documents. XML signatures allow the design of
digital workflows considering the different roles and according authorisations of
the signers. The XSL transformations turned out to be an appropriate technol-
ogy to realize a browser based visualisation system for signed XML documents.
Moreover the Apache Software Foundation provides an usable implementation
of the XML signature standard with [5], as our visualisation prototype shows.

Future research includes the investigation of more application examples
that need multiple signatures and to define adequate visualization styles for
them. Another area is to clearly define enhancements for current browsers
(e.g., inclusion of XML signature verification) such that the display of signed
documents on the WWW will be possible by simply providing a signed XML
document and a (signed) XSLT transform.

The authors want to acknowledge the contribution of Lars Ewers regarding
the proof of concept implementation of our approach.
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Abstract. The XML-Security Plug-In is a freely available plug-in for
the Eclipse platform and provides versatile XML security features in an
educational software like environment. Users can experiment with XML
security and inform themselves about the corresponding W3C recom-
mendations. The aim of the plug-in is to raise interest in XML secu-
rity functions and especially encourage users to sign and encrypt their
personal data and messages. This is a common aim with CrypTool, an
educational software for modern cryptography. This article will explain
the basic features of the XML-Security Plug-In and give a perspective
on the cooperation with the more general CrypTool.

1 Introduction

Security features for the Extensible Markup Language (XML) are basically de-
fined by two recommendations of the World Wide Web Consortium (W3C):
XML-Signature Syntax and Processing[1] and XML Encryption Syntax and
Processing[2]. These two recommendations are available for almost three years
now and used in lots of commercial and non-commerical products and services:
Apache XML Security1 and IBM XML Security Suite2 are surely the most well-
known. But as standard cryptography, XML security lacks of end user accep-
tance.

One reason for that is, besides the relatively short availability of only three
years, certainly the absence of easy to use educational software in the XML
(security) area with the main focus on practical execution. Normal users are
not interested in reading extensive W3C recommendations and gaining all their
knowledge from theoretical studies. Furthermore a deep and broad knowledge
of XML security can only be achieved by a combination of practical experience
and theory, not only by studying the corresponding recommendations.

The XML-Security Plug-In tries to bridge this lack of user acceptance. There-
fore the main focus lies clearly on easy practical execution of the W3C recom-
mendations on digital signatures and encryption for end users. The plug-in is the
result of the authors diploma thesis 2004 at the University of Applied Sciences
1 See http://xml.apache.org/security
2 See http://www.alphaworks.ibm.com/tech/xmlsecuritysuite
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Furtwangen. Since then the plug-in has been continuously enhanced with new
features and possibilities.[3]

The plug-in requires an Eclipse3 platform and extends it with versatile XML
security features like digital signatures and encryption. As mentioned before, the
main objective is to provide users an easy-to-use tool with rich functionality to
experiment with XML security. Users can sign and encrypt their own existing
XML documents; there is no limitation on sample files. The educational part -
the theory behind XML security with its various recommendations and extensive
information on how to use the plug-in - is located in the included online help.

In order to provide an easy and useful access to XML security, the XML-
Security Plug-In consists of these five components

1. Canonicalization (with or without comments)
2. Digital Signatures
3. Verification
4. Encryption
5. Decryption

The XML-Security Plug-In addresses users with knowledge in XML and basic
knowledge in modern cryptography, especially in the different signature and
encryption algorithms (like AES or RSA). Experience in XML security is not
necessary.

Users with no or little knowledge in modern cryptography can use the ex-
cellent educational software CrypTool4 as a starter or reference tool. CrypTool
brings out a good introduction for cryptographic knowledge as well as an exten-
sive reference tool for cryptography and supports beginners in learning crypto-
graphic basics needed for the XML-Security Plug-In.

2 Standard Cryptography

2.1 CrypTool

As in the XML-Security Plug-In, practical experience plays the important role in
the software CrypTool. The application lets the user apply and analyse complex
cryptographic mechanisms and reveals the inner working of digital signatures
and hybrid encryption with interactive data flow diagrams. An extensive online
help with information about digital signatures, hash functions and much more
is available.[4]

CrypTool comes as a stand-alone application for Windows and addresses
both cryptography beginners and advanced users. It is completely available in
English and German. The used programming language is C/C++, therefore a
Win32 environment is required.

3 See http://www.eclipse.org
4 See http://www.cryptool.com
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The aim of CrypTool is to teach cryptographic methods and standards with
a modern and interesting tool and to sensitize employees and end users in IT-
security as well as to enable a deeper knowledge and awareness for cryptography.
The methods available include both classical methods like Caesar encryption
algorithm and modern cryptosystems like AES and DES algorithms. Asymmetric
algorithms like RSA and DSA, based on both the factorization problem and on
elliptic curves, are also available.

The development of CrypTool startet in 1996 and is basically done by the
Deutsche Bank with the support of the universities of Darmstadt, Siegen and
Karlsruhe. In this nine years history the software gained several awards like the
European Information Security Award 20045 and some other German awards.
The current version is 1.3.05, the next release is 1.3.10 and will be available
soon.

2.2 Cooperation of CrypTool and XML-Security Plug-In

As described before, CrypTool and XML-Security Plug-In have an identical focus
on end users in different areas of cryptography. CrypTool addresses beginners as
well as advanced users, whereas the XML-Security Plug-In focuses on advanced
users.

Cooperation between the CrypTool and the XML-Security Plug-In is useful
(and indeed considered in practice) because they share the same aim. Plus the
XML-Security Plug-In provides a focus on XML which is missing in the more
general CrypTool to date. Moreover plans for a redesign and redevelopment of
CrypTool have been in mind of the CrypTool authors for a while now. The
opinion poll6 on the CrypTool home page came to a clear decision for the pro-
gramming language Java: 213 votes totally, 126 people voted for Java.7 56 users
voted for the combination Java and Standard Widget Toolkit (SWT) of Eclipse,
70 for the combination of Java and Swing. One reason for this decision may be
the much longer availability of Java Swing, whereas SWT is relatively new and
not so much known outside the Eclipse community yet.

Based on this voting, the new JCrypTool will, as the J indicates, be com-
pletely developed in Java and will be available as an Eclipse Rich Client Platform
(RCP) for multiple platforms. Due to the advantages of SWT and Eclipse, better
performance and integration, SWT is the prefered technology.

As CrypTool itself, JCrypTool will be available in German and English. For
the first time extensive XML security features - signatures, verification, encryp-
tion and decryption as well as the theoretical information - will be available in
this educational software.

More information or a release plan are not yet available, the development
process is still in an early stage. All information will be published on the Cryp-
Tool and on the XML-Security Plug-in home page.

5 See http://2004.rsaconference.com/europe/awards.aspx
6 Poll available on CrypTool home page, results made available by CrypTool officers.
7 As at June 2005.
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3 XML-Security Plug-In

3.1 Plug-In Structure

The XML-Security Plug-In is a free of charge available plug-in for Eclipse version
3.0 and above. Besides Eclipse only an up to date Java Runtime Environment
(JRE) or J2SE Development Kit (JDK) version 5.0 or newer is required. The
XML-Security Plug-In can be used at no costs (freeware) in private, education
and teachings as well as non-commercial and commercial environments. Redis-
tribution is admitted and welcome, however commercial redistribution requires
the explicit allowance of the developer.

To support the users in learning XML security, the design of the plug-in is as
open as possible. This means that all the necessary data for a digital signature or
encryption has to be entered or selected by the user. Depending on the wizard,
different amounts of information are required before the XML document can
be secured. By intention, the plug-in wizards provide many different functional
choices. Therefore the user must perform quite a lot of explicit selection steps
before a wizard can finish successfully.

In order to provide an easy access to its features, the XML-Security Plug-In
extends the Eclipse workbench in different views. The most important extension
point is available in standard Eclipse editors, as shown in the following figure.
Moreover functions of the plug-in can be called via navigator or package explorer
view.

Fig. 1. Context menu in an Eclipse editor

Every extension point consists of the same menu and contains the same struc-
ture. Nevertheless there are some differences between these extension points. The
most important one is that a text selection can only be signed with a call from
the context menu of an editor. The possibility of signing or encrypting a text
selection shows a special feature of XML security: to secure only one or more
elements, element content or parts of a document (document fragment).
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It is possible to combine the wizards of the plug-in. A signed document can be
encrypted subsequently and vice versa. Both ways are possible deliberately, even
though it is more common and suggestive to sign first and encrypt afterwards.
By comparing both possibilities, first sign - then encrypt and first encrypt - then
sign, the user can easily compare these two sequences and discover the pros and
cons for each one by own experience.

The signed and/ or encrypted XML document can be used outside of the
plug-in and shared with other users. It is also possible to verify foreign XML sig-
natures which were not created with the XML-Security Plug-In. Each signature
which contains a valid KeyInfo element can be verified. The decryption of XML
documents encrypted with other tools should be possible too, but depends on
the used algorithms.

3.2 Apache XML Security API

The XML security application programming interface (API) shipped with the
plug-in is the already mentioned Apache XML Security API version 1.2.1. This
API is available as open source and comprises an extensive implementation of
the W3C recommendations. Digital signatures are completely and stably im-
plemented, every part of the W3C recommendation can be used. Encryption
functionality grows with every release and catches up to digital signatures. Not
every part of the encryption recommendation is completely and stably imple-
mented yet. The range and the quality of the whole API are surely a result of
the continuous enhancement by the large Apache community.

One point of criticism is the incomplete documentation and the basic code
samples. Corresponding to the todo list this will be changed in future versions.8

There are special terms of license9 for the Apache XML-Security API con-
tained in the plug-in. These terms of license are only valid for the Apache XML-
Security API (xmlsec.jar).

3.3 Basic Security Profile

Both the Digital Signature Wizard and the Encryption Wizard support the
Basic Security Profile version 1.0 working group draft (BSP)[5] by the Web
Services-Interoperability Organization (WS-I)10. The WS-I is an open industry
organization, the BSP therefore consists of a set of non-proprietary web ser-
vices specifications. The main objective of both the profile and the organization
is higher service interoperability across platforms, operating systems and pro-
gramming languages.

Using this profile in the plug-in activates different restrictions in the respec-
tive wizard. Due to the fact that the BSP does not allow enveloping signatures
and discourages enveloped signatures, the Digital Signature Wizard preselects

8 See Todo List on the Apache XML Security home page.
9 See http://www.apache.org/licenses/LICENSE-2.0

10 See http://www.ws-i.org
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detached signatures for example. Other restraints affect the available algorithms;
here the profile encourages the usage of RSA algorithms.11

3.4 Canonicalization

Canonicalization provides a comprehensible way to XML security. The user can
select between the two types of exclusive XML canonicalization; one removes
comments, the other one maintains them.[6] The intention of these commands
is to point out to the user what happens to an XML document during the
canonicalization process and to make the differences between a canonicalized
and a non-canonicalized XML document visible.

A canonicalized (normalized) XML document has some significant differences
to a standard XML document: among other things the canonicalized XML doc-
ument is encoded in UTF-8, empty elements are converted to start-end tag pairs
and whitespace outside of the document element and within start and end tags
is normalized.[7]

3.5 Digital Signatures

Digital signatures are the most complex part of the plug-in. A wizard supports
the user in the creation process and lets him enter step by step the necessary
information to create a digital signature. With its versatile possibilities the wiz-
ard encourages users to combine different settings of digital signatures. Short
annotations in this and every other wizard inform the user about the current
wizard page and the required settings.

The first choice on the first wizard page refers to the data to be signed. Pos-
sible selections are document, selection and XPath. Document signs the complete
XML document, selection an existing and well-formed text selection in the ope-
nend editor and XPath a document fragment specified by the entered or selected
XPath expression.

The XML digital signature recommendation offers different kinds of signa-
tures. All in common is that the signature object itself appears in XML syntax,
but the data to secure can consist of XML or arbitrary data. Everything that
can be referenced through a Uniform Resource Identifier (URI) can be signed.
Because of that the user can choose between the standard W3C signature types
enveloping, enveloped and detached in the wizard.

In an enveloping signature, the signed data appears inside the signature ele-
ment. Signed data surrounding the XML signature is called enveloped signature.
A separated signature (in the same document as the data or outside) is called a
detached signature.[8]

The complete first page of the digital signature wizard is shown in the next
figure. Every wizard has the same standard layout, with short help information
at the top, content in the middle and navigation buttons at the bottom.

11 See section 8 of the Basic Security Profile working draft.
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Fig. 2. First page of the digital signature wizard

On the following wizard page the user has either to enter the necessary in-
formation for an existing Java KeyStore or to create a new one with the help of
the wizard. A newly created certificate is stored in the current project directory
and can be reused in future signing processes inside and outside of the plug-in.

The third and last page finally allows the user to select the algorithms to use
for the signature. Necessary information are the algorithms for canonicalization
and transformation as well as a message digest and a signature algorithm.

After all the information is given, the wizard signs the selected document
(-fragment) and shows the secured XML document to the user.

3.6 Verification

Verification lets the user quickly verify any signed XML document that contains
a valid KeyInfo element. Corresponding to the XML digital signature recommen-
dation, the KeyInfo element is an optional element that enables the recipient to
obtain the key needed to validate the signature.12 In the plug-in the KeyInfo
element is required for verification and contains the users’ certificate.

The result of the verification, a valid or invalid signature, is directly shown
to the user. The fast verification result makes it easy to manipulate parts of an
XML document and to see, which manipulation breaks a signature and which
does not. This way the user can experience the special feature of XML signatures
where only document fragments are signed and the rest of the XML document
remains in an insecure state.

12 See section 4.4 of the XML-Signature Syntax and Processing recommendation
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3.7 Encryption

The encryption of an XML document is supported by another wizard. As in
the digital signature wizard, the user must first select which data should be
encrypted. Possible selections are again document, selection and XPath.

Besides some optional declarations the user must select an encryption algo-
rithm and a file to store the encryption key in. Available algorithms are AES or
Triple-DES for example. This key file is very important and required to decrypt
the XML document later.

After all information is given and the key file is stored, the wizard takes care
of the encryption process and shows the secured XML document to the user.

3.8 Decryption

An encrypted XML document or a fragment is decrypted with the help of a
small wizard. The user only has to enter the path to the correct key file and to
select the transport algorithm used for encryption.

The wizard then decrypts the XML document and shows the result to the
user. Decryption will fail if a wrong key file is used.

3.9 Online Help

The online help contains the educational and theoretical parts of the XML-
Security Plug-In and consists of two main sections. First it includes extensive
information about the two W3C recommendations on digital signatures and en-
cryption as well as related specifications or recommendations like canonicaliza-
tion and the Basic Security Profile. The second section of the online help contains
extensive support and hints for the first steps with the plug-in, its usage and
possibilities.

The online help is easily accessible in the Eclipse workbench all the time
and is completely in German. In the new Eclipse platform version 3.1 the online
help will be available in a special view as Dynamic Help too. This way help
information can always be visible in the same perspective and not only in a
separate window.

4 Conclusions

The XML-Security Plug-In provides an easy and practical access to XML se-
curity and the W3C recommendations for end users without much previous
knowledge or experience. Users can get in touch with cryptography for XML in
an interesting and practical way and learn all aspects of XML security by exper-
imentation. In addition to the practical experience the theoretical background
is available in the online help.

CrypTool is a recommendable starting and lookup tool for classic and modern
cryptography and contains all the basics needed to understand XML security and
to work reasonable with the XML-Security Plug-In. Both tools can easily be used
together and extend each other in various ways.
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The intention of the plug-in is to interest and sensitize more users for the
need of cryptography and to show them, how easily XML documents can be
secured with the W3C recommendations. To support this aim, the usage of the
XML-Security Plug-In is totally free of charge and continuously enhanced with
new possibilities and features.

The latest version of the XML-Security Plug-In, tutorials, documentation,
user discussion group and much more are available on the plug-in home page
www.xml-sicherheit.de. Critical user feedback and suggestions are always wel-
come and appreciated.
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Abstract. Nowadays, the setup of seamless, cross-organizational working 
environments is a challenging task, mainly because of security-related 
problems. The available options for cross-domain collaboration are often 
dysfunctional, expensive and not in line with the organization’s business needs. 
Despite the proliferation of claims-based mechanisms like SAML, WS-Trust or 
WS-Federation, additional guidance is necessary how to effectively apply these 
technologies. The architectural pattern and ideas presented in this talk are an 
attempt to solve a common class of problems in collaboration space. 

The opinions expressed in this keynote presentation are my personal ones, and do not represent 
or endorse my employer’s point of view in any way. This presentation is highly influenced by 
the current thinking and work inside the EMIC security group. In particular I would like to 
thank Laurent Bussard, Joris Claessens, Stéphanie Deleamont and Mark Gilbert  

1   How It Is Today – Surviving in Security Management Hell 

1.1   A Problem Statement 

In this keynote talk, I would like to tell a story about the security management 
nightmares information workers encounter when they have cross-partner 
collaborations with people in other organizations. During our daily work, we often 
come into situations where we have to share data or services with our partners. A 
typical example (from our own site) is proposal preparation: multiple partners want to 
collaboratively share documents and other files, so that these data objects are 
accessible to a small set of people, and these files are continually changed by many 
people. Working with multiple companies is a common situation for many people: 
sales forces during contract negotiation, companies that expose services to 
government bodies, or consultants working for a customer. 

The problem is that the set of collaborating people is an ad-hoc formed group that 
consists of people from different organizations. These organizations understandably 
shield their internal networks against the outside world. This is normally done by 
firewalls which limit external communication channels to well-understood protocols 
like HTTP and e-mail. The underlying assumption of this compartmentalization 
process is that the majority of interactions happen inside the organization’s network, 
so that it’s fine to constrain outbound and inbound resource access. The 
administrators have to balance the organization’s security needs with the employee’s 
user experience and comfort level.  
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While this compartmentalization helps administrators to assess their network’s 
attack surface, it is a serious obstacle for the people who want to collaborate. In 
situations where only few cross-partner interactions happen, sending documents forth 
and back via e-mail is a minor annoyance for users. In other scenarios, e-mail 
exchanges just don’t work or do not scale well. For instance, in situations where more 
sophisticated interactions are necessary, such as access to specific services, shielding 
of the internal network is dysfunctional, because users are forced to choose non-
favorable (non-manageable or insecure) options. We’ve seen many options people 
normally turn to and I will quickly outline the two that are the most successful (but 
still fairly dysfunctional). 

1.2   Dysfunctional Option #1: Do-It Yourself Service Hosting – Wrestling with 
the IT Department 

Imagine a scenario where the collaborating people need a service for shared file 
storage. Bob offers that his company could host this service in the company’s DMZ. 
The DMZ is the ‘demilitarized zone’, a network perimeter outside of the company’s 
internal core network. The DMZ has less restrictive permissive security policies than 
the internal network. One advantage of this approach is that the service is operated 
inside a controlled area by Bob’s own company, so that the service security is 
controlled by one of the partners. The other advantage is that the IT department is 
aware of the fact that people from other organizations have access to resources inside 
the company. 

Unfortunately, there are also three downsides with this approach: First of all, 
somebody (Bob) has to persuade the IT department that there is a business 
justification to deploy this specific service inside the company’s DMZ. This is usually 
a hassle that few people in big organizations would like to go through. The ones that 
do are rarely successful in a time scale under three months of lobbying, which is not 
very appropriate for short term engagements.  

The second problem is user management: somebody (usually Bob) has to ask all 
the collaboration partners about which of their employees have to get access to the 
service. For each of these people, a guest account has to be created. During the life 
cycle of the project, this set of users will change, thus requiring Bob to make sure that 
the company’s IT department gets notified of the changes.  

The last problem is that the IT department also has to make sure that the access 
control lists for the service are in line with the business needs, so that Bob has to 
specifically instruct the administrators about access rights.  

As a conclusion, this option respects corporate (security) policy, but has a high 
price tag with respect to management overhead and setup time.  

1.3   Dysfunctional Option #2: Service Outsourcing – Bypassing Your 
Company’s Security Controls 

Another option for the user is to host the service at a 3rd party site, e.g. at an 
application service provider. One potential advantage is that the costs of setting up the 
service may be slightly lower, because the company’s IT department does not have to 
provide the infrastructure. Nevertheless, the costs for user management are the same, 
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as accounts for people from different organizations have to be set up and maintained. 
One big advantage of this approach is that the potentially vulnerable services do not 
have to be hosted inside the company’s network, thus reducing the threats to the 
network itself. The direct drawback is, that potentially critical and sensitive data that 
the partners want to share, is hosted outside their own trusted networks. In addition, 
this solution has very bad audit characteristics: neither the company’s IT department 
nor the executives of the company may be aware of the fact that the company’s 
business relies on outsource services, and if something goes wrong, it can be very 
hard to figure out what happened.  

The next section describes our fundamental beliefs how collaborations work. 
Section 3 on “How it should be” outlines our thoughts how collaboration (and the 
necessary authentication and authorizations) should work ideally. The mechanisms 
that will help solving these problems are federations and ‘claims-based security’, 
described in section 4. Section 5 “How to apply these tools” provides an architectural 
overview how we believe federations and the claims-based security model can be 
utilized to solve our problem. Section 6 “What it brought us” assesses and outlines 
the benefits for the different stake holders. The document concludes with a brief 
outlook.  

2   Our Beliefs Regarding Collaboration 

Before going into the details of the scenario, I would like to outline the beliefs we 
have and the assumptions we make, in order to know how a ‘potential’ solution could 
be: 

2.1   Trust Across Organizations Depends on People Who Trust Each Other 

When it comes to cross-organizational collaboration, the decision to work together is 
often done by people who know each other personally. The fact that two or more 
companies collaborate in general may not directly help people during their daily 
work. The actions that are performed in a particular collaboration should be traceable 
back to these people. This means that actions in the collaboration are justified because 
two humans trusted each other and intended to collaborate. When for instance two 
people exchange information, this exchange should be tied to an existing 
collaboration. The collaboration itself is tied to the people in the organizations who 
rooted the trust and bootstrapped the project. 

2.2   Whoever Makes a Decision Should Have the Tool to Enforce That Decision 

Much frustration arises from the fact that people like administrators have to make or 
enforce decisions that are beyond their duties. Business people who start a new 
project should control who of their colleagues works on ‘their’ project. This means 
that the business people should be responsible for assigning people and resources to 
their project and for defining the roles of these people and resources. In return, 
administrators should be freed from implementing these specific user and role 
assignments for the business people, while having the confidence that the network 
remains protected. 
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2.3   Collaborations Must Be Visible and Manageable Inside the Company 

Another source of frustration is missing information, which people would need to get 
their job done. Ongoing collaborations (and their specific details) should be visible to 
various people in the company. For instance, the CEO should have a tool at hand to 
easily find out whether somebody inside her company collaborates with a specific 
partner. Administrators should be able to determine whether other partner 
organizations have access to a specific resource inside their network. Administrators 
should also have the chance to associate inbound messages to certain collaborations. 
That would enable administrators to temporarily block message exchanges with a 
certain partner, if they learn that this partner has a network security problem.  

3   How It Should Be – A Fairy Tale 

Now that I’ve described our beliefs, let me walk you through a quick scenario that 
describes how collaborations could work, and how technology can be used to help, 
instead of having to wrestle with it. 

3.1   Bootstrapping Trust 

Alice and Bob have known each other for a long time and have worked together on 
past projects. Based on their past experience, they trust each other personally and plan 
to work together on a collaborative project. Alice works for the company ‘Contoso 
Ltd’, whereas Bob works for ‘Fabrikam, Inc’. We also assume that both have a mid-
level managerial position inside their companies’ hierarchy, so that they are permitted 
to start collaborations on their own, on behalf of their respective companies. Alice and 
Bob agree to start a specific collaboration.  

The first thing Alice and Bob have to do is to give this new collaboration between 
Contoso and Fabrikam a name, like ‘Project X’. The name is necessary to distinguish 
between parallel projects that exist in the same partner organizations. It is necessary 
that these different projects can be distinguished from each other.  

Alice and Bob have to exchange their ‘corporate business cards’. A corporate 
business card is similar to the root certificate of a corporate certification authority, 
enriched with additional information like the network address of the company’s 
‘security token service’ (STS). An STS (described in the section 4) is a service that 
can issue and validate security tokens for a given trust domain. By exchanging the 
corporate business cards, the two companies’ IT systems can validate each others 
security tokens, thus creating a federation.  

3.2   Enacting a ‘Constrained’ Federation 

After agreeing to start the project, assigning it a name and exchanging business cards, 
Alice and Bob instruct their corporate IT systems that the project now has to be 
started. Basically, Alice tells Contoso’s IT system:  

“I (‘Alice@Contoso’) have started a project with Fabrikam. 
My peer contact there is Bob@Fabrikam. The project is 
called ‘Project X’. Here is Fabrikam’s business card, so now 
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you can validate tokens they issue. The project should be 
enacted now, and it should expire in three months from now. 
If somebody has questions about that collaboration, just ask 
me, because I (Alice) am the project’s business owner from 
our side.” 

Bob does the same inside his own network. After this step, the constrained federation 
is enacted, i.e. both companies know about the project and can validate each other’s 
security tokens. ‘Constrained’ means that the federation must only be used in the 
scope of the specific project, i.e. it must not be used for other purposes.  

Unfortunately, nobody can (yet) do anything inside the project, because neither 
people, nor resources are associated with it. Both Alice and Bob have to decide what 
people from their own organization are assigned to the project. ‘Being assigned’ to 
the project means that these people are authorized to request specific (branded) 
security tokens that can only be used inside that particular project. This also applies to 
resources: Messages with project-bound security tokens must only be forwarded to 
services that are associated to the project. 

4   Federations and the Claims-Based Security Model – Our Knight 
in Shining Armor 

4.1   What’s in a Federation 

Nowadays, federated identity management is a solution for the user management 
problems in the above scenarios. Multiple technology proposals, ranging from SAML, 
Shibboleth and the Liberty Alliance to WS-Trust and WS-Federation, attempt to 
provide solutions for federating trust domains. Regardless of what specific technology 
is used, the main question is: “What does it practically help, now that we’ve set up an 
identity federation with our partners?” The easy answer is that a federation helps 
entities inside one organization to authenticate subjects from another organization. 
Simply speaking, when a service receives a security token, it can be validated whether 
the token was issued by a partner organization. This is very similar to signed e-mail in 
which a recipient can be sure that the mail originated in a particular organization. So 
using federation technologies, one can implement the first step to a cross-
organizational single sign-on.  

The unanswered (and tough) question is how a recipient (like a service) can 
validate whether the subject is authorized to perform certain actions, like invoking the 
service. The fact that an incoming e-mail comes from one of the collaboration 
partners does not mean that the sender of the e-mail is part of the specific 
collaboration project and is authorized by the business owner inside the partner 
organization. Without asking “Does your colleague Greg work on our project”, it is 
impossible to validate whether an incoming request is authorized or not. 

4.2   Claims-Based Security 

In a ‘claims-based’ system, security decisions are performed based on ‘claims’ that 
are supplied by a requestor. In this context, a claim is “an assertion of the truth of 
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something, typically one which is disputed or in doubt” [3]. SAML and WS-
Trust/WS-Federation are claims-based systems. A claim could be an X.509 
certificate, which asserts that the subject that holds the corresponding private key is 
‘known’ to the CA under the given distinguished name. Other classes of claims could 
be a username, a SAML assertion or a capability (from a capability-based security 
system). In our example, a claim is a statement by one of the partners that a certain 
user or service is associated with the project. Such a claim can only be validated by 
parties which are part of the constrained federation.  

Claims are statements by a claim provider about a particular subject. To ensure that 
these claims really originate from the claim provider, claims can be protected using 
data origin authentication mechanisms like digital signatures or message 
authentication codes. Multiple claims can be combined, in order to build a higher-
order claim. These higher-order claims are called ‘security tokens’, i.e. a security 
token contains one or more claims. By their very nature, security tokens can have an 
arbitrary amount of complexity. Comparing this with an X.509 certificate, the X.509 
certificate is very simple because of its well-defined semantics (ignoring that X.509v3 
extensions and OIDs make it harder).  

A client that aims to invoke a service may not be in possession of the appropriate 
security token that is necessary to invoke a particular service. Imagine a client that 
possesses a username/password pair or a Kerberos ticket that are only valid within the 
corporate network. With these security tokens alone, it is impossible to invoke a 
service in another trust boundary, because these security tokens are not understood or 
will not be accepted by the target service.  

This dilemma is solved by token transformers, so-called ‘security token services’ 
(STS). An STS is a service that can take an existing security token (like 
username/password) and transform it into another token that will be valid inside 
another trust boundary. This transformation can be either issuing a new token or 
validating an existing token. To get a token issued, the client asks the STS: “Please, I 
have this token here that you can recognize, please give me a token that I can use over 
there.” During token validation, the recipient of a security token asks the STS: “I 
received this token here and I do not understand the claims inside the token. Could 
you please bring it into a form that I can understand?”  

The concept of security token services, together with a very simple language to 
request and validate security tokens is specified in the WS-Trust specification [1]. The 
WS-Federation specification [2] is a guideline based on WS-Trust, which describes 
how to combine different STSs in order to implement identity, account, attribute and 
authorization federation, as well as delegation across different trust realms. For 
further reference, the ‘Laws of Identity’ [3] provide an excellent background how 
identity systems in general (and the claims used therein specifically) should be 
constructed in order to be acceptable for the different stakeholders.  

5   How to Apply the Tools – A Simplified Architectural Overview 

The following illustration provides a simplified overview on the solution architecture: 
Both Alice and Bob setup the constrained federation inside their respective 
organizations. 
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The constrained federation is established by Alice and Bob inserting the entry 
about the project into their companies’ security token services. After this entry, each 
STS knows that the project exists and what the security token of the partner’s STS is. 
In addition to that, Alice instructs Contoso’s STS that Carol is part of the project. This 
means that the Contoso STS will issue project-bound security tokens to Carol if 
requested by her. On the peer side at Fabrikam, Bob dynamically creates a service and 
‘adds’ that service to the project by inserting that association into the Fabrikam STS.  

Besides just associating Carol to the project, Alice also needs a way to attribute 
Carol’s STS entry with roles statements or similar claims. So Alice needs to be able to 
express that Carol is an ‘editor’ or ‘reviewer’ inside the ‘Project X’ collaboration. 
With that additional claims embedded into the cross-organizational security token, the 
Fabrikam STS can decide not only whether the invoked service belongs to the 
‘Project X’, but also whether the specific operation is permitted to users with the role. 
This decision can be taken by the Fabrikam STS because the security token contains 
role claims, and because Bob inserted the “‘Project X’-Editors can write on services 
associated to Project X, reviewers can only read” into the STS. This information can 
be only provided by Bob, because Bob is the business owner of the service and the 
collaboration, and should be able to answer (and maintain) such information.  

One important aspect to note down is that ‘regular’ users (which are not system 
administrators) will be able to insert security-critical information into the company’s 
overall security system. This implies that ‘regular users’ will be able to ‘open the 
door’ to the company’s internal network to people which do not belong to the 
company. This implies a serious threat to the network: It must be ensured that only 
services which are associated to the project will accept incoming messages from 
external parties. In order to ensure this, the company’s network must have strong 
enforcement components that permit message delivery only to services that belong to 
the project. An additional mechanism to reduce the threat potential is to have dynamic 
service instantiation and strong process isolation, so that services are only associated 
to a single project. As a first step, conservative deployments could instantiate the 
exposed services inside the company’s DMZ or another compartmentalized area.  

6   What It Brought Us – Problems Solved? 

To conservative security people, this scenario should be frightening: regular users 
(who usually have no security education) will be able to expose resources inside the 
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company to external people. So what does this apparently risky idea bring? There are 
multiple stakeholders impacted: 

6.1   IT and Network Administrators 

− The first advantage for administrators is that they can concentrate on systems 
administration work, without being disturbed with user management and change 
requests to specific access control lists.  

− Administrators have the complete overview of what resources are exposed to other 
companies inside the corporate STS. The corporate STS has a complete view on 
what constrained federations exist. For each of these federations, the central 
corporate STS provides information which services are associated with the 
federation. In addition, the STS provides the information who the other companies 
are that have access to these services. All this information is necessary to perform 
audits over the IT systems and to determine the potential attack surface and threats 
that the corporate network is exposed to.  

− Each incoming message must have a valid security token attached. Messages 
without valid security tokens can be blocked easily. In case of suspicious 
messages, the attached security token enables administrators to find the business 
owner both inside their own company, as well as in the partner companies. 
Therefore, malicious messages that have been sent by people inside partner 
companies can, in corroboration with the partner company, be linked to an 
individual inside that partner company.  

− Administrators can also decide that all interactions (both inbound and outbound) 
with a particular partner can be blocked as long as necessary. For instance, 
collaborations can be ‘put on hold’ if certain partners have security problems with 
their IT infrastructures. The corporate STS is the single point of control to enforce 
such policies.  

− As a last point, administrators have the confidence that proprietary data, that is 
shared across partners, is not stored outside the federation, e.g. on 3rd-party IT 
systems like an application service provider. This assures that this data is protected 
either by their own or by the partner’s network.  

6.2   Top Executives 

− Top-level managers like e.g. a CEO can extract valuable business information from 
the central STS, e.g. “Who inside my own organization works together with this 
partner company?” 

− If necessary, top-level managers can use the central STS in order to enforce 
business decisions, e.g. “We terminate (or suspend) all collaborative business with 
this specific partner.”  

− Another interesting option is to prevent the setup of certain collaborations: “For the 
time being, no new collaborations with these specific partner organizations can be 
established without further vice president approval”.  
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6.3   Mid-level Managers 

The mid-level managers are people like Alice and Bob. These people are the core of 
the collaborations.  
− With the approach presented in this paper, these people have an effective tool to 

establish new collaborations, which gives them full control over the business-
related details of the collaboration.  

− This tool provides a minimum-effort mechanism to directly associate employees 
and resources to collaborations.  

− It ensures that their business relationships are automagically visible to the top-level 
management. This gives them confidence that each collaboration they establish 
will be in line with the company’s overall partner strategy.  

− As a last point, the STS is the central tool to maintain their relationships with other 
partners. For instance, it is easy to determine “What collaborations and projects do 
me and my team own?”  

7   Conclusions 

This paper presented our view on how security management for distributed systems 
could be enhanced, in particular for situations where cross-organizational 
collaboration is a business necessity. The driving force during the development of this 
architecture was to focus on the business needs of the different stakeholders. We 
believe that the developed security architecture correctly reflects how human trust 
relationships in cross-partner collaborations work. The next steps will be to validate 
that such a system is manageable at a broad scale. This validation is expected to 
happen in the scope of collaborative research projects, like the European FP6 project 
TrustCoM.  

One common aspect for aspect for software companies is that the employees have 
to use new software themselves before rolling the products out to clients. For 
ourselves, the main challenge will be to apply this new model to our own 
collaborative working environment.  
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Abstract. The goal of service oriented architectures (SOA) is to allow a 
message based and loosely coupled interaction between different web services. 
This approach allows the orchestration of web services in distributed, 
heterogeneous applications where the different services can be implemented in 
different programming languages, run on different machines and be based on 
different protocols. The adoption of web services to integrate systems within an 
organization and with partners is strongly dependent on the security standards 
that accompany service oriented architectures (SOA). The XML (Extensible 
Markup Language) Signature standard plays a key role here. For protecting 
such a distributed application, XML Signatures are used on several levels and 
for different challenges, for example to guarantee the integrity and authenticity 
of the exchanged messages and their authentication information, as well as the 
audit trails and to provide non-repudiation. The paper describes the role of 
XML Signatures for protecting Enterprise Service Bus (ESB) based SOA 
applications. 

1   Introduction 

1.1   Background - Enterprise Service Bus 

The phrase “Enterprise Service Bus” describes an architectural pattern in which 
applications are created by composing software components together in such a way 
that complete business processes are reflected. In an ESB, the software components 
are packaged as high-level “services”, which are platform-neutral and which can be 
described in terms of the documents which they take as input and the documents 
which they produce as output. These input and output documents are formatted as 
XML. An ESB-based application therefore involves XML documents, being routed 
from one software component to the next, where each one performs a particular 
processing step on the document. ESBs differ architecturally from earlier “hub and 
spoke” integration patterns. The central role within the “hub and spoke” architecture 
is played by a broker, which connects all services. In contrast, an ESB is a message 
oriented middleware (MOM) that allows all services to communicate directly with 
each other. Another difference is that an ESB is independent of the transfer protocol: 
the SOAP binding defines how the messages are bound to the different protocols such 
as TCP/IP or HTTP. 
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Fig. 2. XML Digital Signature Syntax [2] 

− Integrity - Has the data or system been tampered with? 
− Confidentiality - Can the data be read while in transit or storage? 
− Non-repudiation - Can a sender deny having sent a message? 
− Auditing - Is there a record of client access to data? 
− Availability - Is this system vulnerable to a denial-of-service attack? 

For securing a SOA, XML Signature is a key concept to address the authentication, 
integrity and non-repudiation topics directly, and authorization and auditing 
indirectly. In the following the role of XML Signature in the different areas is 
discussed. 

2   Importance of XML Signature 

2.1   Motivation 

As mentioned above, Enterprise Service Bus based applications orchestrate different 
web services into one distributed application. Each request is processed as one 
business transaction. To be able to analyse and reproduce the different steps in case of 
an attack, (during a business transaction) a legally relevant audit trail is important. It 
can also be used as input information for intrusion detection systems to prevent future 
attacks after the same schema. To give an audit trail legal relevance, it is necessary to 
know when and by whom the trails were created and if it was possible to manipulate 
the audit trail. A whole new dimension is added by the cascading nature of 
applications, which is given in case of an ESB based SOA. Each web service 
participating in a business transaction, as well as the ESB itself, writes its own audit 
trail, each of which must be protected. 

Normally web services are not directly used by a human user. At the very least, 
there is a client application between the web service and the user, in more complex 
scenarios like an ESB based application, there are a web service client, the ESB and 
probably several cascading web services. In the worst case, each of these services 
 

<Signature ID?>  
  <SignedInfo> 
    <CanonicalizationMethod/> 
    <SignatureMethod/> 
    (<Reference URI? > 
      (<Transforms>)? 
      <DigestMethod> 
      <DigestValue> 
    </Reference>)+ 
  </SignedInfo> 
  <SignatureValue>  
 (<KeyInfo>)? 
 (<Object ID?>)* 
</Signature> 
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needs to authenticate and authorize the user. To allow the services to check the 
authentication result and to authorize the requesting user, but on the other hand free 
the user from having to logon multiple times (which would require a distributed 
administration of authorization rules), a single sign on mechanism and centralized 
point of administering access rights is necessary. 

In a distributed environment where messages travel from the sender to the receiver 
via several hosts and services, it is important for the receiver to be able to prove that 
the message arrived unchanged, by whom it was sent, and perhaps at what exact time 
it was sent or arrived.  

Digital signatures and especially XML Signature can be a solution for these issues, 
as discussed in the following. 

2.2   Identity Federation in a Distributed Web Services Environment 

One of the most critical topics of a distributed heterogeneous application, especially if 
legacy systems are involved, is the authentication and authorization of the requesting 
client. Independent applications and components that are wrapped by a web service 
and which are orchestrated to one distributed web service application normally have 
their own authentication and authorization behavior, running in their own independent 
domain. 

2.2.1   The Identity Provider 
The orchestration of these components via web services also includes the 
orchestration of the authentication and probably the centralisation of the access 
right administration, to allow the definition of overall security policies. The 
problem of different domains where user Bob in domain A is not equal to user Bob 
in Domain B can be solved by the introduction of a trusted third party, the Identity 
Provider, which plays the role of a central point of authentication and user 
management. All the different participating web services have to trust the Identity 
Provider and its user and role mapping decisions. The Identity Provider has to know 
that the identity of a client e.g. “Joe” authenticated as “Bob” in domain A is the 
“Steve” in domain B. 

The authentication has to be done by the Identity Provider. After a successful 
authentication, the Identity Provider provides the identity of the authenticated user in 
the different domain. This identity information can now be placed as part of the 
message, sent to the distributed web service application, which allows the 
participating web services to find out the user’s identity and authorize the user 
depending on his local a ccess rights. To exchange messages between web services, 
the SOAP protocol, defined in XML is used. A SOAP message consists of a header 
and content section. The SOAP header contains meta information, necessary for 
routing and processing the data provided in the content section of the SOAP message. 
The distinction between the content and meta data sections of a SOAP message makes 
it possible to place the identity information as part of the SOAP Header, which is 
defined by the Web Service Security standard [7]. 
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Fig. 3. Identity provider and multiple service providers as identity federation [4] 

2.2.2   Identity Federation 
The complete concept of this single sign-on approach is based on the trust relationship 
between the different web services and the Identity Provider and the integrity and 
authenticity of the identity information, placed in the messages. To guarantee integrity 
and authenticity, the identity data is digitally signed by the Identity Provider.  Because 
the protocol that is used to exchange the message and the message themselves are in 
XML, the signature created by the Identity Provider is also an XML Signature. To 
validate the integrity and authenticity of the identity information, the web services 
have to validate the XML Signature signing the identity information and created by 
the Identity Provider. Beside the identity information, the XML Signature is also 
placed in the message as part of the SOAP header. [7] 

2.3   Message Integrity and Non-repudiation 

In an open architecture like the SOA, it is vital to protect the messages that are being 
transmitted from client to server and further from the server to other services within 
or even outside a closed network. Because of the human-readable format of XML 
messages, attackers are very much attracted. When orders are being passed over the 
internet, the issuer, the order object and sometimes the bank details are transmitted. If 
this happened over an unprotected line, attackers would have a very easy job in 
forging and spoofing messages either from the client or from the service. 

It is therefore very important to have a tool to guarantee that the message was not 
modified in transit and that each party can be sure that no other fraudulent party is 
participating. One of the first countermeasures is the usage of SSL [10]. 

− SSL allows the client to determine that the service is the real service that he is 
supposed to communicate with. The SSL server (i.e. the service provider) sends his 
certificate, which is checked by the client (application). 

− SSL guarantees message integrity. All traffic between the two TCP endpoints is 
protected from forgery. 

− SSL encrypts all traffic, so that the (even plain text XML) messages cannot be read 
by unauthorized parties. 

Identity 
Provider 

Service 
Provider A 

Service 
Provider B 

Bob@SP_A.com
<alias=“BobAliasA” 
  SecurityDomain=“IDP_A” 
  Name=“BobA” 
/> 

Steve@SP_B.com
<alias=“SteveAliasB” 
  SecurityDomain=“IDP_A.com” 
  Name=“SteveB” 
/> 

Joe123@IP.com
<alias=“JoeAliasIPA” 
  SecurityDomain=“SP_A.com” 
  Name=“BobAliasA” 

/> 
<alias=“JoeAliasIPB” 
  SecurityDomain=“SP_B.com” 
  Name=“SteveAliasB” 
/> 
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SSL is widely available and understood by all major browsers. Also, SSL can 
easily be configured for web services, and commercial applications usually support it 
as well. But SSL has one disadvantage, which is that encryption and other security 
functions are performed only by the two TCP endpoints. If the message needs to be 
secured further on, then an end-to-end protection like the usage of XML Signature 
and XML Encryption in the application level is required. 

Using XML Signature and XML Encryption on the application level takes up more 
coding but gives a more finely grained method to guarantee the message integrity, 
privacy and non-repudiation. The client signs the message content and places the 
signature into the message header. The references of the XML Signature point to the 
signed data in the message content. Using the Transforms element, it is possible to 
protect only parts of the message context or the complete message and in case of a 
multipart message the attachment. The validity of the signature guarantees the 
receiving service the integrity and authenticity of the message. 

2.4   Signed Audit Trails 

One of the most critical issues in terms of the legal requirements is a method that 
enables the provider of a service to prove that certain activities have taken place and 
data have been processed in a particular way by the providing service. The best 
instrument for this task is the signed audit trail. 

Audit trails are basically the protocol about what happened at a specific service. 
Now, when we look at the SOA architecture, we will quickly see that one action 
triggered by a client can lead to multiple (sub-) actions carried out by other web 
services. In order to backtrack the end user’s transaction accurately, this requires the 
collaboration of all participating services to add meaningful and important 
information to this trail. Audit trails are providing the following capabilities: 

− They guarantee non-repudiation. I.e., if dealing with a customer order, the 
manufacturer can prove that a certain order was placed by a certain principal. 

− They also give the client a tool by which he can review (double-check) his orders. 
− Audit trails should provide enough qualitative information to re-build the business 

transaction, in case of problems like attacks, disk crashes, breakdowns and outages 
of the service did happen. 

Certain features are required for different levels of trust that an audit trail can provide: 

− Identification and authentication of the client. Can the client be identified uniquely 
and could he authenticate himself in a trustworthy way? This must be logged in 
case of a non-repudiation requirement. 

− The usage of single sign-on. The identity of the caller should be the same for all 
subsequent web service requests within this transaction. Optionally, each service 
may log the time and principal identification in case of any doubt. 

− If the authenticated client is been given a certain role, this needs to be logged as 
well. All participating services must state clearly for which account the action was 
carried out. 
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− One of the most critical issues is the quality of the signing certificate. Normally, a 
batch signature with an advanced signature is sufficient. Sometimes there may be 
the need for a qualified signature. 

− In order to trust all related parties, and that all the applications work reliably to a 
certain degree, is a certification required? This will certainly improve the 
trustworthiness of the whole application. Still, this is a very costly process and 
needs to be evaluated thoughtfully. 

Because of the complexity of an enterprise service bus, the creation of audit trails 
is similarly complex. A central utility is a good start to implement signed audit trails.  

Within the suggested environment, a native XML server with the cryptographic 
capability to handle electronic signatures is the ideal solution. In addition to the bus 
type communication of the application data, each service itself has a direct line to the 
logging process (i.e. an XML server). Given that the XML server supports 
transactions, each (sub-) service carries forward the data required to complete an audit 
log for the whole service request.  

The above suggestion will also work in a widely distributed environment. This is due 
to the fact that the XML server itself can be configured to act like a protected service.  

3   The Software AG ESB Approach 

The Software AGs Enterprise Service Bus, the Enterprise Service Integrator (ESI), is 
also confronted with the security issues discussed above.  

3.1   Identity Federation 

For Software AG, single sign on is a very important topic. One of the most common 
use cases of the ESI is the web service integration of legacy applications running in a 
mainframe environment. By default, mainframe applications run in a closed 
environment with a closed and limited set of users. If such applications are integrated 
into a distributed web application, accessible via the Inter- or Intranet, a strong 
security policy has to be defined. Authentication, authorization and user handling are 
very sensitive topics for such applications. For most of the use cases it is important to 
authorize the primary user, who initiated the business transaction. Because of the 
multi-tier architecture of distributed web services applications, authenticating the 
requesting user is done by the web service client and not in the backend system. In 
such a case, the mainframe application has to trust the authentication and user’s 
identity information provided by the authenticating entity, as well as the integrity of 
the transmitted data. A strong trust relationship is given by digitally signing the 
authentication assertions and the identity data. 

The ESI handles signed authentication and authorization assertions and supports a 
role based access control approach. This requirement is provided by the support of 
SAML (Secure Assertion Markup Language) [9] based Web Service Security. The 
security assertions are digitally signed by the Identity Provider and the signature is 
validated by the ESI and the mainframe application before the requesting user is 
authorized to execute the request. 
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Abstract. Implementing X.509 based public-key infrastructure requires
following a complex set of rules to establish if a public key certificate is
valid. The XML Key Management Specification has been developed as
one way in which the implementation burden can be reduced by moving
some of this complexity from clients and onto a server. In this paper we
give a brief overview of the XML key management specification standard,
and describe how, in addition to the above, this system also provides us
with the means to sensibly break many of the rules specified for X.509
based public key infrastructure.

1 Introduction

In this paper we will describe how the XML Key Management Specification
(XKMS) [1,2] can be used as a kind of intranet “front-end” to an X.509 based
Public Key Infrastructure (PKI). Such PKIs mainly try to follow the rules spec-
ified in most detail in RFC 3280 [3].

Once we have seen how an XKMS responder can be used in such a situation
we will then examine a number of ways in which the responder can offer better
service to clients, by breaking the rules of X.509!

2 The XML Key Management Specification

The XML Key Management Specification (XKMS) [1] is a W3C Recommenda-
tion designed to ease the costs of PKI deployment without sacrificing its bene-
fits. It is suitable for use in conjunction with the XML-Signature [4] and XML-
Encryption [5] W3C Recommendations as well as in other application contexts,
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such as email. As stated, XKMS is a W3C Recommendation, the pinnacle of
the W3C standards process: it has been reviewed by W3C Members and other
interested parties and there exists enough implementation and interoperability
proof to validate its concepts. The XKMS W3C Recommendation was published
on 28 June 2005 though the original W3C Note on XKMS dates from 2001.

We will now give a brief overview of XKMS - a companion paper [6] de-
scribes XKMS in more detail and also reports on interoperability status. XKMS
consists of two different parts: the XML Key Information Service Specification
(X-KISS) and the XML Key Registration Service Specification (X-KRSS). X-
KISS defines a protocol to support the delegation by an application to a service
of the detailed processing of key information associated with an XML-Signature,
XML-Encryption, or other usage of the XML-Signature <ds:KeyInfo> element.
X-KRSS defines a protocol for the registration of a public key by a key pair
holder, with the intent that the key subsequently be usable in conjunction with
X-KISS or a PKI. XKMS is designed to be protocol independent and it proposes
bindings [2] over SOAP/1.2 as well as plain HTTP.

2.1 X-KISS

Reducing the complexity of applications using XML-Signature is one of the key
objectives of the protocol design. X-KISS clients are relieved of the complexity
of the underlying PKI used to establish trust relationships. These relationships
may be based upon a different specification, such as X.509/PKIX, or PGP[7].

In addition, sometimes the information provided by a signer can be insuffi-
cient for performing cryptographic verification or to be able to decide whether
to trust a signature. Alternatively, the information provided by the signer may
be in a format that is not supported by the client. In these cases communication
with an X-KISS service can be useful as a way to get that “missing” information.

Examples where the key information could be insufficient for the client in-
clude:

– The key may be specified by a name only.
– The key may be encoded in an X.509 certificate that the client cannot parse.
– In the case of an encryption operation, the client may not know the public

key of the recipient (e.g., just having a name).

X-KISS works via two different services: Locate and Validate.
Locate resolves a <ds:Keyinfo> element but does not require the service

to make an assertion concerning the validity of the data in the <ds:Keyinfo>
element. Validate does all that Locate does, but in addition, the client obtains
an assertion (at that time, according to that responder) specifying the status of
the binding between the public key and other data, for example a name or a set
of extended attributes. Furthermore the service represents that each of the other
data elements returned are bound to the same public key.
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2.2 X-KRSS

X-KRSS handles the registration and subsequent management of public key
information. An X-KRSS service may bind information such as a name, an iden-
tifier or other attributes, to a public key, on reception of a client request. The
key may be generated by the client or by the service on request. The Registra-
tion protocol may also be used for subsequent management operations including
recovery of the private key and reissue or revocation of the key binding. The
protocol provides ways of authenticating the requester and the possession of a
private key. Additionally it provides a means of communicating the private key
to the client in the case that the private key is generated by the registration
service.

The operations constituting X-KRSS are:

– Register: Information is bound to a public key through a key binding.
Generation of the key pair may be performed by either the client or the
Registration service.

– Reissue: A previously registered key binding is updated. It is similar to the
initial registration of a key and the principal reason a client would make a
Reissue request is to cause the registration service to generate new credentials
in the underlying PKI, e.g., X.509 Certificates.

– Revoke: A previously registered key binding may be revoked. A revocation
request need only contain sufficient information to identify the key binding
to be revoked and the authority for the revocation request.

– Recover: The private key associated with a key binding is recovered. The
private key must have been previously escrowed with the recovery service,
for example by means of the X-KRSS registration of a server generated key.

2.3 Using XKMS as a PKI Front-End

PKIs aim to allow every user and every application to verify the identity of
everyone with which they communicate and to ensure that the counter-party
identity is appropriate for the transaction and also that the identity/key binding
is still valid (not revoked). Unfortunately, the infrastructure needed to support
this places such burdensome demands on application developers that it can be
difficult to develop a secure application that achieves all of these goals simulta-
neously.

In order to verify a given signed document, a party must locate the corre-
sponding public-key certificate, verify its validity, and parse it to extract the cor-
responding public-key. Traditionally with PKI, these operations are carried out
by a (PKI) client application. This requires complex configuration settings, e.g.,
rules/configuration for mapping application identities to X.500 names. More-
over, as different PKIs can have different conventions, this can complicate the
integration of PKI with applications.

In XKMS, these trust decisions are delegated to a common server, so that
they can be centralized and applied consistently across platforms. The only con-
figuration information that an XKMS client needs is the URL of the server and



Using the XML Key Management Specification 351

the public key the server will be using to sign its replies. Different trust models
can be supported by using different server URLs.

Figure 1 gives an example of one way in which XKMS can validate requests
between a client and an application server (we assume that both the client and
application server have previously used X-KRSS to register their public keys in
the XKMS service). The workflow is as follows:

1. The client uses the Validate request to get a public key for the server.
2. The client sends a signed request to the application server; the request in-

cludes a copy of the client’s public-key certificate and is encrypted with the
server’s public key.

3. The application server decrypts the request, and forwards the client’s public
key certificate to the XKMS service using a Validate request, asking to
validate it and to extract the public-key contained within.

4. The application server processes the client request.

2

4

1 3

Client App. Server

XKMS Service

PKI

Fig. 1. Validating a request using XKMS

Note that in the preceding example, the XKMS service does not sign or
verify the signature of the client’s request. These operations have to be done
locally. Also note that the PKI that is behind the XKMS responder is completely
transparent to the client - it could be based on X.509 or something else. Likewise,
this transparency allows for the exchange of one PKI with another one with
minimal change for the client and application server code. Finally, the client and
the application server could contact different XKMS services; in this case, one
XKMS server could act as client to get the required information from the other
server.
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In addition to acting as a relatively straightforward “front-end” for the usual
X.509 based PKI, XKMS is also intended to be usable in other contexts, in
particular where PGP [7] based data formats are used instead of X.509 based
ones or where a PKI is built from scratch based on “native” XML formats like
the <ds:KeyInfo> structure defined in XML-Signature [4].

3 Breaking X.509 Rules Using XKMS

in this paper we are interested in considering how an XKMS responder, placed
in front of an X.509 PKI can usefully break the rules of that PKI in order to
provide better service to the responder’s clients. We first consider the types of
rule which can be broken, and then give a number of examples where breaking
each type of rule is of benefit.

Many of the rule-breaks, or “cheats”, we outline below might be considered
to be features of a PKI. For example, if an XKMS responder uses a different
name for an entity, someone could respond that the PKI could have done the
same thing via the use of another SubjectAltName extension. However, even if
some PKI could achieve the same effect, the point is that for a given deployed
PKI, changing the name of the entity is cheating, at least in PKI terms. Whether
this indicates that X.509 based PKIs are too rigid, is a topic potentially worth
discussing though not one we address here.

Note that many, but not all, of the “cheats” here could also be implemented
by a non-conformant implementation of the SCVP protocol [8], however a con-
forming XKMS implementation can do all of these things, as well as acting as a
more “traditional” PKI front-end when circumstances warrant.

3.1 A Classification of the Rules-to-Be-Broken

RFC 3280 [3] describes in detail the contents of certificates and related data
structures and (mainly in Section 6) describes an algorithm which can be im-
plemented in order to check the validity of certificate paths. The rules which
are explicitly and/or implicitly specified therein could be broken down into the
following classes:

– Certificate content. Rules as to how to interpret the content of a certifi-
cate.

– Certificate status checking. Rules stating whether or not a previously
issued certificate remains valid.

– Valid path constraints. Rules which valid certificate paths follow (many
of these are derived from the validation algorithm).

For each of these classes we will give examples of how breaking related rules
can be useful. Note that the classes themselves are not really significant, but
they do help to organize our presentation and also help us to find additional
ways in which we can break X.509 rules!
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3.2 Certificate Content Related Rules

We begin by breaking the most basic rules of X.509 based PKI. We will go into
more detail on the first rule-break, for later ones we leave the details of the
XKMS messaging required as an exercise for the reader.

Changing the Name of the Certificate Holder. In many cases organizations will
have gone to much trouble to ensure that the certificate holder (subject and/or
subjectAlternateName) fields contain unique values, for example, via the in-
clusion of employee numbers or other serial numbers. Non-human entities (like
applications) may have similarly constructed names for consistency. This makes
these names cumbersome and unsuitable for many applications, for numerous
reasons, not least the fact perhaps the applications didn’t actually exist when
the PKI naming debate was raging within the enterprise. An XKMS responder
can therefore usefully maintain its own translation of names, perhaps via a set
of tables and/or some algorithm. In this way, an entity known to the PKI as
"L=Internet;O=Example Org; CN=Joseph User+SN=123456798" might sensi-
ble be mapped to "joe". In terms of XKMS processes, the steps that occur
could be as follows:

1. Application received XML-Signature produced by Joe, with Joe’s X.509 cer-
tificate in a <ds:KeyInfo>.

2. Application does a Validate containing that <ds:KeyInfo>, but without ever
looking “inside”.

3. Responder does PKI things to validate the certificate and then maps from
the subject field (above) and the name of the application (or other context)
to "joe".

4. Responder returns a binding containing the appropriate ds:keyValue and a
<ds:KeyName> containing simply the string "joe".

5. Application correctly accepts that XML-Signature is from Joe and does fur-
ther XML processing on the relevant documents.

In a variation on the above, the responder could simply invent a pseudonym
for the certificate holder each time it sees a new XKMS-client/application pair
(or following many other algorithms). This would make the application less likely
to cause privacy problems since application state would contain the pseudonym
and not a real identity. It would also make it harder to correlate the same user’s
actions over multiple applications.

Another related “cheat” would be where the responder uses some name res-
olution service (like DNS), and maps from the requested name to one present
in a certificate (or vice-versa). This could be useful to handle load-balancing
and other cases where the names currently in X.509 certificates don’t match
those that the application requires. Of course, this means putting some “trust”
in whatever resolver is used by the XKMS responder, but that may well be as
secure, and cheaper than, frequently getting new X.509 certificates.
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Hidden Key Escrow. In response to a query from an application which is about to
do an encryption operation (e.g. an S/MIME enabled mail user agent), an XKMS
responder could produce a response which contains a public key for which the
corresponding private key is known to some other application (e.g. an outbound
SMTP server). In the example, the mail client will (unknown to it!) encrypt
for the SMTP server, which can decrypt, presumably then apply some useful
policy checks, and subsequently re- encrypt for the intended recipient. Say that
now the SMTP server uses the XKMS responder to find the intended recipient’s
key. Either via configuration, or even some visible and/or hidden values in the
KeyBinding returned (e.g. a proprietary X.509 extension), to the mail client, the
XKMS responder can know how to respond.

Ignoring Expiration. X.509 certificates expire, unfortunately. For many applica-
tions, there is no real need to update certificates other than to handle the fact
that certificates expire. XKMS can rescue us here by simply checking the not-
Before and notAfter values in a certificate and running the RFC 3280 validation
algorithm for some time in that interval, that is, the responder can ignore the
certificate’s validity period entirely. In this way, Joe can go on using the same
certificate indefinitely possibly saving money for the organization (if certificate
renewal is a chargeable service). For any application which has its own concept
of account revocation or expiry this mode of operation is entirely sufficient (i.e.
the notAfter field of the X.509 certificate adds no value in such cases).

Creating An Entirely New Certificate. In response to a locate or validate request
a responder could do the standard PKI operations to validate some certificate
for the public key in question, but then create a new certificate, issued by the
responder (or at least signed using a key under the responder’s control) which
will be more likely to satisfy the application requirements. Basically, this al-
lows the responder to include any of the above “cheats” in an X.509 certificate,
which is useful if the ultimate X.509 relying party will trust the responder-issued
certificate. This is slightly different from normal PKI models, in that the respon-
der may for example change the subject field to better match the application
requirements.

This “cheat” also allows the responder to handle potential cryptographic
weaknesses, for example related to hash-function robustness. If the responder
has a local repository of certificates, then it can perhaps be confident that those
certificates retain their integrity even if the hash functions used therein are cur-
rently considered weak. The newly created certificate can then use better hash
functions or else countermeasures like long, random serial numbers in order to
create a certificate which will be acceptable to the X.509 relying-party.

If the responder is creating new certificates for some application where the
certificate is only used for a short period, then the responder could re-use serial
numbers in order to make it simpler to handle revocation of such certificates.
For example, if the XKMS client application uses the certificate for a CMS [9]
based confidentiality service, but throws away the certificate shortly after use,
then the responder could use a small set of serial numbers for all certificates. The
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net effect is that CRLs never get long enough to cause problems, while relying
party applications can do standard revocation checks. This “cheat” shows that
even the most fundamental “rule” of X.509 (that an issuer MUST NOT re-use
serial numbers) can usefully be broken!

Covert Channel. Where a responder creates new certificates there are many
X.509 fields which can be used as a kind of covert channel between the XKMS
responder and intermediaries who see the certificate or perhaps the private key
holder (if the certificate is carried end-to-end in an encrypting application). Such
a covert channel could be used to carry (or link to) authorization information
or any other application data. The fields that could be used in this way without
affecting the use of the public key contained in the certificate include the serial
number, unique identifiers, issuer, subject, algorithm identifiers (both inner and
outer), and many of the standard extensions. The version number could also
potentially be used, though probably at the expense of suffering decoding errors
in intermediaries. Note that if CMS is used for encryption then the serial number
covert channel gets through to the private key holder even if the certificate does
not. Although a similar trick can be done using short-lived X.509 certificates,
this “cheat” differs in two respects: the certificates are likely to be even more
short lived since an XKMS client will more frequently contact its responder,
hence the covert channel has higher bandwidth. Secondly, the XKMS protocol
inherently supports us in doing this, whereas in an X.509 context a modified
LDAP server might be the best way to implement this.

3.3 Certificate Status Related Rules

Handing revocation of certificates has always been a really problematic area for
X.509 based PKIs. In this section we will examine ways in which we can help by
breaking the rules of X.509.

Entirely Ignoring Revocation. The most obvious way to solve the revocation
problem is to get rid of it. This is straightforward enough - the responder simply
runs the validation algorithm but skips the certificate status checking stages
entirely. It may be useful to for the responder to keep its own, application-
specific blacklist as well as a global blacklist and to use that as the basis on
which it decides the Status of KeyBindings.

Ignoring Business Motivated Revocations. If an enterprise pays a service provider
to operate a PKI on their behalf then that service provider might create a CA
for that purpose. When the customer no longer wants to use that service, the
service provider might revoke that CA’s certificate, thus potentially invalidating
all of the end entity certificates issued by that CA. An XKMS responder is in a
useful position to ignore this revocation in order to provide business continuity
where the customer is switching from one service provider to another, or to
an in-house PKI. More generally, one could perhaps argue that leveraging the
flexibility of XKMS makes many business transitions easier, when compared with
X.509 compliant solutions.
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Ignoring Authority Revocation. Access to the required CRLs or OCSP respon-
ders for end entity certificates may be possible in many circumstances. However,
for some PKIs it will be hard to find the relevant CRLs or OCSP responders in
order to ensure that no CA on the path has been revoked. An XKMS responder
could usefully maintain its own list of revoked CAs and therefore not have to
attempt to access these ARLs or equivalent.

Ignoring Revocation Timing. An XKMS responder could be configured so as to
ignore revocation timing information (e.g. the next update field etc.) and could
simply periodically access certificate status information, presumably from a fairly
reliable source. This amounts to having the XKMS responder (administrator)
choose the level of acceptable risk, in terms of potential missed revocations. In
many circumstances the XKMS responder will be in a much better position than
the X.509 certificate issuer to properly evaluate this risk - thus leading to a more
easily deployed system.

3.4 Path Validation Related Rules

X.509 based PKIs define a range of certificate extensions which are aimed at
controlling which paths are valid and which are not. There are many cases where
we may want to disagree with the constraints that CA’s would like to impose
and XKMS allows this to be done easily.

Ignoring All Certificate Policy Checks. Certificate policies, even if initially sen-
sible, may well not last as long as certificates, for example introducing new
applications into a bridge-CA structure may make many issued certificates use-
less. An XKMS responder could therefore effectively “strip” out all certificate
policy handling, and in particular all policy mapping.

Ignoring Basic Constraints. A responder could totally ignore the basic con-
straints extension (or its path length constraint) and treat an end entity as a
CA. This could be useful to integrate with some quasi-standard or less frequently
seen PKIs such as those used in some grid computing environments [10].

4 Conclusions

We have given a brief outline of XKMS and one of its main use cases: use as
a locally trusted intranet server. However, by showing ways in which XKMS
can usefully be used to break restrictive X.509 rules, we have also demonstrated
that XKMS can be used as more than just a front-end for X.509 based (or other)
PKIs.

It should also be clear that we could have given many more examples - in
fact one could possibly construct an interesting “cheat” for almost all certificate
and CRL fields, and for almost all MUST or SHOULD statements in RFC 3280
[3]. However, we are, of course, not recommending that XKMS implementers
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implement these “cheats” - they each only make sense in specific contexts. We
do expect that over time, some of them (or others) will be found to be useful
enough to warrant inclusion in XKMS implementations - perhaps at some stage
some might even find their way back into the X.509 related standards!

Finally, the fact that there are so many potentially useful ways in which the
X.509 PKI rules can be broken, given the opportunity offered by XKMS, may
indicate that those rules are somewhat too onerous, at least when an on-line
trusted server is available as is the case with XKMS (and, whenever it is finally
completed, with SCVP).
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